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Abstract

Learning has been extensively studied in many species (including primai&ststand insects).

In larval and juvenile zebrafish, an established model organism, simple learning paradigms with
one or two cues have been develgpeth fish responding to classical and operant conditioning.
However, more sophisticated paradigms, which would all@gtudyof more complex forms of
learning, are still missing. We aimed to expand the existing set of learning paradigms for larval

and pvenile zebrafish by introducing a conditioned place avoidance protocol-imaz¥.

Fish were conditioned to avoid one of the visually distinct arms efreaXe Mild electric shocks
were used as unconditioned aversive stirfu®). We found thaarobug response to conditioning
emerges in dveekold juvenile zebrafish. The fish required distinct visual cues to develop a
conditioned response. Moreover, we showed that fish could use various strategiestteedi®id

pattern avoidance, a prefererfoe asafe pattern, or a preference floe center of the maze.

The described paradigm lagtse groundwork for studies of more complex learning abilities of
juvenile zebrafish, such as spatial learning. Moreover, the juvenile zebrafish, which allows for
norrinvasive wholebrain imaging, provides an opportunity to study how different parts of the

brain interact during memory formation and retrieval.






Table of contents

S 0 ] 0 0T = \Y;
LISt OF tADIES. ... s erree e e emeee e e aend Vii
iR 011 o o 11 [ 1o o PSP URRRRPPPPPPPPPRRIS 1
1.1 TYPES Of [AIMING.....eiiiiiiiiiiee e eeer e 1
1.2 Leaming as a subject of experimental reSearChi...........cccccoeviiieemiiie 2
1.3 Neural basis for associative learning and methodological limitations................. 3
1.4  Zebrafish as a model organism for [earning...........cccoeeeeeeiiceeeviiiiiiiiie e 4
1.41  Model organiSmDaNIO FEIIO........uueiiiiieeiiiiiiiiiieeeiiirereee e e e s e e ssiieereeessinereeeeeeeeeeeneennes B
1.4.2  Behavioral repertoire of larval and juvenile zebrafish..............cccovvvieecis 4

1.4.3  Existing studies of learning in larval and juvenile zebrafish................cccccoceeeeiins 6

P2 /1= 1 o o LS PP 9
2.1 FISh husSbandry.........coooriiieee e e emena s 9
2.2 BeNAVIOral SEIUD.......coi i 9
N R T (U o TP PP TPPTTPPTRRPPRTR 9
2.2.2  VISUAI STIMUIL....eeeii et rres e s e e e s e e e e e e e e e e e e e e e e e emenseraeernnennnes 11
2.2.3 Electrical StImMUIALION...........cooiii e e e e e e e e e e e e e e e e e e e e e e e e enenrnnes 12

2.3 BehaVIOral traCKing...........eeeeiiiiiiiiii e 12
2.3.1  Calculation Of fISh POSITION........uuiiiii e 12

A T |1 1= ¢ o 12
2.3.3  Calcubtion of SWIM DOULS.........cooiiiiii e 14
2.3.4  Calculation of heading dir€CHON...........ooviiiiiiiiiieeeie e 15
2.3.5  Calculation of orientation in the arm...............oooiiiiiiieeeei e 16



2.3.6 (O 1110 | E= (o] a0 I 1] A T < T 16

2.4 EXperimental ProtOCOLS...........uuuuuiiiei s e e e e e e e eeeer e e e e e e e e e e e e e e eaaananan 17
2.5 MOAEIING. ... ittt 20
2.5 1  MOAEl AESCHIPLION. ... ittt e e e e emee ettt e e e e e s rmme e r e e e e e e e e e mnes s nnes 20
252 NO-1€arNING MOUEL.......oo e e 22
2.5.3  Model With @ 1arning MUIE..........cooi i 23
2.6 Analysis of conditioning effeCtsS............cooiiiiiiiiieeee e 24
2.6.1  Metrics for the CPA pParadigm............ooiiuiiiiiiiieeeiieee e e e e 24
2.6.2  SlidiNg WINAOW CUIVES......cciiiieiiiiiiiiiiieieesitieeeeee e e e e e s st ennsseseeeeeeeesaassnsnneeeeennnees 24
2.6.3  Permutation tESHING........coiiiiiiiiiiiiiie it e e e et e e s eet e e e e e e e e e e s 25
2.6.4  Analysis and clustering of shotkggered swim bOuUtS...........cccccvveeee i 27
RESUILS.... e e e e 29
3.1 A conditioned place avoidance paradigm for larval and juvenile zebrafish....... 29
3.1.1  Setup and ProtOCOL........uuuuiiiiiiiiiiiieeee e e e e ee e e 29
3.1.2  Metrics for quantification of fish performance in the CPA paradigm.................... 32

3.1.3  Optimizingexperimental design: assessing preference stability of maze arms and inherent

PreferenCes Of fISh.......ooo e e a e e e e 33

3.2 Comparison of responsés conditioning in different age groups............ccveveeeeee. 38
3.2.1  Changes in the entry frequency of the shocked arm are significantvieeldold fish..39
3.2.2  Changes in occupancy of the shocked arm are similar in all three age.groups....41

3.2.3  Pseudeaandom walk model explains some, but not all results of CRA.................. 41

3.3 Experimental and modeling results suggest thatdkold zebrafish can form

AVEISIVE MEBMIOIIES ...t e et e e ettt eee e e ettt oottt e ettt bb e e e e e e e eeesann e e e e as 44
3.3.1  Expanding the behavioral paradigm................ooiiiiociii e 44
3.3.2 A no-learning model can explain only some aspetthie CPA results..................... 47

3.3.3  Modeling with an added learning component can qualitatively reproduce experimental
metrics 48

334 Differentiating between 6exti.nct.i.ond® and of



3.4 Distinct types of responses of zebrafish to electric shack................cccoveeeennld 55

3.4.1  Characterization of responses to electric ShoCK..........ccccceviiiiiccciiiiiiiiiieee, 56
3.4.2  Response types and their cortigla with 1earming.............ooccvvviiiiiieeeeieee e 60
3.5 The role of visual cues in the CPA paradigm.............ccccouvmmmimmmnnniiiiiieiiiineeeeee 69
3.5.1  Response of fish to CPA paradigm in the absence of visually distinct.cues........ 69
3.5.2  Decoupling the maze arm and the visual pattern...............cccuvimmmriiiiiieeeee s 12
3.5.3  Alternativestrategies to pattern aversiOn............cccccuieiimmrniinireeeeee e e eeeeeseees 77
I3 o151 L0 o R 83
4.1 Onset of learning in the CPA paradigm............ccooiiiiiimmmn i eeeeeiees 83
4.2  DYNAmMICS Of CPA MEIICS. .. .uuiiiiiiiiiiiiiiii ettt e 84
4.3 Effects of conditioning in the Test SeSSION..........ccceeiiiiiiiiieeee e 85
4.4  Variability in responses to shocks and shock response.types............ccccuueeee... 86
4.5 The role of visual cues in the CPA paradigm............cooooiimiimmmnnniiiiiiieeeeee 38
4.6 Fish strategies in the CPA paradigm............ccccciiiiieemiiiiiiieeeeeeeee e 89
(@ 11 1o T | PSP 90
5.1 Further behavioral eXPeriMentS. ...........ueiiiiiiiiiiieeeiiieiie e 90
5.2 Imaging of a behaving juvenile zebrafish in aaze............cccccceeeviiiiiiieecccicceenn. 90
(@0} o o1 11153 [ o 1S 93
Y 0] 0 1= o T [ OSSP 95
7.1 ADDIeVIatioNS.......ueeeei et 95
7.2  Number of animals used in eXPeriMeNntS........ccceeiiiiieeeecceeriiee e e eeeeeee s 96



BIDIOGrapRy ... ————————— 97

ACKNOWIEAGEMENLES..... .t ceeer e e e s 106
(@10 ¢ ToT 11U g BV = TP 108
AULNOT CONTIDULIONS ...uiiiieiceeeiiee e eree e e e e e eeennns 111
Eidesstattliche Versicherung / Affidavit.............cccooviiiiiiiiiieeen e 113



List of figures

Figure 1. ¥maze dimensions and plaCement. ...........cccuuuuiuiiimmmniiiiiiiii e eeereeeeeees 10
Figure 2.Schematic for the spread of light in different mediums................ccoociiieeein, 10
Figure 3. Calculation of swim bouts from displacement CUIVES...........cccoviveirieecvvinennnnnnn. 15
Figure 4. Schematic for alation of heading direction...............ooovvvviiiiicccreeiveeei, 16

Figure 5. Probability density function for the Gamma distribution used in modeling....... 21
Figure 6. Schema of the pseudmdom walk model, used to simulate experimental resul2

Figure 7. Histogram of the distribution of permutation scores for a toy dataset.............. 27
Figure 8. Schematic drawing of the SetUp........cccooeiiiiiiiiiiccecic e, 29
Figure 9.Schematic description of the CPA ProtoCol................eevviiiiiceciiiiiiiiiiiiiiiieeeeeeee 30
Figure 10 Examples of individual fish trajectories in different sessions of #& @rotocol... 31
Figure 11 An example of the calculation of CPA MEtriCS.........coeviiiiiiiiiiiceeeicciieee e 32
Figure 12 An example of sliding window analysis for a single fish...................cciieeeeinl. 33
Figure 13.Sliding window curves for control eXperiments............ccovvveeeiricemnscrnneeeee e 34
Figure 14 Occupancy of maze arms grouped by the associated visual pattern.............. 35
Figure 15 Positioning of the mazes in the experimental roOM................cooovvvieeeeeieneeenn. 36
Figure 16.Intrinsic biases in the setup or in innate fish behavior..................ccooeeeeeeee. 37
Figure 17 Distribution of fish body size across different ages............ccoooeiiiiiieee s 38
Figure 18 Changes in arm entry frequencies across different age groups...................... 40
Figure 19.Changes in arm occupancies across different age graups............ccccvvveeemeeeee.. 41
Figure 20Schenat i ¢ o-f etahai Ag.a..mad.el ... 42

Figure 21 .Sliding window curves for simulated trajectories of the fish id@aning condibns.

Figure 22 Examples of individual trajectories for fish that responded to conditioning by staying
in the center of theaze............oooiiiiiii e 4D
Figure 23 Changes in CPA metrics in conditioning and test SesSioNSs...............uvveveeeennes 46
Figure 24 Changes in CPA metrics for simulated trajectories of the fish-iearming
conditions, INCIUAING @ tESt SESSION.........iii i ceeee e e e eanes 48
Figure 25.Changes in CPA metrics for simulated trajectories of the fish with an added learning

(070 1 0] 010 1= o | S PP PPPPTRUPPR 49



Figure 26 Changes in CPA metrics in experiments with@mifute delay before the test session.

............................................................................................................................. 51
Figure 27 Changes in CPA metrics in experiments with ariifute delay before the test

1SS 0] o VRSP PPRPTRPPPRRRP 53
Figure 28 Variability in performance in the CPA paradigm..........cccccoeeeeeiiiieeeiiiiii e, 56
Figure 29.Typical responses to electric shocks of afish...........cccovviiiiiccci, 57

Figure 30.Comparison of distributions of swim bout amplitudes: spontaneous vs. triggered by
SIOCKS ... e e e e e et rrna e e e aeaaeeereeeeararnes 58
Figure 31.Schema for calculation dish orientation in the maze arm...............ccccooeeiieeens 59

Figure 32 .Strength of shock responses depends on the orientation of the fish in the féddtri

............................................................................................................................. 60
Figure 33.Separation of Shock responses INTO tYPES. ......viviiiiiiiiiiiiieeeieeeeeeeee e 61
Figure 34 Features of identified reSpPONSE tYPES......ccoeiiiiiieiiiiiiiieeei e 63

Figure 35A toy example for calculation of conditioning efficiency after different swim bout
types in a 1aminute time iNterval...............eeiiiiiieee e 64
Figure 36.The shocked arm is avoided more strongly after swim bouts with high amplitude than
after swim bouts of other reSponse typeS........cccoeeveeeeiiiiieeeiie e 66
Figure 37 Effects of highamplitude swim bouts on the occupancy/entry frequency of the
shocked arm last up t0 50 MINUEES.........ooiiiiiiiiiii e 67
Figure 38 Changes in CPA metrics in experiments with identical visual patterns............ 71
Figure 39 Changes in CPA metrics in experiments with pattern rotation (cw/ccw) in the test
RS 1S1S7 [ o VPP 73
Figure 40 Changes in CPA metrics in experiments with the rotation of patterns (cw/ccw) in the
test session (colors correspond to the patterns before the rotatian).................... 75
Figure 41 Examples of fish trajectories before and after the rotation...................cccceee. 76
Figure 42 Changes in CPA metrics in control experiments for the replacement of the shocked
2 L] o PP 78
Figure 43 Changes in CPA metrics in experiments in which the shocked pattern was replaced in
TNE LBt SESSION. .. i 80
Figure 44 Individual examples of fish trajectories with successful avoidance of the shocked arm

after the replacement of the shocked pattern in the test sessian........................ 81

Vi



List of tables

Table 1. CONLrol PrOtOCAL. ........uuuiiiiiiiiiii e 17
Table 2. Age compariSON PrOtOCOL.........uuuuueiiiiei ettt e e e eeeer e e e e e e e e e e e eeeeaeeees 17
Table 3. Protocol With @ teSt SESSION.........cooiiiiiiiieree e 18
Table 4. Protocol with a delay and a teSt SESSION...........uiiiiiiiiieeeicrer e eeeen 18
Table 5. Protocol with identical PattermS..............uuuiiiiiiiiieeeii e 18
Table 6. Control protocol for replacement of shocked pattern: switch to.gray................. 19

Table 7. Control protocol for regtement of shocked pattern: switch to a new pattern.....19
Table 8. Protocol for replacement of shocked pattern...............ooovvvieeeiiiiieeeiice 19
Table 9. Protocol with pattern rotation.................uueeeeiiieeeiiiiiiiiee e 20
Table 10An example for the calculations of experimental and permutation scares........ 26
Table 11 Occupancy of maze arms, grouped by patterns, in control experiments........... 35
Table 12 Occupancy of arms in two mazes, grodijpy absolute position in the experimental
rOOM, iN CONEIOl EXPEIMENTS........iiieeieiieiiiiis s e e e e e e e emnnre s e e e e e e eeeeeaes 37
Table 13 Entry frequency in the last 10 minutes of the conditioning session for different age
[0 011 01 7 PSPPI 39
Table 14 Arm entry frequency and arm occupancy in the experiments with a test sessid.
Table 15Arm entry frequency and arm occupancy in experiments witm@nbite delay before
LTSN (TS BRSSO 52
Table 16 Arm entry frequency and arm occupancy in experiments withraifhQte delay before
L (S AT ST o] o PP 54
Table 17 Occupancy and entry frequency of the shocked arm in timeidgte interval
immediately after a shoetkiggered bout for different swim bout types..................| 62
Table 18 Posthoc pairwise comparisons of the occupancy and entry frequency of the shocked
arm immediately after the shock for different response types...........cccceeeeeveeeenn.n. 65
Table 19 Arm entry frequency and arm occupancy in the experiments with identical pafférns.
Table 20 Arm entry frequency and arm occupancy in the experiments with pattern rotati@n.
Table 21 Arm entry frequency and arm occupancy in experiments with pattern rotation (metrics

for the test session are calculated in relation to the originally shocked.arm)....... 74

vii



Table 22 Arm entry frequency and arm occupancy in the experiments with the replacement of

the ShOCKEd PALtEIN........ccoiiiieeee e e e e e e e e e ameer s 79

viii









Introduction

1 Introduction

1.1 Types of learning

The ability to learn allows animals to stop relying on chance in thedraction withthe
environment andinsteadto start using past experiences and planning to increase their survival
rate. There are two main categoriedezrning: norassociative andsaociativelearning Non
associative learning in particular leads to an adaptation evilhdue to exposure to a repeated
stimulus, and is not caused by sensory adaptation or fatigue. In fact, this type of learning does not
create an association of the stimulus or behavior with any particular cue. Examples of non
associative learning are Ituation (during which the behavioral response to a repeated stimulus
gradually diminishes) and sensitization (the behavioral response to a repeated stimulus is gradually
enhanced). Associative learning, on the other hand, is a powerful and versatié lggming,

which allows an animal to build a connection between a pair of events, and to predict one from the
other (Moore, 2004; Roberts, Bill, & Glanzman, 20138Yell studied paradigms of associative

learning irtludeclassical conditioning and operant conditioning.

Classical conditioning involves the pairing af biologically relevantinconditionedstimulus

(US), such as the smell of food or an electric shodgkh a conditioned stimulugCS), whichis
initially a neutral stimulussuch aghe sound of a bell or a flash of ligfPavlov, Gantt, Volborth,

& Cannon, 1928)A US causes an unconditioned response, which is represented by a rgflex (e
salivation oran escape response). During the conditionthg CS and US are presented to an
animal simultaneously or one after the other (e.g. the southe béll precedes the appearance of
food or the flash of light precedes tleéectric shock). Aer the association between the US and
the CS is learned by the animal, the previously neutral CS now causes a conditioned eagponse
in the absence of a U$é sound of a bell causes salivation, a flash of light leads to an escape

response).

Operantconditioning involves an animal learning to associate a behauidhn as pressing a leyer

with a particular outcomeuch asewardor punishmen{Skinner, 1938)This type of conditioning
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differs from the classical type in the fact that the conditioning stimulus reinforcesraftexive

behavioal output (secalled operants).

1.2 Learning as a subject of experimental reearch

There is a long tradition of studying different types of learning via the use of model organisms in
controlled experimental conditions. Studies of classical and operant conditioningtased on
various features of learning: its acquisition, extinction (relearning of the neutrality@$thepid
reacquisition of the conditioned response after the extinction upon presentation of a single US,
blocking (a competition between two CS for forming @&ssociation with the US), etfTodd,

Vurbic, & Bouton, 2014)

A simple, yet effective experimental sgd for studying associative learning is anernt
conditioning chamber (the spa |l | ed ¢ S ISkinnan, €L938 In ¢the Sknner box, the
chamber is shielded from outside distractions by ligind soundproof barriers. The necessary
elements present in the box are the sources of the US (in case of the classical conditioning) or the
readouts of the operant behavior (such asrigvie case of the operant conditioning), and the
sources of the CS (devices for delivery of rewards/punishments). The crucial feature af such
setup is the minimal amount of participating elements, allowing for the control of laasefr

presentatiornd manipulation of the cues.

Other commonly used setups for studying learning includenYdzes, plusnazes and radial
mazegqOlton, 1979) In these setips, the number of behavioral options for the animal is increased
but still limited and controlled for, thus allowing studesmore sophisticated learning behaviors
(including more cues or more behavioral steps), such as learning of turn sequences and spatial

learning.

A popular paradigm in associative learning research is the conditioned place preference/aversion
(CPP/CPA), wich involvesclassical conditioningMuch a Van Der Kooy, 06 Sh
Bucenieks, 1982)In this paradigm, the animal is introduced to a chamber with two or more
compartments. The animal first explores the chamber during a habituation phase. During the
conditioning phase, the animal ipéd into one of the compartments, which is paired either with

a reward (in conditioned place preference) or a punishment (in conditioned place aversion). The

2
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animal learns to associate the cues of the conditioned compartment with the positive or negative
experience presented. In the test phase, the animal is allowed to move freely around all
compartments of the chamber, and the amount of preference/aversion of the conditioned

compartment indicaghow successful the conditioning was.

1.3 Neural basis for assciative learning and methodologal

limitations

Over the years, attempts have been made to find neuronal correlates for associative learning.
Mammals remain one of the main model orgasisised in this researcfthe dpaminergic and
serotonergic systemd the lrain have been implicated in reward and punishment processing
during conditioning(Bauer, 2015; Schultz, Dayan, & Montague, 19%@veral brain areas are
believed to serve as a neural substrate for associative leammahgding the hippocampus,
amygdala and the cerebell(Duvarci & Pare, 2014; Freeman, 2015; Giustino & Maren, 2015)
Yetthe overall understanding of how learned behavior, starting from the sensory input and ending
in motor output,$ coded in brain circuits is still missing. This is partly due to the limitations of

the existing methods for recording of mammalian brain activity. Methods such as
electrophysiological recordings or calcium imaging provide @golution recordings of éh

activity of single neurons. However, due to the size and anatomy of the mammalian brain, only a
small fraction of the neurons can be recorded simultaneously despite the recent advancements in
the number of simultaneously recorded neufdna et al., 2017)n addition, complicated surgical
procedures are necessary to access parts of the mammalian brain for recordings. In fact, deeper
brain areas often require even more elaborate preparations (such as the insertion of a microprism
(Low, Gu, & Tank, 2014)

Thesechallenges in the recordings of the mammalian brain could be possibly overcome in other
model organisms, as nanammalian species also possess the capacity for associative learning
(Lopez, Bingman, Rodriguez, Gomez, & Salas, 2000; Skinner, 1948; Tully & Quinnah88ty
others.
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1.4 Zebrafish as a model organism for learning

1.4.1 Model organismDanio rerio

An established model organism thetsattracted recent interest is the zebrafiBario rerio).

Adult zebrafish are known to be capable of performing complicated cognitive tasks, including
asso@tive learning, social interactions, and spatial learrihki, Tsuboi, & Okamoto, 2015;
Kalueff et al., 2013; Kenney, Scott, Josselyn, & Frankland, 2017; Miller & Gerlai, 2012)
Zebrafish are vertebrates, and share homology asfynbrain regions with mammals despite a
large evolutionary distancBNullimann & Mueller, 2004) Zebrafish are easy to breed and
maintain in captivity, and their relatively small size allows for Higtoughput behaweral assays.
Zebrafish larvae are small and transparent, and thejrcsidined with this transparen@allows

for noninvasive imaging of neuronal activity of the entire brain. There exists a large number of
genetically modified lines, which allow unpédieled access to targeted brain areas. This permits
the use of cutting edge methods such as labeling and recording, optogenetic manipulations, and
laser ablations. Recent improvements in imaging methodolfmgyekample,the genetically
encoded calciummdicator GCaMP®T.-W. Chen et al., 2013 gllow for high signato-noise ratio

and near singlspike resolution in calcium imaging recordings. New techniques such as
volumetric imagingldal Maschio, Donovan, Helmbrecht, & Baier, 20b¥)ight-sheetimaging
(Vladimirov et al., 2014permit recordings from several brain regions simultaneouslwedl as
whole-brain imaging withcellular resolution in awake animals. Taking these technical and
biological advantages into account, the study of learning in zebrafish could shed light on how

different brain regions act together during the learning process.

While animpressive body of behavioral studies has accumulated over the decades of learning
research in mammals, little is known about the learning abilities of the larval and juvenile
zebrafish which arecommonly usedior imaging of neuronal activitfmaging béng possible due

to transparencyf the animals at this developmental stage)

1.4.2 Behavioral repertoire of larval and juvenile zebrafish
Zebrafish undergo a quick development from an egg to a larva during the first 5 days of

developmen(Kimmel, Ballard, Kimmel, Ullmann, & Schilling, 1995At 5 days post fertilization
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(dpf) the Brvae hatch and cawimfreely. Larvae move in easily identifiable discrete bputsch
allow reliable behavioral tracking and classification of movement types using supgdasady
& Sumbre, 2016; Mirat, Sternberg, Severi, & Wyart, 2048y unsupervised classification
algorithms(Marques, Lackner, Félix, & Ogy, 2018)

Larval zebrafish exhibit a range of visually guided behaviors, most of which are elicitedpy fai

simple types of stimulation:

1 Differences in luminance elicthototactic behavioin which larvae change their turning
probabilities to steaowards lighter areg8urgess, Schoch, & Granato, 2010; X. Chen &
Engert, 2014; Guggiandilo & Engert, 2016)

1 Continuous translational motion of visual stimuli triggers the optomotor respoMiR),
during which the fish start swimming in the direction of the perceived m¢Goger,
Smear, Anstis, & Baier, 2000)

1 Rotational motion triggerthe optokinetic response (OKR), causing the fish to turn their
eyes together with the perceived motion and stabilize the moving image on the retina
(Easter & Nicola, 1996; Kubo et al., 2014)

1 Fast looming objects cause the larvae to perform an escape respoifast stereotyped
movement, initiated with a scalled Gbend, followed by a series of powerfwim bouts
to move away from the looming obje@unn et al., 2016; Temizer, Donovan, Baier, &
Semmelhack, 2015)

1 Small moving objects attract the larvae and elicit a prey capture response, which includes
a sequencef stereotyped movementsonvergence of the eyes, followed by approach
swims, and culminating in a capture strf&anco, Kampff, & Engert, 2011Patterson,
Abraham, Maclver, & McLean, 2013; Semmelhack et al., 2014)

Apart from these simple behaviors, rassociative types of learning in larval zebrafish have been
described: larvae show a gradual reductfbabituation)in response to repeated visual and
acoustic stimul{Robets et al., 2011; Wolman, Jain, Liss, & Granato, 20Y&Y zebrafish at this

age are still developing, and it remains unclear if they are capable of more sophisticated forms of

learning.
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After hatching the larvae grow and further develop over the weeks, until they reach the
transformation into the juvenile zebrafish at approximadelyweeks post fertilizatiofParichy,
Elizondo, Mills, Gordon, & Engeszer, 200Being at the intermediate stage of development,
juvenile zebrafish of 3 weeks post fertilizati are still transparent and relatively small, which
makes imaging possible. At the same time, zebrafish of this developmental stage have been shown
to develop more sophisticated behasidfor example, social behavior develageere groups of

two or moregjuvenile zebrafish show social attractievhich manifess asdecreased inteanimal
distance(Dreosti, Lopes, Kampff, & Wilson, 2015; Hinz & de Polavieja, 20X0dher studies
established the existence of abilities for associative learningrvial and juvenilezebrafish
(Aizenberg & Schuman, 2011; Matsuda, Yoshida, Kawakami, Hibi, & Shimizu, 2017; Valente,
Huang, Portugues, & Engert, 2012)

1.4.3 Existing studies of learning in larval and juvenile zebrafish

Classical fear conditioning was demonstrated in larval and juvenileafigh (Aizenberg &
Schuman, 2011; Matsuda et al., 201@rval zebrafish were conditioned to associate a touch on
the tail (US) with a flash of light (CSNaive ish respond to the touch with increased tail
movement. After th conditioning the flash of light alone could evoke increased tail movement,
indicating successful conditioninbp a different paradigimuvenile zebrafish were conditioned to
associate an electric shock (US) with a dark flash (CS). The fish respondeel &5 with
bradycardia decreased heart rate. After the conditioning the initially neutral CS started causing
bradycardia even in the absence of electric shackmth studies,alcium imaging in cerebellum
revealed that the CS and the US evoked nealraativity of cerebellum. The activity of €S
responsive cerebellar granule cells wasansed athe end of the conditioning compared to the
responses in the beginning of the conditioning. This activity was then gradibalighel as

extinctiontook place.

Operant conditioning was demonstrated in juvenile zebr@ialente et al., 2012)n brief, a 2
compartment arena was used, marked with distiisttal cues. The study used pairs of cues (a
conditioned patter@S+ and a neutral pattern §SI'hree differentpairswere usedwhite and red
background, gray and checkerboard patterns, and curvilinear blue shapes and a blue grid. The

conditioning was carried out using electric shocks (US) to elicit avoidance of the compartment

6
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with CS+. Both cues were presented to the fish during the conditioning pineselectric shock
was administered only when the fish entered the compartment with thd RSanimals showed
a robust response to the operant conditioning starting from 3 weeks aftegésh learned to
associate their behavior with the outcome (pumisnt), and started to avoid entering the

compartment with the CS+, thus successfully undergoing operant conditioning.

In the described operant conditioning paradigm the animals were offered two visual cues, and thus
the behavior of the fish was reduceda binary choice task: stay in compartment A / stay in
compartment B. The fish were conditioned tooasste a visual pattern with atectric shock, but

it is not clear if the fish could use more sophisticated environmental cues, were they available.
Thus, even though this operant conditioning paradigm offers an elegant and simple way to study
associative learning, its simplicity limits the amountpafssiblemanipulations withwhich to

challengehe animal.

In natural conditiongthe zebrafish could beapable of using multiple cues and strategies to avoid

a dangerous or noxious part of the environment. Howemsaifural scene offers a broad mix of
cues, making it hard to manipulate and control which cues are accessible to the fish. To test if
various karning strategies exigt a zebrafisha controlled setup with morthan twocues is
required. In suclsetup the aptitude for operant conditioning can sered@d for investigation

of how the fish interact with their environment, what featuredefenvironmentheycanlearn,

and eventuallywhetherthe fish can combine informatidinom multiple cues to form spatial

memories.

The described studies show that juvenile zebrafish can be an appropriate model organism for future
studies of learning ibehavior and its neural basisis therefore highly interesting to stutlye

abilities of the juvenile zebrafish to learn in complex environments.

The aim of the present PhD study was to investigate the behavioral response of larval and juvenile
zebrafsh to conditioning in a more complex yet controlled environment-rAa¥e, a popular tool

used in memory research in rodents, was chosen as a behavioral chambemabe dbntains

more cues and allows for more manipulations of the visual cues when eaipathe 2

compartmental arena. In particular, in thenéze the zebrafish is able to explore the three arm
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compartments and a central compartment. To test if zebrafish are capable of extracting and
memorizing salient features of their environmentoadtioned place avoidangearadigm was

used. In this paradigm, the animal is conditioned to avoid one efdhally distinctarms of the
Y-maze by pairing this arm with a noxious stimulus (an electric shock). The expected response of
the zebrafish ithecase of successful conditioniiigand hence learnirigwould be the avoidance

of the conditionedrm. Various manipulations of the cues in the maze (@tation of the visual

cues presented in the arms of thendze) carthenbe used to distinguish whia@nvironmental

cues were important for the fish during the conditioning.
These considerations led to following main objectives of this thesis

(1) What is the earliest developmental stage at which zebrafish can undergo conditioning under
the CPA paradigm?

(2) How important are visual cues in the CPA paradigm?

(3) Are there different strategies that the fish can use to learn to avoid an aversive location in

the maze?
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2 Methods

2.1 Fish husbandry

Wild-type zebrafish of strain TL were maintained at 28 degrees on-aQiMhghtdark cycle.

Embryos were obtained by spawnithgeeadult fish pairs simultaneously. Embryos were raised

in Danieaub6s buffer (17 mM,N&8 @AW Ca(\s), bMMmMNKCI , O
HEPES) for the first 7 days of development. At 7 dpf the larvae were transferred to 3.5l tanks with

fish system water (approx. 30 animals per tank). Fraipf3o 20dpf they were fed twice a day

with live Rotifers and dry algae powder (Te&kafzuchtsfutter). From day 20 onwards, the diet

was smoothly changed to a combination of freshly hatched artemia and Gemma micro dry food
(Skretting). Animals were taken out of the fish facility and into the behavion thectly before

the start of eachxperiment.

All animal procedures were conducted in accordance with the institutional guidelines of the Max
Planck Society and the local government (Regierung von Oberbayern, animal ibehté4-
2532108-2016.

2.2 Behavioral seup
2.2.1 Seup

The setip was custom built in the lab. The walls and bottom of thea¥e were lasezut out of

cast acrylic. The maze arms had a 1:1 widtlength ratio, with a length of 30 mm; the walls

were 10 mm high (Fig. 1). Each arm opened to the triangular center miatheEnds of the arms

were rounded (observations of the fish showed that they tend to spend a lot of time in the corners,

data not shown).
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Figure 1. Y-mazedimensionsand placement
Shape of the maze with patterns (leftd a photo of the sep with projected patterns and inserted
electrodes, ready for experiments (right).

There were two identically built mazes used in the experiments in parallel, allowing the testing of
two fish simultaneously, and therefore increasihg throughput. Each maze had a piece of
diffusive paper underneath for back projection of the visual stimuli. Bethmazes and the
diffusive paper were placed into a water basin, in order to remove the additional air layer between
the screen and thesh. This was done to reduce light refractionth@sefractive indices of water

and plastic are rather similar, while the refractive index of air is different and can cause distortions

of the projected image (Fig. 2).

o= o=
Plastic Z 40707077 Plastic 7707777
Air layer
Diffusive screen Diffusive screen

Figure 2. Schematic forthe spread of light in different mediums.

Left: from the diffusive paper to the fish through 3 lay@is, plastic and watgras shown othe
left, or 2layers(water, plastig, as shown on theght. Notice that aberrations in the light path are
smaller in the case of two layers. Refractive index of walgsn 1.333, plastic gusic= 1.495, air
Nair = 1.0003.
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The scene was illuminad from below with a custotbuilt IR LED array. Both mazes were
positioned under a higbpeed camera (Ximea USB3.0, model MQO13K(), in such a way

that the walls did not produce a vertical shadow (i.e. fish could be observed at any point of an
experiment The camera had an IR filter to filter outrismitted visible light. The sap was
surrounded with black, netnansparent walls to shield the fish from distracting visual cues in the

room.

2.2.2 Visual stimuli

Visual stimuli were projected onto the diffusipaper with an LEBprojector(LG) via a cold

mirror (see Fig. 8 in Resu)tsThe mirror was positioned at 45 a way to let the IR light from

below pass through, and to reflect the light from the projector onto the diffusive.sstieenli

were projected under the arms of the maze. The central area always had a uniform gray color (RGB
= (135, 135, 135) whichwas lighter than the gray indtarms to ensure that there veasontrast

border at the entrance to the arms. The projestigtuli included:

Black dots on light gray background

Light gray dots on black background

Black and light gray stripes

Checkered pattern of black and light gray colors
Uniform gray (RGB = (128, 128, 128))

e lllEEl

The light gray color was used instieaf white to lower the brightness of the arena (high brightness

= =2 4 A4 -2

levels could increase stress levels of the fish, from observations of thddiamo shown The
patterns were designed in such a way that the-tagbiark arearatio was 1:1. This was de to
prevent differences in luminance between the stimuli, as larval zebrafish exhibit phototactic
behavior(Burgess & Granato, 2007; Orger et al., 20Q@0yht gray RGBvalues werg180, 180,

180), black RGBralues wer€0, 0, 0).

11
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2.2.3 Electrical stimulation
Each arm contained a pair of electrodes, which were locatedsitiévealls The electrodes were
made out of steel mesh (wire diameter u2, aperture 0.5 mm) and covered the whole of the

sidewall The electrodes wermnnected to a constant current stimulator (Digitimer DS3).

Electrical stimulation was applied at 1 Hz in the periods between the entry and the exit of the fish

from the conditioned arm. Electric pulses lasted between 50 and 100 ms, depending on the
experment. Pulse amplitude was 0.7 mA (the value was chosen to elicit visible responses to shocks
in all animals, data not shown). The water used in the experimentsbtzred from the fish

facility (pH 7.5, temperature 28, conductivity 650 up

2.3 Behavioral tracking

All tracking was performed using custenritten scripts in Python.

2.3.1 Calculation of fish position

Black-andwhite images were recorded at 60 fps. The positiothe fish was identified using
background subtraction in retine. Ths timedependat backgroundvaluewas calculated as a
running average of the last 20 seconds of the recording. Background was subtracted from the
curent framethe result wadiltered with a Gaussian filter with a 5x5 pixel kerneleliminate

point pixel noise, ad then binary thresholded. The fish was identified as the contour with the
largest area on the thresholded image. Fish position was calculated as the center of mass of the

corresponding contour.

2.3.2 Filtering
The identified position was corrected using a Kalrfiléer to reduce the noise in the recordings.
The filter was implemented in Pythdfor simplicity of calculations the fish motion was modeled

with constant speed.

12
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Filter algorithm for updating position:

(1) Prediction of the stat€ anderrorcovariance matri¥ based orthe motion model

0 "0 J0 O
(2) Calculation oftheerror between predicte@ind observed positian

(3) Calculation othefilter gainK, which determinesow much the calculated error influences
the predicted state

Y "0 JO0 Y
O 0 J0 JY
(4) Update ofthecurrent state antthe uncertainty covariance matrising the calculated gain
@ @ 0
0 "0 030D , wherel is the identity matrix

Parameters for the Kalman filter:

1) ® ofufv b i state vector, containing currertand y coordinates and current
velocity projectionsi andvy
(2) 0 i a 4xderror covariancenatrix
p T T T
(3) O E ]ﬂ np ;@ I transition function from the previous state into the current state,
LLS 1 S | o}
corresponding to a movement with constant speed ( "OQW):

O o T
® & T
N N
N N

The multiplier 0.1 corresponds to a discrete time steth&umpdate of the state vector.

4) ﬁggg T measurement function to translate the current state into the coordinates

(Ghd 'O
13
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(5) Yi a 2x2 residual covariance matrix
(6) QT a 4x4 covariace matrix for the motion noise

(7) RT a 2x2 covariance matrix for the measurement noise

There were two sources of noisdaggererror in the position due to the detection of a different
moving object (type 1), and a snalerror due to the noise in the video recording (type 2). Two
sets of parameters for the Kalman filter were used to addaestype of error The sets differed

in the balance between covariance matricesHfemotion noise and fothe measurement noise.

First, in case of a large error (when the newly identified position was further than 15 pixels away
from the previous position), filter parameters weretundddéo conser vati ve and 6
measurements, thus preventing extreme changes in the position (measurement error was
considered much larger than motion error). Second, in case of small errors, filtedalfmates

in the fish positiorbased on t new measurementwhile reducing the jitter in the position due

to noisein the video recordingNoise along xand ycoordinates was assumed to be independent,
thus matrices Q and R were diagonBbr larger errors (type 1yaluesin the covariance ntiax

for the measurement noise were much larger than valuatdonotion noise. For smaller errors

(type 2) values fothe measurement artie motion noise were of the same ordémagnitude

2.3.3 Calculation of swim bouts

Swim bouts were estimated from the time series of fish positions in the maze. thést,
displacement wasalculated as the Euclidean distance between positibadjacent time points.
The displacement was then filtered usindjrate impulse respons@-IR) fil ter with a lowpass
kernel toeliminatehigh-frequency noiséMitra, 2001) The kernel was designed usitig Park$
McClellan algorithm(McClellan & Parks, 1973)The cutofffrequency was equal to 4H3cipy
library implementations of filter ah kernel design algorithm were useswim bouts were
identified by setting a threshold on the amplitudeheffiltered curve (see Fi§). The threshold
was set manually to minimize the error between automatically identified swim boutsaandlly
identified bouts from video recordings (data not showlif)e bout size was calculated by

integrating the area under the displacement curve.

14



Methods

8 8
—— displacement

7 4 === bout threshold
— 6" 5 61
2 o,
@©
=5 t5 *
T} € *
g 4 8 4 4
u] o
B 5
a3 S 3]
= g S
z g
o 2 A = 21

L
| LIJ Mm.l_mﬂ“j “ w |
01— . . . . L — 01
0 1 2 3 4 5
Time [sec] Time [sec]

Figure 3. Calculation of swim bouts from displacement curves.
Example of fish displacemein a part of an experiment before (left) and after (right) filtering.

Stars indicate identifiegwim bouts.

2.3.4 Calculation of heading direction
Heading direction was calculated after the experiment by analyzing the recorded videos. A heading

direction vetor of the fish was calculated for each frame of the video.

First, a contour of the fish was identified in a manner similar to the calculationgditén
experiment (see Methods 3.1In particular, the fish contour can be approximated by an elongated
triangle with the base of the triangle at the head. The terminal point of the heading vector was
located at the center of mass of the contour (which roughly corresponded to the head of the fish).
The initial point of the vector was located at the furthestpoint of the contour from the center

of mass (which corresponded to the tail tip of the fish). The heading direction was calculated as
the angular coordinate of the heading vectaa polar coordinate system, whose polar axis was

parallel to the homontal edge of the image (Fig).

15
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% Angle of the
\ heading direction

1

Pglar axis

Figure 4. Schematic for calculation of heading direction.

Schema of the calculation of the heading direction. The black arrow sheweading direction
vector on top of the fish contour. The initial point of the vector is in blue at the tail tip of the fish;
the terminal point of the vector is in red and at the center of mass of the contour.

2.3.5 Calculation of orientation in the arm

The aientation of the fish in the arm was calculated as the difference between the heading direction
of the fish and the orientation of the arm (see Bigin the Results)The aientation of the arm

was defined by the arm vector, whose initial point wasied at the maze center, and whose
terminal point was located at the arm center. The direction of the arm vector was identified by the
angular coordinate of the arm vectoraipolar coordinate system, whose polar axis was parallel

to the horizontal edgef the image.

2.3.6 Calculation of fish size

Fish size was calculated as the Euclidean distance between the tip 104

head and the tip of the tail, whose positions were manually picke: E

analyzing recoded videos. To reduce the human error, the length _5 °

identified 5 times for every fish based andomly picked frames of the -% 6

video. Afterwards the final length was obtained by averaging the ~
handpickedengths.To estimate the accuracy of this procedure, coeffici % 4 :;’
of variation (CV) of fish size was calculated for every fish by dividivg © othe
standard deviation of manually measured fish lengths by the mean of E 2 :;gg:'
lengths. CVs were calculated for a random sample abqerimentally - 01 o

testedfish (n = 42) Obtained values did not exceed 5%.

16
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2.4 Experimental protocols

Every experimental protocol ceisted of one or more experimental sessions. The sessions
followed each other without an interruption, and each session could be characterized by its
duration, the patterns that were projected into the maze, and the ON/OFF status of the electric

stimulatio.

In each protocol, every fish was tested individually. For protocols with electric stimulation, the
experiment was terminated if the fish remained in the shocked arm for longer than one minute.
This was done to prevent excessive stress for the aniguals.fish were also excluded from the

anal ysis (fioverstayerso in Appendix 1).

In addition, fish that stayed in the center of the maze for longer than 60% of therdofahe
conditioning sessiover e excluded from the dndhksgdishs (fAc
responded taonditioning by avoiding all of the arms, independent of the distinct visual cues, and

did not contribute to distinguishing what types of visual strategies fish might use in the CPA

paradigm.

See Appendix 1 for detailed numbers & eimimals used for each protocol.

The potocol for control of inherent fish biases and stability of maze arm preferestcdedone
sessior(ResultsChapter 31).

Table 1. Control protocol.

Session ‘ Duration [min] ‘ Patterns ‘ Shock

CONTROL 120 3 patterns (6ch No
oOwhite dots

The potocol for age comparisancludedtwo sessiongResults Chaptes.2).

Table 2. Age comparison protocol.

Session Duration [min] Patterns Shock

HABITUATION 30 3 patterns (6ch No
owhite dots

CONDITIONING 60 Same patterns in same locations Yes

17



Methads

The potocol for testing learning effects after the end of conditionnoudedthree sessions
(Results Chaptes.3).

Table 3. Protocol with a test session.

Session Duration [min] Patterns Shock
HABITUATION 30 3 patterns (6ch No
owhite dots
CONDITIONING 60 Same patterns in same locations Yes
TEST 30 Same patterns in same locations No

33).

Table 4. Protocol with a delay and a test session.

The potocol for testing time dynamics of memory fadingludedfour sessiongResults Chapter

Session Duration [min] Patterns Shock
HABITUATION 30 3 patterns (pkch No
oOwhite dots
CONDITIONING 60 Same patterns in same locations Yes
GRAY 50r10 Uniform gray in all arms No
TEST 30 Original patterns in original locations No

The potocol for testing the importance of distinct visual cues in the CPA paradaiuaedthree
sessiongResults Chapte3.5).

Table 5. Protocol with identical patterns.

Session Duration [min] Patterns Shock
HABITUATION 30 l denti cal patter No
dot sb6)
CONDITIONING 60 Same patterns in sartaeations Yes
TEST 30 Same patterns in same locations No

18
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The potocol for control ohow aversive the switch of preferred pattern to uniform gray is for the
fish included two sessiorfResults Chaptes.5).

Table 6. Control protocol for replacementof shocked pattern: switch to gray.

Session Duration [min] Patterns Shock
HABITUATION 30 3 patterns (6ch No
oOwhite dots
GRAY 30 Same patterns in same locations No
except the pattern of the preferreg

arm switcted to uniform gray

The potocol for control of how aversive the switch of preferred pattern to a new pattern is for the
fish included two sessiorfResults Chaptes.5).

Table 7. Control protocol for replacementof shocked pattern: switch to a new pattern.

Session Duration [min] Patterns Shock
HABITUATION 30 3 patterns (6ch No
6white dots
DOTS 30 Same patterns in same locations No

except the pattern of the preferrec
swi t cheod std

arm

The potocol for rgplacementf shocked pattern ithetest session included three sessigtesults

Chapter3.5).

Table 8. Protocol for replacementof shocked pattern.

Session Duration [min] Patterns Shock
HABITUATION 30 3 patterns (6ch No
6whi te dots
CONDITIONING 60 Same patterns in same locations Yes
DOTS 30 Same patterns in same locations, No

except the pattern of the preferred a
t o

switched

19
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The potocol with rotation of the patterns the test session included three sessi(Results
Chapter3.5).

Table 9. Protocol with pattern rotation.

Session Duration [min] Patterns Shock
HABITUATION 30 3 patter nso qtorcihg No
owhite dots
CONDITIONING 60 Same patterns in same locations Yes
ROTATE 30 Same patterns rotated by 22 or No

ccw (randomly chosen)

2.5 Modeling

A model was used to investigate how reactions to shocks, independent of learninmfhoernde
the occupancy anehtry frequency of the shocked arnwo metricsused to quantify the learning

effects

2.5.1 Model description

In the model, the maze was reduced to-m&ze, whose three arms were -aliraensional (1D)
linear tracks. Each 1D arm hadlength (parameter L) and a coordinate axis associated with it,
with the arm opening located@tand the arm end locateddigtance L from the originThe center

of the maze was modeled as a separate 1D compartment of leagth L

The simulated age moved alongthe arm axisdi scr et e steps. Each step
towards the arm opening, and SOThea step diréctionwas ar d s
chosen randomly at each simulation step. The stessiasdrawn from a distbution based on

the experimentally observed distribution of swim bout sizes (see Fig. 30, blue histogram).
Experimental values were fitted &0 Gammadistributionwith shapeparameter valué.79 and
scaleparameter 0.06 2’ he mean of the observed distribution, calculated as a product of shape and

scale parameters, was equalltt mm and length of maze arm was equaBtbmm Thusthe
averageswim bout sizeconstitued a fraction o2 Mo of themaze arm lengthilhe scale of

theGamma distribution, used for modeling, was chasethat the distribution mean was equal to
0 . OL3whére L was the length of the arm in the modeled r{fige5).
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~

Qahy —, whereaa . ® Q Qw (1)

Probability density of a Gamma distribution
a=1.79,scale=0.1

4.0
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0.5
0.0

00 01 02 03 04 05 06

Figure 5. Probability density function for the Gamma distribution used in modeling.
Shape parameter al=79 scale parameter =Dfor L = 5. Mean of the distributior 0.037 =
0.185; scale = 0.185/a = 0.185/1.79.£

If the simulated agent moved to the left of the arm opening, it exited its current arm and entered

the central compartmer@n the other sidehearmd end was 6sticky6: when t
moved to the right of the arm end, it stopped atatime end until the next step of the simulation.

Both boundaries of the central compartment were treated equally: if the simulated agent stepped
over either the left or the right boundary of the central compartment, it entered an arm. Each arm

had a probabily of entry associated with wyith all probabilites summing to one (see Fig. 6).

The effects of the electric shocks could be simulated in one of the arms. The size of every step
made in the a@ashmelktiddl iae dn 1y sinaulatgha incaeasegwenr U O
bout amplitude i n r es p-wuesie tha centrad tommattment of the h o ¢ k

simulated mazeemainedalways equal to 1.
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Figure 6. Schema of the pseudoandom walk model, used to simulate experimental results.

Three arms ofite simulated maze (right) halength L. Fish moves in each of the arms with a step
SorU\(incase ofthéd s hoc k ed ar riénd of thE armo (@miogemsint)e fish enters

the 6centeroé (left). The f i s hemespetifedfsredeclriack i nt o

2.5.2 No-learning model
Thefino-learning model was used to investigate if inereased speed in the shocked arm alone
could explain the changes in learning metrics during conditioning (arm occupancy and arm entry

frequency, seResultsChaptes 3.2 and3.3).

An experiment was simulated with 2 or 3 sessions. Each session lastggs.nlistthe starting
Ohabituationd session, the step size of the s
di stribution. At the end of the O6habituati on:

selected as t he ¢ sohnodcikteidoon ianrgnmd fsoers stihoen n(eoxctc udpca

due to stochastic reasons). I n the &6édcondition
6shockedd arm was multiplied bswimbduteampitade a met e
during the shocks. I n the third (6testd) sess

the same distribution. Probabilities of entry into any of the arms were equal &l sessions

All simulations were run using custewritten scripts in Python.
Parameter set used for simulations in Chapr
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L = 5; Lcenter= 1.5;scale= 0.1, U habituatdny 9,000 Steps; Bnditioning= 10,000 steps.
Parameter set used for simulations in Chaptr

L=5; Leenter=1.5;scalee 01; U = [ habitwaicd= 5,080 steps;Fngitoning= 10,000
steps; rst= 5,000 steps.

2.5.3 Model with a learning rule

A learningcomponent was added to the model teestigate if the decrease lgarning metrics,
i.e. the entry frequency dhe shocked arnduring the conditioning antest sessions, and the
occupancy of the shocked arm during the test session, could be repr(skefResultsChapter
3.3).

In thelearningmodel, the probability of entry into the arms of the simulated mazehasyed

from a constant to @ariableparameter. The learning rule consisted of decreasing the probability

of entry into the shocked arm every time an entry into the shocked arm happened during the
6conditioningd sessi on. eitldecayafthe prababitity ofentpyo nd e d
with a | earning r at -2erofvalue was bhosen bedauseinm thee@Xperibhents ( a
the probability of entry never reduced toEjuation 2 The probabilities of entry into the other

two armsincreased correspondingly, to keep the sum of all probabilities equal {&guations

3 and 4)

m Fom N (2)
n - (3)
B n P (4)

Relearning that the conditioned arm was safe again was simulated by relaxation of the probability
of entry into the shocked arm back to thdéevel during the test sessiqiquation 5) The

probability wa s i ncreased every time an entThg into

probabilities of entry into the other two arms were decreased correspondingly (Equation 6 and 7)

23



Methods

m Fo-n ()
n - (6)
B n P (7)

The |l earning r @B8Bwasbqualite@d. i n Chapter

2.6 Analysis of conditioning effects

All analysis was performedsing custorrwritten <ripts in Python.

2.6.1 Metrics for the CPA paradigm

Behavior in the CPA paradigm was assessed with two metrics: occupancy of the armsyand entr
frequency of the arms (Fig.1lin Results). ©cupancy of a particular arm was calculated by
dividing the time spent in that arm by the total amount of time spent in all of the arms. Occupancy
was additionally calculated for the rteal compartment of the mazentéy frequency of a
particular arm was calculated by dividing the number of times hieatish entered into that arm

by the total amount of entries the fish performed into all of the arms. The two metrics could be
calculated for the whole time of an experiment as well as for a part of an experiment (in a

corresponding time window).

2.6.2 Sliding window curves

Dynamics of CPA metrics in an experiment wesializedusing sliding window curves. iWdow

size was chosen to be 10 minutes long, withnairdute sliding step, i.e. two adjacent windows had

a 9minute overlap (except ardinute time windowwith a 3Gsecond step for Fig. 28nd27 in
Result3. Every point on the sliding window curve represents the occupancy/entry frequency in a

single time window.
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Sliding windows on the border between two sessions include fish trajectories from both sessions
(sessions can have different experimental conditions, i.e. ON/OFF stimulation); vertical dashed

lines were drawn around each border to include all such winditivgnixed conditions.

For some fish, the number of arm entries within ariBute time window could be very small or

zero (e.g. because the fish froze for a part of the conditioning session). If the number of entries
was less than three, the fish coutd Inave visitedall of the arms, antheentry frequency asnot
ausefulmetric. Entry frequency for such time windows was not calculated, and the corresponding
points on individual sliding window curves were missing. These time windows were not included

in the averages across individual fish, and they were not included in thecstiaisting either.

2.6.3 Permutation testing

Permutation testing was usedassess the significancedifferences between the occupancy/entry
frequency of the shocked arm ahed pther two arms of the maze. For each experimental protocol,

a permutation test was performed for the last 10 minutes of the conditioning session (to estimate
the significance of the reactions to shocks during the conditioning) and for the first 1@s1hut

the test session (to estimate the effects of the conditioning after the eldptu@isbn was
switched off). @cupancies/entry frequencies of each arm for each fish were calculated in these
time windows. Then, for each fish separately, the arm® waendomly relabeled, so that the
occupancy/entry frequey values were reassigned ftifferent arns. Such relabeling

(permutation) was performed n ="lines.

A score was calculated for the experimental values and for each permatsitien difference
between the mean occupancy/entry frequency of the shocked arm and the average of mean
occupancies/entry frequeirs of the other two arms (Equatioffiod the occupancy scor&/® ¢ h 'Q

and Equation $or the entry frequency scor&(® ¢ ). 'Q

J4 1

YEH Q BOOONDEBE B OOONOEB@ dLonOEGod (8

"YOE T @Ot o iQnan O - 60t oiQnan O 0t oiQwan O (9)

Scores obtained from all permutations constitute a distribution of score values for the null

hypothesis, i.e. that all arms are interchangeable for the fish, and therefore that there is no
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significant difference between the occupancy/entry frequency hibeked arm and the other

two arms. The experimental score lies somewhere in this distribution. The significance value of

the experimental score is assessed by calculating the fractionsabtiegalues in the distribution

which are equal or lower thahe experimentadcorevalue Equation 1.

3y

0 YOI WRET Q

(10

This procedure can be illustrated with a toy example. The toy dataset contains arm occupancies

from six individual fish. The experimental scot¥ ¢ i @an be calculated from the average

occupancies of all the arms usiBguation 8 After that, occupancy values are permuted for each

fish, and for every permutation a permutation scoféy ¢ 1 'Q, can be calculated (Tabl€)1

Table 10. An example for the calculations of expg@mental and permutation scores.

Left:

toy

dat aset

of

6experimental o

arm

occupancy value€ach row of the table contairerm occupncies & individual fish. Average

occupancy is calculated for each column. Score is calculatedEguagion 8

Before permutation

Shocked| Safe Safe
arm arml | arm?2
“ 0.15 0.33 0.52
S5 0.2 0.35 | 0.45
8s 0.1 0.46 | 0.44
33
8= 0.3 04 | 03
©
€ < 0.8 0.1 0.1
<
0.1 0.47 0.43
>
e
c ©
5= 0.28 0.35 0.37
z 9
< o
%oy U T X
Ywel QmEg Y f T8t Y
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After permutation

Shocked| Safe Safe
arm arml | arm?2
s 0.33 0.15 0.52
3% 0.2 0.45 | 0.35
8T | 044 0.1 0.46
33
8= 0.3 0.4 0.3
©
£ < 0.1 0.8 0.1
<
0.43 0.47 0.1
>
L e
< ©
) % 0.3 0.39 0.31
z9
< (@)
., Ty . ™ W T p
YOET Q ™ — 8t v
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These permutations are repeated n&ih@es, and a distribution of permutation scores is obtained
(Fig. 7).

BOOD0 1

70000 1

G0000 1

50000 1

40000 1

30000 1

20000 1

10000 1

Figure 7. Histogram of the distribution of permutation scores for a toy dataset.

Red line shows the position of the experimental score in the distribotioh(® permutations

Finally, thep-value of the experimental score is calculated by dividing the number of permutation
scores lesthan or equal to the experimental score by the total number of permut&oraion

10). This gives thg-value of 0.23suggesting that we should accept the-hyfpothesis, i.e. that

arm occupancies do not differ significantly in this toy dataset.

Sometimes, i the cases of very strong effects of conditionmane of the permutations produced
an effect stronger than experimental value. In such cases the estwvatad was equal to 0, and

was marked with b.l.s.t = beyond the limit of the statistical test.

2.6.4 Analysis and clustering of shockriggered swim bouts

The dataset for shockwim bouts was obtained from the conditioning sessions of 53 fish. It
contained responses to 16,151 shocks. For every shock, fish coordinates were extracted-for the 20
second interval starting at the shock onset. Every coordingiiersee was then transformed into

a displacement, calculated as the Euclidean distance between coordinates from adjacent time

points.
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Every displacement curve was smoothed using univariate splines. For every displacement, three
parameters were calculate: amplitude (maximal value), onset timeti(ae point when the first
derivative of the displacement curveceeded the value of 0.3), ande time (the difference
between peak time and onset time). Displacements whose amplitudes were lower thanld thresho
of 5 were consideredon-responses; the resere consideredwim bouts The aientation of the

fish in the shocked arm at the time of shock onsetdessrmined foevery displacement curve

(the orientation was calculated for the time of shock onsegscribed in Methods section 8.5

Hi erarchi cal clustering with Warddés met-hod wa
responses were excluded (11,766 -nesponses). The final dataset was represented by a 4,385

by-3 matrix (3 parameters for eadtentified swim bout amplitude, onset time and rise time;
orientation in the arm was not i ncluded as
minimizes variance within the formed clusters. The cluster tree was cut at a level to produce five

clustes. Every cluster was considered to represent a separate response type.

Comparison of the learning effedigetween different response types was performed using one
way ANOVA, followed by poshoc ttest groupcomparisons with 8onferroni correction. Four
response types were compared amongst each other (6 pairs), the fifth response type contained
0 s p o nt swimbdauts fdise) and was discarded from the analysis. The corrected significance

level was equal to>— 3t T.yThe learning effects werestimatedby calculating the

occupancy/entry frequency of the shocked arm in the next 10 minutes after every shock response
of a particular type (Fig36 and ¥ in Results).
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3 Results

3.1 A conditioned place avoidance paradigm for larval and juvenile

zebrafish

3.1.1 Setupand protocol

Two Y-mazes were positioned next to each other, making it possible to test two fish at the same
time. Each arm of the maze displayed a distinct visual pattern, which was projected from below
using an LEDBprojector. Every arm of the maze con&d two steeimesh electrodes, covering the
sidewallsof the arm. The electrodes were connected to a constant current stimulator, which could
provide pulses ddirectelectric current (see Methods). The maze was recorded from above using

a highspeed camer(Fig.8).

High-speed
camera

Y-maze with
electrodes

Projector

Mirror

Figure 8. Schematic drawing of the setup.
Visual patterns are projected from below. Each arm contains a pair efneskelelectrodes.
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A typical conditioning experiment consisted of three sessions it the frst session, termed
habituation,the fish was introduced into the center of the maze using a pipette and allowed to
explorethe¥Ymaze for 30 minutes. Following the habit
defined as the arm where it spahe mos time (see ChapteB.1.2 for of calculation). The
conditioning session followed immediately after the habituation session and lasted for 60 minutes.
During the conditioning session, thetireceived mild electric shoghkilses with a frequency of

1 Hz whie in the preferred arm, as defined in the previous session. Finally, the third session, a test
session, lasted for 30 minutes. Electrical pulses were not administered during the test session. This
final session was used to examine whether a memory ofesiwe location in the maze was
formed and how long this memory lasted (see Edjor individual examples of fish trajectories

in the three sessions of the protocol). Importantlgual stimuli in the test session could be
manipulated (e.g. rotation of the visual patterns) to investigate what types of cues were necessary

for the memory to form.

habituation conditioning test
30 min 60 min 30 min
Identification of Shock pulses in preferred arm Is aversive memory
preferred arm * 1 shock per second formed?
* Start when fish enters into How long does it last?
the shocked arm Manipulation of visual
* End when fish leaves the cues

shocked arm

Figure 9. Schematic description of the CPA protocol.
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Habituation Conditioning Test

Fish 1

Fish 2

Fish 3

Figure 10. Examples of individual fish trajectories in different sessions of the CPA protocol.
The preferred arm in the habituation session is shown in dark gray, in the conditioning session in
orange (when electric shocks wereganted), and in the test session in dark gray again (when

electric shock$fiad beerstopped).

Execution of the protocol was fully automated: the position of the fish was tracked-tmreal
using a custordesigned computer vision algorithigee Methods)ransitions between protocol
sessions and the timing of the electric shocks were controlled by custtien software, and did
not require the experimenterds presence. Thi

during an experiment.
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3.1.2 Metrics for quantification of fish performance in the CPA paradigm

Two metrics were developed to estimate the performance of the fish in the CPA paradigm: arm
occupancy and arm entry frequency. Arm occupancy was calculated by dividing the time spent in
a maze an during al0-minutetime window by the length of the time window (Fig. 11, top). Arm
entry frequency was calculated by dividing the number of entries into a maze arm by the total

number of entries to all maze arms during the time window (Fig. 11, bottom).

> 2.2min 0.2

@)

5

S 2.1min | 0.3min 0.21  0.03

@)

@)

O 5.4hiin 0.54
21 0.35

9 y, .

S 198 <4 0.25 <«

C

b \

24 0.4

Figure 11. An example ofthe calculation of CPA metrics.
Top: arm occupancyBottom: arm entry frequency. Absolute values are on the left, normalized

values are on the right.

These metrics were calculated throughout the coafrslee experiment by using a sliding time

window. The resulting sliding window curve shows the evolution of preference/avoidance for

individual arms in the Y maze during the experiment (Fig. 12).
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Habituation Conditioning Test

Conditioned (shocked) arm
Center of the maze @ @ @
— 1CM

0.7 7 habit. conditioning test 0.7 1 habit. conditioning test
0.6
>,
2 0.5 A
5 ~,
0.4 A
N AN
< 031 L XA\
€ 0.2
L
0.1
0.0 T T T f\'_\ T 1 O_O T T T T T 1
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Experiment duration [min] Experiment duration [min]

Figure 12. An example of slidingwindow analysisfor a single fish

Top right: the trajectory of the fish in the CPA sessions. Bottom: sliding window curves for entry
frequencyand occupancyf the arms. Colors of the sliding window curves cqrogsl to the legend

in top left. Vertical dashed lines mark the transition periods during which the sliding window
contained information from two sessions. The sliding window was 10 minutes long, with a sliding

step of 1 minuteFishagewas24 dpf.

3.1.3 Optimizing experimental design: assessing prefence stability of maze

arms and inherent preferences of fish
Before starting the conditioning phase of the CPA paradigm, possible confounds in the

experimental setup were investigated.

Firstly, arm preference, established during the first 30 minutes of the experiment, was tested for
stability on the time scale compatible with the full length of the experiment (2 hours). An unstable
preference would mean occupancy and/or entry frequdrtbg @referred arm can change during

the experiment regardless of conditioning, therefore confounding the results. Both occupancy and

entry frequency of the preferred arm were stable on average (Fig. 13). This suggests that, if in the
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conditioning experirants the occupancy and/or the entry frequency of the shocked arm decreased,

it would be due to the conditioning effects and not due to innate variation in fish preferences.

Figure 13. Sliding window curves for control experiments

Arm preference is stable throughout thedur experiment. The preferred arm was defined in the
first 30 minutes of the experiment. Solid lines show arm occupancies averaged across individual
fish. Ribbons show s.e.m. Colors correspond to the legetteitop right. Positions of the visual
patterns in the schema in the top left are given as examples but were alternated for déish fish.
age was between 22 and 23.dpf 24.

Secondly, any innate preference for the visual patterns that were usstriguish the arms of

the maze was tested. No significant difference in occupancies of the arms grouped by associated
pattern were found, thus visual patterns should not cause any lhags@sutlts of the conditioning

(Fig. 14, Table 1). In all experimatsthesignificance ével was chosen to be 0.05.
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