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Abstract

The work of Ludwig Boltzmann on statistical mechanics has shown that a statistical analysis
of subsystems of the universe needs to be embedded within a statistical analysis of the universe
which above all is needed to explain the origin of low-entropy initial states. I aim to provide
such an analysis. The main advantage of this account as compared to standard explanations is
that it does not invoke a Past Hypothesis, i.e., it works without the assumption of a very special
(atypical) state at the beginning of the universe. Instead everything is typical.

To obtain this explanation, I relate a proposal of Carroll and Chen [2004], [2005] to the recent
work of Barbour, Koslowski and Mercati [2013], [2015]. To draw the connection I introduce a
notion of entropy for the Newtonian universe (which is a model of N particles moving through
infinite space thereby attracting each other according to the Newtonian gravitational force law).
I show that, with respect to this notion of entropy, the Newtonian universe is a Carroll-type uni-
verse, featuring a U-shaped entropy curve. This explains the observation of an entropy gradient,
but it leaves us with an non-normalizable measure which cannot provide a statistical analysis.

Next I deal with the statistical analysis. I show that the measure suggested by Barbour et
al. is indeed the correct measure for the statistical analysis of the Newtonian universe. For
that purpose I derive the formula which they use to construct the measure from the geometry of
the underlying space, the space of physically distinct mid-point data. This space is obtained by
reducing the standard phase space of the system with respect to the symmetries of translation
and rotation, introducing an internal time parameter and finally using the dynamical similarity
of the internal equations of motion. Once we got rid off all the redundant degrees of freedom, we
are able to construct a normalizable volume measure in terms of which a statistical analysis can
be made. From this we learn that typically at the point of minimal extension of the particles,
the Big Bang of the Newtonian universe, the system is in a homogenous state, a state of low
entropy. Hence, we got rid off the Past Hypothesis in the end.

Having determined the reduced internal dynamics of the Newtonian gravitational system, we
are able to address another topic: the evolution through the points of total collision. Whereas on
absolute phase space the physical vector field turns singular at the points of total collision, this
does not happen on shape phase space. Instead, the shape degrees of freedom can be evolved
uniquely through the points of total collision, determining a unique way to combine two solutions
on absolute phase space — one which ends at and one which starts at a total collision — to form

one trajectory passing the singularity.



Zusammenfassung

Die Dissertation beschéaftigt sich mit der Frage nach dem Ursprung des Zweiten Hauptsatzes der
Thermodynamik und der Begriindung der statistischen Analyse in der Physik. Die Arbeiten von
Ludwig Boltzmann haben gezeigt, dass eine statistische Analyse von Subsystemen in eine statis-
tische Analyse des ganzen Universums eingebettet sein muss, welche insbesondere die Existenz
von Anfangszustédnden niedriger Entropie in Subsystemen erklért. Ziel dieser Dissertation ist
eine eben solche Analyse. Der entscheidende Vorteil dieser Darstellung im Vergleich zu anderen
ist, dass sie ohne die so genannte ,Past Hypothesis‘ auskommt, also ohne die Annahme eines
speziellen (untypischen) Zustandes zu Beginn des Universums. Stattdessen ist alles typisch.

Fiir dieses Erklarungsmodell verbinde ich einen Vorschlag von Carroll und Chen [2004], [2005]
mit den Arbeiten von Barbour, Koslowski und Mercati [2013], [2015]. Um die Verbindung
herzustellen, fiihre ich einen Entropiebegriff fiir das Newton’sche Universum (ein Modell von
N Teilchen, die sich geméf dem Newton’schen Gravitationsgesetz durch den unendlichen Raum
bewegen) ein. Damit zeige ich, dass das Newton’sche Universum ein Universum im Sinne von
Carroll ist, d.h., dass es einen U-férmigen Entropieverlauf aufweist. Dies begriindet den En-
tropiegradienten, birgt aber das Problem eines nicht-normierbaren Maftes, welches keine statis-
tische Analyse zulésst.

Als néchstes beschéftige ich mich mit der Frage nach der statistischen Analyse. Ich zeige, dass
das Malfs, das Barbour et al. vorschlagen, tatsidchlich das richtige Maf fiir die statistische Analyse
des Newton’schen Universums ist. Dalfiir leite ich die Formel, die sie zur Konstruktion des Mafses
benutzen, aus der Geometrie des zugrundeliegenden Raumes ab, dem Raum der physikalisch
unterscheidbaren ,Mittelpunkts“-Zustédnde. Dies ist der Raum auf dem das Mafs definiert ist.
Man konstruiert ihn, indem man den gewohnlichen Phasenraum des Systems bzgl. Translations-
und Rotationssymmetrie reduziert, einen internen Zeitparameter einfithrt und zuletzt die so
genannte dynamische Ahnlichkeit der internen Bewegungsgleichungen beriicksichtigt. Beinhaltet
die Beschreibung des Systems keine redundanten Freiheitsgrade mehr, kann man ein normierbares
Malfs konstruieren, mit dem sich eine statistische Analyse durchiihren ldsst. Aus ihr lernen wir,
dass das System zum Zeitpunkt minimaler Ausdehnung der Teilchen, dem so genannten Big
Bang des Newton’schen Universums, typischer Weise in einem homogenen Zustand ist. Dies ist
zugleich ein Zustand niedriger Entropie. Damit brauchen wir die ,Past Hypothesis“ nicht mehr.

Nachdem wir die reduzierten internen Bewegungsgleichungen des Newton’schen gravitieren-
den Systems hergeleitet haben, konnen wir ein weiteres Thema behandeln: die Dynamik durch die
Punkte der Totalkollision aller Teilchen. Wéahrend das Vektorfeld auf dem absoluten Phasenraum
an diesen Punkten singulér ist, ist dies auf dem ,Shape” Phasenraum nicht der Fall. Vielmehr
konnen die konformen (,Shape®) Freiheitsgrade eindeutig durch die Punkte der Totalkollision
hindurch entwickelt werden, was eine Moglichkeit aufweist, zwei auf dem absoluten Phasenraum
definierten Losungen - eine, die mit einer Totalkollision aufhért, und eine, die mit einer Totalkol-

lision anféngt - eindeutig zu einer Losung zu verbinden, welche die Singularitdt durchlauft.
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1 Introduction

Why does entropy increase or stay the same, but never decrease? Part of an answer to this
question has been given by Boltzmann at the end of the 19th century. Boltzmann showed that if
we understand a macroscopic system as being constituted of small particles, atoms or molecules,
which move according to Newton’s laws and if we look at the micro-evolution of the system
starting from an initial non-equilibrium state, a state of low entropy, then we should by all
reasonable means expect the system to be carried towards equilibrium, a state of high entropy,
very quickly.

The reason for that is essentially that there are by far more microstates that realize an
equilibrium macrostate than there are microstates that realize a non-equilibrium macrostate.
And this does not refer to a proportion of one to a hundred or a thousand, but to an incredibly
high number: a proportion of about 1 : 10V where N is the number of particles involved, i.e.
N ~ 10%!

Hence, fundamental to the understanding of why entropy increases or stays the same, but
never decreases, is the distinction between micro- and macro-description of the system. This
involves the fact that different macrostates (which are defined by certain macrovariables like
volume V', temperature T, and so on) partition phase space into regions — sets of microstates
realizing the given macrostate — that differ not only a bit, but vastly in size with an equilibrium
state that fills almost the entire phase space volume. Here the notion of “size” is given by
the Liouville measure, the natural measure of phase space volume. Now, starting from a low-
entropy state which corresponds to a tiny region in phase space, it follows almost directly from
the dominance of the equilibrium state that almost all microstates realizing the low-entropy
state evolve towards equilibrium rather quickly. For a thorough presentation of the underlying
argument, which is also known as the typicality account, see Lebowitz [1981], [1993], Bricmont
[1995], Goldstein [2001] or Lazarovici and Reichert [2015].

But there is a caveat to that argument: why should the system start from a low-entropy state
if such a state is highly atypical? Typically (where typically refers to the Liouville measure) the
system should be in equilibrium or at least close to equilibrium at any moment in time. But this
is not what we observe.

When we consider a particular system like a gas in a box and try to trace back the origin of
its low-entropy initial state, then we find another, bigger system of which the former system is
merely a part (like, in our case, e.g., the box plus the device preparing the initial state of the
gas), which has started from an initial state of even lower entropy further in the past. Only if it
has started from a state of even lower entropy, the second law of thermodynamics stating that
entropy increases throughout will not have been violated. This argument can be repeated on
and on continuously enlarging the system under consideration — until we reach the universe as a
whole. The universe as a whole is not a subsystem. It is all there is. Hence, we must conclude
that the universe has started from a very special, low-entropy initial state and that we are still
somewhere on the way towards equilibrium.

However, this line of reasoning is not strictly compelling. There is again a caveat and that



is the following: to be honest, the only thing we can say is that the universe is in a state of low
entropy now. But according to Boltzmann such a state is highly unlikely. Why then don’t we
conclude that the universe is at the bottom of a deep fluctuation out of equilibrium at this very
moment? We can even sharpen this argument: Boltzmann’s statistical reasoning tells us that
entropy increases towards the future, but the very same reasoning also holds for the past. If we
take it seriously, then we must conclude that we are at the bottom of a deep fluctuation at this
very moment.

There is only one argument against this conclusion and this is that we want to believe that
the past has actually existed. Of course, everything that exists at this very moment, among this
the particular configuration of our brains including our memories and our knowledge about the
past, might be a large fluctuation. This scenario is known as the Boltzmann brain scenario. But
this is not what we like to think about our world. It is a solipsistic conception which, like any
solipsistic account denying the existence of anything exterior of us, cannot be excluded by an
argument or falsified by an experiment.! However, it is not a conception we want to adopt.

Another way to think about the fluctuation hypothesis is by presuming that we are indeed
in a fluctuation, but, since we are sure that we have had a past, concluding that we are already
on the way out of it. This is actually what Boltzmann had in mind (cf. Boltzmann [1896a]). He
presumes both that time is eternal (which is what he believed to be true) and that there exists
an equilibrium state from which the universe departs, occasionally moving into some small or
(seldom) larger fluctuation. Being in one of these fluctuations, we are already on the way out of
it at some distance away from the minimum, either on the way downwards or upwards both of
which we cannot distinguish because we always conceive the past to be where the lower-entropy
states are (for arguments for this, see Albert [2009]). This scenario was Boltzmann’s explanation
in [1896a] and I will refer to it as the Boltzmann model later on.

However, as Feynman [1967] pointed out, this reasoning is ridiculous. Assume that the uni-
verse is on the way out of a fluctuation. Then it follows from Boltzmann’s statistical reasoning
that the fluctuation is only as big as it has to be in order to account for all we know about the
past. However, we still learn about the past, e.g. by finding dinosaur bones, and every time we
learn about the past, we need to adjust the size of the fluctuation — the fluctuation must be even
larger than we assumed before. This continuous adjustment is what Feynman calls ridiculous.
He says there is only one reasonable way out and that is by positing a special state of very low
entropy at the beginning of the universe. This is Feynman’s proposal which has by now become
the explanation of the arrow time (the thermodynamic asymmetry in time) and the second law
of thermodynamics. There is a very nice drawing of it by Roger Penrose [2004] which shows God
marking the initial state of the universe with a pin nail in one of the tiniest regions of phase
space. And it was David Albert [2009] who coined the name “Past Hypothesis” under which the

assumption of a low-entropy initial state of the universe is most commonly known today.

The question arises whether we can do better. Can we get rid of the Past Hypothesis which

IThis does not say that there is no argument against solipsism, it just says that there is no argument which
renders this conception impossible.



says that, at one moment in time — the Big Bang —, the universe has been in a highly unlikely
state? Can we maybe find an explanation in which everything is typical? Is there a way to say
that typically the second law of thermodynamics holds within subsystems of the universe?
There are mainly two proposals which answer this question affirmatively. One is the multi-
verse scenario proposed by Sean Carroll, the other the shape dynamical approach of Barbour,
Koslowski, and Mercati. What they have in common is that they assume an eternal, overall
time-symmetric evolution of the universe. There is neither a beginning nor an end. And there is
no time asymmetry imposed from the very beginning. Instead, both proposals feature two arrows
of time with one past in the middle and two futures in both directions away from it. However,
where both approaches differ distinctly is with regards to the statistical analysis and the notion
of entropy of the universe. This is where this thesis wants to go beyond, connecting both pro-
posals, solving the remaining difficulties and obtaining a final explanation of why typically the
second law holds and why typically there has been a state of lower entropy in the past. Before

being more explicit about the aim and scope of the thesis, let me shortly outline the two proposals.

Carroll’s proposal. The first serious attempt aimed at getting rid of the Past Hypothesis
has been made by Sean Carroll. I call this the Carroll proposal or Carroll model. In his book
[2010] and before that in an article with Jennifer Chen [2004] (cf. also Carroll and Chen [2005]),
he claims that the second law of thermodynamics can be explained within a multiverse scenario
on the basis of a particular evolution of the overall entropy (that is, the entropy of the multiverse).
The particular shape of the entropy curve — a U-shape — provides the core of his argument. He
claims that, given such a U-shaped entropy curve, the thermodynamic arrow of time (i.e., the
fact that entropy increases, but never decreases) is typical and, even more, we don’t need a Past
Hypothesis. In what follows, I will call any model of the universe featuring a U-shaped entropy
curve a Carroll-type universe.

Carroll’s explanation is essentially grounded on the assumption that entropy can grow without
bound. More specifically, it is based on a U-shaped overall entropy curve with a point of lowest,
though arbitrarily high entropy in the middle and with entropy increasing without bound in
both directions of time away from that. The increase of entropy determines an arrow of time.
Hence, there are two arrows of time directed in opposite directions, while the overall picture is
time-symmetric. That is, there is one past, namely at the point of lowest entropy, and there
are two futures at the opposite ends of the entropy curve. Since the direction of lower entropy
determines what we call the past, the fact that entropy increases towards the future holds at any
point apart from the minimum. Let me say this again. There is an entropy gradient at any point
of the entropy curve apart from the midpoint (which has measure zero). From this it follows
that the increase of entropy is typical.

For Carroll, the overall entropy curve is connected to a multiverse scenario where baby
universes arise from quantum fluctuations in Anti-De Sitter space, expand and after black holes
have formed eventually evaporate again into almost empty Anti De Sitter space from which
further quantum fluctuations give rise to new baby universes. This unbounded birth and decay

process of universes allows Carroll to say that, wherever we are on the overall entropy curve,



there is, at that moment, a universe similar to ours in a state similar to the one we experience
at this very moment. Hence, we may be at any point on that curve. Moreover, Carroll argues,
since the curve is unbounded from above, we will typically be somewhere, but not close to the
minimum of the curve. This is why we experience to be far away from the minimum at this very
moment.

So far this sounds nice, but Carroll’s proposal has to deal with two difficulties. First, he does
not propose any particular model, that is, he does not propose any particular dynamics nor does
he give any particular definition of the overall entropy that would make it a U-shaped function
with respect to time. He just says that there is some dynamics which makes the somehow defined
entropy evolve that way. In fact, we will later show that within the £ = 0 Newtonian universe the
entropy evolves just the way Carroll has in mind. To be precise, there exists a sensible definition
of entropy for the Newtonian universe (a Boltzmann entropy of the Newtonian gravitational
system) such that, taking into account the dynamics of the Newtonian gravitational system, the
entropy curve is a U-shaped function in time.

But even though we find a particular model for a Carroll-type universe, we are not done yet.
The problem is that the Carroll model features a second difficulty which cannot be dissolved so
easily. Given that the entropy is unbounded, which is a necessary assumption for the entropy
curve to be U-shaped, the notion of entropy does not relate to a normalizable typicality measure.
Entropy, the way it was understood by Boltzmann, is essentially a measure of phase space
volume. Now if the entropy is unbounded, this presupposes that the total measure of phase
space is infinite. Respectively, that the volume measure of phase space is non-normalizable.

But how can we then perform a statistical analysis of the system? Any regularization pro-
cedure with the purpose of rendering the measure normalizable, be it by imposing a cut-off or
by conditioning, will lead to different results. Depending on the specific regularization, we may
even come to opposite results what regards one and the same physical question. Here we are
particularly interested in the question whether we are close to the minimum of the overall entropy
curve or not. If we are typically close to the minimum, this in contradiction with observation
and we need a Past Hypothesis to fix it. Given a non-normalizable measure, there is no unam-
biguous mathematical answer to the question whether we are typically close to the minimum of
the overall entropy curve or not. Still, there is a way out following a different kind of (not purely
mathematical) reasoning (cf. the proposal of Goldstein et al. [2016]).

At this point, Barbour, Koslowski, and Mercati add an essential ingredient to the discussion,

suggesting a normalizable measure for the £ = 0 Newtonian universe.

The account of Barbour, Koslowski, and Mercati. Why is there any question about the
measure of typicality and/or the notion of entropy of the universe? When it comes to a system in
which gravity is the dominant force, a so-called model universe, the notion of entropy is unclear.
It is not clear which state is a state of high entropy and which is not. To my knowledge, there
is only one drawing in Roger Penrose’s famous book (cf. Penrose [2004]) proposing that the
entropy of a gravitating system increases as the system evolves from a homogeneous state (like

the Big Bang) to a dilute state of clusters (a state in which galaxies have formed). The reasoning



behind this is simple: given that the entropy is at the same time a measure of the typicality or
“likeliness” of a certain state, the observed evolution of the universe should be an evolution from
an atypical state, a state of low entropy, towards a typical state, a state of high entropy.

Still, the notion of entropy of a gravitating system has so far not been given and this has to
do with the following: the Boltzmann entropy of an isolated system like the universe is defined
with respect to the microcanonical measure which, in case gravity is taken into account, is non-
normalizable. Now, if the measure is non-normalizable, the entropy is not well-defined. We will
show a way out of this dilemma and explain how we can still determine the entropy. However,
there is a second problem: given that the measure is non-normalizable, we cannot perform the
usual statistical analysis. In general, we cannot say which state is typical and which is not. This
is where the proposal of Barbour et al. [2015] comes into play.

Barbour, Koslowski and Mercati [2015] were the first who succeeded in determining a nor-
malizable measure, a measure of typicality, for a realistic model of the universe, the Newtonian
universe. The crucial idea that led to their success was to define the measure not on full phase
space, but on a lower-dimensional space, the space of physically distinct solutions. From this
measure they compute an entropy-type quantity, the entaxy. The idea to define the measure
on the space of solutions instead of defining it on standard phase space goes back to Gibbons,
Hawking, and Stuart [1987]. It is based on an internal time parametrization. Barbour et al. go
several steps further and, in addition to the internal time formulation, reduce phase space by
several dimensions taking into account the symmetries of the system. This way they obtain the
dynamics on the reduced phase space, eventually obtaining a description on shape phase space
T*S. Last but not least, they use the fact that different solutions can be run through by different
speeds (called a mechanical or dynamical similarity of the system). Identifying these solutions,
this leads to the space of physically distinct solutions PT*S, which is a compact space. On that
space, a normalizable measure can be defined. Even more, the measure can be obtained in a
canonical manner from the original Liouville measure.

Once we have the measure, the reasoning is the following: The F = 0 Newtonian universe
evolves in a certain manner due to the dynamical law. This is necessity. From the dynamics we
already get a lot, namely we know that there is a point of minimal extension of the particles
whereas the extension of the particles increases in both time directions away from that. This
defines two arrows of time with one past in the middle at the so-called Janus point (the Big
Bang) and two futures in both time directions away from that. The dynamics also tells us that
as the universe expands galaxies and clusters of galaxies form. That way, effectively isolated
subsystems with an asymptotically conserved energy relation come into existence and provide
the setting in which standard thermodynamics can take place. All we still need the measure
for is to statistically analyze the initial data — which, in this model, are really mid-point data/
data at the Janus point. The normalizable measure on the set of mid-point data allows us to
make statistical assertions with regards to the macroscopic properties of the universe at that
very moment, the moment of minimal extension of the particles, which we identify with the Big
Bang.

Now typically (where typically refers to the normalizable measure over mid-point data) the



distribution of particles in the universe is homogeneous at the Janus point! But this is just what
observation tells us about the Big Bang! And, by the way, this is opposed to the idea of Penrose
according to which a typical state is a clustered state whereas a homogeneous state is atypical.
Hence, according to the measure on PT*S, the universe didn’t start from a very special, highly
unlikely state, but just the opposite - it started from a typical state.

Still, the proposal of Barbour et al. lacks a notion of entropy of the Newtonian universe. This
we need in order to explain the increase of entropy in subsystems of the universe, respectively

the thermodynamic asymmetry in time. This is where this thesis will go beyond.

Aim and scope of this thesis. The first part of this thesis (Part I — Part III) explains
why typically within subsystems of the £ = 0 Newtonian universe entropy increases or stays
the same, but never decreases and why typically at this moment we are far away from the Big
Bang at which entropy has been far lower than it is now.? In order to show that the second law
of thermodynamics and the low-entropy past are typical features of the Newtonian universe, we
need to combine both the ideas of Carroll and Barbour et al. and introduce a notion of entropy
for the Newtonian gravitational system.

The thesis also contains a second part (Part IV), which is more or less independent of the
first. At least, it is not concerned with the notion of entropy and the statistical analysis of
the universe. Still, it makes use of the formulation of the Newtonian dynamics on shape space
(which we derive first in order to perform the statistical analysis). This formulation is conve-
nient as it allows us to discuss the singularity of a total collision of the particles of the Newtonian
gravitational system. While on absolute phase space the physical vector field is singular at the
respective points, on shape phase space this is not the case. Explicitly, I show that the shape
degrees of freedom can be evolved uniquely through the points of total collision. This evolution
on shape phase space determines a unique way to combine two trajectories on absolute phase
space — one which ends at and one which starts at a total collision — to form one trajectory

passing the singularity.

The outline if the thesis is the following. In Section 2 we introduce the notions of entropy,
(stationary) measures and typicality. We discuss the problems that arise in an “ad hoc” definition
of the entropy of the Newtonian gravitational system and propose a more sophisticated definition
instead. In Section 3 we show that the £ = 0 Newtonian universe is a Carroll-type universe.
This answers many questions, but we are left with the problem of non-normalizability of the
measure, which sheds new light on the Past Hypothesis. In order to obtain a normalizable
measure with respect to which an unambiguous statistical analysis can be performed, we develop
the mathematical framework of the reduced and internal dynamics. This will constitute Sections
4 and 5. There we also derive the formula used by Barbour et al. to construct the normalizable
measure on the space of physically distinct states. Sections 6 and 7 provide the statistical

analysis, discuss the notions of entaxy and complexity and connect it to the notion of entropy

2The E = 0 Newtonian universe is a model of particles moving through infinite three-dimensional Euclidean
space with total energy E = 0 attracting each other according to the Newtonian gravitational force law.



given in Section 2. As a synthesis an explanation of the second law of thermodynamics and the
low-entropy past of our universe is obtained. Section 8 stands for its own as it proves that one
can evolve the shape degrees of freedom through the points of total collision of the Newtonian
gravitational system.

All sections contain results of my own with the main new results presented in Sections 2,
3,5, 7 and 8. When I use the results of other people, I indicate this at the beginning of the

respective section.



Part 1
On the Notion of Entropy of the Newtonian

Universe

2 How to define the entropy of the Newtonian universe

In this first part of this section, I will introduce the notion of a typicality measure. For further
details, cf. Diirr and Teufel [2009], Diirr, Fromel, and Kolb [2017] and Lazarovici and Reichert
[2015]. In the second part, I will discuss the technical problems that arise when you try to define

a measure of typicality of the universe.

2.1 Introduction: measures of typicality and the notion of entropy

Let us consider a dynamical system: a measure space (I, B(T"), 1) together with a flow 7" on T
Here I' is a set, B(I") the Borel algebra of measurable subsets of I' and p a measure on I'. Note
that this definition of a dynamical system is more general than the one commonly used. First, I
consider a measure space, not a probability space, that is, the measure need not be normalizable.
Second, the flow T need not be measure-preserving (although it will be measure-preserving in
many important cases).

In case the flow is measure-preserving, we say that the measure is invariant under the dy-
namics, or stationary. To be able to define stationarity, we need the notion of the time-evolved

measure [.

Definition 2.1 (Time-evolved measure). Let (I', B(T'), 1) be a measure space and 7%, t € R, a

one-parameter group of transformations on I'. Let A € B(I"). Then
a(A) 1= p(T~4) (2.1)
is the time-evolved measure.

In other words, the time-evolved measure p; of a set A is just the original measure p of the
original set T*A (the pre-image of A under backwards time evolution). This equation, in fact,
corresponds to the well-known continuity equation for the measure density.?> Now we can define

stationarity.

Definition 2.2 (Stationary measure). Let again (I, B(I'), u,T') be a dynamical system. Let
A € B(T') and let u; be as defined in (2.1). A measure is called stationary if and only if, for all
teR,

ne(A) = u(A). (2.2)

3Cf. Diirr and Teufel [2009].



A measure is stationary if and only if the flow T is measure-preserving. With the help of

(2.1), (2.2) can be rewritten as follows:
(T~ A) = p(A). (2:3)

While Equation (2.1) corresponds to the continuity equation, Equation (2.3) corresponds to the
Liouville equation for the measure density.*

We saw that stationary measures are invariant under the phase flow, respectively under time
evolution. You may say that they behave nicely under the dynamics. But even more than that.
A stationary measure is important as it allows us to compare different states of the system at
different times. If the measure would change as time evolves, we would essentially not be able
to perform a statistical analysis at all.

The importance of stationary measures has first been noticed by Ludwig Boltzmann.® Boltz-
mann was concerned with grounding the thermodynamic notion of entropy (the Clausius entropy)
within a microscopic theory of matter. Assuming that matter is composed of atoms or molecules,
he found that entropy S is basically the logarithm of the “number” of microstates X realizing a
particular macrostate M. While a microstate X is determined by the positions and momenta of
all the particles, a macrostate M is a thermodynamic state defined by certain thermodynamic
variables like volume V', temperature T, and so on. Of course, M = M (X). Whereas X is one
point in phase space I', M defines an entire region I'y; C I', the subset of all microstates X
realizing the macrostate M. Hence, the “number” of microstates really refers to the phase space

volume of the given set I'j;. Now the Boltzmann entropy can be defined as follows.

Definition 2.3 (Boltzmann entropy). Let (I', B(T'), 4, T) be a dynamical system. Let T be a
measure-preserving transformation. For a microstate X € I' and a macrostate M (X) determining

a region I'yy C I, the Boltzmann entropy is
S(X) = kplog|T'p(X)].

Here |T'y] := p(I'ps) and kp is Boltzmann’s constant.

Note that for this to be a sensible definition of entropy, the measure needs to be stationary —
otherwise the entropy of a macrostate M would change as time evolves which is in contradiction
with Clausius’ notion of entropy. Now there exist many different stationary measures. In partic-
ular, the 6 N-dimensional Lebesgue measure is stationary. This means that phase space volume
is conserved under time evolution (since, for N particles, phase space I' = RV). This measure

of phase space volume is called the Liouville measure.

Definition 2.4 (Liouville measure). Let g¢;,p; (i = 1,..., N) be local coordinates on I" = RV,
Let A C T be a measurable subset of I". Then

n(a) = [ (2.4)

4Cf. Diirr and Teufel [2009].
5Cf. Ehrenfest, P. and T. [1911].



with
3N

du = H dg;dp; = 3N qd*Np (2.5)
i=1

is the Liouville measure or volume of the set A C T

There are other stationary measures frequently used in statistical mechanics, like the mi-
crocanonical measure, the canonical measure, the grand canonical measure, and so on. Most
important for us is the microcanonical measure which is the correct measure for any isolated
system, respectively, for any system in which energy is conserved. Hence, it is also the correct
measure for the universe. Since we later have to deal with non-normalizable measures, we give

here the definition of the non-normalized microcanonical measure.

Definition 2.5 (Microcanonical measure). Let again g;, p; be local coordinates on I' = ROV,
Let H(q,p) := H(q1,...,pn) a smooth function on I', the Hamiltonian of the system. Let A C T
be a measurable subset of I'. Then pup(A) = [, dug with

3N
1
dup = N3N H 6(H — E)dgidp; (2.6)
i=1

is the microcanonical measure of the set A C T.

Note that due to the delta function this is a volume measure on the constant energy surface
I'e ={(q,p) € T'|H(q,p) = E}. However, it is not the natural surface area measure vg on I'g.
In fact, pp deviates from vg by the gradient of H:

VE
pE = :
[[VH]|

(2.7)

The reason behind this deviation is basically that, for different values of F, the curvature of the
constant energy surface is different.%

So far we neglected normalization, but this does not mean that normalization is not im-
portant. Assume we have a normalizable, stationary measure. Let I' = RSN A ¢ B(I') and
(¢,p) == (q1,---,qN+P1,-,pN) € I'. In what follows x4 denotes the characteristic function of A,
ie. xa(g,p) =1if (¢,p) in A and 0 otherwise. While

u(A) = /F xa(g,p)d*Vqd®"p (2.8)
determines the total measure or volume of the set A C T,

p(A) _ Jpxalg, p)d*¥gd®p
() Jp d3Nqd3Np

o(A) = (2.9)

SFor details, cf. Diirr and Teufel [2009]. See also the discussion of the Faddeev-Popov determinant Arp later
in this thesis. App is introduced for the very same reason as ||VH|| (cf. the remark on the geometrical nature of
App in Sec. 4.3).
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determines the proportion of the region A as compared to I'. We say that A is typical if 0(A) ~ 1
and that A is atypical if 0(A) ~ 0. Here o(A) is a typicality measure of the set A.

In principle, o can take values between 0 and 1. However, for a realistic physical system of
about N ~ 10?3 particles and given that we partition phase space into macro-regions according
to some (macroscopic) thermodynamic variables, we find that the typicality measure attains
only values close to 0 or close to 1. To be precise, there will be one region, the equilibrium
region, consisting of the by far largest part of phase space while all other regions (together) have
negligible phase space volume. This dominance of the equilibrium state is essentially due to the
large number of particles, N =~ 10?3 for a realistic physical system. For a thorough discussion of

this point, see Boltzmann [1896b| and the references given at the beginning of this section.

The typicality measure tells us which state is (overwhelmingly) likely and which is not, which
state is typical and which is not. And this statement does not depend on the exact form of the
measure: if o is a typicality measure, any other measure ¢’ which is absolutely continuous with
respect to o will provide the same notion of typicality. This is basically again due to the vast
difference in size between the distinct macro-regions. As such the notion of a typicality measure
really defines an equivalence of measures (all those which are absolutely continuous with respect

to each other). That way it goes beyond the notion of a probability measure.

Asserting which state is (overwhelmingly) likely and which is not, the typicality measure
tells us which state is realized in nature and which is not. This is Cournot’s principle’” which
gives meaning to the notion of probabilities in physics: Nature realizes what has (probability
or typicality) measure close to 1, while She does not realize what has (probability or typicality)

measure close to 0.

In what follows, we want to find a typicality measure and determine the entropy of a gravi-
tational system, the Newtonian model of the universe. Before that, let me draw attention to two
issues we will come upon. First, what if phase space I' is infinite? Can we statistically analyze
the system in that case? We will discuss the problems regarding non-normalizable measures in
Sec. 3.2.

Second, what if for the model under consideration there does not exist a stationary measure?
Is there a possibility to perform a statistical analysis at a particular moment of time? What
time would that be? And if there was a preferred moment of time, what would then be a good
criterion for the choice of the measure, if not stationarity? Certainly, if the theory treats all states
at the same footing, a uniform measure would be the natural choice. This can be grounded on
the principle of sufficient reason, respectively on Laplace’s principle:® there is no reason to prefer
one state over the other. We will again deal with this question when we introduce the notion
of entaxy in Section 7.2. For the moment, note that also the Liouville measure is a uniform

measure on phase space.

"Cf. Cournot [1843].
8Cf. Laplace [1814].
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2.2 Difficulties regarding the definition of entropy

Let us try to define the notion of entropy for a particular model of the universe, the Newtonian
universe. By “Newtonian universe” I refer to a non-relativistic, Newtonian model of N parti-
cles moving through infinite, three-dimensional Euclidean space thereby attracting each other
according to the Newtonian gravitational force law. What is stationary measure for this model,

a measure of typicality, in terms of which the entropy can be defined?

Definitely, the universe as a whole is an isolated system. As such, energy is conserved.
Consequently, the microcanonical measure should be the correct measure in order to statistically
analyze the system and determine the entropy. However, when applied to the Newtonian universe,

the microcanonical measure diverges (see below).

There are mainly two reasons for the measure’s divergence. One has to do with the infinity
of space leading to a divergence of the g-integral. The other has to do with the singularity of
the Newton potential leading to a divergence of the p-integral. What regards the first source of
divergence, this occurs for any spatially open model of the universe. Whenever space is infinite,
the g-integral diverges. As a remedy you might propose the following: just pick a spatially closed
model, which is a possible model of our universe as well.

So let us consider a closed universe. Let V' be some finite volume within which the particles

are confined, like, e.g., the unit three-sphere S3. There is still a second source of divergence — a

divergence of the p-integral — which cannot be treated so easily. Let

2
L

_ al p; al Gm?
H@p)=) o5-— >, =7 (2.10)
=0

i<, ig=1 l9; — g

be the Hamiltonian of the Newtonian gravitational system, governing the motion of the particles.
Then the following holds.”

Lemma 2.1. Let the Hamiltonian H = H(q, p) given by (2.10). LetV be some finite volume and
'y C T the set of all points for which the particles are confined in V. Then the microcanonical

measure 1
E( (/) |h3N /N Q/SN p ( (‘L ) ) ( )

diverges for N > 3:
pe(ly) =00 for N > 3. (2.12)

Proof. The p-integral can be computed. It is

al Gm? E
&Ny E —_— .
S 3 Rre)

i<j, ig=1 lq; — Qj|

pely) = C'/

|4

9Cf. Padmanabhan [1990] for the proof and Kiessling [2001] and Heggie and Hut [2003] for a discussion of the
result.
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Now consider a change of variables. Instead of q; we introduce 1 = q; — q5. Then we get

pely) = C’/ dqy...dgy A(dy, ...,qy)

VN—I
where
N—-2
Gm? N Gm? N Gm? 3
.A(q,...,qN):/dl<E++ _ + >
? v K §|1+Q2—qz’| i<]%:2 |lq; — qj

This integral is divergent for all N > 3.
To see this consider the behavior of the integral A near zero. Near 1 = 0, the main contribution

comes from the 1/|l|-term. That is, the behavior of A is essentially as follows:

c Gm2 3]\7272 1 3N278
/ dl lg() :Gm2(> — o0 if e—=0.
0 l e
Since A is divergent, it follows that ug(T'y) is divergent, too. O

We see that, even if absolute space is assumed to be finite, V < oo, the singularity of the
Newton potential leads to a divergence of the p-integral. It follows that the Boltzmannn entropy

of the Newtonian gravitational system determined via the microcanonical measure,
S=kplhup(Ty), (2.13)

is infinite. Hence, entropy is not well-defined.

There is one way out of this dilemma choosing different macrovariables. Equation (2.13)
essentially determines the phase space volume of macroscopic states (subsets of I') of constant
total energy E and volume V. That is, F and V are the macrovariables with respect to which we
compute the entropy of the system. We know from classical statistical mechanics that this is the
correct choice for any isolated, non-gravitating system. We will, however, now give an argument
why for a gravitating system we need to choose different macrovariables.

The next two sections present joint work with Dustin Lazarovici.!® My contribution is, in

particular, the proof of the lemmas and the main theorem.

2.3 New choice of macrovariables

In order to determine the entropy of the Newtonian universe with respect to absolute distances

and velocities, the first trial was to start from Boltzmann’s famous formula

S = kB IH,U,E(F)

10The work with Dustin Lazarovici is based on private conversation in Munich in between 2015 and 2017 and
on a working paper from Dustin Lazarovici and myself called “Entropy and Gravity” from 2017 (last version).
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taking the microcanonical measure to compute the phase space volume (where we want to re-

consider the original model of N particles moving through infinite space, that is V' = R3V):

3N
1
pe(l) = N!hi"N/ReN E5<H — E)dg;dp;.

We know that this is the correct measure for an isolated system in which energy is conserved. So
it should be the correct measure for the Newtonian universe as well. However, we have already

seen that if the Newton potential forms part of the Hamiltonian of the system,

noy oy o
i:12mi i< ’qi_qj|’

then both the position part (given that V = R3") and the momentum part of the microcanonical
phase space integral diverge. How do we handle these divergencies?

Everything here depends on the choice of macrovariables. While the total volume of the con-
stant energy hypersurface is infinite, this doesn’t have to be the case for particular macro-regions.
In fact, once we choose the correct macrovariables, we find that phase space is decomposed into
(infinitely many) macro-regions of finite measure.

Recall that for an isolated, non-gravitating system like the ideal gas in the box, the correct
macrovariables are the volume V' of the box and the total (= kinetic) energy of the system:
E =T. Also within the Newtonian universe total energy F is conserved. Thus, we have to keep
it as a macrovariable, respectively, we have to keep the microcanonical measure as the (correct)
stationary measure in terms of which we later define the entropy. But what about volume V7?7

What regards the Newtonian universe, there is no box — instead, space is infinite. Of course,
we could still take the volume V' as a macrovariable referring to the finite volume (the hypothetical
box) within which the N particles are contained at a given moment of time. But there is a
problem with that and this is the following: when we integrate over V¥, we sum over all possible
configurations of N particles distributed within the volume V. This includes configurations that
fill this volume more or less homogeneously, but also configurations in which the particles occupy
only a small fraction of V. This means, in other words, that what we compute is not the phase
space volume corresponding to a macrostate in which the particles actually occupy a certain
volume V', but rather the phase space volume corresponding to all possible configurations of the
N particles within the boundaries of V.

For the ideal gas, this difference is negligible. The reason is that, in that case, almost the
entire phase space is occupied by the gases equilibrium state, respectively, the configurations
corresponding to a homogeneous distribution of the gas over the accessible volume. (Just think
of the number of microstates which look macroscopically like a gas filling half a volume compared
to the number of microstates which look macroscopically like a gas filling the entire volume, which
is roughly 1 : 2V with N ~ 10%3.) For the gravitating system, this is distinctly different because
the spatial configurations are correlated with the kinetic energy, respectively, with the possible

momentum configurations of the system. The closer the particles, the larger the kinetic energy.
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Thus, a macrostate describing a system of small spatial extension is not necessarily one of small

(or even negligible) phase space volume.

This implies that a) the total volume V is not a good macrovariable to describe a gravitat-
ing system and, more specifically, b) if we want to know whether the entropy of a gravitating
system increases as the system “collapses”, forming one or several clusters, we have to consider
a macroscopic variable that allows us to distinguish between a more “concentrated” and a more

“spread out” configuration.

Hence first, instead of taking volume V', we better consider the moment of inertia

N
I = Z ani2 (2.14)
=1

as an intrinsic measure of the total spatial extension of all the particles.!!

However, the moment of inertia I is still to coarse a variable to distinguish between, for
example, a homogeneous distribution of particles and a concentrated cluster with a few residual
particles far far away — which, in the case of gravitating systems, again amounts to very different
phase space volumes due to the respective momentum configurations. This is the case because
these configurations depend on the gravitational potential which is different for different spatial
configurations, even for one and the same total spatial extension. In particular, two particles that
are very close (or even arbitrarily close) to each other imply very high (or even arbitrarily high)
momenta since the absolute value of the gravitational potential is then also very (or arbitrarily)
high, thereby implying that the respective macrostate corresponds to a very big (or arbitrarily
big) region in phase space. In order to be able to distinguish between a homogeneous and a
clustered state (or a cold and a hot state, respectively), we will thus have to introduce a further
variable thereby obtaining a higher “resolution” of macrostates. To this end, it is convenient
to consider the system’s potential energy U. This will lead to a partition of phase space into

macro-regions of finite volume.

Thus, as an additional macrovariable, we choose the (minus the) potential energy of the

gravitating system,

G 2
v=Y (2.15)
i< a; — Qj|
ij=1

You can think of U as a macrovariable reflecting how much the system is clustered. However,
from £ =T —U it follows that a description in terms of £/, I and U is equivalent to a description
in terms of E, I and T where T is the total kinetic energy. But again, this is just analogous to the
Boltzmann entropy of an isolated ideal gas: also in case of the ideal gas, the total kinetic energy
is fixed simply due to the fact that the total energy £ = T is fixed. For a gravitating system,
if we want to fix the total kinetic energy, or temperature, T' we need a further macrovariable in

addition to F. This is just the potential energy U.

"1n fact, (2.14) is the moment of inertia in the center-of-mass frame. We can determine it in that frame without
loss of generality since the system is invariant under spatial translations.
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In what follows, we will therefore denote by

S=kplnpup(Tur) (2.16)
with
(T )—1/ d3N/ d*Nq 5(H(q,p)—E)é ZLW—U 5 imQ—I
pEC UL = NR3N Jpan b R3N 1 4P i<i |Qi_qg“ i—1 o .
i,j=1
(2.17)

the entropy of the Newtonian universe.

2.4 Phase space integral and entropy

Before we actually compute the phase space integral (2.17) and determine the entropy (2.16),

the following preliminary considerations are due.

2.4.1 Preliminary considerations

We start with a well-known result about the moment of inertia.'? Instead of taking the distances
between the particles and the center of mass |q; — ), q;|, the moment of inertia can also be
expressed in terms of the inter-particle distances |q; — qj|. Let us, for simplicity, consider the

equal mass case: m; =m (i = 1,...,N).

Lemma 2.2. Let Zi\il mq; = 0 (the origin is fized to the center of mass). Let M = Nm denote

the total mass of the N particles. Then the moment of inertia

N N 2
1
I= m(qi i qui) (2.18)
i=1 i=1
s given by
N
m

I= N Z lg; — Qj|2- (2.19)

1<J

ij=1

Proof. From the definition of I given by (2.18) and the fact that the origin is fixed to the center
of mass, vazl mq; = 0, we get

N
I=3 mq;
i=1

(cf. 2.14). Using this equation, it is

> mila—qyl =5 YD mP(al +af — 2aq;) = 5(2MI—2) Jma, Y may) = MI
i<j i=1 j—1 i—1 j=1
i,7=1

12Cf. Saari [1971] for the result and proof.
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Here we obtain the first equation from adding the terms with equal indices ¢ = j. This can be
done because they are zero anyway. Then we rewrite everything in terms of M and I. The last
step uses again the fact that we are in the center-of-mass frame: Zfil mq; = 0. With M = Nm,

the assertion follows. O

Let us now analyze the constraints on T' 22 R as formulated by the delta functions in (2.17).
Note that due to the U and I constraints there is an upper and a lower bound on the distances

between pairs of particles.

Lemma 2.3. Let (qq,....,py) € T'rur where Tpyr C T is the subset of I fix E, U and I

(determined via delta-functions). Then the inter-particle distances |q; — q;| are bounded from
above and below. That is, Vi # j,i,j=1,..,N,

Gm? NI
i <lg—ql < et (2.20)
Proof. From
N
Gm?
U=2 4 g
i<j J
ij=1
it follows that
inf g — ;] = Z2
mn q — q —_
(@) / U
(a,p)el'y

where 'y C I is the hypersurface of constant U, I'v = {(q,p) € I'| >_,; % = U}. On the
i~
other hand, from I given by (2.19), that is,

N
m 2
I = Z 9 a5l
1<)
ij=1
it follows that
NI
sup |q; *Qj| =\
(qi7qj) m
(a,p)el’y

where I'r C I is the hypersurface of constant I, I'' = {(q,p) € I'| >_,; Fla; — q;> = I}.
Since the conservation of total energy E does not impose a constraint on the g-variables (only

on the p-variables given that the g-variables are fixed) it follows that

inf |q;—q;|=  inf qa; — d5,
(qi7qj) ‘ 1 ¥ ’ (qwq]_ | 1 ] ‘
(a,p)ely (apP)€l'E,U

where I'g iy C I' is the hypersurface of constant £ and U. An analogous relation holds for I'r
and I'g 1 and the supremum of the inter-particle distances. Taking both conditions together, we

get an upper and lower bound on all the |q; — qj|, ENE
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Let (q,p) = (4, .-, dns P15 - Pn) € ey where I'g iy C T is the hypersurface of fix E,
U, and I. Then for all pairs of particles (q;,q;) with i # j it is

Gm? NI
Z<|q,—q.] </ —.
g Sldi—al sy

We will later use that, in particular,

Gm? INT
i < gy — @] < e (2.21)

Of course, this bound is very crude. When we simultaneously fix U and I, there is no way for

any of the |q; — q;| to actually realize (nor, in general, come close to) one of the above bounds.
This is due to the fact that the infimum of |q; — q,| is attained if and only if, at the same
time, all other inter-particle distances are infinite — which is excluded by the upper bound on
the inter-particle distances. Analogously, the supremum is attained if and only if, at the same
time, all other inter-particle distances are zero — which is excluded by the lower bound on these

distances.

Let us further analyze the constraint surface. We want to determine the volume of the
hypersurface of constant £/, U, and I. Since the conservation of total energy F does not impose
a constraint on the g-variables, we can start from configuration space @ = R3" and consider the
U and I constraints on that space. Each U and I separately determine a (3N — 1)-dimensional

hypersurface within 3/N-dimensional (). What about the intersection of these two hypersurfaces?

Fixing U and I imposes two different constraints on the coordinates, so there exist three pos-
sibilities for the common constraint surface I'y ;. Either the two constraint surfaces (determined
by U and I separately) do not intersect. Or they just “touch” each other and do not properly
intersect. Or, and this is what we call the generic case, they do intersect and the surface of

intersection is a (3N — 2)-dimensional hypersurface X.

In order for the two surfaces to “touch” each other (except in isolated points of measure zero)
the gradients VU and VI have to be parallel. This they are not.

Lemma 2.4. Let U given by (2.15) and I given by (2.14). Then VU and VI are not parallel:

VU } VI. (2.22)
Proof. On the one hand, it is
wu i Gm*(q; — q;)
S —q.]3
gq; o~ lai—aql



On the other hand,

We find that, in general, there does not exist a k such that Vi: 0U/0q; = k- 01/0q;. Hence VU
and VI are not parallel. O

There remain two possibilities: either the two constraint surfaces intersect properly or they
don’t intersect at all. Of course, whether the two surfaces intersect at all depends on the values
of I and U. For a given I, there exists a minimum value of U — only then there exist common
solutions to the constraint equations — and vice versa. (The assertion that U has to be larger
than a minimum follows directly from the fact that U is a function of the reciprocal inter-particle
distances |q; — q;|~! which are bounded from below by ~ 1/ VI).

Let, in what follows, U and I be such that there exist common solutions and the constraint
surface is a (3N — 2)-dimensional hypersurface.

Now what about the volume of that hypersurface? Within Q = R3V the (3N —1)-dimensional
hypersurface of fix I is a (3N — 1)-sphere S5~ of radius R = /T/m. If one more dimension
is “taken out” by fixing U, we end up with a “curve” on that sphere (a hypersurface of 3N —
2 dimensions). Unfortunately, there is no way to actually compute the volume | - | of that
hypersurface. Instead, we want to estimate its volume in powers of the radius R = \/.W of the
sphere S%N_l. To be precise, what we will find (cf. (2.37)) is that

N
/ d*Ng 5(2 Gm2—U>5<qu?—I> ~ |3 (2.23)
R3N |9; — q im1

i<j
3,j=1

2= [ day..da [ doa,, [ dequ5<[2mq?]| | —f> (2:24)
di2|*

and |q5|" = h(dq,,,0q,,- 92, - dy) is a function of U and all the other g-variables. Now we

where

want to say that || is, for large N, approximately equal to AR3YN where A\ = A(N) is some
positive constant:
2] ~ ARV, (2.25)

Where does this come from? To have a picture in mind imagine a two-sphere S? of radius r.
Imagine we cut the sphere by a plane through the origin such that we end up with a great cycle.
This is our constraint hypersurface. The volume (= length) of this cycle is 2. Now assume
we do not know exactly the form of the curve of intersection ~. Still, any one-dimensional curve
which is not too different from a great circle has a volume of the order of the radius: |y| ~ r.
This is what we want to use (cf. (2.25)). In our example, when we estimate the length of the
curve in terms of the radius r, then a) the curve must not bend too much (otherwise it is much
larger than the radius: |y| >> r) nor b) must it define a very small cycle (then it’s much shorter

than the radius: |y| << r). Since we consider a space of many, many dimensions, d ~ 3N /2, this
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effect becomes even more pronounced and most of all possible curves v (arbitrarily chosen) will
be of a length in between the two extrema. In this sense, we want to argue that |y| ~ r is the

generic case. As long as we have no reason to believe otherwise, this is what should be expected.

The following consideration sheds light on this issue from another perspective. For a given
I and large N, the number of solutions (points on @ = R3") for which one of the inter-particle

distances |q; — qj] contributes significantly to I, is negligibly small as compared to all solutions.

Lemma 2.5. Let Q = RN and q := (q,...,qy) a point on Q. Let P = [d3Ng the Lebesque
measure (natural volume measure) on Q and A:={qe Q| N, @ =1I}. Lete > 0. Then

P{ge A, ¢ -S| >}
P(A)

— 0 for N = o0 (2.26)

Proof. On the one hand:

P({aca >c})

i=1

N

N
> -9
j=3

i=1

- /dql/dq?ﬂ{8<q?+qg<1}/dq3"'quH{Q§+~--+Q?v=I—q?—Q§}

3N-8

1 an_
= 595]\[ 7/dQ1/dQQﬂ{g§q§+q§§I}(I—Q% —q%) 2

VI
= 1Q3N_7Q5/ drr®(I — 7‘2)3N2_8
2 Ve

Vi
< low-rgop / drr(I — )75
2 Ve
1 3N—6
= QNI (1~ . 2.2
5 sy gl ) ? (2.27)

On the other hand:
N 1 3N_2
P(A) =P({ay,....,an} €T qu =)= /dqu]I{q§+_..+q?VI} = 593]\771] ? (2.28)
i=1

For large N, the fraction of both terms is small. Explicitly, for large N, this fraction is
Q3N-TQ5 2 ( o\ 2

2
7{231\[—1 37]\], 1-[) —>0f01"N—>OO.

This shows the assertion. O

To interpret the lemma, remember the geometric picture from the beginning. There we saw
that the (3N — 1)-dimensional sphere SZN ~! of radius R = +/I/m is intersected and the surface
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of intersection is a (3N — 2)-dimensional “curve” on that sphere. What we do in this lemma (cf.
(2.26)) is that we take out even more, namely 6 dimensions by taking out q; and g, and consider
a hypersurface of 3N — 7 dimensions. Lemma 2.5 now says that for almost all configurations
q € @ the contribution of the variables q; and gy to I is negligible and, hence, the volume of that

3N/2

hypersurface is about the volume of the sphere which is about ~ I This implies that, for

almost all constraints |q; —qs| = |q; —qy|* (With |q; —qy|* arbitrary and where |q; —qy|* may be
a function of all the other coordinates) determining the (3N — 2)-dimensional “curve” on S%
the volume of the curve is approximately the volume of the sphere. Of course, this is not a proof
when it comes to the particular curve determined by fixing U. But it gives us another reason

to believe that this particular curve, i.e., the intersection surface ¥, can be approximated by the
S3N—1

I/m'

volume of the sphere Hence, it is reasonable to assume that, for large N, |X| ~ AR3N

with R = \/T/m.

2.4.2 Result

Theorem 2.1 (Phase space integral). Let Q = R3YN and T’ = T*Q = RSN, Let E be the total
energy, U minus the potential energy, T the kinetic energy and I the moment of inertia as above.
Let U and I be such that they determine a (3N — 2)-dimensional hypersurface ¥ C Q given by
(2.24) of volume

2] & A(V/T/m)*. (2.29)

Here N is large and X is some positive constant. Then the microcanonical measure of a hyper-

surface of fit U and I,

welor) = N'h3N/d3N /dqué Higp) <Z \qz—qj )5<§:mq’2_l>’

1< =1
4,j=1
(2.30)
18, for large N, bounded by
C 3N -2 m2\* C 3N—2 NI\?
G (E+U) ‘E‘< ) < pe(Tyr) < G2 (E+U)"7 |3 <m> (2.31)

with C = WmQ?W*l@m)‘?N/Q*l.

Proof. For later purposes, let us include within the integral a characteristic function I expressing
the bounds on |q; — qy| given by (2.21). As we have seen, for points on I' of fix E, U, and I,
this condition must be fulfilled anyway. Thus, by inserting the respective characteristic function

there is no change to the integral:

pe(Tur) = N|h3N/d3N /d3Nq5 H(q,p) <Z| U>6<qu?—])
_ N!ilzB»N/d?)Np/d?’Nq 5(HE)5<ZU>5<;I)H{G?2S|ql_q2gﬁ}.

1<)
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> Gm® and >, == >".mq?. At this point, the p-integral can be computed

Here 3,05 1= Tiey 2

and we have

C/d3N <E+Z>

1<J

<Z_U)6<;_I>H{Gzﬂs%—q2s\/f} (2.32)

1<J

where C' = 1/2N'h3N Q3N=1(2m)3N/2=1 Here Q3N—1 denotes the (3N — 1)-dimensional volume

element of the sphere.

In what follows, let us rewrite the integral. Let us make a transformation of variables from
q; to q; — q,. Notice that the determinant of the Jacobian is equal to 1: det (%) = 1.

Hence, the integral (2.32) can be rewritten as

C/dQN-ud%/d(% —Q2)(E+Z>3N 2

1<]

5(2 >{Gm <Jay—a/< (/L } <Z >

1<J
(2.33)

Let us compute the (q; — qy)-integral separately. Using polar coordinates,

/d((h —q) <E + ;) B 25(; _U>H{C”;"’<|ql—q2<\/§}5<z; _I>
<Z—U>]I{.}6(Z—I)

/d¢qn/d9q12/d\q1 @lla — azf (E+Z>
1<J 7

1<)

(2.34)

with Iy = H{GT’"QS\ql—quS\/g}.

Now we can evaluate the delta-function fixing U by integration over the variable |q; — qs|.
Notice that due to §(f(x)) = §(x)/|f' ()|, this leads to an additional factor of |q; — qs|? in the

numerator. Explicitly, 6(> .. —U) can be rewritten as follows:

1<J
Gm? Gm? a1 — qo/? < Gm’®
5( + —U) M =Bl 5, — gy — —— ). (2.35)
q; — qo ; q; — q; Gm? R Z|0m2
(1)7(1,2)

—1
Define |ays] = |ay — Q| and let g(|aua], Say5 ays: Gos o dn) = aia] — Gm? (U — 32 ) ™
Let |qia|* = h(dq,,,0q,,, 92, -+ dn) be a solution to g = 0: g(|dia|™; Pq,y: Oy, 2 - An) = 0.

Now evaluate the delta-function fixing U by integration over |q;5|. Then (2.34) turns into

dbq,, (|a12]*)* vl <y/5L) d;]lqmllth_l) (2.36)

1
Gm

d¢Q12

At this point, let us return to the full integral (2.33) — the phase space integral we started
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with at the beginning. Inserting (2.36) in (2.33), we get

N-2 «\ 4
2 /qu"‘dqQ/d¢Q12/dGQ12(|q12| ) H{|Q12|*}5<|:Z:|

c
Gm?

(E+U)° - I) (2.37)

layo|*

where ]I{|Q12|*} - H{G#LQSMQ‘*S\/%}'

We can now determine an upper and lower bound on this integral:

/qu...dqQ/d%u/d9q12(\‘h2|*)4 H{qu </} 5<[ZL | _I>
U =127/ i di2|*

<]Xf>2/dq]v...dq2/d¢q12/d0q12 5<[ZL I). (2.38)

Analogously,

/qu...dqQ/d%u/d9q12(\‘h2|*)4 op2 g </} 5<[ZL | _I>
U >ld121" >/ i di2|*

> <G(T]n2>4/qu...dq2/d¢q12/dﬂqu 5([;]@@* I). (2.39)

Let us analyze what is left. The remaining integral is a high-dimensional phase space integral

which resembles much the surface integral connected to the (3N — 1)-dimensional hypersurface
of fix I. The only difference is that, in the above case, |q; — qy| = |qia|" where |qi5]* is a
given function h = h(¢q,,,0q,,,d2, ---» dy) of U and all the other coordinates. Geometrically, the
remaining integral determines the volume of the intersection surface ¥ which is determined by
fixing I and U. We can now use the assumption from the beginning according to which ¥ is a
(3n — 2)-dimensional hypersurface with volume |%| = AR (for large N, R = \/T/m and some
positive constant A = A(NV)).

Hence, by assumption (cf. (2.29))

/ dgy...dq, / déq,, / d9q126<[2] —I) ~ AR
lag[*

where A = A(N) and R = +/I/m

Putting everything back together, we get the following bounds on the full phase space integral.
For large N,

C
Gm

5 (B +

2 4
C 3N 2 NI
2151 () < o) < g+ 052 5] (A2)]

3N

N
|Z]%)\<> °
m
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This shows the assertion.



From this result, the following corollary can be obtained.

Corollary 2.1 (Entropy of the Newtonian universe). Let S = kplnpg(T'y ) the Boltzmann

entropy of the Newtonian universe. Then, for large N,
S ~ %l@ In(E+U)+ ng InI+ S'(N), (2.40)
where S'(N) depends on N and the other constants, but not on E, U, or I.
Proof. In Theorem 2.1 we found positive constants fi; and fo such that, for large NV,
3N

ACE+U)2 |9 < pp(Tus) < f2CE +U) 7|8 (2.41)

where |X| ~ )\(I/m)% Here fi = (Gm?)3U~% and fo = (Gm?)"YNI)?>m=2, X = A(N) and

C= WIMVmQ:SN_l(Qm)?’N/z_l. From this we conclude that, for large IV,
ps(Tur) ~ C(E+U)2 A(I/m)? . (2.42)
Hence,

3N 3N
S=kplpup(Tyr) =~ 7IH(E+ U)+ 7111]—# S'(N)

where S’(N) depends on N, but not on E, U, and I. O]

We see that, once we suitably adapt the classical macrovariables (that is, in particular,
volume V') to the case of gravitation, the entropy of the Newtonian universe is well-defined.
It is defined with respect to a stationary measure, the microcanonical measure, it is finite and
its macrovariables are analogous to the macrovariables of a non-gravitating system. Moreover,
it captures well our intuition about the gravitating system. The entropy given by (2.40) is
proportional to I and U. Hence, it increases as the system expands (leading to an increase in the
configurational part of the phase space integral) and as it forms clusters (leading to an increase
in the momentum part of the phase space integral).

In what follows we will show that, due to the dynamics, the entropy of the £ = 0 Newtonian
universe is a U-shaped function of time. As such the F = 0 Newtonian universe is a Carroll-type

universe, respectively, it is an example for the model Carroll has in mind.

3 The F =0 Newtonian universe as a Carroll-type universe
Let us consider the £ = 0 Newtonian universe. From (2.42) together with F = 0 it follows that
the microcanonical measure of states of fix U and I is

3N
2

pe(Tur) ~ Cam™2 (U - I) (3.1)

24



Hence, the entropy of the £ = 0 Newtonian universe S = kpInpg(I'y 1) is
3N 3N
z71nU+71nI+S’(N), (3.2)

where S’(N) depends on N and the other constants, but not on U or I.

In what follows, we will show that the £ = 0 Newtonian universe is precisely a Carroll-type
universe. Explicitly, given the formula for the entropy (Eq. (3.2)) together with the dynamics of
the £ = 0 Newtonian universe, it will turn out that the universal entropy curve is a U-shaped
function in time.

At this point be aware that U and I are macrovariables which change as the system evolves
in time: U(t) = U(qy(t),....,an(t)), I(t) = I(q;(t),...,an(t)). Hence, the entropy is a function
of time, S = S(t), governed by the time evolution of U and I.

3.1 Evolution of the entropy due to the dynamics

To obtain the time evolution of U and I, we have to analyze the dynamics. The dynamics of the

Newtonian gravitational N-body system is governed by the Lagrange-Jacobi equation.'?

Lemma 3.1 (Lagrange-Jacobi equation). Let I = Y m;q; be the center-of-mass moment of

inertia, F the total energy and U minus the potential energy as defined above. Then

f=4E+2U. (3.3)

Proof. The proof of this equation can be found in Appendix C. OJ

The Lagrange-Jacobi equation provides a first classification of motion of the Newtonian grav-

itational system. In particular, it states that if £ = 0, then, since U > 0,
I>0. (34)

This means that I(t) is concave upwards. In addition, there exists a result by Pollard [1967] on
the asymptotic behavior of I. It tells us that, for E =0, I — oo as t — +00. Since [ is strictly
positive, this means that there exists a positive, global minimum: I = I,,,;,.

Hence, for the F = 0 Newtonian universe the following scenario is due. At some moment 7
of time the moment of inertia is minimal, I = I,,;,, whereas I increases in both time directions
away from that.

Due to the results of Saari [1971] and Marchal and Saari [1974] we have an even more precise
idea of the asymptotic behavior of the gravitational N-particle system. Saari [1971] studies the
inter-particle distances |q; — q;| (i # j; 4,5 = 1,..., N) of the Newtonian gravitational system
as t — oo, independent of the total energy of the system. He shows that, in the absence of

oscillatory and pulsating motion,'? the Newtonian gravitational system is quite well-behaved.

!3This equation has been found by Lagrange and Jacobi at the end of the 18th century, cf. Moeckel [2007] for
a historical introduction.
MFor the notion of “oscillatory” and “pulsating” and the cited result, cf. Saari [1971].
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To be precise, if pulsating and oscillatory motion is excluded, then either

|9; — q| ~ Cijt (3.5)
or

q; — q;| ~ t*7° (3.6)
or

l9; — q;/ = O(1). (3.7)

Here Cj; is some positive constant. Since the Newtonian dynamics is time-reversal invariant,

this result holds for t — —oo as well.

Saari interprets this behavior as follows. As t — oo the system forms clusters consisting
of particles whose inter-particle distances are bounded. The centers of mass of these clusters
recede from each other at a rate of about t2/3. Moreover, the system forms subsystems (clusters
of clusters) whose centers of mass recede from each other at a rate proportional to ¢. This,
according to Saari, reflects well the actual behavior of our universe. It shows that, as time
evolves, galaxies form which recede from each other according to the Newtonian version of the

Hubble law of expansion: |q,;|/|q;;| = 1/t with |q;;| := |q; — q;].

In addition to Saari’s result, there exists a result by Pollard [1967] on the behavior of the
maximal and minimal distance between the particles. Let R denote the maximal distance,
R = max;zj|q; — q;| with 4,5 = 1,..., N, and 7 the minimal distance: 7 = min;; |q; — q;|.
Pollard shows that, as t — oo,

r—0 iff R/t— oc. (3.8)

It follows that in the absence of oscillatory and pulsating motion, it cannot happen that r — 0
as t — oo (since, in the absence of oscillatory and pulsating motion, (3.4)—-(3.6) hold, that is,
R/t < 0o as t — o0). Hence, U(t) cannot grow without bounds. Now we can determine the

asymptotic behavior of U and I.

Let us assume that the Newtonian gravitational system forms at least two subsystems where
each subsystem consists of at least two clusters. This we want to call the generic behavior of the

N-particle system. Given this assumption, it follows that, as ¢t — +00, the moment of inertia I
given by I(t) = § >, la;(t) — q;(t)]* (cf. (2.19)) increases as

I(t) ~ t? (3.9)

whereas the potential energy U(t) = > % evolves as
J

1<J |q,(t)
U(t) ~ 1. (3.10)
Here we are just interested in the order of ¢. It follows that, as t — +o0, I - U increases as

I(t)-U(t) ~ t2. (3.11)
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Recall that we are interested in the time evolution of the entropy of the F = 0 Newtonian

universe, where the entropy is given by (3.1),
S~ 3N/2In(I-U)+ S'(N).

We get the behavior of S for t — £oo from (3.11). What about the behavior in between? We
know that I(t) is a function that is concave upwards with a positive, global minimum at ¢t = 7:

I(7) = Ipin. Let us assume that
I(t)=a(t—1)>+ 8 (3.12)

where « and [ are positive constants (5 = Inipn). This gives us the qualitatively correct behavior
of I. Now, let us furthermore, assume that U is suitably well-behaved. For that we have to
exclude point-particle collisions and “near point-particle collisions” (close encounters of particles).
Then U is finite and U is bounded (i.e. the graph of U has no narrow peaks). Since U is strictly
positive, U > 0, we conclude that I(¢) - U(t) has a global minimum, more or less at ¢ = 7, and

the qualitative behavior of I - U is given by
I(t)-Ut) =t —7)2+0 (3.13)

where v and ¢ are positive constants. Note that this is really a simplified picture. In reality,
I - U will fluctuate both around the minimum and as it increases with (¢ — 7)2. However, (3.13)
is qualitatively correct. It gives us the correct asymptotic behavior (I - U ~ t? as t — +o00) and
it captures the fact that, apart from fluctuations, I(t) - U(t) is concave upwards with a positive
minimum at about ¢ = 7.

In fact, numerical simulations by Barbour et al. [2013] and [2015] for N = 1000 particles
and typical initial data strongly support the claim that the actual evolution of I - U is well

approximated by (3.13).15
Recall that we are only interested in the qualitative behavior of the entropy of the £ = 0

Newtonian universe. Hence, we may assume that (3.13) holds and that

pe (L) = (1-U)3N2, (3.14)

13

where in (3.1) we set all positive constants equal to 1 and replace “~” by “=" for simplicity. This

gives us the correct qualitative behavior. Then the entropy is
3N
S=kphpg(Tyr) = 71@ In(l-U) (3.15)

where S(t) is determined by I(¢) - U(t). From (3.13) we obtain that S(¢) has a global minimum,
S =3N/2kpInf, at t = 7 and S increases without bound in both time directions away from it.

Hence, S(t) is a U-shaped function in time!

15Cf. Barbour, Koslowski and Mercati [2013] and [2015]. Here “typical” initial data presumably refers to
arbitrarily chosen “initial” positions q,(7) and momenta p, (7).
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3.2 Statistical analysis: the problem of non-normalizable measures

We want to find out whether we are typically close to the minimum of the entropy curve or far
away from it. If we are typically far away from the minimum, we don’t need a Past Hypothesis
to explain our low-entropy past. If we are typically close to the minimum, we do need a Past
Hypothesis. To decide upon this question, we need to statistically analyze the £ = 0 Newtonian

universe.

Remark (Boltzmann statistics). Recall that according to Boltzmann we are typically close
to the minimum of the overall entropy curve. In other words, if we are in a state of low entropy
now, it is highly unlikely that we had been in a state of even lower entropy before (or will be af-
terwards). This is an unambiguous statistical assertion given Boltzmann’s model of the universe.
Now there is a crucial difference between Boltzmann’s model and Carroll’s model of the universe
(here exemplified by the F = 0 Newtonian universe). In Carroll’s model the entropy can grow
without bounds whereas in Boltzmann’s model the entropy is finite with a maximum attained
when the universe is in thermal equilibrium. This difference is reflected in the fact that in the
Carroll model phase space — or rather the constant energy hypersurface I'g — is infinite whereas
in the Boltzmann model it is finite. Since the measure of typicality is a measure on phase space,
respectively on the constant energy hypersurface I'g, this entirely changes the statistical analy-
sis. In the Boltzmann model the measure is normalizable, whereas in the Carroll model it is not.
This leads to unambiguous statistical assertions in the first case, and to apparent mathematical

contradictions in the other. Let us look at this in more detail.

Let us statistically analyze the E = 0 Newtonian universe.!6 Let y(t) := I(¢) - U(t) and
Iy :=Tys. From (3.13) we know that y(t) = a(t — 7)* + B where «, 3 are positive constants.
Let, for simplicity, o = 1. From (3.13) we know that ug(T,) = y*N/2. Let z := t — 7 denote the
difference between time ¢ and the moment 7 at which the entropy is minimal. Hence, y = 2%+ §3.
To answer the question whether we are typically close to the minimum (z small) or far away
from it (z large), let us consider the projection of the microcanonical measure pg onto the x —y

plane.

Lemma 3.2. Let everything be as above. Let pp(T'y) = yN/2 with y = x? + 3. Then the

projection of the measure ug onto the x — y plane s, for large N,
p(z,y) = (y — Ua?)*N>. (3.16)

Proof. Let
Ly ={(a,p) € Tplz(q,p) =2, y(q,p) =¥}

Y The following analysis is similar to the analysis performed in Goldstein et al. [2016]. There the authors
analyze what they call the Carroll toy model: free particles in infinite space. As I show in my master thesis
[2012], the Carroll toy model does not feature a U-shaped entropy curve (as opposed to what it is meant to do),
whereas the £ = 0 Newtonian universe does. Hence, the following analysis really applies to the ¥ = 0 Newtonian
universe. Over and above this convenient incidence, it provides a very realistic picture of the actual universe.
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What we need to compute is pp(Iy ).

Note that, for £ = 0, the momentum part of the microcanonical phase space integral de-

termines a (3N — 1)-dimensional sphere S, of radius r = /m=*(3_,_; ‘qG.TqQ.l) (where, without
i~ ;5

loss of generality, we set m; = m Vi = 1 ., IN). This follows from the fact that, in case £ = 0,
Tp={(a,p) €TIX,mp} =X g% |} with ' = ROV (cf. also (2.32)).

Now we use that

Fx’,y’ = U lejy/ X {p}

PER3NNS,.

where
Q% = {a e R z(q,p) = 2’ y(q,p) = ¢'}.

If the volume of Qg, v is independent of p, then pg(I'y ) can be determined as follows. We

know from (2.32) that in that case the microcanonical measure turns into

G 2 3N—-2
m 2
ap=c( T2y T ey
i<j la; — Qj|
where C' depends on N and the other constants. Now p’; is a measure on Q = R3N and

e y) = Wp(Qur y) Where Qury = {a € R*|z(q, p) = 2',y(q,p) = y'} (where we dropped
the index p to indicate that the volume of @,/ s does not depend on p).

Recall that, in the microcanonical phabe space integral, U and I are fixed separately (cf.
(2.30)). Let U = U’ with U = ZK] T q pand let [ = I' with I =", mq?. Recall, in addition,
that the equation y = 22 + 8 was obtained by assuming that the time-evolution of y (with
y = U - I) is essentially governed by the time evolution of I. In this case we can use the result
of Goldstein et al. [2016]. They consider a system of free particles with kinetic (= total) energy
E > 0, take I as the only macrovariable and compute the projection of the microcanonical

measure onto the x — y plane (where I = 22 + a due to the dynamics). Let
Ay 1= {q e R |z(q,p) = 2',I(q,p) = I'}.
They show that the volume of the set A,/ p is indeed independent of p and that, for large IV,

VOl(Ax/J/) ~ (Il - (.%'/)2)3N/2,

We can use this result since we assumed that y ~ 2 because I ~ 2. Hence, the projection

onto the = — I plane determines the projection onto the x — y plane, only that now the total
o Gm?
1<J |qi_qj‘ ’

energy constraint is replaced by the constraint U = U’ with U = ) This determines

the radius of the momentum sphere S,.. It is r = vVm~1U’.
We obtain that i (Qqr ) = Vol(Agy 11)S, /=g where Vol(Ag ) ~ (I - (3:’)2)3N/2 and
S f= ~ (U")3N/2 for large N. With 3/ = U’ - I it follows that, for large N,
,U/IE(QQ:’,y’) ~ (yl o U/(IL’/)2)3N/2.
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Now 1(Qur o) = pE(Tar y). Setting p(z,y) = pup(Tw ) we get p(z,y) = (y — Uz?)>N/2,

A measure which is easier to analyze than (3.16), but which is qualitatively the same is
plz,y) = eV ™" (3.17)

Let us in what follows use this measure.

Let now A be a small stripe (say of width 4) around the minimum of the entropy curve. That
is, A = {(z,y) € X|z € [-2,2]} where the physical region is ¥ = {(z,y)|y > 2?}. We want to
find out whether A is typical — then we are typically close to the minimum of the entropy — or

not. Unfortunately, p(z,y) does not allow for a statistical assertion about A. To be precise,
p(A) = p(3\A) = oc. (3.18)

To do the statical analysis, let us regularize the measure by conditioning. To keep it simple, let
us consider the x — y half plane I' = {(z,y)|z € R,y € RJ } instead of ¥ (which is qualitatively
the same). We will find that, depending on the way we condition, the measure of A will be
different.

Lemma 3.3. Let p(z,y) = e¥™*" on T{(z,y)|z € R,y € Ry} with y = 2® 4+ B. Let z € [-2,2].
Let

p(z,yly =vy)
oy () = == , (3.19)
Y S P, yly = y)da
respectively
plz,y|B =5
0p (%) = =5 3.20
() Joo pla,ylB = p)dx (320)
the (normalized) conditional measures. It is
oy ([-2,2]) > 0.9 (3.21)
and
0'5/([—2,2]) << 1. (3.22)
Proof. Assume we condition on the macrostate y = 3’. Then, for all v/,
2 /
x,y ) dx 1 2
oy([-2,2]) = —f;fp( y,) = / e dx > 0.9.
o pl@,y)de ) s
In contrast, let us condition on the particular curve by setting 8 = [’. In that case, the

conditional measure is uniform in z: og (x) o< 1. Tt follows that, for all 3’

12, pa(@)de
op([-2,2]) = m << 1.
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With this result we seem to arrive at two different conclusions what regards the measure of
the set A. To see this first notice that the two ways of conditioning reflect two different partitions
of ¥ into fibres. If we condition on the macrostates, y = %', we condition on horizontal lines.
The set of all horizontal lines spans X. On the other hand, if we condition on the curves, 8 = 3,
we condition on parabolas. Again, the set of all parabolas spans 3.

Now, since o,/ ([—2,2]) > 0.9 for all 3/, it seems to follow that
a(A) = p(A)/p(T) > 0.9. (3.23)
On the other hand, since og/([—2,2]) << 1 for all #', it seems to follow that
o(A) =p(A)/p(T) << 1. (3.24)

But this is a mathematical contradiction.
The contradiction is resolved by taking into account the fact that p is non-normalizable. The
above reasoning is justified if and only if p is normalizable. Only then, the measure of a set

A C T is given by the average of the conditional measures of A on a partition of I' into fibres!

Remark (Limits of the statistical analysis). Non-normalizable measures only allow for a very
limited statistical analysis. Let again I' denote the space of all possible states of the system.
Let u be the volume measure on I' and u(I') = co. Basically, as long as the total measure of T’
is infinite, statistical assertions can be made only about macro-regions A C I' of finite measure
— respectively, about their complements I'\A. If some macrostate M4 defines a region A of
finite measure, then we can (unambiguously) say that this macrostate is atypical with typicality

o(A) = wA) (3.25)

n(I)

On the other hand, we can (unambiguously) say that its negation =M 4 defining the complement

measure

of A (i.e. T\ A) is typical with typicality measure

p(A4)
oM\A)=1- 52 =1, 3.26
r\ e (3.26)
For any other macrostate Mp defining a region B of infinite phase space volume and where
the complement I'\ B has infinite volume as well, u(B) = p(I'\B) = oo, we cannot make any

assertion (like in the case above, cf. (3.18)).17

"Tn the physics literature, non-normalizable measures are often turned into normalizable measures by some
regularization procedure (like by conditioning or imposing a cut-off). However, depending on the specific regular-
ization we get different statistics which can even lead to opposite results like in the model discussed above or like
in the case of Carroll and Tam [2010] and Gibbons and Turok [2008] who both study the probability of inflation at
the example of the minisuperspace model by imposing a cut-off on the scale factor. There the authors impose two
different cut-offs and arrive at opposite conclusions. For a discussion and resolution of the latter contradiction,
cf. Schiffrin and Wald [2012].
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3.3 Interpretation of the result

The mathematical analysis of the Newtonian/Carroll-type universe did not provide an answer
to the question whether we are typically close to the minimum of the overall entropy curve or
not. Still, Carroll claims that we can answer this question. Goldstein, Tumulka, and Zanghi
[2016] explain how. Explicitly, they say that to understand Carroll one has to replace both the
mathematical reasoning (from which we conclude that there is no answer to the question whether
we are close to the minimum of the entropy curve or not) as well as what they call the evidential
reasoning (which tells us that we should be at the minimum of the entropy curve, see below) by
a different type of reasoning, a kind of theoretical reasoning.

Their approach is the following. We have some pre-theoretic knowledge about the world.
Among this is our knowledge about the past: we have strong evidence that we have had a past
and that this past was ordered, respectively ordered structure existed. For example, we have
strong evidence for the case that dinosaurs existed because of the bones we find today. This
knowledge about the past has to be taken into account when we build our best physical theories
(in that sense, it is pre-theoretic). It also has to be taken into account when we give weights to
the microstates compatible with our current macrostate, contrary to what evidential reasoning
tells us. According to evidential reasoning we give equal weight to all microstates compatible with
the current macrostate — from which we conclude that we should currently be at the minimum
of the entropy curve.

In the Carroll model the increase of entropy is typical. This, according to Goldstein et al.,
is essentially the best we can hope for. It is much more than Boltzmann’s model can give us.
Moreover, it is consistent with our knowledge about the past. This is basically all we need. We
need no further explanation for why we actually had a past. In particular, we don’t need a Past
Hypothesis.

Certainly this reasoning is correct, but it does not provide a genuine ezplanation of the fact
that we had a low-entropy past. While the Carroll model is consistent with this fact, it does not
provide an argument for why we really should have a low-entropy past, rather than not. In that
sense it does not provide a genuine explanation. Usually, we build a physical theory in order to
explain what we find in the world. The more it can explain, the better the theory. Respectively,
the less pre-theoretic knowledge we have to put in, the better the theory. Given the Carroll
model, there is no statistical argument which tells us that we should expect to be far away from
the minimum of the entropy curve. If we had such an argument, we could say that we have a
genuine explanation of the fact that we actually had a past.

This is where the work of Barbour, Koslowski and Mercati'® adds an essential ingredient. It
shows that, for the Newtonian universe, there exists a normalizable measure of typicality. With
respect to this measure, it is an unambiguous mathematical result that typically, at this moment,
we are far away from the minimum of the entropy curve. This will be shown in Part III. Part II

will provide the mathematical framework to perform the statistical analysis.

18Cf. Barbour, Koslowski, and Mercati [2013], [2015].
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Part 11

Mathematical Framework

This part shall provide the mathematical framework which we need to statistically analyze the
Newtonian universe (Part III). It also provides the grounds to later discuss the Newtonian dy-

namics through the points of total collision (Part IV).

4 Dynamics and measure on (generalized) phase space

Barbour, Koslowski, and Mercati [2015] present a measure of typicality on the space of mid-point
data PT*S of the E = L = P = 0 Newtonian universe. To understand why PT*S is indeed
the correct space for the statistical analysis of the Newtonian universe, we will introduce the
notions of a generalized and an internal phase space. For means of generality, everything shall

be formulated in coordinate-free geometric terms.

4.1 Notation and basic lemmas

To introduce the notation, I first present the standard Hamiltonian description. After that, I
include time ¢ and as a next step its canonical conjugate p; among the phase space coordinates —
this will enable us to construct the so-called generalized phase space where time has disappeared
(Sec. 4.2). On generalized phase space we will reintroduce time internally and we will get back
Hamiltonian equations together with a stationary measure, described on the so-called internal
phase space (Sec. 4.3).

For the time-independent and parts of the time-dependent case, cf. Abraham and Marsden
[1978] and Scheck [2003]. The generalized formalism is sketched in Rovelli [2000]. I give a precise

account of the generalized formalism and develop the internal Hamiltonian description.

4.1.1 Hamiltonian dynamics on I

Let us consider a system of particles. The positions of the particles are represented by n position
variables ¢* (in case of N particles in three-dimensional space: n = 3NN).!Y These variables form
a complete set of local coordinates of n-dimensional configuration space (). Together with the
momenta p; they form a collection of local coordinates of the cotangent bundle of @, T#Q =: T
We call T the 2n-dimensional phase space of the system, ¢* the canonical coordinates and p; the
canonical momenta. In the Hamiltonian formalism, every point (¢, p) := (¢!, ...,q¢", p1,...,pn) €T
represents one possible state of the system, respectively one possible initial condition. For N

particles moving through three-dimensional Euclidean space: @ = R3Y and T*Q = RV,

19We will use upper and lower indices as long as we are particularly interested in the geometry while we will
later, when we come to the physics, use only lower indices for all the variables.
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On the cotangent bundle of configuration space T*(@Q there exists a natural or canonical

one-form 6 (an element of T*(T*Q))?° which can be expressed in local coordinates as follows.

Definition 4.1 (Natural one-form on I'). 2! Let I' = T*Q. Let ¢*, p; local coordinates on T.
n .
0=> pidq (4.1)
i=1

is the natural one-form on I.

There also exists a natural two-form w on T*Q which can be constructed from the natural

one-form 6 by taking the negative exterior derivative.

Definition 4.2 (Natural two-form on I'). Let 6 the natural one-form on I' = 7*@Q. Then
w=—db (4.2)
is the natural two-form on I'.

Here the minus sign is a matter of convention. In local coordinates,
n
w= Z dq" A dp;. (4.3)
i=1
This two-form is symplectic.?? That is, it has the following properties.
Definition 4.3 (Symplectic form). Let M be a manifold of 2n dimensions. Let w a two-form on
M. Then w is symplectic if and only if it is closed (dw = 0), alternating (i.e., w(X, X) = 0 for

all X € V(I') where V(I") denotes the set of smooth vector fields on I') and nondegenerate (i.e.,
there exists no non-zero X € V(I') such that w(X,Y) =0 for all Y € V(I")).

Volume form and Liouville measure. Given a symplectic two-form, there exists a natural,

oriented volume form.

Definition 4.4 (Natural volume form). Let w the symplectic two-form on I' = T*Q. Then

Q= ww" (4.4)

n!

is the natural volume form on I'. Here [n/2] is the biggest integer smaller or equal to n/2.

20For the naturalness of this definition, cf. Scheck [2003]. There it is also shown that on the cotangent bundle
T*M of any smooth manifold M, there always exists a natural one-form 6 and a natural symplectic two-form
w := —df. From Darboux’s theorem it follows that there exist local coordinates (¢, p;) such that 6 and w can be
written in the given form.

21 Alternatively, there exists a coordinate-free definition of the natural one-form. What regards the one-form,
we don’t benefit from giving its coordinate-free definition, so we don’t do it here — all we need to know is that
there exists a natural one-form which, in local coordinates, is of the given form.

%2For a proof, cf. Scheck [2003].
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Notice that this is really a volume form on I'. To be a volume form it has to be a nowhere-zero
top-dimensional form on I'. It is top-dimensional because it is a 2n-form on a 2n-dimensional
space and it is nowhere zero due to the non-degeneracy of w.

In local coordinates,
Q = (—1)2dg* Adpy A ... Adg™ A dp,. (4.5)

Connected to this oriented volume form, there exists a so-called volume element or density
p = |Q] which is non-oriented. It is this volume element which defines a measure on Borel sets.
Borel sets are Lebesgue integrable. Hence, the existence of the density u = || allows for the use
of the Lebesgue integral in order to integrate functions on I'. It is just the measure we need to

determine the volume of regions A C T'. In fact, it is just the Liouville measure (2.5).

Definition 4.5 (Natural volume measure). Let € the natural volume element on I' = 7T*Q.
Then
dp =19 (4.6)

is the natural volume measure, or Liouville measure, on I".

To see that this is the Liouville measure, let us rewrite it in local coordinates. From (4.5) it
follows that p = |Q] is
n
dp = H dg'dp;. (4.7)
i=1

This coincides with our definition of the Liouville measure above (cf. (2.5)).

Hamiltonian dynamics. In addition to phase space itself, there exists a smooth function
H = H(¢',p;) : T — R called the Hamiltonian of the system. The Hamiltonian H defines the
physical vector field Xz on I' = T7Q.

Definition 4.6 (Physical vector field Xp). Let H be a smooth function on I', the Hamiltonian
of the system, and w the symplectic two-form on I'. Let Xz € TT such that

w(Xy,-) = dH. (4.8)

Then Xy is the physical vector field.

Xp is a Hamiltonian vector field?® and it defines a Hamiltonian phase flow T on I'. Since
w determines a measure p on I' and H determines a flow 7" on I', the quadruple (I, B(T"),w, H)
form a dynamical system. Since the flow is Hamiltonian, we also call it a Hamiltonian system.

In local coordinates, the physical vector field can be written as follows.

ZWe call a vector field X; Hamiltonian if and only if there exists a smooth function f on M = T*V such that
w(Xy,-) =df. Here V is a vector space and w is the symplectic two-form on M = T*V. In contrast, the physical
vector field is determined by the physical Hamiltonian H of the system. For a given physical model, there is
only one physical vector field while there can be many different Hamiltonian vector fields fulfilling the relation
w(Xy, ) =df for some f.
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Lemma 4.1 (X in local coordinates). Let everything as above. Let q',p; local coordinates on

I'. It is
N OH(¢,p;)) 0 OH(¢',p;)\ O
X — 9 _ 9\, p) ) 90 4.
" Z Op;  0q +Z oq" Op; (4.9)

i=1 i=1

Proof. In local coordinates, a vector field X € T'(T*Q) is of the general form

SI 5] " , 9
X = (¢ ,pi) 57+ (4", i) 75—
;Zlf (g p)aqz ;Zlg(q p)api

with f?, g; arbitrary functions.
According to Definition 4.6, Xy is the physical vector field if and only if w(Xpg, ) = dH
where w = Y"1 dg* Adp;. Let Y € V(T') an arbitrary, smooth vector field on I'. Now

( i: dg' A dpi> (Xm,Y)

i=1

w(XH, Y)

I
NE

[dgi(X5)dps(Y) — [dps(Xp)dg' (V)]
1

~.
I

[fidpi(Y) — gidq' (V)]

|
&M:

=1

where
n

D [fidpi(Y) = gidg' (V)] = dH(Y)

=1

if and only if f?, g; fulfill the equations

f (Q’pl) - apz 9 gl(q;pl) — aqz .

This shows the assertion. O

Xp is the physical vector field. That is, the integral curves v(t) along Xy are possible

trajectories of the system:
() = (X1 )y (4.10)

Here - denotes the derivative with respect to time ¢. In local coordinates, v(t) = (¢*(t), pi(t))
and (4.10) turns into

dg' _ OH(¢',pi) dp; _0H(q',pi)
de Op; ’ dt 8qi

These are the well-known Hamiltonian laws of motion.

. (4.11)
All integral curves (t) together constitute the physical phase flow (which is a Hamiltonian

phase flow) T;.

Definition 4.7 (Physical phase flow). Let Xy defined by (4.8) the physical vector field on .
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Let () = (¢'(t), pi(t)) an integral curve along Xpg, i.e., ¥(t) = (X)) Then T, : T — T,

Ti(q',pi) = (¢'(t), pi(1)), (4.12)
is the physical phase flow.

Invariants of motion and Liouville’s theorem. Let us now study the behavior of the
measure under the physical phase flow and derive Liouville’s theorem. For that we need to

introduce the notion of the Lie derivative.

Definition 4.8 (Lie derivative of functions). Let M be a manifold, X € V(M) a smooth vector
field, f a smooth function on M. Then

Lxf=df(X) (4.13)

is the Lie derivative of f along X.

That is, the Lie derivative of f along X is just the derivative of f in the direction of X (which
is the application of X to f): Lxf =df(X) = X(f).

There exists another useful formulation of the Lie derivative. For any smooth curve v(t)
on M parametrized by ¢t with v(0) = p and tangent vector X, = ¥(0), the following relation
holds: df,(X,) = %f(v(t))\tzo. Now let the integral curve ~y(t) along the vector field X passing
through a point p be given by the respective flow line Typ with Tp(p) = p and %To(p) = X,.

Then, at the point p € M, the Lie derivative can also be written as

Ap(Xy) = S5, (114)

Using the definition of the pullback, this can be reformulated as follows:

d d
af(Ttp)}t:() = aTt*f(p)’t:()' (415)

Together with (4.13), (4.14) says that the Lie derivative Lx,, of f along the Hamiltonian vector
field X g can be identified with the total time derivative of f.

In addition, there exists a definition of the Lie derivative on the space of differential forms.

Definition 4.9 (Lie derivative of forms). Let M be a manifold, X € V(M) a smooth vector
field, a € QF(M) a differential k-form. Then

Lxa = (da)(X,- k times -) + d(a(X,- k — 1 times -)). (4.16)

This equation is called Cartan’s formula or Cartan’s identity.?* For a given two-form w, it

turns into

Lyw = (dw)(X, -, ") + d(w(X,")). (4.17)

24Cf. Abraham and Marsdem [1978].
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It is an important result that the Lie derivative of the symplectic two-form w along X

vanishes.

Lemma 4.2. Let X € TT and w the symplectic two-form on I'. Then
Lx,w=0. (4.18)

Proof. We use (4.16) and (4.8) and the fact that w is closed: dw = 0. From (4.8) we get that
dw(Xg, ) =dodH = 0. Inserting this into (4.16), we find that

LXHw = (dw)(XHv'v')+d<w(XH7'))
= 0+dodH =0.

O

It follows from this result that the two-form w and the volume element p = | = |w|™/n! are
invariant under the Hamiltonian phase flow. Hence, volume is conserved under time evolution.

This is Liouville’s theorem.

Corollary 4.1 (Liouville’s theorem). Let everything be as above. Let Ty the Hamiltonian phase
flow and p = |w|™/n!. Then
Tiw=uw (4.19)

and
Ti = p. (4.20)
Proof. Using (4.13)-(4.15) and (4.18), we find that

d
dtTt w= Lx,w=0.

This shows (4.19). In addition, (4.18) together with the fact that Lx(a A ) = (Lxa) A B +
a A (LxB) implies that each form w* with & = 1, ..., n is invariant under the Hamiltonian phase

flow. Hence, in particular, the 2n-form w™ and, consequently, also the oriented volume form
Q = (=1)[*/Awn /n! and its density du = |Q| are invariant under the flow. O

In addition, the Hamiltonian H = H(q’,p;) is itself invariant under the Hamiltonian phase

flow. This means that total energy is conserved under time evolution.

Lemma 4.3 (Energy conservation). Let H be the Hamiltonian of the system and Xy the Hamil-
tonian vector field on I'. Then
Lx,H=0 (4.21)

Proof. Let ¢',p; a set of local coordinates on I'. It is

OHOH < OH\ 0H
LXHH = dH(XH) Z ap aq ; ( aq ) 82? -
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You can use (4.14) to rewrite Eq. (4.21) as follows:

d

@H(qi(t),pi(t)) =0. (4.22)

That is, H is invariant under time evolution.

Remark (Time-dependent Hamiltonian). Almost everything we said so far also applies to the
time-dependent case. Only then, H : R x I' = R, H = H(t,q",p;) and the same for the vector
field, X : Rx ' =TT, Xy = Xy (t,q¢*,p;). But what is a time-dependent vector field? Notice
that, for any fiz moment of time, H is a Hamiltonian function on I' and Xy is a Hamiltonian
vector field on I'. That is, we can define a time-dependent Hamiltonian H; and a time-dependent

vector field Xp, on I' as follows.

Definition 4.10 (Time-dependent Hamiltonian H; and vector field Xp,). Let H : R x I' —
R,H = H(t,¢',p;) and Xy : Rx T =TT, Xy = Xg(t,¢*, p;). Then

Hy:T — R, Hyq',p;) = H(t,q",p;) (4.23)
is the time-dependent Hamiltonian H; and
Xp,:T =TT, Xp,(¢" pi) = Xu(t,qd, p). (4.24)
is the time-dependent physcial vector field Xp, on I'.

Notice that, also in this case, the time-dependent vector-field X, is determined by (4.8),
that is, by demanding that w(Xg,, ) = dH;.
Whereas a time-independent Hamiltonian defines a one-parameter phase flow 73 on I, a

time-dependent Hamiltonian defines a two-parameter flow 7; ; on I'.

Definition 4.11 (Time-dependent phase flow T} 5). Let (¢%,p;) := (¢'(s),pi(s)) an integral curve
along the time-dependent vector field Xg, from (4.24). Then

Tis(q',pi) = (' (8), pi(t)) (4.25)
is the time-dependent Hamiltonian phase flow on I'.

Again, possible trajectories of the system are the flow lines of T} . But what about the
conservation of phase space volume? The proof of Liouville’s theorem (Lemma 4.2 and Corollary
4.1) applies directly to the time-dependent case replacing H by H; and Xz by Xp,. That is, also
for a time-dependent Hamiltonian system, phase space volume is conserved. Since this is an im-

portant result, I have attached another version of the proof using local coordinates in Appendix A.
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Remark (Extended phase space). In what follows, let us include time ¢ among the coordinates.
As a first step we will consider extended space R x I'', a space of 2n + 1 dimensions. As a second
step we will consider the cotangent bundle of extended configuration space T*(R x @), a space
of 2n + 2 dimensions. Whereas the first approach neglects the canonical conjugate of time, the
second approach treats both time ¢ as well as its canonical conjugate p; as a coordinate. Later we
will start from generalized coordinates ¢%, p, and develop an internal Hamiltonian description by
identifying some internal time parameter 7 (a monotonic function of the generalized coordinates)
and its canonical conjugate p.

Having the extended phase space picture in mind, it is clear that trajectories on I' are really
just a projection of the actual trajectories which lie in R x I'. In case the Hamiltonian H is time-
independent, this projection is somewhat trivial. However, the projection also applies to the
time-dependent case as soon as we make use of the definition of the time-dependent Hamiltonian
H; and vector field Xp, from above ((4.23) and (4.24)). Having projected the trajectories onto
I', phase space I' fulfills a dual role. It is both the space of initial conditions and the space in

which the trajectories lie.

4.1.2 Hamiltonian dynamics on R x T’

By adding the time variable ¢ to the other phase space coordinates, one can construct the

extended phase space ¥ = R x I' = R x T*Q. Notice that in contrast to I', ¥ = R x I' is not

symplectic. This follows from the fact that it is a space of odd dimensions (cf. Def. 4.3).
However, ¥ is a manifold. In local coordinates, any point p € ¥ can be written as p =

(t,q',p;). Like before, there exists a natural one-form ¢’ on this space.

Definition 4.12 (Natural one-form on ¥). Let ¢, ¢%, p; local coordinates on ¥ = R x T*Q. Let
H; the time-dependent Hamiltonian on I' = T*@Q given by (4.23).

0 = Y pdd — H(q',pi)dt

i=1
= 60— Hdt (4.26)
is the natural one-form on 3.
From this one-form, one can construct a two-form w’ = —d’, analogous to the construction

on I (cf. Def. 4.2). Of course, since ¥ is a space of 2n + 1 dimensions, w’ is not a symplectic
form.

Let us now express the dynamics with respect to . On 3, there again exists a physical
vector field X’. In other words, expressing the dynamics with respect to X, there exists an X’

such that the integral curves along X' are possible trajectories of the system.2’

Definition 4.13 (Physical vector field on ¥). Let H; the (time-dependent) Hamiltonian and

#5For this definition, cf. Abraham and Marsden [1978].
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Xy, : I' = TT the physical vector field on I'. Then

x =9 Xu, (4.27)

is the physical vector field on X.

Let t,q", p; local coordinates on ¥. In local coordinates, X is of the following form:

0 OHy(q',p;) 0 OH\(¢'.pi) O (4.28)

X' == :
ot op;  Oq' dq"  Op;

This follows directly from (4.27) together with the expression for Xy = Xp, on I' (4.8).
Whereas X, defines a two-parameter flow T} s on I', X’ defines a one-parameter flow 7} on

Y =R x I". Both flows are connected as follows.

Definition 4.14 (Flow on X). Let (s,p) € R x I' and let T} 5 the flow on I'. Then

T/(s,p) = (t + 5, Tt s(p)) (4.29)

is the flow on X.

Again, T} is the set of integral curves along X’ on ¥ and T; s is the set of integral curves along
Xp, on I'. In each case, the flow lines represent the physical trajectories. The two formulations
of the dynamics (on I" respectively ) provide merely two different mathematical representations
of the very same actual physical trajectories.

Just like on I', on 3 = R x I' there exists a coordinate-free way of specifying the physical
vector field X’. Consider the natural two-form w’ = —df’. With respect to this two-form, the

physical vector field X’ is determined as follows.

Lemma 4.4 (X’ coordinate-free). Let 0’ the natural one-form on ¥ and ' = —df'. Let X' be
a smooth vector field on 3 such that
W'(X',) = 0. (4.30)

Then X' is the physical vector field (4.27) (up to multiplication by a scalar).

Note that Eq. (4.30) is nothing but the assertion that ' is degenerate. Hence, it is not
symplectic (cf. Def. 4.3).

Proof. Tt follows from the definition of 8’ given by (4.26) that w’ = —d#’ is of the form w—dtAdH.
Hence,
(X ) =w(X ) — (dEAdH) (X ).

Now any vector field X’ on ¥ = R x I is of the general form h - 9/0t + X where h = h(t, ¢*, p;)

is a function on X and X is a vector field on I'. It follows that

02 w(X',) — (At AdH)(X', ) = w(X, ) — (dt AdH,) (h(t, ¢\ pi) 2

s ) = w(X,") — hdH,

41



if and only if w(X, ) = hdH;. But this is fulfilled if and only if (apart from scalar multiplication)
h(t,q',p;) = 1 and X = Xpy,. In that case, we get that

w(X,) =w(Xg,, ) = dH; = hdH;

where the second equation is obtained by (4.8) with Xz = Xp,. We get the full set of solutions
by multiplication with a scalar s. Then h = s and X = sXp, and w(X,-) = w(sXp,, ) = sdH; =
hdH;. That is, X’ = Xp, + /0t is unique up to scalar multiplication. O

Note that multiplication by a scalar is nothing but reparametrization of the trajectories, that
is, both time ¢ and the physical vector field Xy, are reparametrized.

On Y, there also exists an invariant volume form €’ and, hence, an invariant volume element
! __ /
p = 8.

Lemma 4.5 (Invariant volume form on X). Let 6’ from (4.26) and t,q',p; local coordinates on
Y. Then
QO = —dt A (d9')" (4.31)

is a volume form on . It is invariant under the flow T} on % given by (4.29):
/O = (4.32)

Proof. The form —dt A (d6')" is (n + 1)-dimensional. Hence, it is a top-dimensional form on X.
Moreover, it is nowhere zero. This follows from the fact that —dt A (d6')" = dt A and Q is
nowhere zero. It follows that —d¢ A (d6’)™ is a volume form on X.

The Lie derivative of this volume form vanishes:

Lx/(—=dt A (d0")") = Lx/(—dt) A (d0)" —dt A Lx/[(d6')"]
= [=dodt)(X',:) +d(—dt(X")] A (d&)" — 0

b a(2) oo

= 0A(d0)" =0.

Here we used in particular that Lxw’ = 0.
Since %(T{Q’) = Lx/Q and Lx,Q =0, it follows that 7/’ = Q'. That is, Q' = —dt A (d&')"
is invariant under the flow T}.

O

4.1.3 Hamiltonian dynamics on 7*(R x Q)

By adding the time variable to configuration space, we arrive at the extended configuration
space Q = R x Q. Local coordinates of Q are (t,q"). In contrast to before, we now treat the
time variable like an ordinary position variable which means that we have to include its canonical

conjugate p; into the description. The phase space [ is now the cotangent bundle of the extended
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configuration space I' = T*Q = T*(R x Q), which is a factor space T*(R x Q) = T*R x T*Q.
Analogous to T, is again a symplectic space and local coordinates of [ are (t, ¢, pe, pi)-
Let us now describe the dynamics on T' = T*(R x Q). On T*(R x Q) there exists a smooth

function H which for all physical motion vanishes identically.

Definition 4.15 (Hamiltonian constraint). Let H, ¢ and p; be as above. Let H a smooth function
on I' = T*(R x Q) such that

Then H = 0 is the Hamiltonian constraint.

Within (2n + 2)-dimensional phase space ', the Hamiltonian constraint H = 0 defines a
(2n+1)-dimensional hypersurface ¥ to which any physical motion is restricted. By construction,
this is just the surface ¥ with local coordinates (t,q’,p;) which we know from before (cf. Sec.
4.1.2). (Of course, this is where we got the Hamiltonian constraint from in the first place.) This
can be seen as follows.

Analogous to 6 on I' = T*Q, there exists a natural one form 6 on T’ = TR x Q),

6= Zpidqi + pedt. (4.34)
i=1

Now it follows from (4.33) that p; = —H on ¥. In that case,  is equal to 6 (cf. (4.26)),

0l,_o=10" (4.35)

Here é}Hzo denotes the restriction of # on T’ to ¥. Since H is a smooth function on T, this is
just the pullback, é‘?{:o = 2%57 where i3, : ¥ — I denotes the embedding of ¥ in T.

Just like before, there also exists a natural symplectic two-form & = —df on I'. In addition,
there again exists a vector field X on T’ = T*(R x Q) which can be determined in a coordinate-free

way as follows.

Definition 4.16 (Physical vector field on I'). Let X on T' = T*(R x Q) such that
—df],,_,(X,:) =0. (4.36)
Then X is the physical vector field on I

Again, possible trajectories are the flow lines along this vector field. In fact, these are just
the trajectories from the previous section. To see this, note that due the Hamiltonian constraint
every trajectory lies in the constraint surface ¥. Let again i3 : ¥ — ' denote the embedding
of ¥ in I'. Then zi}‘_[dé = d#’ and Z;LX = X'. Thus, we are back to the setting we discussed in
Section 3.1.2. Again, any physical trajectory is given by an integral curve along the vector field
X" on X.
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4.2 Generalized coordinates: Hamiltonian dynamics on T

The formalism we developed so far can now be applied to a very general setting: a formulation of
the dynamics where time has disappeared. Let us start with generalized phase space I =T*Q,
the cotangent bundle of generalized configuration space Q. The configurational variables ¢ with
a = 1,...,n form local coordinates of Q and the ¢* together with their conjugate momenta p,
form local coordinates of T'. Since ¢ is not specified, there is also no special function H to which
t is connected via its canonical conjugate (p; = —H) as it had been the case in the previous

section. However, we can adapt the formalism also to this very general setting.

Analogous to the definitions of 6 and w on T, we can define a natural one-form 6 and a

natural symplectic two-form @ on I'. Hence, analogous to Def.’s 4.1 and 4.2,
0 = padq® (4.37)

and
@ =—df=> dg* Adp,. (4.38)

In addition, also in this generalized setting, there is a function % on I’ = T*Q in terms of
which the Hamiltonian constraint
H(g*,pa) =0 (4.39)

is formulated. Now again (cf. Def. 4.16), the physical vector field can be defined by
—dfl,,_(X,:) =0. (4.40)

Since ¢% and p, are local coordinates of I', we know that X on T' must be of the form

% a(,a 0 a 0
X = Zf (q 7pa)37qa+zga(q th)@ (4.41)

a

with f* and g, determined by H.

Now everything is analogous to the case in which T' = T*(R x Q) (see the previous section).
Also on 2n-dimensional generalized phase space I = T*Q the Hamiltonian constraint defines
a (2n — 1)-dimensional hypersurface ¥ C T to which any physical solution, respectively any
possible trajectory, is restricted. That is, H is a conserved quantity of the system: it is constant
(constantly zero) along the trajectories. Let again iy : ¥ — I denote the embedding of ¥ in T
where ¥ is defined by H = 0 (4.39). Analogous to before, there exists a one-form 6’ = z%é on
¥ and a degenerate two-form w’ = —dé’ which determines the trajectories of the system via the
equation w'(X’,-) = 0. Again z’;{f( = X’ and possible trajectories are the integral curves along

X’ on X. Let us, in what follows, look at this in more detail.
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4.3 Internal Hamiltonian description

I will show that for the generalized Hamiltonian system there exists an internal Hamiltonian

description.

Lemma 4.6 (Internal Hamiltonian description). Let there be a symplectic space T with a sym-
plectic two-form @. Let H a smooth function on T. Let ¥ = {(¢,p) € f‘|7—((q,p) = 0} and
iy 1 X — T the embedding of ¥ in T. Let X such that

@y_o(X,) =0. (4.42)

Then there exist locally on T' smooth functions T and F with F = H — p, such that zifL[X' =X’

can be written as follows (up to multiplication by a scalar):

x =9 4 xp (4.43)
or

where X g is determined by
w(Xp,:) =dF. (4.44)

Here py is the canoncial conjugate of T, w = iXiy,@ is the pullback of & on Ltol = {(q,p) €
Y|r(q,p) =77}, iy X — T denotes the embedding of ¥ in T and i. : I = ¥ the embedding of
I'wn X.

Proof. We apply Darboux’s theorem to @ on [.26 Darboux’s theorem says that given some
differentiable, locally non-zero function p, on T, there exists locally some 7 on I such that @ can
be written in the form

w=dr ANdp; + w.

Choose such a p;. For later convenience, let us go further and choose p, such that it is some
differentiable, locally non-zero function of the coordinates on which H depends. We can always
make such a choice.

Since H is a smooth function on I' and H depends on p;, it follows that there exists a smooth

function F on I such that the Hamiltonian constraint = 0 can be written as
H == F +p7' — 0' (4.45)

Here F' is some function of the coordinates, but not of p,. This allows us to write @ in the
general form:
O=dr ANdpr +w = (dF —dH) NdT 4+ w.

Let again i3, : ¥ — I denote the embedding of ¥ in I where ¥ is the submanifold determined
by the Hamiltonian constraint H = 0. Then the pullback of & to X is

iyw=dF ANdT + w.

26For Darboux’s theorem, cf. Scheck [2003].
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Let i : I' = ¥ denote the embedding of I" = {(¢q,p) € X|7(¢,p) = 7"} in ¥. Then w is the
pullback of i3,w to I': w = i}ij,w.

Now the two-form i3,& determines the physical vector field X via the equation w’?—(:o (X, =
z’;{@(f(, ) =0. Let Y € V(T') a smooth function on I'. Then

D)y o(X,Y) =i5,0(X,Y) =dF Adr(X,Y) + w(X,Y).

Here the right hand side vanishes for arbitrary Y if and only if the pullback of X to %, Z;LX =X/,

is (up to scalar multiplication) given by

0
X' =—+X
8T+ F
and Xg such that
w(XF,-) =dF.

In that case, the right hand side turns into
dFEAdAT(X")Y)+w(X',Y)=—dF +dF =0
as demanded. Note that X’ = /07 + X is unique up to multiplication by a scalar. O

Definition 4.17 (Internal Hamiltonian description). Let everything be as in Lemma 4.6. If 7
is strictly monotonic along the trajectories, we call 7 the internal time parameter, I' the internal

phase space, F' the internal Hamiltonian and Xr the internal Hamiltonian vector field.

Here we demand the function 7 to be strictly monotonic along the trajectories. That is, the

following definition applies.

Definition 4.18 (Monotonicity). Let f and a smooth functions on I. Let X the physical
vector field determined by (4.42). Then X = X’ on ¥ = {(¢,p) € I'|H(q,p) = 0} and f is

strictly monotonic along the trajectories if and only if
Lxf=« (4.46)
with o = a(g,p) > 0 or a = a(q,p) < 0 for all (¢,p) € X.

According to this definition, o may vary (it may be a function of the coordinates), but it
must be either strictly positive or strictly negative along the trajectories.

Does any 7 from Lemma 4.6 fulfill the criterium of monotonicity? The answer is no. While
Lemma 4.6 guarantees that locally there exists a function 7 fulfilling the condition L¢7 # 0
(otherwise 7 would not be conjugate to the Hamiltonian and the construction failed), there need
not exist a 7 such that globally, for all (¢,p) € ¥, L 37 = o with a > 0 or & < 0. In other words,
7 need not be monotonic along the trajectories — it might increase, then decrease, and so on,
and Lemma 4.6 would still hold.
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Still, in order to interpret 7 as an internal time parameter, we need its monotonicity. If it
were not monotonic along the trajectories, it would not foliate phase space into constant-time
hypersurfaces I'; such that each surface is crossed once and only once by each of the trajectories
— which is just what we need in order to perform a statistical analysis of the system (and which,
by the way, relates to the only sensible definition of time running in one direction). Hence, let
us demand that 7 is monotonic.

In what follows, we can complete the internal Hamiltonian description by proving Liouville’s

theorem on the internal space.

Lemma 4.7 (Invariance of the internal measure). Let everything be as in Lemma 4.6. Then the

two-form w on I' is symplectic and conserved under the flow Ty along X on T,

Tiw = w. (4.47)

T

BN
Let Q) = %w”_l the natural volume form on T as defined by (4.4) and du = |Q| the natural

volume measure on I' as defined by (4.6). Then Q and p are conserved under T, as well:
T =Q (4.48)

and
T = p. (4.49)
We call p on T the internal (volume) measure.

Note that this is Liouville’s theorem on the internal space I'.

Proof. The internal space I' is an even-dimensional submanifold of I'. As such it inherits the
symplectic structure from I'. That is,

ek ~
W =i 3w

is a symplectic two-form on I'. Hence, in particular, w is closed: dw = 0. From this together

with (4.44), it follows that the Lie derivative of w along X on I' vanishes:
Lx,w=(dw)(Xp,-, ) +dw(XF,:)) =0+dodF =0.

We have already shown in Corollary 4.1 that if the Lie derivative of the symplectic form w along

X vanishes, then w is invariant under the flow T along that vector field,

d
ET:(A) = LXH(/J = 0,

which implies that the natural volume form 2 and the natural volume measure p are invariant

under the flow (cf. Cor. 4.1). This proves the assertion. O

Remark (Space of solutions I'y,;). Be aware that the internal phase space I' is both the space of

solutions where each point represents an entire solution and the space on which the trajectories
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lie (on which the internal dynamics is defined). Just like ordinary phase space, it fulfills a dual

role.

Let us assume that we have a physical system and we have the standard Hamiltonian for-
mulation of that system, that is, a formulation of the dynamics with respect to external time t.
Also in this case, there may exist an internal time parameter and it may be possible to develop
an internal Hamiltonian description. This is what we will later use when we look for a relational
description of the Newtonian universe, trying to get rid off the notion of an absolute, external
time and diminishing the number of variables that enter the statistical analysis, by that means

clearing the way towards a normalizable typicality measure (cf. Sec. 6.4).

In case we start with the standard Hamiltonian formulation of a physical system (the formu-
lation with respect to external time ¢), an internal time parameter is most easily found by help

of the Poisson bracket.

Remark (Poisson bracket). The Poisson bracket {-, -} is a mathematical structure closely related
to the Lie derivative and the symplectic two-form w. Thus, we can often use one notion instead
of the other. In Appendix A.2 I discuss this relation in detail. At this point, let me just remark
that

df

1 = U HY = Ly f = w(Xn, Xy)

where X is defined via the equation w(Xy,-) = df. For further details, see the appendix.

Since df/dt = {f, H} (which is proven in the appendix), the monotonicity of a function f
can now be determined via the Poisson bracket. Explicitly, f is (strictly) monotonic along the
trajectories if and only if

{fH} =« (4.50)

with @ = a(q,p) < 0 or @ = a(q,p) > 0 for all (¢,p) € I'p (where I'p = {(¢,p) € I'|H(¢,p) =
Any such f can be taken as an internal time parameter, that is, it serves as a parameter 7

with respect to which the internal Hamiltonian F' (the canonical conjugate of 7) and the internal
Hamiltonian vector field X can be constructed (cf. Def. 4.17).

Example (Two free particles). Let us develop the internal Hamiltonian description and construct
the invariant measure on the internal space for the simple model of two classical free particles. Let
the particles have unit masses m; = mg = 1. Consider the standard Hamiltonian formulation
of that model. The particles have positions ¢' and ¢ and (conjugate) momenta p; and ps.
Together, ¢', ¢?, p1, p2 form canonical coordinates of phase space I'. The motion of the particles

is governed by the Hamiltonian

1 1
H = pi+5id (4.51)

48



The equations of motion with respect to external time t are

p1=p1(0),p2 = p2(0) and ¢' = pit + ¢*(0),¢* = pat + ¢*(0). (4.52)

These are the solutions to the standard Hamiltonian laws of motion. Since we consider an isolated
system, energy is conserved, H = F, and the trajectories are restricted to the constant energy

hypersurface I'g.

In what follows, we want to read this system as a generalized Hamiltonian system. That is,

we read I' as generalized phase space I' on which there exists a symplectic two-form

v =dq! Adpy + dg?® A dps. (4.53)

In addition, we have a Hamiltonian constraint X = H — E = 0. Since H = H(q,p) =

%p% + %p%, the Hamiltonian constraint can be written as

1 1
4 2p2 E =0. (4.54)

2

Let us rearrange terms to separate one of the variables. We get

p1—\/2E —p3 =0. (4.55)

This way of writing the Hamiltonian constraint already suggests a particular internal time pa-

rameter, 7 = ¢!, and a particular internal Hamiltonian

F=—\/2E —p2. (4.56)

This can be seen as follows. The way F'is defined, it fulfills the equation p; + F'(¢%, p,) = 0 with
a = 2,...,n which ensures that F is the canonical conjugate of 7 = ¢! governing the evolution of
the internal coordinates ¢%,p, (a = 2,...,n) with respect to internal time 7 = ¢*. It remains to

check that ¢! is monotonic. This can be done by help of the Poisson bracket. It is

-t =3 (SR (-5 ) - (457
and
=em =3 (G o () = .
That is, L
% = p1(0). (4.59)

So the rate of change of ¢! along the trajectories is constant (constantly p;(0)). As such, ¢!
strictly monotonic along the trajectories (except if p1(0) = 0 which we want to exclude for means

of generality) and serves as an internal time parameter: 7 = ¢'.
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Let now 49 : & — I be the embedding of ¥ in I where ¥ is defined by # = H(q,p) — E = 0.
In accordance with the generalized formalism, the physical vector field is defined by (4.42), that
is, by the equation

B, o(X, ) = i3,@(X, ) = 0.

Here X = X’ on ¥ and i3,w is the pullback of the two-form w on [ to X. To find the pullback,

let us rewrite @ using the functional form of H to replace p;. Then
& = dg' Adpr +dg® Adps

1 p2
dl/\< dH — d )
T\ V2T B) -2 V2HE) -

The pullback of @ to ¥ can now be obtained directly. On 3, H = 0 and dH = 0 and,

consequently,

+ dg? A dps. (4.60)

iy = 729722dq1 A dps + dg? A dps. (4.61)

V2E — p3
This two-form determines the physical vector field X’ on X. Remember that the physical vector
field is determined by i,0(X’,-) = 0 (cf. Eq. (4.42)). With i};& given by (4.61) if follows that
(up to scalar multiplication)
0 P2 0 0

— (4.62)

X'=—+ — +0—.
dq* 2F — p20¢*>  Ope

This can be seen as follows. Let Y € V(X). Then

" P2 1 2 0 D2 0
iw(XY) = | - —==—=dq' Adps +dg* Ad ]<+,Y>
Hw( ) 2E—p% q P2 q P2 s 2E—p§5q2

D2

D2
———= dp(V) + —=—
2E—p§ P2(Y) 2E—p%

Let us now rewrite everything with respect to internal time 7 = ¢! and internal Hamiltonian

F = —\/2E — p3. Then (4.61) becomes
5,0 = dF Adr 4+ dg® A dpy (4.63)

and (4.62) turns into

, _ 0 0F 0 0
X= 87+3p28q2+08p2
0 oOF 0O OF 0O
= o T omiE 9 om (4.64)

where we used that —9F/dq* = 0.

Let us now determine the internal Hamiltonian description on the space of constant internal
time 7 = 7*. Let therefore i, : I'; — X denote the embedding of I'; in ¥ where I'; is the

hypersurface of constant 7 = 7. Let w := i}4},w denote the pullback of i3, on ¥ to I'-. On I'7,
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dr = 0 and with 43,@ given by (4.63), it follows that w = }i},@ is
w = dg?® A dps. (4.65)

Now rewrite X’ from (4.64) as X' = 9/01 + Xp. That is,

F F
OF & OF 0 (466)

" 0py 0 0q? Opy”
It is now easy to see that Xp fulfills the standard equation
w(Xp, ) =dF. (4.67)

That is, X is a Hamiltonian vector field on I';. It governs the evolution of the internal variables

¢, p2 with respect to internal time 7.

To be precise, describing the system on the internal space, internal time 7 = ¢! has become an
external time parameter and F' given by (4.56) has become a standard Hamiltonian determining
a Hamiltonian vector field X via the Hamiltonian equation w(Xp,-) = dF. Again, possible
trajectories are the integral curves along Xp parametrized by 7: /(1) = (XF),(r). Here 7/(7)

denotes the derivative of 7y with respect to 7 and v(7) = (¢*(7), p;(7)). In local coordinates,

A _OF __ p dp __OF _

T om T RE-@ A 0@

where, again, we used that F' = —/2F — p%.

How does one interpret these equations? What we found are the equations of motion of

particle 2 with respect to “internal time” 7 = ¢

(4.68)

In other words, the position of particle 1
provides a clock with respect to which the motion of particle 2 can be described. This description
is again Hamiltonian. We can say that it is the Hamiltonian description of a subsystem (particle

2) relative to its environment (particle 1).

One can, of course, also get the equations of motion of particle 2 with respect to time 7 = ¢!
directly. Start from full phase space T' and solve the equations of motion on T for given initial
conditions ¢'(0) = ¢?(0) = 0 and p;(0) = p1, p2(0) = pa. The solutions are ¢'(t) = p1t and
¢*(t) = pot as well as p1(t) = p; and pa(t) = pa. Rewriting these equations for particle 2 with
respect to “time” ¢! = p;/t leads to

D2 p2
*q') = "¢ = ——1¢

1
q q, p2(q" ) = p2-
p1 \/2E—p% (@)

These are (for the given initial data) solutions to the equations of motion (4.68) from above.

Now what about the measure on the internal space I'+? Note that w = dg? Adp, is already the

final volume form € on I'-. This is because, in this example, the internal space is two-dimensional.
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From €2 we get a volume measure:
dp = || = dg*dp,. (4.69)

Again, it follows from the fact that w is closed and w(Xy,-) = dF that w is conserved under the

Hamiltonian flow T, connected to Xp:
Lx,w=0 (4.70)
From this it follows that the volume measure y is invariant with respect to internal time evolution:
Tru = p. (4.71)

This is Liouville’s theorem for the subsystem consisting of particle 2 alone. It just says that the
uniform measure p = dg?dps, suitable for the statistical analysis of the subsystem, is conserved
under internal time evolution.

In Appendix B you find another example for the internal Hamiltonian description, based on
the minisuperspace model. In Section 6.4.1, we will apply the general scheme of an internal
Hamiltonian formulation to the physical model we are interested in: the £ = 0 Newtonian uni-

verse.

Remark (GHS measure). The idea to construct a measure on hypersurfaces of constant internal
time has first been introduced by Gibbons, Hawking, and Stuart in their [1987] paper “A natural
measure on the set of all universes”. While they do not develop the full internal Hamiltonian
description I give above, they construct the measure by demanding it to fulfill certain criteria,
like to be invariant with respect to some monotonic parameter foliating relativistic spacetime.
They then construct the measure on one of the hypersurfaces of the given foliation and take it
to be a measure on the set of solutions. In fact, the measure they construct is just the measure
we obtain from the internal Hamiltonian formulation.

As an example Gibbons, Hawking, and Stuart discuss the minisuperspace model, for which
I describe the full internal Hamiltonian description in Appendix B. That particular model (and
measure) have later been discussed by Gibbons and Turok [2008], Carroll and Tam [2010], and

Carroll [2014]. None of them, however, gives the internal Hamiltonian description.

5 A measure on reduced phase space I',.4

Let us now consider a Hamiltonian system with symmetries. Later we want to discuss the New-
tonian universe, that is, the model of N particles moving through three-dimensional Euclidean
space according to Newton’s law of gravitation. This system is invariant under spatial transla-
tions and rotations. While usually the dynamics is formulated on 6/N-dimensional phase space I,
the symmetries allow for a description of the system in terms of less than 6V variables, respec-

tively, the dynamics can be formulated on a lower-dimensional space — so called reduced phase
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space I'yeq.
Just like the internal time parametrization, the reduction by symmetries will help us to di-
minish the number of variables entering the statistical analysis of the system. This will in the

end enable us to obtain a normalizable typicality measure for the Newtonian universe.

Reduced phase space I'.¢q4 can be obtained from phase space I' by a method called symplectic
reduction. Sometimes I';..q can be identified with the cotangent bundle of reduced configuration
space T*Qeq which would then provide an alternative way of determining reduced phase space
(cf. Sec. 5.1). In what follows, I want to present the general method of symplectic reduction
before I apply it to the special case of three particles and the symmetry group of translations,
rotations, and dilations.

For the mathematical details connected to symplectic reduction, see Marsden and Weinstein
[1974], the respective section in Abraham and Marsden [1978], Iwai [1987|, Iwai and Yamaoka
[2005] and the respective section in Arnol’d [1989]. For the symmetry group of dilations, see also
Tokasi [2017|. My notation will follow the one of Arnol’d.

5.1 Introduction and notation

Let there be a Lie group G of symmetries acting on configuration space ). Clearly, this defines
an action on the cotangent bundle of configuration space, phase space I' = T*Q), as well. This

allows for the reduction of phase space.

5.1.1 Nother’s theorem

Nother’s theorem tells us that connected to every symmetry (which is usually defined by the La-
grangian or Hamiltonian being invariant under the respective mapping) there exists a conserved
quantity (also called a first integral) of motion. If there are several first integrals of motion,
the common level manifold M C IT" of these first integrals is an invariant manifold of the phase
flow. That is, trajectories which start on M do not leave M. Now consider the subgroup G), of
the symmetry group G which maps this manifold onto itself. The subgroup G, is then said to
leave M fixed. In that case, we are allowed to factorize M by the action of G,. The resultant
quotient space is the reduced phase space I'yeq = M/G),. It is again a symplectic space (where
the symplectic structure is induced by the symplectic structure on I') and the reduced dynamics
is again Hamiltonian (induced by the Hamiltonian dynamics on T').

Let us look at this more closely. Let G be the Lie group of symmetry transformations acting
on Q (with an induced action on I' = T*Q). In the physical examples to come, Q = R3*" and
[ = R and G will either be the Euclidean group E(3) of translations and rotations or the
similarity group Sim(3) of translations, rotations, and dilations. Each one-parameter group of
transformations ¢g; defines a phase flow on I'. This flow connects to a Hamiltonian function H

via Nother’s formula.

Definition 5.1 (Nother’s formula). Let @ be an n-dimensional manifold and I' = T#Q. Let G
be a Lie group of symmetry transformations and g the Lie algebra of G. Let g € g, x € @ and
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let qj,pj be local coordinates on I'. Then

H(z) = ijdqj (dt
j=1

tzogtx> (5.1)

is the Hamiltonian function connected to g;.

Let us reintroduce physics notation. Let q = (q,...,q") € Q where Q = R3"N. Nother’s
formula shows that related to translations q — q + a the conserved quantity is total linear
momentum P = Zf;l p;. Related to rotations q — q + 0 x q the conserved quantity is total
angular momentum L = Ef\; , PiXq" and related to dilations (scalings) g — q+Aq the conserved
quantity is dilational momentum D = Zf\il p;-q’. Here a,0, and ) are infinitesimal parameters

of translation, rotation, and dilation.

5.1.2 Symplectic reduction of phase space

Marsden and Weinstein [1974] develop the general method of symplectic reduction. Let us, in
what follows, outline it. This is really meant only as an outline, so I refer to the literature for
more details. I will exemplify this method — and this is all we need — on the example of three
particles and the similarity group Sim(3)=R3 x SO(3) x R in Section 5.2.

Symplectic reduction in general. Let G be a Lie group of symmetry transformations
acting on I' = T*Q. Let g be the Lie algebra of G and g* the dual of g.2” Then we can define
the momentum mapping

P:T—g" (5.2)

as a mapping from phase space to the dual space of the Lie algebra of the group G. We want an
object which, for any point € I', takes an element g; of the Lie algebra g of G and assigns to

it the value of the respective Hamiltonian function H; according to (5.1):
px(9i) = Hi(z). (5.3)
This p, is the element of the dual space of the Lie algebra g* which is connected to x:
P(z) = ps. (5.4)
For p € g*, let
denote the level set M, C I'.

Let G the subgroup of G which leaves M, fixed (maps M, onto itself). The reduced phase

space I', is obtained from M), by forming the quotient with respect to the stationary subgroup

2TThe Lie algebra is a vector space g over a field F together with a binary operation which is bilinear, alternating
and fulfills the Jabobi identity: [-, ] : g x g — g, called the Lie bracket. Every Lie group gives rise to a Lie algebra.
The dual space of the Lie algebra g* is the set of all linear maps (linear functionals) ¢ : g — F.
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Gp,

M,
r,=>-" 5.6
P Gp ( )
It is the base space of a fibre bundle
m: M, =T, (5.7)

where the fibres are the orbits of G,. Here an orbit O(x) is the set of points in M, to which a
given point € M, can be moved by the elements of the group G,, that is,

O(x) = {gz|g € Gp}- (5.8)

In other words, the quotient space is the set of equivalence classes of points which are connected
by the respective symmetry transformation. Alternatively, the quotient space can be represented
by choosing one point of the respective orbit. Thus, every symmetry connects to a “gauge” degree
of freedom which we are allowed to fix.

In what follows, it will be important that the reduced phase space I', has a symplectic
structure and that there exist reduced Hamiltonian dynamics on I', which are induced by the

symplectic structure and the Hamiltonian dynamics on I', respectively.

Definition 5.2 (Symplectic form w,). Let I', and M, be as above. Let i : M, — I' be the
embedding of M, in I'" and let # : M, — I', be the fibre bundle. Let ¢* and 7* denote the
pullback. Let w be the symplectic form on I'. Then

iFw=1m"w, (5.9)

determines the symplectic form w, on I'p.

Later we will construct the reduced phase space by choosing a particular hypersurface per-
pendicular to the orbits (a particular gauge).
From w, we can determine a natural volume form €2, in accordance with Def. 4.4. Let the

reduced phase space I', be a space of 2k dimensions. Then

k
(51%p

Qp = (_1) [

(5.10)

Here [k/2] is the biggest integer smaller or equal to k/2. This volume form 2, determines a

natural volume measure p, on I', in accordance with Def. 4.5. That is,
dpp = [Qp]. (5.11)

Moreover, we have reduced Hamiltonian equations on I'). Let H be a smooth function on I,
the Hamiltonian of the system. Let H be invariant under the action of the group G,. Then the

reduced Hamiltonian H), on I'; is determined as follows.

Definition 5.3 (Reduced Hamiltonian H)). Let everything be as in the previous definition. Let

H be a smooth function on I', the Hamiltonian of the system, invariant under the action of G/.
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Then
i"H =n"H, (5.12)

determines the reduced Hamiltonian H,, on I'p.

For more details, cf. Marsden and Weinstein [1974] and Arnol’d [1989).

Symplectic reduction for translations. Let us consider a Hamiltonian system of N
particles specified by the quadruple (I, B(T),w,H) with I' = T*Q and Q = R3*N. Let the
Hamiltonian H of the system be invariant under spatial translations q° — g +a Vi =1,...,N
with a € R3. Then the total linear momentum P = "N | p; is conserved: {H,P} = 0. Let M,
denote the level set related to total linear momentum: M, = {(q,p) € T| Zfil p; = p}. The
group G, which, for any value p of P, leaves M), fixed is the group of translations: G, = R3.
The reduced phase space is the quotient space

T, = (5.13)

'BQ. ‘ @i

As we have seen, factoring by the action of a symmetry group is equivalent to choosing one point
of the respective orbit. In this case, one possible choice is made by fixing the center of mass to
the origin: Q,,,, = Zfil miq’ = 0. Thus, in total, I') can be obtained from I' by imposing the

following six constraints:

N
P-Sh - 51
i=1
N .
i=1

These constraints can be imposed by help of a convenient choice of coordinates (e.g., Jacobi
coordinates and their canonical conjugates).

What is the dimension of reduced phase space I',? We reduce by three dimensions when
going to the level set M, (which is defined by P = p) and we reduce by another three dimen-
sions when factoring out translations (by setting Q.,, = 0). Hence, the resultant quotient space
I'y = M,/G)p is (6N — 6)-dimensional.

Symplectic reduction for rotations. Let, in addition, the Hamiltonian H be invariant
under rotations q; = 0 x q; Vi = 1, ..., N. The symmetry group G related to spatial translations
and rotations is the Euclidean group: G = E(3) = R? x SO(3). Since the system is invariant
under rotations, total angular momentum L = 3> g x p; is conserved: {H,L} = 0. The level
set M related to total angular momentum is M; = {(q,p) € I')|L = Zfil q' x p; = 1}. Let
G; C G denote the subgroup of G which leaves M; fixed. The reduced phase space I'; is now the

quotient space
M,

r,=—"
! G

(5.16)
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Remark (Singular configurations). We want to only consider non-singular configurations. The
term “singular configurations” refers to the points of total collision (where all particles are at
one point) and collinear configurations — any other configuration is called non-singular. Total
collisions, collinear configurations and non-singular configurations define different strata of con-
figuration space and, in principle, reduction has to be done separately for each stratum since
each stratum has its own symmetry group. This leads to the method of stratified reduction of

2 It has, however, been shown by Iwai [2005] that the Hamiltonian equa-

configuration space.
tions of motion for non-singular configurations reduce in the limit of going to the boundary of
the stratum to those for collinear configurations. This is all we need, so that, in what follows, we

will stick to non-singular configurations and present the method of symplectic reduction for those.

What is the subgroup G; which maps M; onto itself? To determine G, we first need to
take into account that M; is a subset of I'),. If P = 0, then the full group SO(3) acts on I').
This follows from the fact that, for P = 0, the equations (4.15) and (4.16) determining I', are
invariant under SO(3). However, this is not the case if P = p # 0. Then only a subgroup of
SO(3) acts on I'y. Assume, in the following, that P = 0.

It turns out that Gy is different for L = 0 and L # 0, respectively. Let M;—o C I', denote
the level set for L =1 = 0. If L = 0, then the full rotational group SO(3) acts on My leaving it
fixed. In contrast, if L # 0, this is only SO(2). This is the case because, for L = 0, the system is
rotationally invariant around all three axes while, for L # 0, the system is rotationally invariant
only with respect to the axis which is parallel to L.2? Hence, in the latter case, M; is mapped
onto itself only by the action of SO(2). Note that SO(2) = S! is the circle action.

Since SO(3) is a three-dimensional group whereas SO(2) is a one-dimensional group, the

respective quotient spaces will be different in dimension by two:

dz’m(éwol(:;)> = dim<£?2")> +2. (5.17)

In case P = 0 and L = 0, the reduced phase space I = M;—(/SO(3) is a (6N — 12)-

dimensional subspace of I'. However, in contrast to I',, I'; is not a submanifold. This means

that, having the fibre bundle picture in mind, I'; cannot be identified with a smooth hypersurface
cutting the fibres transversally. The reason is the following. If we walk along a closed cycle on I';

— the base space of the fibre bundle m; : M; — I'; — we will end up at a different point on the fibre

2 Cf. Twai [2005].

29Tn practice, the dimension of the symmetry subgroup which leaves the common level set fixed can always
be determined by computing the Poisson brackets of the first integrals of motion. Consider, for example, the
three components of angular momentum L. While No6ther’s theorem tells us that a rotation around the Z-axis
conserves the angular momentum L, in that direction and analogously for a rotation around the g-axis, it is not
the case that a rotation around the #-axis leaves L, invariant and vice versa. This is captured by the fact that
{Ls, Ly} # 0. Here L, can be read as the generator of rotations around the #-axis and the given Poisson bracket
determines the change of L, with respect to that generator. The number of first integrals whose mutual Poisson
brackets vanish gives us the dimension of the symmetry subgroup.
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(corresponding to a performed rotation/a change in orientation). But this cannot happen if we
walk along a smooth hypersurface transversally intersecting the fibres. The physical meaning of
this peculiar global property of I'; is the following. While total angular momentum is constantly
zero, L = 0, a change in the internal variables (local coordinates of I';) can induce an overall
rotation. In other words, a deformation of the shape of a body can induce a rotation. In the
literature, this is known as the phenomenon of the “falling cat”.3’ A cat can induce a rotation
just by deforming its body. This allows the cat to come down on her feet even if she starts falling
with the feet pointing to the sky.

Littlejohn and Reinsch [1997], however, show that we can still loosely identify I'; with a
section ¥ cutting the fibres transversely.3! This identification is “loose” in the sense that it
allows us to determine the correct local structure, but not the global one. The section X is
determined by fixing constraints just the way we did it above. One way to do this is by setting
the off-diagonal terms of the center-of-mass inertia tensor I.,, = Z?:1 mi(q,, -, I—d’,, ®q’,,)
to zero. Since the off-diagonal terms of I, define the so-called principal axes of inertia, this
is known as the principal-axis-gauge. If we set them to zero, we fix the axes of our coordinate
system to the principal axes of inertia. That way, the orientation is fixed by definition whereas,
if we walk along a closed cycle on I';, we can change the orientation. Still, we obtain the correct

local structure of I'; from I, by imposing the following six constraints:

L:Z% xp; =0, (5.18)
12 =0, I3 =0, 12 =0. (5.19)

While the constraints (5.18) determine the level set M; C T', the constraints (5.19) determine
the section ¥ which we loosely identify with I';.

With respect to the reduced Hamiltonian equations of motion the following occurs. For total
angular momentum L # 0, when we project the motion on the internal space (reduced phase
space), then there appear some additional terms which we identify as “Coriolis forces”. For L = 0,

these terms vanish.

Symplectic reduction for dilations. Let, in addition, the Hamiltonian H be invariant
under dilations (scalings) q° — Aq’ Vi = 1,..., N with A € RT. Then also dilational momentum
D =Y"q" - p; is conserved: {H, D} = 0. In that case, D = _q’ - p; = d. Reduced phase space

I’y is now the quotient space
My

= G7d
where My C I'; is the set of all points « € I'; for which D = d and G4 C G is the isotropy group

Iy (5.20)

of dilations leaving M fixed.
Now what is the correct subgroup Gy leaving My fixed? Again, Gy is different for D = 0 and
D # 0. If D = 0, then the full dilational group R acts on My—q leaving it fixed. However, if

30For a thorough discussion of the falling cat problem, see Littlejohn and Reinsch [1997].
31For this, cf. Littlejohn and Reinsch [1997].
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D =d # 0, then Gy is the identity e.
Since RT is a one-dimensional group whereas the identity e is zero-dimensional, the respective

quotient spaces will be different in dimension by one:

o ( Ma=o\ . ([ Maxo
dzm( R )—d@m( . >+1. (5.21)

Given that P = 0, L = 0, and D = 0, the reduced phase space I'y = My—q/R™" is a space

of 6N — 14 dimensions. It can be obtained from translationally and rotationally reduced phase

space I'; by imposing the following two constraints:

D=>"q-p;=0 (5.22)

and
I=) mlq'f=1. (5.23)

Here I is the moment of inertia in the center-of-mass frame (where, due to the translational
symmetry, Q,, = 0). While (5.22) fixes the constant of motion, (5.23) fixes the scale of the

system.

5.1.3 Reduced configuration space ),.q and its relation to I',..4

In case all the conserved quantities (like P, L or D) are identically zero, there is an alternative
way to construct the reduced phase space. In that case, I',.q can be identified with the cotan-
gent bundle of reduced configuration space T*Q,¢q where reduced configuration space Q¢4 is a
quotient space obtained from @ by factoring out the symmetries of the system. To be precise, if
the conserved quantities are identically zero, then I'yeq and T*Q,.q are diffeomorphic.3?

How do we obtain Q,.q? Let G be a Lie group of symmetry transformations acting on

3N-dimensional configuration space Q. Then Q,.q = Q/G.

Definition 5.4 (Center-of-mass configuration space Qep). Let Q@ = R3V. Let G, = R? the

group of translations. Then

_ 9
Qem = G, (5.24)

is the reduced configuration space with respect to the group of translations. We also call it the

center-of-mass configuration space.

Definition 5.5 (Shape space with scale Sg). Let Q@ = R3V. Let E(3)= R3x SO(3) the Euclidean

group of translations and rotations. Then

Sp = 7; 5.25
is the reduced configuration space with respect to the Euclidean group. We call Si shape space

with scale.

32Cf. Arnol’d [1989).
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While Qp is a (3N — 3)-dimensional space, Sg is a (3N — 6)-dimensional space. Why
do we call it shape space with scale? In the standard Hamiltonian formulation, the system’s
configuration is described by 3N position variables. If we factor out translations and rotations,
that is, if we identify all those configurations which are connected by an overall translation and /or
rotation, then all that remains in the description is the shape determined by the angles between
the particles and the scale. If we finally take out scale by quotienting with respect to the group

of dilations, we end up with shape space S.

Definition 5.6 (Shape space S). Let Q = R3V. Let Sim(3)= R? x SO(3) x R* the similarity

group of translations, rotations and (orientation-preserving) dilations. Then

_ Q@
~ Sim(3)

S (5.26)

is the reduced configuration space with respect to the similarity group. We call S shape space.

On shape space, all that remains of the description of the system’s configuration are angles,
respectively relative distances between particles. There is neither an absolute position nor an
absolute orientation nor an absolute scale left. Since we quotient by the similarity group, which
is 7-dimensional, shape space S is a (3N — 7)-dimensional space. In other words, the shape of

the system is determined by 3N — 7 shape degrees of freedom (angles or relative distances).

Definition 5.7 (Shape phase space with scale). Let Sg be shape space with scale. Its cotangent
bundle T*Sg is called shape phase space with scale.

Definition 5.8 (Shape phase space). Let S be shape space. Its cotangent bundle 7*S is called

shape phase space.

It can now be shown that, in case the Hamiltonian is invariant under translations and rota-
tions and P = L = 0, then the reduced phase space I'; is symplectic and diffeomorphic to the

cotangent bundle of the reduced configuration space Sg:
I =T*Skg. (5.27)

Analogously, in case the Hamiltonian is invariant under translations, rotations, and dilations
and P = L = D = 0, then the reduced phase space I'y is symplectic and diffeomorphic to the
cotangent bundle of shape space S

Tyg=T*S. (5.28)

5.2 Reduction of phase space for 3 particlesand P=L=D =0

As an example consider a system of N = 3 particles moving through three-dimensional Euclidean
space. On ordinary phase space I' = ROV the system is described by totally 6N = 18 coor-
dinates, nine position coordinates q',q?, q* and nine (conjugate) momenta p;, py, p3. Assume
the Hamiltonian is invariant under translations, rotations, and dilations. Hence, P = > p,,
L=>q xp;, and D =>_q"-p,; are conserved. Let P = L = D = 0. Remember that, in
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this particular case, the reduced phase space is equal to the cotangent bundle of the reduced
configuration space. In what follows, let me present the reduction of phase space I' with respect
to the similarity group Sim(3) and P =L =D = 0.

For three particles, the reduction of configuration space ) with respect to translations and
rotations can be found in Montgomery [2002]. Barbour, Koslowski, and Mercati [2013] and [2015]
use the results of Montgomery and extend it to phase space I' given that P =L =D = 0 —
at least as far as they need in order to compute the measure from the Faddeev-Popov formula
(cf. (5.63) and (6.31)). I will present the full symplectic reduction focusing on the symplectic

two-form from which I will directly construct the volume measure.

Remark (Reduction for the Newtonian universe). Later we will be interested in the Newtonian
universe — particles moving through three-dimensional Euclidean space and attracting each other
according to Newton’s law of gravitation. The Hamiltonian of that system is invariant only with
respect to translations and rotations, but not with respect to dilations. This can be checked by
computing the Poisson brackets of H and P, L, and D, respectively. It is {H,P} = {H,L} =0,
but {H, D} # 0. This means that P and L are conserved quantities of motion — they can be
set equal to zero —, but D is not. Hence, the reduced dynamics will have to be formulated on
translationally and rotationally reduced phase space I = T*Sk and not on 7*S (which one
obtains when reducing with respect to dilations as well).

However, we will find that, also for the Newtonian gravitational system, there exists an
internal time parameter and an internal Hamiltonian description the way it was described in
Section 4.3 and that internal description will be formulated on T*S. Hence, we later need the
geometry of both spaces. For that reason we will construct both T*Sgr and T*S not assuming
any particular Hamiltonian, and we will say more about the actual dynamics of the Newtonian

gravitational system later (see Section 6.3).

5.2.1 Translational invariance

Before we start with reduction, note that matters can be facilitated essentially taking into account
the fact that, for the special case of three particles and zero angular momentum L = 0, the motion
of the particles is restricted to a plane.?® This means that the g, p; are really two-component
vectors q° € R?, p, € R? and phase space I is really 4N-dimensional: T' & RN e, T = RI2
In that case, the symmetry group of translations is R?, the group of rotations is SO(2) and the
group of dilations is (like in three dimensions) RY.

Let us start with translational symmetry. We know that we can construct reduced phase space
', from T via the constraints (5.14) and (5.14): > p; = 0 and Y m;q’ = 0. This can be done by
help of a convenient choice of coordinates. One such choice are the Jacobi coordinates p’ € R?
and their canonical conjugates k; € R2. These coordinates are convenient because they split
into translationally-invariant coordinates p', p? and center-of-mass coordinates p ~ > m;q’

which are fixed by the center-of-mass constraint (5.15). Similarly, the conjugate momenta split

33For this assertion, see any standard textbook on mechanics.
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into relative momenta k; and k9 and total linear momentum k3 ~ »_ p,; which is fixed by the

momentum constraint (5.14).

Explicitly, the Jacobi coordinates are:

1 _ mimsa 12
p W/m1+m2<q q),

2 ms(my+ma) [ 3 miql +maq?
P = el S1® N —— I

m1 + mo + ms mi1 + mso

3 m1q + maq? + msq?

= 5.29
p Vmi + ma + ms3 ( )

Connected to the Jacobi coordinates, the conjugate momenta are:

mipg — M2Pq

\/m1m2(m1 + m2),

(m1 +ma) ( msp; + m3P2>
K2 = P3 — )
(m1 + mo + mg)mg mi1 + msy
Ky = P1 +p2 +p3 ) (530)
Vvmi + mao + ms3

K1

Together the p’ and k; form a canonical set of local coordinates on I'. To be precise, the
change of coordinates from the canonical coordinates q’, p; to the Jacobi coordinates and their

canonical conjugates, p’, k; is canonical. This means that it preserves both the volume,
d3qd®p = A3 pd3k,

and the symplectic structure. The symplectic structure is conserved if and only if the new
coordinates again fulfill the canonical Poisson bracket relations, respectively if and only if the

symplectic two-form is again of the standard form:3*

w=dp' Adkr; +dp? A dky + dp® A dks.

Lemma 5.1. Let I' = T*Q with Q = RS. Let the Hamiltonian H on T be invariant under
translations. Let M, = {(q,p) € I| Z§:1 p; =0} and G, = R?, i.c.

(5.31)

is the (translationally) reduced phase space. Let p* € R?, k; € R%, i = 1,2 be the Jacobi
coordinates (5.29) and their canonical conjugates (5.30). Then the symplectic form w, onT', can

be written as
wy = dp' Adky + dp? A dks. (5.32)

341t is proven in Appendix A.2 that the coordinates fulfill the canonical Poisson bracket relations if and only if
there exists a symplectic two-form of the standard form.
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Proof. We know from Section 5.1.2 that in order to construct translationally reduced phase space
I',, the constraints (5.14) and (5.15) need to be fulfilled. These are, for the case at hand,

3

Zpizo

=1

and
3 .
> mid' =0
i=1

To be able to impose these constraints we change from the canonical coordinates q’, p; with i =
1,2,3 to the Jacobi coordinates p = (p!, p?, p?) and their canonical conjugates k = (K1, Ko, K3).
Since this change of coordinates is canonical, there again exists a symplectic two-form on I' of
the standard form:

w=dp! Adr; +dp? A dky 4+ dp® A dks.

From the definition of the Jacobi coordinates (5.29) it follows that the center-of-mass con-
straint (5.15) is fulfilled if and only if
p>=0. (5.33)

This equation fixes the center of mass to the origin. The remaining translationally-invariant

coordinates p' and p? are local coordinates of Qep,.

Similarly, given the definition of the &; (5.30), it follows that the linear momentum constraint
(5.14) is fulfilled if and only if
k3 = 0. (5.34)

Together with p' and p?, k1 and k3 form local coordinates of 8-dimensional reduced phase space

I'y = T*Qem and the symplectic form on I'y, can be written as

wp = dp! A dry + dp? A dkas.

Remark (I') = T*Q¢mn). The way we found the internal variables of I', sheds light on the
diffeomorphism between the reduced phase space I', and the cotangent bundle of the reduced
configuration space T*Q¢m. One way to construct the reduced phase space I, is to fix the level
set P = 0 (5.14) and to fix the gauge (4.15) which leaves us with the variables p!, p?, k1, K2
as local coordinates of I'y. Another way is to first construct the quotient of configuration space
Qem by introducing the Jacobi coordinates and setting p® = 0 (fixing the gauge). From p!, p?
we then construct the canonical conjugates k1, ko which together with p', p? form a local basis
of the cotangent bundle 7%(Qcm) = T').
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5.2.2 Rotational invariance

Let us now deal with rotational symmetry. Convenient coordinates are such that they split into
rotationally-invariant coordinates and coordinates which fix the orientation of the system. A
particular good choice for the description of the system on (translationally and rotationally)
reduced phase space I' = I',/SO(2) = T*Sp are the rotationally-invariant Hopf coordinates
w = (w!,w?, w?) and their canonical conjugates z = (21, 22, 23). The w coordinates we introduce
have originally been proposed by Hopf in his discovery of the Hopf fibration.?® They are:

112 1 42(12
Wl = ”PHQHPH, W= plopt W= plx pP. (5.35)

The canonical momenta are:

1 2
o pl ki —pP ko
z1 = )

12 + P27
f — pl kot p k1 1p' x p*(llp'IP = 1lP?IPP) k1 x p' + Ko X p?
lp12 +11p%]> 2 |- 11p?]] P12+ 1[p%]>
b — 10%[17p" x ko = |lp!|Pp* x k1 1p" x p?(lP'II* — [Ip*|]*) k1 - p! — K2 p*
o2 + [1p?][? 2 |- [1p?] P2 + 11?2

(5.36)

The w and z coordinates together with the off-diagonal component of the center-of-mass inertia
tensor I, and the (normalized) angular momentum L' = L/(|p*|? + |p?|?) form a set of local
coordinates of I',. Let I, denote the center-of-mass inertia tensor. In terms of the p and k

coordinates, it can be written as

2
L= Somlel 91 0 9

i=1
Note that since we are on a plane, I, is 2 X 2 matrix, so there is only one off-diagonal component.
In terms of p and K, the angular momentum is L = Z?Zl p! x k;. Hence, the constraints (5.18)

and (5.19) which determine rotationally reduced phase space I'; can be written as

2
L=) p'xk; and Ip=-mip?p" —mgp®p”. (5.38)
=1

While L' and I, will be fixed by these constraints, the rotationally-invariant w and z coordinates

will form a canonical set of local coordinates of I';. To be precise, the following can be shown.

Lemma 5.2. Let I' = T*Q with Q = R®. Let p', k; with i =1,2 given by (5.29), (5.30) and T,

given by (5.31). Let the Hamiltonian H on I' be invariant under translations and rotations. Let

35The Hopf fibration is a non-trivial fibre bundle found by Hopf in 1931. Hopf discovered that S is locally a
product space S% x S* (cf. Montgomery [2002]).
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M; = {(p,k) €T, 37, p' x k; = 0} and Gy = SO(2), i.e.

M,

I'=—
L=

(5.39)
is the (translationally and rotationally) reduced phase space. Let w = (w',w? w3) the Hopf
coordinates (5.35) and z = (z1, 22, 2z3) their canonical conjugates (5.36). Then the symplectic

form w; on 'y can be written as
w; = dw! Adzy + dw? A dzg + dw? A dzs. (5.40)

Proof. We know from Section 5.1.2 that we can obtain the local structure of I'; from I', by
imposing the angular momentum constraint L = > q’ x p; = 0 (5.18) and the principal-axis
constraint Iy, = 0 (5.19) where I, denotes the off-diagonal component of the center-of-mass
inertia tensor I,,. While (5.18) fixes the level set where angular momentum is zero, (5.19) fixes
the orientation of the system (it fixes the direction of the axis of our local coordinate system to
the direction of the principal axis of inertia).

To find the local structure of translationally and rotationally reduced phase space Iy, it
suffices to evaluate the constraints (5.18) and (5.19) on translationally reduced phase space I',,.

In terms of the internal coordinates p’, k; of Iy, these constraints are

2
L:Zpixmzo and I = —myp'2ptt — mgp?2p? = 0.
i=1

This form we have already derived above (cf. (5.38)). There we changed from the Jacobi coordi-

nates and their canonical conjugates p’, k; with i = 1,2 to the Hopf coordinates w = (w!, w?, w?)
and their canonical conjugates z = (z1, 29, 23) which together with L' = L/(|p'|? + |p?|?) and I,
form a set of local coordinates of I',,. From L = 0 it follows that L’ = 0. Hence, we obtain that the
rotationally invariant coordinates w = (w'!, w?, w?) and their canonical conjugates z = (z1, 22, 23)
form a canonical set of coordinates of 6-dimensional reduced phase space I} = T*Sg and the

symplectic form on I'; can then be written as
w; = dw! Adz + dw? A dzo + dw® A dzs.

O

Remark (Special Euclidean group). Let me be more precise about the reduction performed
here. It is actually the reduction with respect to SE(3), the special Euclidean group. SE(3) is
the group of translations and rotations, but not of reflections. In the literature, SE(3) is also
called the symmetry group of rigid motions (cf. Montgomery [2002]). This makes sense because
by rotating and translating a rigid body within Euclidean space E? it cannot be reflected. The
fact that we do not quotient by reflections implies that shape space S is the whole two-sphere
5?2, not only the upper half of it. Defined this way, shape space S is actually the space of all

oriented shapes.
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5.2.3 Scale invariance

Let us now deal with dilations. Convenient coordinates are coordinates which separate scale
from shape degrees of freedom (which are either angles or relative distances). For this purpose,

let us introduce spherical coordinates R, v, ¢ via the relation
w! = Rsint cos ¢, w? = Rsinsin ¢, w® = Rcosp. (5.41)

The canonical conjugates pr, py, py satisfy:

1
2 = E(COS ¢(Rprsiny — py cosp) — py sin”" ¢ sin ¢)
1
Zo = E(Sln¢(RpR Sind} — Dy COSd}) +p¢ Sin_ld}COS ¢)
1
3 = —pg COST,Z) _ Epw sin ,(/} (542)

You find these equations by demanding that the change of coordinates from the w and z
coordinates to the spherical coordinates R, v, ¢ and their canonical conjugates is canonical. You

can check that the change of coordinates is volume-preserving;:

d(w17w27w3) d(z17z2723) 2 2 1
det e = (R°siny)(R “sin” " ¢) = 1. 5.43
It follows that
dBPwd®z = dRAydgdprdpydpg. (5.44)

In addition, it preserves the symplectic structure, i.e., also in terms of the new coordinates the

symplectic two-form w; on I'; is of the standard form:
w; = dRAdpgr + dy Adpy, + do A dpg. (5.45)

Hence, R, 0, ¢ and pr, py, ps form a canonical set of local coordinates of I';. When construct-
ing the dilationally reduced phase space I'y, R and pgr will be fixed by the constraints while the
angular degrees of freedom 1, ¢ and py, py will become canonical coordinates of translationally,

rotationally and dilationally reduced phase space I'y = T*S.

Lemma 5.3. Let I' = T*Q" with Qt = Q\{¢' = ¢ = ¢} and Q = RS. Let I} = T*Sg
be as above but where now Sg = Q1 /(R? x SO(2)). Let the Hamiltonian H on T' be invariant
under translations, rotations, and dilations. Let w, z be defined by (5.35), (5.36), My = {(w, z) €
0|32 w2 =0} and Gg = RY, ie.

My

I'y=—
d Gy

(5.46)

is the (translationally, rotationally and dilationally) reduced phase space. Let R, 0, ¢ be the spher-
ical coordinates (5.41) and pr,pe, pe their canonical conjugates (5.42). Then the symplectic form
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wgq on L'y can be written as
wqg = dyp Adpy +do A dpg. (5.47)

Proof. We need to impose the constraints (5.22) and (5.23):

3
D=) q-p;=0
i=1

and
3 .
I=) milq' =1
=1

We do this by help of a canonical change of coordinates from the w and z coordinates to the
spherical coordinates and their canonical conjugates defined in (5.41) and (5.42). Let us now
formulate the constraints (5.22) and (5.23) in terms of the new coordinates. The dilational

momentum D = Y q’ - p,; can be written as
D=2w-z4+k3-pP=2R-pr+ks- p°. (5.48)
Due to the translational invariance, it is k3 = p = 0 on I';. It follows that, on I,
D=2R:ppg. (5.49)
In addition, the moment of inertia can be written as
1=2(lpu|2 + llp2l[2) = 21wl| = 2R. (5.50)
It follows that on I'; the constraints (5.22) and (5.23) can be written as
D=R-pp=0 and I=2R=1.

These constraints are fulfilled if and only if R =1/2 and pr = 0.

Note, at this point, that the reduction with respect to dilations can only be done on Q+ =
Q\{q' = g% = g*}, respectively on T*Q+ = T*(Q\{q' = q*® = q®}). This follows from the fact
that only on QT the constraint R = 1/2 can be imposed. This is why we changed the definition of
Q@ in the lemma. Having the dynamical system in mind, this means that three-particle collisions
are excluded. Now QT /R? = Q.,\{0} and Q*/(R? x SO(2)) = Sg\{0}.

Again, T'y =2 T*S is determined by the constraints R = 1/2 and pr = 0. It follows that
and ¢ are local coordinates of two-dimensional shape space S and 1 and ¢ together with p, and
pg are local coordinates of four-dimensional shape phase space I'y =2 T*S. From (5.45) it follows
that the coordinates v, ¢ and py,ps are canonical and the symplectic form wg on I'q = T*S is
of the standard form

wqg = d¢ Adpy, + do A dpg.
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Remark (Three-particle shape space). Let us, for simplicity, consider the equal-mass case
(m; = m with i = 1,2,3). Topologically, the three-particle shape space S is a two-sphere S?
with local coordinates v and ¢. Every point on that sphere represents a different triangle shape
(specified by the two angles ¢ and ¢). Let ¢ be the polar angle and ¢ the azimuthal angle of
the shape sphere. Then we find the collinear configurations (where all particles are in a line) on
the equator of the sphere, ¥ = 7/2, and the two equilateral triangles (the equilateral triangle
and its reflected version) at the top and bottom of the sphere, 1) = 0 and ¢ = 7. The upper
half-sphere is a reflection of the lower half-sphere (if we had factored out reflections, we would
have ended up with one half-sphere only). There are three points of binary collision (for the three
possibilities to have two particles at one point and one particle spatially separated) and three
Euler configurations where all particles are on a line with one particle centered between the other
two (there are three possibilities to have one particle in the middle). Both the binary collision
points and the Euler configurations lie on the equator of the shape sphere at equal distance from

each other (with one Euler configuration between two binary collision points).

5.2.4 Volume measures on 7*Sr and T*S

From the symplectic two-forms w;, respectively wg, we can obtain a natural volume measure on
Iy =2 T*Sg, respectively I'y =2 T*S.

Lemma 5.4. Let w; given by (5.40) the symplectic form on T*Sg and wyq given by (5.47) the
symplectic form on T*S. Then

d,uR = dedelﬁdpwd(bdp(b (5.51)

1s the natural volume measure on T*Sgr and

dp = dypdpydeédpy (5.52)

is the natural volume measure on T*S.

Proof. Recall the natural volume form 2 on 2n-dimensional I' = T*(@) as arising from the natural,
symplectic two-form w (cf. Eq. (4.4)): Q = %
measure u (cf. Eq. (4.6)): du = |Q].

Now consider w; on T*Sg given by (5.40): w; = dR Adpg + dip A dpy + dé A dpg. It follows

that, in the given spherical coordinates and with n = 3, the volume measure on T*Sp is

w". From 2 we get the natural volume

3
w
d,uR = ’3['| = dedel/Jdpwd¢dp¢.

Here we used that da A da = 0 for any a and that da A db = —db A da for any a, b.
Analogously, we get the volume measure on 7*S. Consider wy on T*S given by (5.47):
wq = dyp Adpy +do Adpg. It follows that, in the given coordinates and with n = 2, the volume
measure on 7*5 is
wi|

dp = T dydpydedps.
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5.3 Faddeev-Popov construction of the measure

In their [2015] paper, Barbour et al. construct a volume measure on the reduced internal phase
space of the Newtonian universe via a formula of Faddeev and Popov, which they introduce
without further justification. To understand this formula, I will derive it and compare it to the

volume measure obtained from the reduced symplectic two-form.

To provide some intuition, let me introduce the method of Faddeev and Popov on the original
example of the Yang-Mills field, based on their [1967| paper. Then I apply their method to a
general Hamiltonian system with constraints. This has originally been done by Faddeev [1969].

I will give a proof similar to his.

Faddeev-Popov measure for a gauge field. Faddeev and Popov [1967| studied the
Feynman path integral for the Yang-Mills field when they realized that the measure used in the
definition of the integral had to be changed in order to appropriately treat the gauge degrees of
freedom. To be precise, they realized that the gauge degrees of freedom should be factored out
before starting the perturbative analysis of the integral. This led them to the introduction of

the so-called Faddeev-Popov determinant.36
Since I only want to convey some intuition, let me use a somewhat informal notation. Let
G be a group of gauge transformations acting on I'. Let z € T' and A(z) be a gauge field on T,

that is, A transforms under gauge transformations as
Q
Ay — A, (5.53)

where 2 takes values in the gauge group GG. The Lagrangian £ is invariant under this transfor-

mation (this is why we call it a gauge transformation).

Originally, the Feynman integral that is used to compute the S-matrix element between

incoming and outgoing states has been formulated as
<inlout > ~ /eiS[A] HdA(iL‘). (5.54)
x

Here 4] and J 11, dA(z) are invariant under the gauge transformations — the first because
the Lagrangian is invariant, the latter since we integrate over all fields (including all fields which
can be obtained from another by a gauge transformation). Now the idea is that the integrand in

(5.54) should be constant on the gauge orbits. In other words, the integral should be proportional

36The Faddeev-Popov determinant, when rewritten such that it constitutes part of the action S, gives rise to
a Gaussian representing fermionic particles — the so-called Faddeev-Popov ghost. This is well-known in quantum
field theory where the method of Faddeev and Popov is nowadays standard when calculating the Feynman path
integral for arbitrary gauge fields.
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to the volume of the orbits, which can then be factored out. The volume of the orbits is
/HdQ(x). (5.55)

One way to separate this term within the integral is by integrating along the orbits and
over some transversal surface. A surface transversal to the orbits is determined by choosing a
particular gauge, which can be done by demanding that d,A,, is equal to zero. Now the “trick”
is to rewrite the Feynman integral inserting an extra term which is equal to one (we insert a one
because we don’t want to change the integral as we factor out the volume of the orbits). At this

point, the Faddeev-Popov determinant Agp is introduced. Let App be such that
/ App [[ 60,48 (x))d(z) =1 (5.56)

with § being the Dirac delta function. Then the Feynman integral (the right hand side of (5.54))

can be rewritten as

/ Sl / App [[ 60,48 (x))d(z) [ [ dA(z)
— / e App [ 6(0,Au(x))dA(x) / [ (). (5.57)

In the last step, we used that we can replace Af} by A, because we integrate over all A(z). This
means that all dependence on the particular choice of gauge has vanished and we can factor out

the volume of the gauge orbits.

Remark (Geometrical nature of App). The geometrical interpretation of the Faddeev-Popov
determinant App is essentially analogous to the meaning of ||VH]|| in the definition of the mi-
crocanonical measure (cf. (2.6)). Both App and ||VH]|| take care of the angle between the orbit
and the hypersurface transversally intersecting the orbit (as determined by the delta-function).
That way both the Faddeev-Popov determinant and the gradient of H take care of the difference
between the natural volume measure, respectively the natural measure of surface area, of the
underlying constraint space and the volume measure, respectively measure of surface area, as
obtained by the delta-function.

Faddeev-Popov measure for Hamiltonian systems with constraints. Let us now
derive the Faddeev-Popov measure for a Hamiltonian system with constraints. In Sections 5.1
and 5.2 we found that a system with symmetries can be treated as a Hamiltonian system with
constraints. Let us therefore consider a Hamiltonian system with m first class constraints ¢; =
¢j(q,p) in the sense of Dirac [1964].

Definition 5.9 (First class constraints). Let (I, B(I'), i, H) be a Hamiltonian system with m
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linearly independent constraints ¢; =0 (j =1,...,m). If

{¢i, 05} =0 (5.58)
for all j #i (i,7 =1,...,m), then the ¢; are first class constraints.

That is, the constraints are first class if their mutual Poisson brackets vanish. In accordance

with Dirac, we say that they are “weakly zero” and write

¢; ~0 (5.59)
in order to indicate that, if we want to determine the dynamics by help of the Poisson bracket3”,
all Poisson brackets need to be worked out before the ¢;’s are actually taken to be zero.

Since they are the conserved quantities of motion, together the ¢;’s determine the constraint
surface M C I in which the trajectories lie. If there are m first class constraints, the constraint
surface is a hypersurface of 2n — m dimensions.

Analyzing the equations of motion, one finds that all the ¢;’s can be interpreted as generators
of gauge transformations. Let €; € RT, j = 1,...,m. For each ¢; and all phase space variables

¢i, pi°® with i = 1, ..., n, the respective transformation is given by

G — ¢ +904,6 = Gi+e€ilqi P}
pi = pi+0p,0i = Dpi+ei{pi, 5} (5.60)

Here d¢.qi = €j{qi,¢;} describes a deviation of ¢; of the amount ¢; along the gauge orbit
connected to the generator ¢; (and the same for p;). As Dirac [1964] shows, the transformations
(5.60) do not affect the dynamics.?® This is why they are called gauge transformations.

In order to “fix the gauge”, we can choose one representative of the equivalence class of
states connected by the given gauge transformation. In case there are m first class constraints
¢; =~ 0, the gauge fixing leads to m additional constraints x; ~ 0 which together with the first
class constraints form m pairs of second class constraints. Also these additional constraints are
weakly zero meaning that, in order to determine the dynamics by help of the Poisson bracket,

all Poisson brackets need to be worked out before the x; are actually taken to be zero.

Definition 5.10 (Second class constraint). Let (I, B(T'), u, H) be a Hamiltonian system. Let
¢; ~ 0 and x; =~ 0 with
{xi, 05} # 0. (5.61)

Then ¢;, x; form a pair of second class constraints.

The condition {x;, ¢;} # 0 ensures that x; ~ 0 is really a gauge fixing of the gauge transfor-

mation connected to ¢; — for if it were zero, x; would not change along the gauge orbit which

37Cf. Appendix A.2 for the dynamical law in terms of the Poisson bracket.

38We no longer distinguish between upper and lower indices since we now deal with dynamical systems and not
with geometry. From now on all coordinates come with lower indices.

39Cf. Dirac [1964].
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is just what is demanded. The constraint y; & 0 fixes a surface transversally intersecting the
gauge orbits. Together, the 2m constraints x;, ¢; define the (2n — 2m)-dimensional constraint
space I'" C M, the space of initial conditions of the reduced equations of motion. It is again a

symplectic space inheriting the symplectic structure from I'.

Note that I'* is exactly the reduced phase space we constructed in the preceding section. The
¢; are the conserved quantities of motion/the momentum functions determining the common
level set M C I' and the y; are the connected gauge functions determining the base space of the
fibre bundle 7 : M — I'* related to the respective symmetry transformation. Since the qﬁgs are
equal to zero by definition of being a first class constraint, the reduced phase space is really a

space of 2n — 2m (and not less) dimensions.

Dirac captures the symplectic structure of I'* via the so-called Dirac bracket. While we can
obtain the volume measure on I'* directly from the symplectic two-form connected to the Dirac
bracket, there is another way, namely by means of the Faddeev-Popov construction.® This will

be presented in what follows.

Theorem 5.1 (Faddeev-Popov measure). Let (I, B(I'), 4, H) be a Hamiltonian system with m
first class constraints ¢; = 0. Then there exist m “gauge-fizing” functions x; = 0 with {x;, ¢;} # 0
such that the Faddeev-Popov measure dpyeq on I'* defined by

dplyy = dpirea - [ ] de; (5.62)
j=1
can be written as .
dptrea = det |{xi; o} [T 1] 60x)6(¢;)daidp. (5.63)
i=14,l=1

Here M and I'* are as defined above, d,u‘M 1s the Liouville measure on I' restricted to M by delta
functions and ij de; with e from (5.60) is the volume of the gauge orbits.

Proof. To construct the volume measure on I'* as defined by (5.62), we start from the Liouville
measure p on I restricted to the constraint surface M C I where M is determined by the m first
class constraints. The restricted (or projected) measure is obtained by imposing delta functions
I ;0 (¢5). We now find that we have a setting similar to above when we discussed the Feynman
part integral. Again, on this constraint surface M, we have gauge transformations and gauge

orbits and in order to factor out that part of the Liouville measure which measures the gauge

/ ﬁ dé‘j,
j=1

volume,

49Remember that every Poisson bracket relates to a symplectic two-form (cf. Appendix A). Both capture the
symplectic structure of the manifold. In the same way as the usual Poisson bracket relates to the symplectic
two-form on I', the Dirac bracket (defined with respect to the 2n — 2m second class constraints ¢;, x;) relates to
the symplectic form on the reduced space I'* (cf. Dirac [1964]).
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we can use the Faddeev-Popov “trick”. In that case,

[l = /HHé 65)daidp,

i=1j=1
- [TIMToen | AFpﬂa i)z
i=1j=1
where App must be such that
/AF ITTo07)de; =1 (5.64)
Jj=1l=1

Here Xlsj is some particular gauge fixing. The subscript ¢; indicates that we consider some
point which deviates from (g, p) by a small transformation (d¢,q, d¢;p) induced by the generator
¢;. Here it is understood that (g, p) is a short writing for (q1, .., gn,p1, .-, Pn) and (dg,q,d¢;p)
for (0,1, 0,qn, 04,P1, -+, 0, Pn). Hence, just like in case of the Feynman path integral, we
integrate over the orbits [ ] ; dej and over some transversal surface determined by the particular

gauge fixings J(y;’). Now

50’ (¢,p)) = d(ula+ei{a ¢} p+ei{p 65}))

1 *
= (oog) 0 )

[ 3Xl{qu¢3}+3>“{pu¢g}] 5(ej — )

_ IMdp; O 9P \| o .
B [Z dg; apj Opi <_ aqzj-)} o0& — <)
B {Xl:¢y} ( 6])

Here the third equation is obtained by help of (5.60) and the forth and fifth equation by help of
the definition of the Poisson bracket.

Inserting this result into (5.64), we can finally determine the Faddeev-Popov determinant. It

1s
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the following must hold:

Arp =[] [[{x 05} = det [{xi, 65} (5.65)

j=11=1

This allows us to rewrite the volume integral | du‘ 2y as follows:

/d/"M

/HH6 #) det|{xl,¢j}|/r[a )dejdgidp;

i=17=1

- /det\{xl,@}ﬂ 1T 56ws(s,) dqzdpl/Hdsj

i=1j,l=1

In the last step we were allowed to drop the subscript €; of x; because we integrate over all ¢;, p;.
After that, the volume integral splits naturally into the volume of the reduced space and the
volume of the gauge orbits. Let us finally factor out the gauge volume, [[] ;dej. This gives us

the volume measure dp,.q on the reduced space. From (5.64), that is, from the equation
dM‘M = dptred - H dgj
j=1
we get that
dpirea = det [{xa, &5 T T 60x)8(65)daidps.

i=14,l=1

O

Corollary 5.1. Let everything be as in the above theorem. In particular, let p,.q be the Faddeev-

Popov measure on I'* with
dptrea = det [{xa, &5 H T T 60x)d(65)daidps.
i=1j,l=1

This measure is invariant under the choice of gauge, that is, it is invariant under the choice of

the functions x;.

Proof. The Faddeev-Popov measure ji,¢q is defined via equation (5.62), that is, via

du M dptred - Hdej-
J

Now both [ dp| u and [[];de; are invariant under the choice of the functions y; fixing the
gauge. Hence, also the total volume [ dpeq of the reduced space and, consequently, also the

volume measure du,.q are invariant under the choice of the ;. O

Note the significance of this corollary. Let x; ~ 0 with {¢;,x;} # 0 a gauge fixing. The

corollary tells us that instead of x; we can choose any other smooth function ¢; =~ 0 with
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{¢;, 1} # 0 to do the gauge fixing and we still obtain the same measure. At the same time, we
do not have to fix the gauge to zero. Let x; =~ 0 a gauge fixing. Then also x; ~ ¢ with c € R is a
gauge fixing because we can define a new function x; = x; — ¢ such that x; ~ 0 and {¢;, x;} # 0.

5.4 Comparison of the two approaches

Let us compare the measure obtained from the reduced symplectic two-form (cf. Sec. 5.2.4)
to the measure obtained by the Faddeev-Popov construction (cf. Sec. 5.3). We have shown
that both are volume measures on reduced phase space and both are obtained in a canonical,

“gauge-invariant” manner. In fact, both measures coincide.

Lemma 5.5 (Equality of measures). Let there be a Hamiltonian system with constraints as
described in Theorem 5.1. Let du be the natural volume measure on I'* (obtained from w*) and

dpireq the Faddeev-Popov measure given by (5.63). Then
dp = dpired- (566)

Proof. The proof is essentially based on Darboux’s theorem which guarantees the existence of
canonical local coordinates on any symplectic space.

Let us start with the method of symplectic reduction of I' (as described in Sec.’s 5.1 and
5.2). Let us choose canonical coordinates which split naturally into internal coordinates ¢, p;

(i =1,...,k) and external coordinates ¢;,p; (j =k +1,...,n) with
ﬁj =0 and (L’ =cC (567)

with ¢ € R. While the external coordinates are fixed by the constraints, the internal coordinates
form a canonical set of local coordinates of reduced phase space. Here Darboux’s theorem
guarantees the existence of the respective coordinates and, thus, we can write the symplectic

form won I' as

w=Y dgf Adp; + ) _dg; Adp;.
{ J

With respect to these coordinates, the symplectic form w* on reduced phase space I'* becomes
= dg; Adp}
i

and the volume measure on I'* is

(W) 12 dqz Adpz .
du == qu dp}. (5.68)

On the other hand, Eq.’s (5.67) define 2n — 2k second class constraints which one can take
to construct the Faddeev-Popov measure on I'*. Since the external coordinates ¢;,p; with j =

k+1,...,n are canonical by construction, it follows that the Faddeev-Popov determinant (5.65)
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is equal to one:

App = det [{x1, ¢;}| = det [{@, p;}| = 1

(where now x; = ¢; and ¢; = p;). Using that the change of coordinates from the g¢;,p; to the

q;,Dp;,q;,Dj is canonical and, hence, volume-preserving, i.e.

n k n
[Tdwdpi =] TI d¢;dp;dd;dp;,
i=1 i=1 j=k+1

the Faddeev-Popov measure (4.64) becomes

det [{x1, ¢;}| H H 6(x1)d(#5)dg;dp;

dured =
i=14l=1
k n k
= J] II 9(@)é@;)de;dp;dg;dp; = [ ] dg;dp;. (5.69)
i=1 j=k+1 i=1
Comparing (5.68) and (5.69), we find that dg = dpireq- O

One can also prove the equality of both measures by direct computation. I do this for two

constraints to show how it works.

Direct computation. Let us consider one pair of second class constraints. That is, let T
be a symplectic manifold with a symplectic two-form @ and H and x two smooth functions on
I such that H ~ 0 and x ~ 0 and

{H,x} #0.

Since the Poisson bracket is unequal to zero, it is clear that H ~ 0 and x ~ 0 determine a
(2n — 2)-dimensional constraint surface I' C T.

Let iy : ¥ — T be the embedding of ¥ in T where & C T is determined by H ~ 0 and let
iy : I' = X be the embedding of I' in 3 where I' C ¥ is determined by x ~ 0. Then w = i} iy w

is a symplectic two-form on I'. From this you can construct the natural volume form

(-1
n—1) "

n—1

Q=
and natural volume measure du = || on I'. Let us, in what follows, determine w in local
coordinates ¢;, p; and from that |Q2|. Explicitly, the following can be shown.

Lemma 5.6. Let T, @, T, w, H, x and £ be as above. Let q;,p; be local coordinates on L. On

I, the natural volume measure dp = || is

11 daidp:. (5.70)
=2

" (dfodg0  Bfo 590)
=i+ ( -
. ’ = \9q¢; Opi  Opi Ogi

Here fo and gg solve the constraints H ~ 0 and x ~ 0 for ¢ and p1. To be precise, it is fo =
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fHZO,XZO with q1 = fH,X(qAb"'7Q7L7]§17"'7pn) and go = gH=0 with b1 = gH(‘]la"'aqnaﬁla"'vpn)'
Here §1 denotes the omission of q;.

Proof. Since H and x are conjugates, i.e. {H,x} # 0, we can use the functional form of H and
X to express one of the (canonical) pairs of phase space variables g;, p; in terms of H and y and

all the other phase space variables. Here we use the implicit function theorem.

Let us, without loss of generality, consider the pair ¢i,p; and let, again without loss of
generality, H depend on p; and x on ¢;. Then there exist two smooth functions f and g

depending on Yy, respectively H such that

q1 = fX(dlaQQ7 -y 4n,P1, "'7pn)> pP1 = QH(Qla "'aQﬂaﬁlvp% 7pn)

Using the functional form of p;, we can also express ¢; as a function of H and y and the remaining

phase space coordinates: g1 = fH7X((j1,q2, ey Qs D1y ooy Pr)-

Expressing p; in terms of H and the other phase space variables, the symplectic form becomes
n
o = Z dg; A dp;

— dg ( Mﬂif%d+z®%@+2@wmk
k=2

where the sum over dg; starts from ¢ = 2 because dg; A dg; = 0.

It follows that the pullback of the two-form @ on I to ¥ is

e~ 0 0
lHWZd(hA( 7904 mLZ godpy)+Zko/\dpk

i—2 k=2
with go = gr=o-

Let us now use H =~ 0 to express ¢; in terms of x and the remaining phase space variables.

That iS7 q1 = fO,X(th q2; .-+ QTMﬁl? "-7pn)7 where f~0,x is obtained by SO]Ving fx(th -++54n;, 90, P2, 7p7l)
with go = go(q1, -+, gn, P1, ..., n) for gi. The two-form i§;& then becomes

o = < foxy +§: hxd ﬁi >
—, 9P
5’90 - 9
A<Z.: 5+ 2, )

n
+ Z dgi A dpg.
k=2
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It follows that the pullback of i3;0 on ¥ to I is

w=iliyeo = < afod +Zaf0 ) (Zago Z+Zagodpg>
i=2 %

=2

+ Z dgi A dpy,.
k=2

This two-form is again symplectic (since I' is even-dimensional) and, hence, can be taken to

construct a volume form €2 via the relation

n—1
=1

0= 7 -
(n—1) "

where n — 1 is half the dimension of I' (which ensures that € is a top-dimensional form on TI').
From this we get a volume measure p = |Q|. Inserting the above expression for w and observing

that dg; A dg; = dp; A dp; = 0, we get

wtt Zn: <(9f0 90 dfo Ago

= dga A ... ANdpy, +dga A ... Adpy,.
(n—1)! <= \0q Ipi Opi an’) e P a2 P

We also used that each of the contributing terms will turn up exactly (n — 1)! times. This is
due to the (n — 1)! different possible orderings of pairs which are the result of the (n — 1)-fold
multiplication. This factor will then just cancel the 1/(n — 1)! factor from the definition of the

volume form.

Hence,

H dg;dp;.

1=2

"\ (8fodg90  9fo g0
Q=1 -
. ’ i ZZ:; <8Qi Opi  Opi Ogi

Let us compare this to the Faddeev-Popov construction.

Lemma 5.7. Let everything be as in the previous lemma. In particular, let there be given a pair
of second class constraints H,x. In that case, the Faddeev-Popov formula (5.63) for the measure

becomes

dpprea = |{H, x}0(H quzdpz (5.71)

and
dptred = |Q| (572)

where || is the natural volume measure on T’ given by (5.70).
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Proof. For one pair of second class constraints, the Faddeev-Popov formula gives

dprea = |{H, x}O(H quzdpl

-1

5(qr — ¢7)6(p1 — p}) [ [ dasdps.
i1

I
—
&~

3
S
QD
5|
|

Op1 Oq1

Here the last equation makes use of the generalized formula for multivariable delta functions

! 60 (x — %)

(n) S
Of(x)) | det Of;/0x;|

where the x¢’s are the zeros of f(x). In this case, f = (H,x), x = (¢1,p1) and xo = (¢}, p]) is
the solution to the constraint equations H ~ 0 and x ~ 0. The ¢j and p] are functions of the
remaining phase space coordinates ¢;, p; with ¢ = 2, ..., n. In particular, they fulfill the equations

H=q —q¢f =~0and x =p; —p] ~0. We can use the latter to rewrite H and x. Then we get

Z": a1 —qi) 0p1 —p}) (@1 — gqf) (pr — p)

X3 0q; Op; Op; 0q;

=1

_ ‘ Z% op;  Oq; Op;

dq; Op;  Op; 0q; |

In addition,

-1

OH 0x OH Ox | _1

dq¢' Op1 Op1 Oq

oq Op1 Op1 oq

_ ‘3(611 —aq1) 01 —p1)  O(ar —qi) (pr — i)

Both results follow from the fact that ¢f and p} do not depend on ¢; and p;, but only on the

other variables. Let us reinsert the two expressions in the above equation for pieq. Since
n n
(g1 — g1)6(pr — pi) [ [ dasdps = [ [ dasdpi,
i=1 i

it follows that the reduced measure can be written as

dqy Op1  0q; Op}
fred = ‘1+Z (3% op;  Op; Oq°

H dg;dp;.
Identifying fo with q; and go with p] we find that this is the canonical volume measure |§2| given
by (5.70). O

Clearly, the last two lemmas can be generalized to multiple pairs of second class constraints.
Only then many more terms will arise, in particular many mixed terms displaying the inter-

dependence of the constraint functions, so that the computation will not be as short and nice.
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Part III
A Statistical Analysis of the Newtonian

Universe

6 A normalizable measure of typicality for the Newtonian uni-

verse

In this section, we construct and discuss a (normalizable) measure with respect to which a
statistical analysis of the Newtonian universe can be performed. This measure has been obtained
by Barbour, Koslowski, and Mercati [2015] using the formula of Faddeev and Popov. We show
how to construct the measure from the underlying geometric structure. We analyze its behavior
under the dynamics and elaborate on its explanatory value and its connection to the notion of

entropy in the end.

6.1 Introduction

In their 2015 paper, Barbour, Koslowski, and Mercati introduce a normalizable measure on
the space of (physically distinct) mid-point data PT*S of the F = P = L = 0 Newtonian
universe. From this measure they obtain an entropy-type quantity: the entaxy. The entaxy is
essentially the volume of (macro)states of the universe of constant complexity. Here “volume”
refers to the normalizable measure over mid-point data (solution-determining data) on PT*S and
“complexity” is a scale-invariant macro-variable specifying the shape of the system (approximately
given by the largest distance divided by the smallest distance between the particles). Since the
entaxy is defined with respect to a measure over mid-point data, it determines the volume of
macrostates of the universe at that particular point (the so-called Janus point or Big Bang) of
the Newtonian universe.

The crucial point of this analysis is that the volume measure on the space of mid-point data
PT*S — which, as I explain, is the correct space for the statistical analysis of the system — is
normalizable. That way the usual statistical analysis can be performed.

Barbour, Koslowski, and Mercati [2015] obtain the measure on PT*S by elimination of all the
redundant, non-physical degrees of freedom of the system. To get rid off these extra degrees of
freedom, Barbour et al. in a first step reduce the phase space of the £ =P = L = 0 Newtonian
universe making use of the symmetries of the system. Adopting a Machian perspective, they
claim that all states are equal which can be arrived at by an overall translation and/or rotation.
This explains why they consider the P = L = 0 Newtonian universe — only then the system
is fully translationally and rotationally invariant — and take the reduced phase space to be the
space of physically distinct states.

Further they go to the constant energy hypersurface and by help of a monotonic parameter, an
internal time 7, they determine the dynamics on a hypersurface of constant internal time cutting

the trajectories transversally. This hypersurface is a representative of the space of solutions 'y
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where each point represents an entire solution and on which the internal (reduced) dynamics can
be defined (cf. Lemma 4.6). The space of solutions turns out to be isomorphic to the cotangent

bundle of shape space: 'y, = T*S.

Finally, Barbour, Koslowski, and Mercati use the remaining dynamical similarity (the invari-
ance of the reduced internal equations of motion under a simultaneous scaling of internal time
7 and the shape momenta) to reduce the space of solutions by one further dimension. That
way, they end up on a compact space: the projective cotangent bundle of shape space PT*S
which is the space of physically distinct solutions, respectively, the space of physically distinct
mid-point data. On that space, a normalizable volume measure — the measure of typicality of

the £ = P = L = 0 Newtonian universe — can be defined.

Remark (Machian universe). Given a description of the Newtonian universe with respect to
absolute space and time, Barbour, Koslowski, and Mercati aim to derive a description free of
what they consider to be the unphysical degrees of freedom. Starting from first principles in
the spirit of Mach,*' they claim that all configurations of the system are physically equivalent
which can be transformed into one another by an overall spatial translation, rotation or dilation.
Unfortunately, however, the Newtonian dynamics is only invariant with respect to translations
and rotations (and with respect to the full rotational group only if the total angular momentum

vanishes — this is why we set L = 0), but not with respect to dilations.

In some of his earlier work,*? Barbour constructed a theory of gravitation that is invariant
under the full similarity group (including dilations). Clearly, this theory of gravitation is different
from the Newtonian, but it recovers the Newtonian force law to some extent. Later Barbour gave
up on this project and now claims that from that model nothing interesting — in particular, no
structure formation like the one we observe in our universe — can be obtained.*® Everything of
interest (like structure formation, arrows of time, etc.) appears naturally as soon as we include
scale in the description. This is why in their 2013 and 2015 papers, Barbour, Koslowski and
Mercati start from the Newtonian theory of gravitation, set P = L = 0 (and also E = 0)
for Machian reasons and reduce the dynamics with respect to translations and rotations, but
not with respect to scalings. What regards the measure of typicality of that system they are
particularly lucky because due the existence of a monotonic variable, an internal time parameter
T, together with the dynamical similarity of the internal equations of motion they get rid of

scales in the end.

6.2 Dynamics of the £ =P =L = 0 Newtonian universe

Let us consider the £ = P = L = 0 Newtonian universe. In the standard Hamiltonian for-

mulation, there is a Hamiltonian H = T + Vy on I' where T is the kinetic energy and Vi the

41Cf. Barbour and Pfister (Eds.) [1995] for a discussion of Mach’s principles.

42Cf. Barbour [2003]

“3From a talk by J. Barbour at the summer school on “Philosophy of Physics” in Saig in 2017. Cf. also Barbour
et al. [2013].
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Newtonian gravitational potential Vi, that is,

N
H=T+V, Z Gm’mJ (6.1)
=1 i 1<]
,j=1

We presented the most important results concerning the dynamics of the £ = 0 Newtonian

universe in Section 3.1. The dynamics is governed by the Lagrange-Jacobi equation,
I=4E—-2Vx >0 if E=0 (6.2)

and by Pollard’s result stating that, for £ =0, I — oo as t — +00.%4

Hence, for the £ = 0 Newtonian universe the following scenario is due. At some moment of
time the moment of inertia is minimal, I = I,,;,, whereas I increases in both time directions
away from that. Now clearly, I is a measure of the total extension of the particles. In other
words, at some moment in time the particles are closest while they spread starting from that
moment in both time directions.

The point at which the particles are closest represents the Big Bang within the £ = 0
Newtonian universe. In addition, the increase of I determines a gravitational arrow of time.
Hence, in this scenario, there are two arrows of time pointing in opposite directions away from
the point of minimal extension. Let me say this again. There is one common past at the moment
at which I = I,,;, (the Big Bang) and there are two futures in both directions away from that
(for I — oo, respectively t — +00).

Due to the results of Saari [1971], which we described in Section 3.1, we have an even more
precise idea of the behavior of the N-particle system as ¢ — co. According to Saari’s results the
generic behavior is the following. As t — oo the system forms clusters consisting of particles
whose inter-partice distances are bounded. The centers of mass of these clusters recede from
each other at a rate of about t2/3. Moreover, the system forms subsystems whose centers of mass
recede from each other at a rate proportional to t.

Later we will, for means of simplicity, discuss the three-particle universe. For three particles,
the generic behavior has been shown to be the following.#> At some moment in time the parti-
cles are closest while in both time directions away from that point a binary forms*® (given some
mild assumptions on the initial conditions). As time evolves, the binary becomes a more and
more perfect Kepler pair with the third particles receding from the center of mass of the binary

asymptotically proportional to time t.

From now on we want to restrict the discussion to the three-body system as the simplest

44Cf. Pollard [1967] and the Appendix C.

45Cf. Barbour et al. [2013] and Moeckel [1981], [2007] for a study of the generic behavior of the three-particle
system.

46 A binary is a two-particle system. We say “a binary forms” when two particles stick together from some
moment of time onwards. We say that the two particles become “a more and more perfect Kepler pair” to express
that the gravitational interaction between the third particle and the binary becomes more and more negligible as
the third particle moves away from the binary.
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non-trivial model of the Newtonian universe. For the N-body system, some of the results follow
immediately while others will be hard to show. Though the N-body system is much more

complicated, we expect that analogous results can be obtained.

6.3 Dynamics on 7*S; and T*S

Let us study the dynamics of the three-particle Newtonian universe on reduced and internal
phase space. Recall the symplectic reduction of phase space for the three-particle system (Sec.
5.2). The Newtonian theory of gravity is invariant under spatial translations and rotations, but

not under scalings. This follows from the transformation properties of the Hamiltonian.

Lemma 6.1 (Invariance of H). Let H = T+ Vy defined by (6.1) the Hamiltonian of the system.

H is invariant under translations and rotations, but not under scalings.

Proof. The invariance properties of the Hamiltonian follow directly from the invariance properties
of the Newton potential. The Newton potential Vi is invariant under translations and rotations,
but not under scalings because it depends on (nothing but) the inter-particle distances, Vy =
Vn(la; — q;l), which are invariant under translations and rotations of the whole system, but not

under scalings. O

Equivalently, we can determine the symmetries of the system via Nother’s theorem by com-
puting the conserved quantities of the system. Next to total energy H = F these are the total
linear momentum P and the total angular momentum L, but not the dilational momentum
D =3",q;p; since {H,D} #0.

It follows that the reduced dynamics of the F = P = L, = 0 Newtonian universe are dynamics

on shape phase space with scale T*Sg.

6.3.1 Reduced Hamiltonian dynamics on 7*Sg

Recall the symplectic reduction of the three-particle £ = P = L = 0 Newtonian universe with
respect to translations and rotations described in Sections 5.2.1 and 5.2.2. Reduced phase space
is shape phase space with scale T*Sg. Local coordinates of T*Spg are the three translationally and
rotationally invariant Hopf variables w = (w1, w2, w3) and their three conjugate momenta z =
(21, 22, z3) defined in (5.35) and (5.36). They form a set of canonical coordinates. On T*Sg, there
exists a reduced Hamiltonian H = H(w, z) which determines the reduced Hamiltonian equations
of motion. For three particles, the reduced Hamiltonian has been obtained by Montgomery [2002].

Before we derive the reduced Hamiltonian, let me add one definition.

Definition 6.1 (Shape potential Vg). Let Vy the Newton potential given in (6.1) and w =
(w1, w2, ws) the Hopf coordinates (5.35). We call

Vs = Vi - /W] (6.3)
the shape potential.
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It follows from a simple dimensional analysis that Vg is homogeneous of degree zero and as

such invariant under scalings. Now the reduced Hamiltonian can be obtained.*”

Lemma 6.2 (Reduced Hamiltonian on T*Sg). Let w and z the Hopf coordinates (5.35) and
their canonical conjugates (5.36). For the P = L = 0 Newtonian universe with Hamiltonian H
on ' =T*Q given by (6.1) there exists a reduced Hamiltonian H = H(w, z) on T*Sg of the form

Vs
[|wl|

H = [lw]] - ||2I* + (6.4)

with 3 )
S(my +m;)"2
_ya § Glmimy)z (mi 4 my) 72 (6.5)
y
,7=1

Here the b;; are three unit vectors representing the three binary collisions.

Proof. The reduced Hamiltonian can be obtained from the original Hamiltonian

H(q,p) = T+VN

_ Z pz Z szmj
|a

’L

,Jl

by imposing the constraints P = L = 0. To do that, we rewrite H in terms of the w and z
coordinates and in terms of L given by (5.38) and k3 given by (5.30).

The kinetic term can be rewritten as follows:

3 K2 2
L? |'~i3|

E f—lleH P+ s+ ——
Z: — 2(|wl| 2

Setting P = 0 means setting k3 = Z?Zl p; = 0. Moreover, from L = 0 we get that

L =|L| = 0. Hence, the reduced kinetic term is

T = [|wl|[|]f*.

With respect to the w coordinates, the Newton potential can be rewritten as

szm
VW = =) a J
1<J

1
2

Y

\fG (mymyj)2 (m; +m;
-y i )

W[~ w b,

where the b;; € R3 are unit vectors representing the three binary collisions. Recall that, for

three particles, there are three different binary collisions, the collision between particles 1 and 2,

47Cf. also Montgomery [2002] for a derivation of the Newton potential in terms of the Hopf coordinates.
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2 and 3, and 1 and 3, respectively. These are represented by three points on shape space with
scale Sk, where Si can be depicted as a two-sphere of radius R = ||wl||, cf. (5.50). Explicitly,
the three vectors representing the three binary collisions are ||[w|| - bya for the collision between
particles 1 and 2 (where |q; — gy = 0), ||w]|| - bes for the collision between particles 2 and
3, and so on. Now the distance |q; — q;| between any two particles scales with \/W (since

[[w]| = 1/2VT (cf. (5.50)) and I can be expressed in terms of the inter-particles distances
according to (2.19)). It follows from (2.19) that |q;, — q;| = +/[|w]|| (times the correct mass
factor) if there is a collision between one of the particles 4,j and the third particle k£ (and the
same for the equilateral triangle, with a different factor). And, of course, [q; — q;| = 0 in case
there is a collision between particles i and j. Every other distance |q; — q;| lies in between 0
and \/W depending only on the “distance” between the actual configuration w and the binary
collision points b;; (as expressed in w - b;;/||w]||). This can be obtained explicitly from (2.19)
for N = 3 and different masses, from where we also get the correct mass factor. Factoring out
scale /||w|| and with Vg defined by (6.3) the above assertion follows. O

From this, the following corollary can be obtained.

Corollary 6.1. Let (R,1,¢) and (pr,py,pe) be the spherical coordinates defined in (5.41) and

(5.42). In terms of these coordinates, the reduced Hamiltonian is

Py, +sin "2 yp + R*ph L Vs(®,0)

H:
R VR

(6.6)

with

M\H

Z G(mym;)>2 m,—i—m])

6.7
i< /1 —siny cos(¢ — gb”) (6.7)

Proof. The form of the kinetic part of the Hamiltonian follows directly from expressing the w
and z in the spherical coordinates (R, ), ¢) and (pr, Py, Pe)-

To determine Vg in the new coordinates, note that the binary collision vectors b;; always
lie in the ws = 0 plane. This follows from the fact that ws = p; x pa (cf. (5.35)) where p;
is the vector between particles 1 and 2 and p2 the vector between particle 3 and the center
of mass between particles 1 and 2. Accordingly, ws = 0 if and only if the three particles
are collinear. For the given choice of spherical coordinates, the collinear configurations lie on
the equator of the shape sphere where the equator is specified by the angle ¢y = 7/2. Since
b;; is a unit vector pointing in the direction of the binary collision points, it can be written
as b;j = (sin;j; cos ¢y, sint;; sin ¢;5, cos 1) with ¢;; = m/2 and where the three angles ¢;;
represent the position of the three binary collision points on the equator of the shape sphere. It
follows that

w - bjj = |[w|[sin ) cos(¢ — ;).

Here the (¢ — ¢;;) are the angles between the b;; and the projection of w onto the w3 = 0 plane

and the term ||w||sine is the component of w which is parallel to the ws = 0 plane. [l
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Equations of motion on 7%Sg. The reduced Hamiltonian determines reduced Hamiltonian

equations of motion. Consider H from (6.6). The respective equations of motion are

e 2py dpy,  2sin’dcosypl  QVs/y

dt R’ dt R VR

dp  2sin"?¢p, dpy  OVs/0d

dt R &t VR

AR e dpr _ Py + sin™? vpl — R*pf, 1 Vs(v,9) 63
dt ’ dt R2 2 R32 ‘

where dv/dt = O0H/0py,, dpy/dt = —0H/0v and so on. These equations govern the motion on
T*Sp.

6.3.2 Internal Hamiltonian dynamics on 7*5

At this point the setting is the following. The dynamics of the ¥ = P = L = 0 Newtonian
universe is described by the equations of motion on the translationally and rotationally reduced

phase space T*Sg. This space is symplectic with the symplectic two-form given by
w=dRAdpg + dy Adpy +dé A dpg.

Moreover, since energy is conserved (E = 0), there exists a Hamiltonian constraint on 7*Spg
given by
H=0. (6.9)

This constraint determines a five-dimensional submanifold of T*Sg. Possible trajectories of the

system are restricted to that submanifold.

If we could find an internal time parameter, we could reduce by one further dimension and
describe the dynamics on the internal space, a hypersurface of constant internal time (cf. Sec.
3.3). Luckily, there exists a monotonic dynamical variable for all solutions on 7*Sg with E > 0:

the dilational momentum D =" q; - p;.

Lemma 6.3. Let D = YN g, - p; and H = E with H = SN p?/2m; + Vi given by (6.1).

Then
dD

For E =0, we have
{D,H}=-Vx>0. (6.11)
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Proof. Computing the Poisson bracket, we have

3

dD 0D OH OH 0D
YD HY = -
dt {D,H} ;(8%69@‘ aqiapi>
_ i(l,,p‘/m._qﬁva)
i—1 U g
= 2H—2VN—qi-—aVN.
dq;

Let us now recall Euler’s homogeneous function theorem which says that, for any function f
which is homogeneous of a certain degree k, that is, for a function such that f(agq,..,aq™) =
o f(q1,...,q") for some a, it holds that kf(qi,...qn) = > 1y ¢:Of/0g;.

For the Newton potential, £ = —1 and

3
Z OV
i=1 0

With this and H =T + Vy = FE, it follows that

v,
{D,H}:2H—2VN—qi.8—(;V:2H—VN:2E—VN.
)
For E =0, we have {D, H} = —Vy with Viy < 0. Hence, Eq. (6.11) follows. O

Since H and D are translationally and rotationally invariant, the Poisson bracket {D, H}
can equally well be evaluated on reduced phase space T*Sg. Let us check this. Let {-,-}* denote
the (reduced) Poisson bracket on T*Spg and consider H given by (6.6). In addition, D = 2R - pgr
(cf. (5.49)). Hence, in the Poisson bracket {-,-}* all derivatives other than those with respect to
R and pgr vanish and you get

oD 0H 0H 0D

D HY = =2 _ =22
{D,H} OR Opr  OR Opr
2 | =22 2,2
py +sin " Ypy + Ropp 1 Vs(y, ¢) 2
= 2H-Vs/VR=2H —Vy =2E — Vy (6.12)

on H = FE in agreement with Lemma 6.2.

The monotonicity of D also follows directly from the Lagrange-Jacobi inequality (6.2) noting
that, since D = " q;p; and I = m;q?,

1.
D=l (6.13)

That is, D is half the first time derivative of the moment of inertia. From the Lagrange-Jacobi

inequality we know that, if £ = 0, I is concave upwards, I > 0. It follows that D is monotonically
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increasing, D > 0, with
D=0 iff [I=Ilun. (6.14)

Of course, this argument is essentially equivalent to our computation above (Lemma 6.3). Note
aside that D is not increasing at a constant rate, since dD/dt = —V # const.

With respect to D, the internal Hamiltonian F' governing the motion is given as follows.

Lemma 6.4 (Internal Hamiltonian on T*S). Let H be the reduced Hamiltonian on T*Sg given
by (6.6) and D = 2R - pr (c¢f. (5.49)). The internal Hamiltonian F governing the motion on

T*S with respect to internal time D is

pi +sin™2 @Z)pi + %D2
_VS(¢7 d))

F =log (6.15)
Proof. Remember that the internal Hamiltonian F' is the canonical conjugate of D restricted to
the constant energy hypersurface (as determined by the Hamiltonian constraint H = 0). It is a
function of the internal variables and possibly of D. Let again {-,-}* denote the Poisson bracket
on T*Sg. First observe that 1/2log R is canonical conjugate to D = 2R - pg, since

d(1/2logR) D  9(1/2log R) 0D 1

— - 2R-0=1.

1/2log R, D}* = _
{1/21og R, D} R opr opn  OR 2R

We now express 1/2log R = log VR in terms of the internal variables 1, ¢, py, and py and
possibly of D by help of the Hamiltonian constraint H = 0. Inserting D = 2R - pg in (6.6), the

Hamiltonian constraint reads

in—2 1
_ Pt upg 43D Vs, 0)

H
R VR

=0,

hence
VR - Pl +sin 2 ¢p2 4 | D*
H=0 _VS (wa ¢)

Hence, (6.15) follows.

From (4.44) we know that F' gives us the equations of motion on a hypersurface of constant
internal time D = D* transversally intersecting the trajectories. What is the geometry of that
hypersurface? From Lemma 4.7 we know that it is a symplectic space. For this particular model,
we know even more than that.

Let us without loss of generality consider the hypersurface determined by D = 0. Remember
that, apart from being the internal time parameter, D is also the generator of dilations. Now
H = 0 can be interpreted as its gauge fixing. This is possible since {D, H} # 0. Consequently,
we can read the pair of constraints D = 0 and H = 0 as specifying the dilationally reduced
phase space I'y = T*S. (Whereas in Section 5.2.3 we fixed the gauge related to dilations by
fixing the moment of inertia to one, I = 1, here we fix the gauge by setting H = 0. Since the
construction of reduced phase space is gauge invariant, we end up on the same space: T*S5).

Hence, by imposing the constraints D = H = 0 we end up on 7T*S and F' determines internal
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Hamiltonian equations of motion on T*S. OJ

Be aware that, although we end up on T*S, we did not reduce the dynamics with respect
to dilations. This is impossible from the very beginning because the Newtonian dynamics is not
scale-invariant. Instead, we used the fact that D is a monotonic parameter with respect to which
we can formulate internal Hamiltonian dynamics as described in Section 4.3. By chance, this
internal phase space is isomorphic to dilationally reduced phase space T™S.

Note that F' = logv/R|g—o is a function depending on D. That is, we have here a “time’-
dependent Hamiltonian F' = Fp(v, ¢, py, ps). This time-dependent Hamiltonian Fp generates a
time-dependent vector field Xp.

Equations of motion on T*S. The internal Hamiltonian equations of motion with respect

to D are:
dy 2py dpy  2sincosyp] dlog(—Vs)
dD— pjsinPypl gD dD o phdsin”? gpd + ;D2 oy
do__ 2sinp, dps _ Olog(~V.) .10
dD 2 +sin 2 ¢pd + DY a -~ e :

where dv/dD = dFp/dpy, dpy/dD = —dFp/di, and analogously for ¢, p.

Remark (Dual role of T*S). Note that 7%S plays a dual role. Just like ordinary phase space
I' it is both the space in which the trajectories lie and the space of initial conditions where
each point represents an entire solution. The latter is the case because TS is obtained from
the (reduced) constant energy surface TS R‘ 17— 0 which the trajectories lie by fixing internal
time D = 0. Since D is monotonic, the D = 0 hypersurface is cut once and only once by each
of the trajectories. As such each point on T™S represents one solution. This is why we also
call it the space of solutions I'y;; = T*S. At the same time, formulating the dynamics with
respect to internal time D allows us to project the trajectories onto T*S, that is, the trajectories

parametrized by D lie in T™S.

6.4 A volume measure on I',,; = T*S

Both the reduction with respect to the symmetries together with the choice of an internal time
parameter have helped us to reduce the number of dimensions of phase space from 18 to 4. In
the end we obtained a Hamiltonian formulation of the dynamics on four-dimensional T*S. Let
us now determine the invariant volume measure on T*S.

6.4.1 Internal Hamiltonian description and measure

We can derive the measure directly from the underlying symplectic structure of T%S. We deter-

mined the natural volume measure on dilationally reduced phase space I'y =2 T*S in (5.52):

dp = dvdodpydpg.
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This is also the natural volume measure when we interpret T*S as the internal phase space.
In what follows, we will present the entire internal Hamiltonian description to show the way in
which the measure arises in that description and to be able to prove that the measure is invariant
under internal time evolution.

We have seen that, since the F = P = L = 0 Newtonian gravitational system is invariant
under translations and rotations, the dynamics can be formulated on reduced phase space I'; =
T*Sgr. By construction, reduced phase space is a symplectic space and it is equipped with a
unique symplectic two-form w;. With respect to the spherical coordinates defined in (5.41) and
(5.42), the two-form wy is

w; = dRANdpgr +dy Adpy + do A dpg.

This has already been shown before (cf. (5.45)).

Let now iz : ¥ — T*Spg the embedding of ¥ in T*Sg where ¥ is defined by the constraint
H=0andlet ip : I'p — X the embedding of I'p in ¥ where I'p is the hypersurface of constant
D = 0. In order to determine the pullback of w; to the constraint surface I'p, let us rewrite w;
with respect to D. Since D = 2R - pr, we have dpp = ﬁdD — %dR and

1 D
w, = dRA <2RdD—2R2dR> + dy A dpy + do A dpg

1
— ﬁchzAdDJrowAdpw+d¢>Adp¢

1
_ d<2logR> AdD + dip A dpy, + dé A dpy. (6.17)

Let us first determine the pullback i7;w; of w; onto the hypersurface of constant H = 0. With
F =1/2log R|g—¢ we can bring it into the well-know form:

igw =dF AdD +dy A dpy + do A dpg. (6.18)

We already know that D is a suitable time parameter and F is its canonical conjugate. In

accordance with (4.42), the physical vector field is determined by
i*le(XH, ) =0. (6.19)

Explicitly,
0 oF 0 oF 0 oF 0 OF 0

XH=57 V57— 55—+ 55— 55— 6.20
0D = Opy Oy Oy Opy  Opg 0 O Opy ( )
with F' = Fp(v, (f),pw,p¢) from (6.15).
The pullback of i7;w; onto the internal space I'p, that is the form w := i} ijw, is
w = dy Adpy + do A dpg. (6.21)

This two-form coincides with the symplectic form wy on dilationally reduced phase space T*S
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determined in (5.47). Hence, we see explicitly that I'p =2 T*S and I'p is a symplectic space. On

that space, there exists an internal Hamiltonian vector field determined by
w(Xp,:)=dF (6.22)

in accordance with (4.44). Explicitly,

OF 0 OF 0 OF 0 OF 0

Xp=o— o T
T Opp o 9 Opy  Opydd 0 Opy

(6.23)
The physical trajectories on I'p =2 T*S are the integral curves along Xp parametrized by D.
Using 7'(D) = (XF)(py you get back the Hamiltonian equations (6.16) from above.
Connected to the symplectic two-form w on TS, there exists a volume measure p = || with
Q| = |w|?/2!. Hence,
dp = dydédpydps. (6.24)

This is just the natural volume measure on T*S (see (5.52)).

6.4.2 Invariance of the measure under time-evolution

The time-dependent Hamiltonian equations (6.16) determine a two-parameter flow T; , to de-
scribe the motion of the system on T*S. For any point p € T*S with p = p(0): Tr,(p) = p(7).

)

The volume measure p derived from the volume form w is invariant under the flow 7’ , along
Xp.

Lemma 6.5 (Invariance under time evolution). Let u = |Q| with |Q| = |w|?/2! and w from
(5.20). Let Xp given by (5.22) and Ty, defined by %ng(p) = Xp(p). Then

Lx,w=0 (6.25)

and
T op = pu. (6.26)

Proof. The proof of this lemma is analogous to the proof of Lemma 4.7, respectively Corollary 4.1.
That is, the Lie derivative vanishes because w on I' is closed (dw = 0) and X is a Hamiltonian
vector field, that is, w(Xp, ) = dF (with d o dF = 0). From this we get

Lx,w = (dw)(Xp,-, ) +d(w(Xp,-)) =0.

It follows that Lx .2 = 0 and, in addition, Lx,u = 0. From this we get that p is transported
invariantly by the flow: %(Tf’ou) = Lxpp =0 and thus T7 ;p = p. O

Hence, du = dydpydédpy is conserved under internal time translation. To be precise, let
p(7) denote the volume of a region A(7) C T*S at time 7 and let A(t) = T, ,A(c). This last

equation just asserts that every point p(c) € A(o) is transported by the Hamiltonian phase flow
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T » to another point p(7) € A(7). That is,
ur) = [ dvapudoan, (6.27)

and analogously u(o) = [ A(o) dydpydedpg and we have shown that

(o) = u(r) (6.28)

for all 7,0. This is Liouville’s theorem on T™S.

6.4.3 The measure obtained from the Faddeev-Popov formula

Barbour, Koslowski, and Mercati [2015] do not refer to the symplectic structure of the internal
space, but instead use the formula of Faddeev and Popov (5.63) for the computation of the
measure on 7*S. They introduce this formula starting from the consideration that the space of

solutions I'y,; & T*S is determined by a set of second class constraints H,, x; with

{Ha,xp} # 0. (6.29)

For these constraints, they compute the Faddeev-Popov measure

prea = | det{Ho, xo}| [ [ [ [ §(Ha)é (xs)dgidps. (6.30)

ab 1

In the paper of Barbour et al. there is no further justification for why this is the correct volume
measure on 7%S nor do they show that it is conserved under internal time evolution. This is
basically why I went through all of symplectic reduction and developed the internal Hamiltonian

formulation on the symplectic internal phase space.

Lemma 6.6 (Faddeev-Popov measure on T*S). Let P, Q.,,, L, I, H and D smooth functions
on I' defined in Section 4.2. Let P = Q,.,, = L =1 = H=D = 0. Then the Faddeev-Popov

measure (4.64) on T*S becomes

d,ured = ’ det{(P7 L? H)? (Qcm? IL> D)}‘ H 5(H)5(P)5<L)5(D)6(Qcm)é(IL)dqldpz (631)

Let 1, ¢, py, py local coordinates on T*S defined in (4.42) and (4.43). Then
dptred = dypdodpydpy. (6.32)

Proof. Since {P,Q.,,} # 0, {L,Ir} # 0, {H,D} # 0 and P = L = H = 0 we have a set
of second class constraints in the sense of Dirac (cf. Section 4.3). Hence, the Faddeev-Popov

formula for the measure (4.64) can be applied and we obtain (5.30).
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Let us now compute the measure. A := {(P,L, H),(Q,,,, Iz, D)} is as matrix

{P’ Qcm} {L? Qcm} {H’ Qcm}
A=| {(P,1;} (LI} {HI}
(p,D} {L,D} {H,D}

For the given system, this matrix can be simplified. On the constraint surface where P = L =
H =0, we have
{P,D} ={L,D} =0.

Hence, we get

{P.Qun} {L:Qcn} {H,Qun}
A= {P,I.} (LI} {H]I.}
0 0 (H,D}

and
|det A| = [det{(P,L, H), (Qe, I, D)} = {P, Q.y H{L, IL {#, D}| = [{H, D}|. ~ (6.33)
Here the last equation holds since

{P7 Qcm} = {L7IL} =1

Now Faddeev-Popov formula becomes very simple. We just need to do a coordinate trans-
formation from the q;, p; to the Jacobi and Hopf coordinates and their canonical conjugates
introduced in (5.29), (5.30), (5.35) and (5.36). Hence, with (6.33) we have

3
[ s = |det{(P.L 1), Q1. DY [ [T S(H)B(DISPIS(Qun)3(LI(LL
=1
— {120} [ 8()5(D)0(c5)3(p)0 (L)1) padiad Ll -
— |{#, DY / 5(H)3(D)dup. (6.34)

Here dur = dRdyd¢dprdpydpg as defined in (4.52) and {H, D}* denotes the (reduced) Poisson
bracket on T*Sg.

Recalling (6.12), we have

HHvD}P:L:O} = |{H’D}*| — ‘QH— \‘;SE
and (6.34) becomes
= _ Vs
/dﬂred = / ‘2H \/E 5(H)5(D)d,uR
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Using
1

(n) _ 1
o f(x)) [det 98, /o]

() (X - X0)7

where the xq’s are the zeros of f(x). With f= (H, D)T, x = (R, pr)T and x¢ = (R*,0)T solving
H =0, D =0, it follows that

-1

1 \%
Thus,
V. Vs |7t
/ dfireq = / ’2H - 7% 2H — TSE §(R — R")é(pr)dRdydédprdpydpgs

from which it follows that
dptreq = dpdedpydpy.

O

In what follows, we will show that we obtain the same measure if in the Faddeev-Popov

formula for the measure (6.31) we interchange H and D.

Corollary 6.2. Let everything as in the preceding lemma, but let the volume measure on T*S

now be given by
dptreq = | det{(P, L, D), (Qem, I, H)}| | [ 8(D)3(P)5(L)S(H)8( Qe )3(Ir)dasdp;  (6.35)
(this is (6.31) with H and D interchanged). It follows that

dftreq = dipddpydpy. (6.36)
Hence, dp!. ., = djireq where dpireq is given by (5.31).

Proof. The only difference in the definitions of du.. ., (6.35) and dfiyeq (6.31) is in the Faddeev-
Popov determinant. Hence, the result follows as soon as we have shown that on the constraint
surface

’det{(Pva D): (Qcm? I, H)}‘ = ‘ det{<P7L7 H)a (QcvaLa D)}| (6'37)

This we find by inspection of the matrix B := {(P,L,D),(Qgy,, 15, H)}. Since P and L are

conserved by the dynamics, we have
{P,H}={L,H} =0.
Hence, the determinant of B is again the product of the diagonal matrix elements,
| det{(P, L, D), (Qem, Iz, H)}| = {H, DHP, Qe HL, I}
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and as such equals the determinant of A (cf. Eq. (6.33)). This shows the assertion. O

How do we interpret the fact that H and D can be interchanged without changing the
measure (dgreq = dpl,,;)? On the one hand, we group together H,P, and L which are the
conserved quantities of motion. They determine the hypersurface on which the trajectories lie.
In this reading, while Q_,, = 0 and I;, = 0 are the gauge fixings, D = 0 is not a gauge-fixing,
but it determines a hypersurface which is cut by the trajectories once and only once. This is
the space of solutions I's,;. On the other hand, if we group together P, L and D, we group
together the generators of translations, rotations, and dilations. In that reading, H, Q,,, and
I; can be interpreted as the respective gauges. Hence, the space which is constructed this way
is just reduced phase space TS (where reduction has been done with respect to the similarity

group). It follows that we can identify the space of solutions with 7T*S,
Doy = TS. (6.38)

6.5 Dynamical similarity on 7*S and a normalizable measure on P7*S

In this section we identify one further redundant degree of freedom in the description of the
Newtonian universe due to the dynamical similarity of the system. This will allow us to reduce
the space of solutions 7S by one further dimension and finally construct the space of physically
distinct solutions PT*S.

Dynamical similarity. Let us recall the form of the Hamiltonian equations of motion on
T*S (cf. (6.16)):

dy 2py; dp,  2sin™’¢cosyp] dlog(—Vs)
dD P}, +sin"?¢p3 + ; D’ dD  p3 +sin?¢p3 + 1 D? oy
dop 2sin”? ¢py dpy _ Olog(—Vs)

dD pfp + sin 2 z/in + 3D?’ dD 0¢

where dy/dD = dF/dpy, dpy/dD = —dF/dy and analogously for ¢, ps. These equations are

invariant under the following transformation:

D — kD, =1, ¢—¢,  py—kpy, Dy — kpe (6.39)

with & € R\{0} arbitrary. This property is called a mechanical or dynamical similarity of the

system.*® It defines an equivalence relation on the set of solutions.

Definition 6.2. Let the equations of motion on T*S be given by (6.16). Then

(¥, 6, Py, o) (D) ~ (¢, &, kpy, kpg ) (ED) (6.40)

with k£ € R\{0} defines an equivalence relation ~.

48Cf. Landau and Lifshitz [1967].
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Hence, two solutions are equivalent if their solution-determining data are related according
to (6.40). In what follows we want to identify all solutions that belong to the same equivalence
class of solutions. This is reasonable because two solutions which are equivalent according to
(6.40) determine two geometrically similar curves on internal phase space T*S. In fact, they
determine one and the same geometrical curve on S which is run through at different speeds and
with time adapted appropriately. Since we deal with the universe as a whole and not with some
subsystem for which there exists an external frame of reference, there is no way to distinguish
these curves from within the universe /by observation. Adopting a relational conception not only
of space, but also of time, we take them to actually refer to one and the same physical solution
of the Newtonian model of the universe.

Note that, in contrast to before, the transformation (6.39) does not reflect a symmetry of
the system. It is not a gauge transformation nor is there any corresponding conserved quantity
of motion. Instead, it specifies the inter-dependence of time, position and momentum. More
precisely, it determines how one can scale time, positions and momenta without changing the
equations of motion. Such a dynamical similarity exists for every system with a potential which

is homogeneous of a certain degree.4?

Remark (Kepler orbits). Of course, the invariance under the transformation (6.39) also applies
to subsystems of the universe, like to the planets orbiting around the sun. Only then we do not
identify dynamically similar curves because we have an external frame of reference (the frame
of the fix stars) to hold the curves apart. In case of the planets of our solar system, dynamical
similarity tells us that there exist different orbits, different in size and with different periods and
velocities of revolution, but where the proportions of the radii and periods and velocities are
the same: the proportions are exactly what is specified by the respective scaling behavior of the

equations of motion. This way one may obtain the Kepler laws.%"

Let us now finally get rid off all redundant degrees of freedom and specify the space of
physically distinct solutions PT*S by identifying dynamically similar curves. Note that, in
general, the above equivalence relation identifies different points of T*S at different times D and
kD, respectively (cf. (6.40)). Thus, D = 0 plays a special role. For D = 0, the transformation
property of the equations of motion allows us to identify different points of T*S at one and the

same moment of time:

In other words, at D = 0, we may identify all points which are connected by the transformation

Y =1, ¢ — ¢, Py — kpy, Do — kpg. (6.42)

This transformation relates dynamically similar solutions on the surface of mid-point data.

The D = 0 hypersurface — the surface of “initial” or better mid-point conditions — has been

“Cf. Landau and Lifshitz [1967]. See also the Appendix C.
"0Cf. Landau and Lifshitz [1967] for more details.
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called the Janus surface by Barbour et al. [2013]. It is a representative of the space of solutions
I'so;- That is, each point corresponds to one physical trajectory, respectively one solution. Dy-
namical similarity gives us one remaining redundancy, one further dimension we can get rid off
by identifying all those points which are related by (6.41). That way we end up with the space
of physically distinct solutions, respectively physically distinct mid-point data: PT*S.

A measure on PT*S. To construct the space of physically distinct solutions PT*S we
express the shape momenta py,py in terms of polar coordinates R, ~ / pi + pé, Xp ~ Dy/Do
and identify all points with the same ¥, in accordance with (6.41). Let pg = (py,pe)’ denote
the shape momentum vector. From (6.42) we know that two curves are dynamically similar
if and only if, at D = 0, their shape coordinates ¢ and ¢ and the orientation of the shape
momentum vector x, ~ py/pg coincide. The three “initial” data (which are rather mid-point
data specified at D = 0) ¥g = ¥(0), ¢o = ¢(0), and [py/pelo = [Py/Pe](0) completely determine
the solutions. In other words, the dynamics is invariant under scaling of the radial component
of the shape momentum vector, R, — kR, with k € RT, at D = 0. Hence, we arrive at the
space of physically distinct solutions PT™S if and only if we fix the radial component R, to
some constant value: R, = ¢ with ¢ € RT. This way we see that the space of physically distinct
solutions PT™*S is actually a projective vector bundle (a bundle of the projective cotangent spaces
where a projective space is just the set of lines through the origin).

To construct PT*S, we make use of a metric. If we start with a metric ds? on configuration
space (Q which is invariant under translations, rotations and dilations, this induces a quotient
metric ds? on shape space S.5! This is called the Riemannian quotient. It is the quotient of the
metric ds? by the similarity group Sim(3) which, in this case, is the metric’s isometry group.
Hence, to begin with we need a metric on ) which is invariant under translations, rotations, and
dilations. One simple choice is the mass metric ), m;dq; - dq; divided by the center-of-mass
moment of inertia I = >_.m;q?. This is the choice of Barbour et al. [2015]. Of course, any

choice is possible which renders the metric invariant under Sim(3).

Lemma 6.7. Consider shape space S = Q/Sim(3). Let g; with i = 1,2,3 be local coordinates on
Q and 1, ¢ be local coordinates on S given by (5.41). Let I =%, m;q’ and

2 m;dg; - dg;
4
ds El T (6.43)
the (conformal) metric on Q. Then
ds% = d1/12 + sin? ¢d¢2 (6.44)

is the Riemannian quotient of ds? with respect to Sim(3). It is a metric on S.

Proof. This result can be obtained directly via the coordinate transformations from Section 5.2

where 1 and ¢ are introduced (cf. (5.41)). Just express the dq; and I in terms of the new

SLCf. Montgomery [2002].
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coordinates and apply the constraints, then you find the quotient metric ds?g. OJ

From the norm of the shape vectors sg = (1, $)7 expressed in terms of the metric we get the

norm of the cotangent vectors (shape momenta) pg = (py,pg)? via the inverse metric.

Lemma 6.8. Let v, ¢ be local coordinates on S and 1, ¢, py, pgy be local coordinates on T*S given
by (5.41) and (5.42). Let ds% given by (6.42) the metric on S. Then

dp% = dpi +sin—?2 wdpé (6.45)
1s the metric on the cotangent space.

Proof. This form of dp? follows directly from the fact that it need to be the inverse of the metric
ds% given by (6.44). O

By help of the metric (6.45) on the cotangent space, we can identify the shape momenta
which differ in their length, but not in their orientation. For that purpose, let me introduce

polar coordinates. For a given v, we have

-1
sin
R, = pfp + sin 2 ¢p?b, Xp = arctan p;pm) (6.46)

We can now identify the shape momenta which differ in their length R,, but not in their
orientation x,. This we do by help of a delta function, gauge fixing Rp. That way we can

construct a measure € on PT*S which is the restriction of y on TS to PT*S.

Lemma 6.9. Let ;i be the volume measure on T*S with dp given by (6.24) and let R, given by

(6.46) the length of the shape momentum vector. Let € be a measure with
de =6(Ry, — 1) -dp. (6.47)
Then € is a volume measure on PT*S and
de = sin ¢pdypdedy. (6.48)
Proof. With R, given by (6.46) and du = dipdodpydps, it is
/de = /6(Rp —1)dp = /5(Rp — 1) sinypdypdedpydpy,
= /(5(Rp — 1)R, sinpdypdod R,ydx,

= /sini/}dlbdgbdxp

where we substituted piﬁ =sin~! Ypy and used that dpd,dp;) = R,dR,dx;. The condition R, =1

ensures the this is a measure on PT*S. ]
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Corollary 6.3. Let ¢ be the volume measure on PT*S (with de from (6.48)). Then

€
= ————— 6.49
7 e(PT*S) (6.49)
18 the normalized volume measure on PT*S with
sin ¥ dydedy,
do. = — sz (6.50)

Proof. The normalization is obtained by integrating de over ¢ € [0,7],¢ € [0, 27[, xp € [0, 27][.
O

In what follows 0. will be the measure with respect to which we statistically analyze the
F =P =L = 0 Newtonian universe.

Why is € (respectively o.) the correct measure? The reason is that it is uniform. It is the uni-
form volume measure on the set of physically distinct solutions, respectively (physically distinct)
mid-point data PT*S. With respect to this measure, each (physically distinct) solution has the
same weight. This is Laplace’s principle. To adopt Laplace’s principle is the most reasonable
thing we can do as long as we have nothing like stationarity to prefer one measure over the other.
And we don’t have stationarity here because we don’t have a time-evolved measure in the first
place. All we have is a measure over mid-point data, that is, a measure defined at one particular
moment in time. And this measure is uniform. Moreover, it is normalizable. As such it allows

us to (unambiguously) statistically analyze the Newtonian universe at D = 0!

Remark (Lack of stationarity). When we reduce the description from 7*S to PT™*S we loose
the invariance of the measure under time evolution. Of course, trajectories can still be projected
onto PT™*S, but we do no longer have Hamiltonian equations guiding the motion and phase space

volume is lost as the system evolves away from the Janus point.

Intuitively, this can be seen as follows. For three particles, the generic evolution is such that
as t — +o0o a more and more perfect Kepler pair forms with the third particle receding from it.
At the same time, the two angles 1) and ¢ approach certain fix values 1);; and ¢;; specifying the
three binary collision points b;; (with ¢ < j;4,7 = 1,2,3) in S. These three points b;; represent
the three possibilities to form a Kepler pair with a single particle away from it. Now consider
some arbitrary region A in shape space S. Almost any trajectory which is in A at time D = 0
will at some later time D = D* be close to one of the binary collision points (approaching b;;
as D — o).

On T*S, this loss of phase space volume in the configurational part of the measure is equili-
brated by a gain of volume in the momentum part (remember that, on 7S, Liouville’s theorem
holds). On PT™*S, this is no longer possible since we fixed the absolute value of the shape mo-
mentum vector to one. Hence, on PT™*S, we face a total loss of phase space volume as the system
evolves away from the Janus point. The non-stationarity of the volume measure is proven in
Section 7.3.
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7 Complexity, entaxy and entropy

7.1 Complexity Cs as a macrovariable

In oder to perform the statistical analysis of the Newtonian universe on the space of mid-point
data PT™*S we need to distinguish different macrostates. We want to find out whether a certain
macroscopic property is typical or not. That is, we need a macrovariable (or set of macrovariables)
which allows us to distinguish between different macrostates® of the universe. These macrostates
define macro-regions — the sets of all points realizing the respective macroscopic property (or
macroscopic properties) — on PT*S. In order to partition PT*S, we need a macrovariable which
distinguishes between different shapes of the system.

Barbour, Koslowski, and Mercati [2015] suggest the complexity Cg as a meaningful macrovari-
able for the Newtonian model of the universe.?3
Definition 7.1 (Complexity). Let Viy be the Newton potential given by (6.1). Let I =), miq?

be the center-of-mass moment of inertia. Then
Cs=—Vn-VI (7.1)
is the complezity of the system.

It follows from this definition and the definition of the shape potential Vg = Viy+/||w|| with
||w|| =1 (cf. (6.3) and (5.50)) that Cs on PT*S is just minus the scale potential:

Cg=—Vs. (7.2)

Let us write down the explicit form of Cg for a system of three particles. Expressed in terms
of the internal coordinates v, ¢, py,py on T*S introduced in (5.41) and (5.42), the complexity

Cs can be written as
1
(mym;)2 mZ +m;)"2
Cg =
; /1 —siny cos(p — bi)

This follows from (6.7) with Cs = —V5g.

The quantity Cg is an interesting macrovariable for the Newtonian N-particle system because

(7.3)

it distinguishes between homogenous and inhomogenous states, respectively, between states in
which the particles are at approximately equal distance from each and states of clusters. This

can be seen as follows. Let 4,5 =1,...,N. Let

R =max|q; — q; 7.4
x| — (7.4

2For the notion of a macrovariable, cf. Diirr and Teufel [2009]. In thermodynamics, macrovariables are volume
V', temperature T', pressure p, and so on.

53The quantity Cs has to my knowledge first been introduced by Saari in the context of central configurations
where it has been called the configurational measure. This is because it “measures”’ the actual “configuration” —
what we call shape — of the multi-particle system. Cf. the paper of Saari on central configurations.
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denote the largest distance between the particles and
r =min|q; — q; 7.5
ij |ql ]| ( )

the smallest distance. Then Cyg is approximately equal to the largest distance R divided by the

smallest distance r of the system.

Lemma 7.1. Let Cg from (7.1) be the complexity. Let R and r be as defined above. Then there

exist positive constants o, 3 such that

=

of < g < g (7.6)
T T

In that case, we write

R
CS%f.
r

(7.7)
Proof. The square-root of the moment of inertia of the system /I serves as a measure of the
maximal distance R between any two particles. Explicitly, there exist positive constants ci, co
such that

01R S \ﬁ S CQR.

On the other hand, the reciprocal value of minus the Newton potential 1/(—Vy) serves as a

measure of the minimum distance r. There exist positive constants ¢}, ¢ such that

cir < L < chyr
Combining both inequalities and setting o = ¢1/c}, and 8 = ¢2/c}, Eq. (7.5) follows. From (7.5)
we conclude that Cg is approximately equal to R/r and write Cs =~ R/r. OJ

It follows from the definition of the complexity that there exists no upper bound on Cg. On
the other hand, for every given particle number IV, there exists a minimal value Ch = C’n]\{m,
where the complexity C's is minimal if and only if the distances between the particles are equal
(or “as equal as possible” for there need not exist a configuration of equal distances). In that
case, R ~ r and Cg ~ 1. In contrast, C's grows without bound as the proportion of the maximal
distance R to the minimal distance r increases.

For a system of three particles, the minimum C's = C}y;,, is attained if and only if the particles
form an equilateral triangle, while C's grows without bound as two particles form a more and
more perfect Kepler pair with one particle receding from the other two.

For a system of N particles, Cg tells us something about the homogeneity of the configuration.
If the particles are more or less homogeneously distributed, then Cg is close to the minimum:
Cs =~ Chyn. In contrast, Cs grows without bound (with small fluctuations) as the particles
cluster (galaxies form) and the clusters recede from each other.

The results of Saari [1971] on the final evolution of the F = 0 Newtonian universe give us an

estimate on the behavior of Cg for t — Fo0.

101



Lemma 7.2. Consider a generic evolution of the N-particle universe. That is, as t — Fo0,

I(t) ~t? and —Vn(t) ~ 1 (cf. (3.9) and (3.10)). Then, ast — Fo0,
Cs(t) ~ [t]. (7.8)
Proof. This follows directly from the assumptions and the definition of Cg (cf. (7.1)). O

Moreover, let us again assume that I(t) is well approximated by I(t) = a(t—7)?+ 3 and that
the Newton potential Vyy is suitably well-behaved (like we did in Sec. 3.1). Hence, we exclude
point-particle collisions and “near point-particle collisions” (close encounters of particles). Then
we find that the behavior of Cg is governed by the behavior of I. As such it is well approximated
by

Cs(t)=~lt—7|+46 (7.9)

in analogy to (3.12). Here v and ¢ are positive constants and 7 is the moment at which the
moment of inertia is minimal: I(7) = Lyn.

From an analysis of the dynamics we obtain that, at the Janus point (¢t = 7), Cs is minimal
while it grows without bound in both directions away from it. Still, C's can be arbitrarily high
at the Janus point. In the next section, we will show that, at t = 7, Cg is typically close to its
absolute minimum C,;p,.

Again, the numerical results of Barbour et al. (2013) and (2015) for N = 1000 particles and
random initial data show that the Cg-curve is well approximated by (7.9). That is, Cs features
a distinct minimum at ¢ = 7 (D = 0) and it increases with ¢ with small fluctuations in both time

directions away from the minimum.%*

7.2 Solution entaxy e,

We can now define the solution entaxy ez, which determines the volume of sets of constant

complexity C's on PT*S (sets of constant complexity at the Janus point D = 0).

Definition 7.2 (Solution entaxy). Let Cs = Cg(v¢, ¢) from (7.7) be the complexity. Let 1, ¢,
and X, be local coordinates on PT*S defined in (5.41) and (6.44). Then

o (C") = / 5(Cs(th, 8) — C*) sinpdpdddy, (7.10)
PT*S
is the solution entaxy.

Consider the volume measure € on PT*S with de = sinydydedy from (6.48). Let I'gx =
{(¢, ¥, xp) € PT*S|Cs(¢p,¢) = C*}. It follows that the solution entaxy e40;(C*) is simply the

volume of the region of constant complexity,

esol(C*) = e(Te). (7.11)

P (f. the discussion in Sec. 3.1 and Barbour et al. [2013] and [2015].
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While the macro-variable Cg defines a macro-partition of PT*S (a partition of PT*S into
regions/sets of constant complexity Cyg), the solution entaxy es, determines the volume of the
respective macro-regions (the sets of all points on PT*S realizing a certain macrostate C's = C*).
In that sense, it is an entropy-type quantity. However, it is not the relational (scale-invariant)
analogue of the Boltzmann entropy. This will be explained in Section 7.3. Still, the solution
entaxy determines the typical (respectively, atypical) values of the complexity Cg of the E =
P = L = 0 Newtonian universe at D = 0.5°

When we compare different macrostates of the £ = P = L = 0 Newtonian universe, we are
not so much interested in particular values of C's, but rather in a range of values Cg € [C1, Cs] and
the measure of the respective region. Let '\, o) = {(¥, ¢, Xxp) € PT*S|Cs(¢, ¢) € [C1,Cal}.
While a fix value Cg = C* determines a two-dimensional subset of PT™*S, a range of values
Cs € [C1, Cq] determines a three-dimensional subset/region of PT*S. In analogy to (7.10), the

solution entaxy of a range of values Cs € [C1,Ca] is

€s50l([C1,C2]) = e(T1cy ,00)) = /PT*SH{Csé[Cl,CQ]} sin ¢ dipdpdx,. (7.12)

In what follows, we are interested in those configurations which have a low complexity —
corresponding to a more or less homogenous state of the universe — as compared to those con-

figurations which have a high complexity — corresponding to a dilute state of clusters.
Definition 7.3. Let 1 << a < 0o. Let
L = [Cmm; a- szn] (713)

and
I =]a - Cpin, 00| (7.14)

Then I refers to the homogeneous states of the universe and I, to the inhomogenous states.

The value of a determines which sets of configurations we consider as macroscopically distinct.
Note that the exact value of « is not important, important is just the fact that, for a given «,
the intervals I; and I, represent macroscopically distinct states. As it turns out I; and I
determine regions in PT*S that differ vastly in size — just like it is the case when we choose a
particular macro-partition in classical Boltzmannian statistical mechanics.

For a system of three particles, I represents configurations similar to an equilateral triangle
while I, represents configurations similar to a Kepler pair with one particle far away from it.
For N particles, low complexity Cg € I; refers to a more or less homogeneous distribution while
high complexity Cs € I, refers to a dilute states of clusters where some particles are close to

each other forming clusters while the distances between clusters are large.

55By the way note that the solution entaxy is essentially itself a measure. Still we want to distinguish between
the measure and the entaxy where the latter is a quantity which is defined with respect to a macrovariable and a
measure. If we would not make this distinction, it is as if we would identify the entropy and the microcanonical
measure.

103



Let us determine the solution entaxy of I1 and I, respectively. Let us restrict the attention
to a system of three particles of unit masses (m; = 1 with ¢ = 1,2,3). Let e(I;) := &(T'7,) and
£(Ix) :=e(I'r,,) and analogously for o-.

Lemma 7.3. Let everything be as in the preceding paragraph. Let I as defined in (7.13) and
I as defined in (7.14). Then

i e(Ioo)
oe(Ix) = S(PT*S) —0 as a— oo, (7.15)

respectively, )
oe(h) = “(PT*5) —1 as a— oo. (7.16)

Proof. We can find the solution entaxy of a certain interval Cg € [C, Co] by help of the contour
lines of Cg (lines of constant Cg). Let v, ¢ defined in (5.41) be local coordinates of the shape
sphere S2. In terms of these coordinates, C's is given by (7.7). With m; = 1 Vi = 1,2, 3 we have

Cs = NG Z = Sln¢COS(¢ bij)

1<J

where the ¢;; with i < j specify the three binary collision points. Now the contour lines of
Cs can be determined by symmetry considerations. At the top and bottom of the shape sphere
(representing the two equilateral triangles) C'g is minimal (C's = Ciup); there ¢ = 0, respectively
¢ = 7, hence Cg = 3//2.

In contrast, Cg is infinite at the three binary collision points which lie at equal distance from
each other on the equator of the shape sphere; there ) = 7/2 and ¢ = ¢;; for one of the ¢;;,
hence sin 1 cos(¢ — ¢i;) = 1 for one of the ¢;; and, consequently, C's = oo

In addition, there exist three saddle points of Cg at the three Euler configurations which lie
on the equator with one Euler configuration centered between two binary collision points; there
Y =m/2and ¢ — ¢;; = {—7/6,7/6, 7}, hence

1 1 1 1
Cs = \E(\/l — cos(—7/6) - /1 — cos(m/6) " V1- cos(w)) ~6/V2

Now everything is symmetric. Hence, the contour lines of C'g are circles around the binary
collision points and circles around the top and bottom of the shape sphere. In between, the
contour lines circling the top and bottom get more and more deformed, bending towards the
Euler configurations the closer they get to the equator, finally following the shape of the three

outmost circles around the binary collision points.

At the Euler configurations we have Cg =~ 2 Ci,;,. Let, therefore, 2 < a < oo. Then
Cs € I, determines a region on S? which consists of three spherical caps around the binary

collision points. Let K, denote the surface area of one such cap. The larger «, the smaller the
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caps and vice versa. Hence, the solution entaxy is
e(Is) = / sin ¢ diypdedy,
0,277 [x Too
= 2m- / sinydydeg = 27 - 3K,,.
I
In contrast,
e() = / sinydydedy,
[0,27T[><11

= / sin ¢dypdedy, — / sin ¢dypdedx,
PT*S [0,27[x [0
= 8n? — 27 3K,.
As « increases the caps become smaller approaching the binary collision points b;; (i < j;4,7 =

1,2,3) as o — oo. Since these are merely three points in %, K, — 0 as a — oo. It follows that

the normalized solution entaxy o of regions I, and I is

1 3K,
IOO = — ] = — s
OHI) = STPTE) g, TP = T 0 a8 0o
respectively,
1 3K,
L)=—— inpdypdedy, = 1 — 1 '
o T R R

O

It can be computed that already for a = 5 the proportion of I, to PT*S is small, 0. (1) =
0.1, while the proportion of I; to PT*S is large: 0.(I1) =1 — 0-(Ix) =~ 0.9. Now a = 5 still
refers to a quite homogeneous distribution. There the maximal distance between the particles is
about five times the minimal distance: R = 5r. Hence, we conclude that at the Janus point the
three-particle universe is most likely to be in a state of low complexity, corresponding to what
we call a homogeneous state!

The fact that in the given example (o = 5, N = 3) we don’t find values of 0.(I) closer to
0 and o (I7) closer to 1 has to do with the small number of particles, N = 3. The difference in
volume becomes more pronounced as soon as we consider a greater number of particles. This

5 as well as from pure reasoning: for N particles,

follows both from numerical computations
shape space is of much higher dimension (3N — 7). This dimension enters exponentially in the
computation of the volume. It follows that, for N particles, I1 and I specify regions that differ
vastly in size. In that case, we can make a proper typicality statement concluding that at the
Janus point /Big Bang homogenous distributions are typical while inhomogeneous, dilute states

of clusters are atypical!

S6Cf. Barbour et al. [2015] for numerical computations on the proportion of sets of constant complexity for
more than three particles.
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Last but not least, be aware that this result does not depend on the particular choice of the
normalized volume measure o. on PT*S. In that sense, o. is really a typicality measure on
PT*S (cf. Sec. 2.1).

Corollary 7.1. Let everything be as in Lemma 7.3. Let 0. from (6.49) be the normalized volume
measure on PT*S and let v, be another volume measure on PT*S absolutely continuous with
respect to o.. Then

Ve(Ino) >0 and ve(l;) > 1 as a— oo. (7.17)

Proof. Since the measure v, is absolutely continuous with respect to o, it follows that there

exists an f € LY(PT*S,0.) such that, for every measurable set A C PT*S, v. can be written as

Vo(A) = /Af do.. (7.18)

It follows that
Ve (Iso) :/ fdoe <||flloo - 0:(loo) = 0 as a — oo.
Io

Since v, is normalized, i.e. v.(PT*S) = 1, and with I} = PT*S\I it follows that

ve(lh) =1—1v:(Ioo) > 1 as a— oo.

7.3 Entaxy, complexity and entropy

This section is meant to clarify the relation between the notions of entaxy, complexity and
entropy. We will show that there does not exist a shape analogue of the Boltzmann entropy.
Instead, we need absolute quantities (in particular, absolute size) to define the entropy of the

Newtonian universe — bringing us back to the notion of entropy presented in Section 2.

Entaxy and entropy. Barbour, Koslowski, and Mercati [2015] introduce the notion of an
entaxy at time D. This implicitly suggests to read the entaxy as the shape analogue of the
Boltzmann entropy. However, this analogy is not correct. The main reason is that the entaxy is
not defined with respect to a stationary measure. It only serves for the statistical analysis of the
universe at one moment in time.

When Barbour et al. [2015] introduce the notion of an entaxy at time D, they simply take
the definition of the solution entaxy ego (cf. (7.10)+(7.11)) and insert in that definition the
shape of the system at time D. Let (D) and ¢(D) be solutions to the Hamiltonian equations
of motion on T*S (cf. (6.16)). Then they define the entaxy £ at time D as

P(Te) = /pm 5(Cs(thp, pp) — C*) sinpdipdedy, (7.19)

with ¢p = ¢(D) and ¢p = ¢(D).
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This formula does not involve a stationary measure. Instead, defined this way, the entaxy
decreases (respectively, increases) because phase space volume is lost (respectively, gained) during

time evolution.

Let me be more explicit. Let € be the volume measure on PT*S with de given in (6.48).
Contrary to what the index D suggests, the measure £ defined in (7.19) — determining the
entaxy at time D — is not the time-evolved measure since it is not the (original) measure of the

pre-image of the given set (cf. Def. 2.1). Explicitly,
P (Tee) # (T Pres) (7.20)

where TP is the projection of the Hamiltonian flow on 7*S onto PT*S.

Let in what follows ep denote the time-evolved volume measure. Let us define ep not with
respect to the pre-image T~ A, but (which is equivalent) with respect to the time-evolved set
TPA. That is, for A € PT*S and D € R, we define

ep(TPA) = e(A). (7.21)

Clearly, the flow TP is not Hamiltonian and we expect that, as the system evolves away from
the Janus point and continuously approaches the binary collision points in shape space, phase

space volume is lost (cf. the remark in Section 6.5). Hence, we expect that
e(TPA) < e(A), (7.22)

respectively (TP A) < ep(TPA). In other words, we expect that ¢ is not stationary (for ¢ is
stationary if and only if e(B) = ep(B) for every B C PT*S). The following lemma will make

this precise.

When we say that the following lemma shows non-stationarity, this has to be taken with a
grain of salt. We will show that the measure ¢ is not stationary assuming that the time-evolution
of points on PT*S is generic. In reality, there will be some points which evolve differently. If
they form a set of measure zero, there is no problem at all. If they form a small set, we should
in order to rigorously prove non-stationarity give precise bounds on the size of this set. To
keep things simple, we don’t do that here, but simply assume that the set of points that evolve
non-generically is small enough in order to not disturb the result (which is a very reasonable
assumption).

Thus let us consider a generic evolution of the E' = 0 universe. That is, as t — 400, I(t) ~ t
as in (3.9) and Cg(t) ~ |t| as in (7.8). Moreover, I is concave upwards, I > 0, and I has a

minimum at ¢t = 7: I(7) = Iin. Let us therefore, like in (3.12), assume that
I(t)=alt—7)>+8
where « and [ are positive constants. This gives us the qualitatively correct behavior of I.

107



Let, in addition, the Newton potential Vv be suitably well-behaved, that is we exclude point-
particle and near point-particle collisions (cf. Sec. 3.1). Consequently, the qualitative behavior
of Cs = =V - V1 is, like in (7.9), given by

Cs(t) =t =7|+4
where v and § are positive constants.

Lemma 7.4 (Non-stationarity). Let (3.12) and (7.9) hold. Let ¢ be the volume measure on
PT*S as given in (6.45) and let ep be the time-evolved measure as defined in (7.21). Let Cg be
the complezity as given in (7.3). Then, for T'cx C PT*S,

e(TPT¢) < ep(TPTcx). (7.23)
Hence, € is not stationary.

Proof. From I = 3, mq? and D = 3, q;p; it follows that D = 1/2I (cf. (6.13)). Given that
I(t) ~ (t — 7)?, it follows that D ~ |t — 7|. Reparametrizing Cg(t) ~ |t — 7| with respect to D,
we find that, Cg(D) ~ |D|. Let, without loss of generality, D > 0 and

Cs(D) = D + Cs(0).

Let p := (¢(0), 9(0), xp(0)) and p(D) := (¢(D), p(D), xp(D)). Consider the set of points for
which, at D =0, Cg(0) = C*. This is the set I'c+ = {p € PT*S|Cg(p) = C*}.
Now let ep(I'c+) be the time-evolved measure of the set '« (cf. (7.21)), i.e.,

ep(TPTex) = e(To). (7.24)
Since Cg(D) = D + C* where Cg(D) = Cs(p(D)), we have

TTc- = {p(D) € PT*S|T~"Cs(p(D)) = C"}
= {p(D) € PT*S|Cs(p(D)) = D+ C*} =T pyce. (7.25)

Consequently,
ep(TPTex) = ep(Tpicr).

Inserting this into (7.24), we get
ep(Tpye+) = e(l'c#). (7.26)

Now recall the shape of the contour lines of Cg (cf. Lemma 7.3). For every C’ 2 2C,in,
the contour line Cg(1), @) = C’ (the set of points of constant C) consists of three circles around
the binary collision points. The larger C’, the smaller the circles. Hence, for all D and all
C* Z 2Cmin,

e(Cpto+) <e(Tox).
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Using (7.26) this turns into

e(Cptc) <ep(Tpicr)-

With (7.25) Equation (7.23) follows. That is, we found a set B C PT™*S, namely B := I'pjc+
(= TPT¢+) such that e(B) # ep(B). Hence, ¢ is not stationary.
Ul

Since the entaxy is not defined with respect to a stationary measure, it is not a shape analogue
of the Boltzmann entropy.

In what follows, we will show that, also on absolute phase space, there is nothing like a shape
entropy where by “shape entropy” I refer to a notion of entropy on absolute phase space which

is defined with respect to shape macrovariables (like the complexity) alone.

Shape entropy. Let us return to a description of the £ = 0 Newtonian universe on absolute

RSN and let us determine the absolute phase space volume of regions of constant

phase space I' =
complexity. Of course, complexity is a macrovariable with respect to absolute phase space as
well. Starting from the notion of entaxy and the idea that shape is all there is, it seems natural,
as a first step, to define the entropy with respect to some shape macrovariable. For example,
one could have the idea to define the entropy with respect to the absolute phase space volume
of regions of constant complexity. However, as we will show in the following, the entropy cannot

be defined via some shape macrovariable (or set of shape macrovariables) alone.®

Definition 7.4 (Shape macrovariable). Let @ = R3"N and let M be a smooth function on @,

invariant under translations, rotations, and scalings. Then we call M a shape macrovariable.

Note that according to this definition the complexity Cg is really a shape macrovariable.

Now recall that dug = §(H(q, p) — E)d*¥qd3"p (up to some multiplicative constant) with

2 2

P; Gm
H(@p) =) 50 =) o
~2m <~ |q; — q

Let again I'g denote the constant energy hypersurface: 'y = {(q,p) € I'|H(q,p) = E}. We are
interested in pg(I'c+) where now I'c+ is a subset of I'g, i.e.,

Lo+ = {(a,p) € T'e|Cs(q) = C*}.

Here Cs = —Vi - VI where Vi is the Newton potential, Vy = — ZK]- %, and [ the center-
i
of-mass moment of inertia: I =53, ;|q; — q;l*.
In what follows we show that every shape macrovariable M (like the complexity Cs) deter-

mines a region ')y C I'gp of measure zero or infinity.

Definition 7.5 (Shape macrovariable). Let @ = R3*" and let M be a smooth function on @,

invariant under translations, rotations, and scalings. Then we call M a shape macrovariable.

5TThe idea that there cannot be a “shape entropy” due to the scaling properties of the measure is due to Dustin
Lazarovici.
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Note that according to this definition the complexity Cg is really a shape macrovariable.

Lemma 7.5. Let everything be as above. Let, in particular, H be the Hamiltonian of the system

and pg the microcanonical measure as given above. Let M be a shape macrovariable and I pr- =
{(q,p) €Tp|M(q) = M*}. Let E=0. Then

pup(Ty+) =00 or  pup(Tay-)=0. (7.27)

Proof. Since M is a shape macrovariable, it is a function of the positions only: M = M(qy,...qy).

Now the momentum part of the microcanonical phase space integral determines a (3N — 1)-

dimensional sphere S, of radius r = \/ m Y E+3, j %) (where, for simplicity, we set m; =
g -J

m Vi = 1,...,N). This follows from the fact that 'y = {(q,p) € I'| }_, mp? =D icy MGT:.\ =FE}
i~ 9y

with I' = RV, We know from (2.32) that, in that case, the microcanonical measure turns into

3N-2

Gm? 2
dusz’(E—i—E m> d*Ng
’qi_qj|

i<j

where C' depends on N and the other constants, but not on E. Now y/; is a measure on Q = R3N

and pp(Ta+) = Wy(Qar+) where Q- = {q € R3N|M(q) = M*}.
For E = 0 and large N, the measure turns into

Gm? \ 'z
dply = C(Z ) d*Nyg.
= la; — qj
This is a measure homogeneous of degree 3N/2. Hence, for A € R*, we have
wp({ra € R*M(q) = M*}) = N2 plp({q € R*N|M (q) = M™}).

Now

Wp(Da e RVM(a) = M) = iy({d € RVM(q) = M)
= wp({d e R*N|M(q) = M*})

where the first equation follows from simple substitution q' = Aq and the second equation from

the fact that M is a shape macrovariable, hence, in particular, it is scale-invariant, M (Aq) =

M(aq).
Putting everything back together, we get

wp({a € RN |M(q) = M*}) = N2l ({q € RN |M(q) = M*}).

Hence,

_ \3N/2

pelae) e (Tare).

This equation can only be fulfilled if I3/« has measure zero or infinity. O
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This result implies that we cannot define the entropy solely via a shape macrovariable (or set

of shape macrovariables). In that sense, there is nothing like a “shape entropy”.

Corollary 7.2 (“Shape entropy”). Let M be a shape macrovariable. Let I+ and pug be as above.
Then the “shape entropy”
S = kB lnuE(FM*)

18 not well-defined.

Proof. 1t follows directly from pg(I'a+) = oo or pg(I'a+) =0 (cf. (7.27)) that S = £oo. Hence,
S is not well-defined. O

The proof of Lemma 7.5 has shown that, in order for the entropy to be well-defined, we
need a macrovariable which keeps track of scales. Accordingly, we can keep the complexity as
an interesting macrovariable as long as we introduce a second macrovariable keeping track of
absolute scales. Here the moment of inertia I (or its square-root v/T) is the simplest choice. But

this exactly matches the notion of entropy we introduced in Section 2!

Entropy and complexity. In Section 2 we gave a definition of the entropy in terms of

(minus) the Newton potential U and the center-of-mass moment of inertia I,

S=kphup(Tur).
For the E = 0 Newtonian universe, we can express the entropy in terms of C'g and /T as well.

Lemma 7.6. Let pp(Ty 1) be the microcanonical measure (cf. (2.17)). Let S = kplnpup(T'yr)
be the entropy (cf. (2.16)) and Cg the complezity (cf. (7.1)). Let E = 0. Then

3N 3N

pp(Tyr) ~C'VI? Cg (7.28)
where C' = CAm™~2 with C = mQ3N=1(2m)3N/2=1 gnd
3N 3N
S~ = kpinCs + = kpn VI + 8"(N) (7.29)

where S” depends on N and the other constants, but not on Cg or I.

Proof. We know that, for E =0, up(I'y r) is given by (3.1). From (3.1) with U = —V} it follows
that

3N _3N
/LE(FUJ) ~(C'- (—VN)TIT

where ¢’ = CAm~ 2 and C = mQ3N=1(2m)3N/2=1 Given that Cs = —Vi - I, we have
3N 3N
NE(FU,I) ~ Cl\/f ? CSZ .
With S = kplnup(I'yr) Equation (7.29) follows. O
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Lemma 7.6 tells us that a state of high complexity and high moment of inertia is a state
of large entropy whereas a state of small complexity and small moment of inertia is a state of
low entropy. This follows from the fact that the absolute phase space volume of a state of high
complexity and high moment of inertia is by far larger than the absolute phase space volume of
a state of small complexity and small moment of inertia (cf. (7.28)) and this does not refer to a
proportion of a hundred or a thousand, but to a proportion of about 2" where N is the number
of particles involved (in this case, N is the number of particles in the universe!).

Let us return to the statistical analysis (which is an analysis on PT*S). From the statistical
analysis we know that typically, at D = 0, the system is in a state of low complexity. Now
Lemma 7.6 tells us that a state of low complexity is a state of low entropy. Hence, typically
(where typically refers to the uniform volume measure on PT*S), at the moment of minimal
extension of the particles — the Big Bang of the Newtonian universe —, the universe is in a ho-

mogenous, low-entropy state!

Remark (Entropy and entaxy). According to (7.29) the entropy is a function of v/T and Cy.
Starting from a shape macrovariable like the complexity and adding the moment of inertia as
a second macrovariable, this is the simplest possible definition of the entropy (as being defined
on absolute phase space). The other way round, projecting the entropy back onto shape phase

space, the macrovariables Cg and v/I reduce to Cs,
CsVI onT — Cg on PT*S,

since we obtain shape phase space (T*S, respectively PT*S) by setting I = 1 (cf. (5.23)). In

that sense, the entropy projects onto the entaxy.

7.4 Discussion

The statistical analysis of the £ = P = L = 0 Newtonian universe on PT*S provides an
unambiguous mathematical result regarding the complexity of the system at time D = 0. To
be precise, the solution entaxy tells us that typically, at that moment (the moment of minimal
extension of the particles, respectively the Big Bang), the system is in a more or less homogenous
state!

This is all we need in order to obtain a final explanation of the second law of thermodynamics
and the low-entropy past. First, note that the result is in good agreement with observation.
Homogeneity is exactly what we find when observing the cosmic microwave background. At the
same time, it is counterintuitive. From the behavior of the overall entropy we at first glance
conclude that a typical state is one in which the particles form a dilute state of clusters while
a homogenous state is atypical (with the entropy increasing as the universe evolves from an
atypical, homogeneous state to a typical, non-homogeneous one). Now the opposite holds true,
at least for universal macrostates at D = 0. At that moment — the Big Bang of the Newtonian
universe — the universe is typically in a homogenous state! And all the rest — galaxy formation,

expansion, growth of complexity, etc. — is due to the dynamics. There is no evolution form the
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atypical to the typical here. Everything is typical from the very beginning and what we observe,
like galaxies forming and so on, is due to the dynamical law of the Newtonian gravitational
system.

In addition, entropy behaves just the way it is supposed to do. It is lowest at the Janus point
(where complexity and moment of inertia are lowest) and it increases in both time directions
away from that point. As such the Newtonian universe is a Carroll-type universe. This explains
the existence of an entropy gradient and, together with the normalizable measure over mid-point
data, the fact that we have had a low-entropy past. As such it goes beyond the Carroll proposal.
We no longer face the problem of non-normalizability because we have a normalizable measure
on the space of mid-point data. And this measure tells us that, at that mid-point, the universe
is typically in a state of small complexity, which is a low-entropy state! This is all we need the
measure for. We just need the assertion that typically at the moment of minimal extension the
universe is in a homogenous, low-entropy state. All the rest, like galaxy formation and so on and

also the increase of entropy, is due to the dynamics.

What regards the asymmetry of time, the overall picture is the following. We know from
the dynamics that there is a moment in time at which the spatial extension of the system of
particles is minimal (the Janus point which we identify with the Big Bang) while the system
expands and the particles form clusters in both time directions away from that point. At the
same time, the complexity is lowest (more or less) at the Janus point while it increases (with
small fluctuations) without bound in both time directions away from it. The increase of the
moment of inertia accompanied by the increase of complexity defines a gravitational arrow of
time. Hence, there are two gravitational arrows of time with one common past at the Janus
point and two futures in both directions away from it. At the same time, entropy is lowest at the
Janus point and increases in both time directions away from that. The entropy gradient defines a
thermodynamic arrow of time. Thus again, there are two thermodynamic arrows of time with one
common past at the Janus point and two futures in both directions away from it. In this scenario,
the gravitational and thermodynamic arrows of time coincide. Moreover, the account is over-

all time-symmetric exhibiting an asymmetry of time at every moment (apart from the minimum).

Last but not least, how do we connect to the notion of entropy of subsystems? We found
that answer already. We showed that there is no shape analogue of the entropy. Instead, we
have to define the entropy in terms of absolute quantities (in particular, in terms of a quantity
measuring absolute size). But once we do this, the notion of entropy of the universe directly
relates to the notion of entropy of subsystems. In case we consider a non-gravitating system, the
formula for the entropy of the universe reduces to the formula of Boltzmann. Even more, from
the fact that entropy increases as galaxies form we conclude that entropy is lowest at the “birth”
of new galaxies. Hence, the galaxies start out from a low-entropy state. And the results of Saari
[1971] and Marchal and Saari [1974] tell us that, for each galaxy separately, an asymptotic energy
relation holds, that is, the galaxies become more and more isolated, that way forming physical

systems in which the usual thermodynamic processes can take place.
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Part IV
Dynamics through the Big Bang of the

Newtonian universe

This section stands for its own as it is not part of the explanation of the second law of thermo-
dynamics and the low-entropy past of our universe.

During the last sections, the moment of minimal extension of the gravitational N-particle
system has represented the Big Bang within the Newtonian universe. At this point we will
change the nomenclature. From now on “Big Bang” shall really refer to the moment of zero

spatial extension, when all particles collide at one point.?®

8 Dynamics through the points of total collision

Let us further discuss the £ = P = LL = 0 Newtonian universe on shape phase space T%S and, in
particular, the points of total collision of all the particles. We can show that, while the Newtonian
trajectory ends at that point, the respective trajectory on shape space can be continued uniquely
through the point of total collision. In other words, the shape degrees of freedom can be evolved
uniquely through that point. They can be evolved through the singularity! In fact, such a curve
on shape space will represent two solutions on absolute phase space — one with a collision in its
future, one in its past — glued together at the point of total collision. (Here the collision is taken
to happen at ¢ = 0 where one solution starts at £ = —oco and ends at ¢ = 0, the other starts at
t =0 and ends at t = +00). We show that this “gluing together” is unique. Moreover, we show
that the total collision is passed in finite time.

For means of simplicity, I will again discuss the three-particle system. In principle, however,
it is conceivable that everything should work for the N-particle model as well.

Koslowski, Mercati, and Sloan [2016] have shown a similar behavior for the Bianchi IX model
of general relativity. In that case, they found that the dynamics can be continued through
the point of zero spatial volume representing the Big Bang. However, that model is essentially
different from the Newtonian. In order to show that the dynamics can be continued through the
singularity of the ¥ = P = L = 0 Newtonian universe, a different strategy of proof needs to be

adopted.

8.1 Total collisions in absolute space

In this section, I will discuss the Newtonian universe of N particles while starting from the next
section I restrict the discussion to the three-particle system.
We saw in Section 5.2 that the long-time behavior of the Newtonian gravitational system is

governed by the Lagrange-Jacobi equation and by Pollard’s result. That is, for F = 0, there

%8The idea for discussing total collisions on shape space has been proposed to me by Julian Barbour in a private
conversation in Munich in 2017.
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exists one point at which the total extension of the system is minimal, I = I,;,;,, while it grows
in both time directions away from it. Now what about the behavior near collisions?

Let me first discuss the notion of a total collision. A total collision represents the Big Bang
within the Newtonian universe - it is the moment at which all the particles are at the same point
and the total extension of the system of particles is zero. That is, a total collision occurs if and

only if, at some moment in time, the moment of inertia I is zero.

Definition 8.1 (Total collision). Let, at some moment ¢ of time,

N
=Y mila;(t) = Y miqi(t)* = 0. (8.1)
=1

Then we say that, at that moment, there is a total collision of all the particles.

What about the existence of total collisions? The existence of solutions which end (or start)
at a total collision has already been shown by Lagrange and Euler in the 18th century.?® Lagrange
showed that if three particles of equal masses form an equilateral triangle and are released with
zero initial velocity, they will collide. This particular configuration of the particles plus its
reflected version (the reflected equilateral triangle) are called the two Lagrange configurations.
Euler, in turn, showed that if three particles of equal masses are aligned with one particle centered
between the other two and they are released with zero initial velocity, they will also collide. These
three configurations (one for each possibility to put one particle at the center) are called the Euler
configurations.

Sundman [1909] has shown that a total collision can occur only if the total angular momentum
vanishes, L = 0. If L # 0, [ is bounded away from zero by some positive constant: I > [y with
Iy > 0. That is, for the £ = L = 0 Newtonian universe, total collisions occur.

Saari [1984], [2005] has shown that as the particles approach a total collision, say at time
t = 0, they form a central configuration and their position vectors q; behave as t2/3. This we
will use in order to show that the solutions can be continued through the total collision and that
this happens in finite time.

Let me show how this behavior is attained. For that let me define the notion of a central

configuration. Consider the Newtonian gravitational potential:

This potential forms part of the Newtonian law of gravitation which determines the acceler-

ation q; of the i’th particle (with mass m;) as follows:

. OVy szm (q; — q )
mid; = 5= == et (8.3)
q; oy - q;

P9Cf. Moeckel [1981] and [2007] for a historical introduction. Cf. also Saari [1971]. Saari shows that among all
solutions those which feature a total collision form a set of measure zero. This does not worry us here because in
this section we are only interested in whether or not total collisions can be passed (independent of their likeliness
to happen).
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This is a complicated equation, but sometimes it attains a simpler form. This is the case for

central configurations.

Definition 8.2 (Central configuration). Let, at some moment ¢ in time, the acceleration vector
qg; of each particle be in line with its center-of-mass position vector qf"™ = q;(t) — >, m;q;(t)
ie. Vi=1,.. N,

q;(t) = Aqi™ (1), (8:4)

where A = A(¢) is some common scalar factor of proportionality. Such a configuration is called a

central configuration.

In case the particles form a central configuration, the system mimics a central force problem.
For a system of three particles, there exist five central configurations: the two Lagrange and the

three Euler configurations.

Saari [1984] showed that, as the particles approach a total collision at ¢ = 0, their position

vectors behave as

where « is a scalar and a; # 0 is a vector constant. From this the following result is obtained.

Lemma 8.1 (Approach of singularity). Let ¢;(t) = a;jt* Vi = 1,...,N. Here « is a scalar and

a; # 0 a vector constant. Then the particles form a central configuration,
q;(t) = A(t)g;(t) (8.6)
with A\(t) = a(a — 1)t=2, and the position vector is
g;(t) = a;t™/?. (8.7)

Proof. Let us, without loss of generality, work in the center of mass frame: q“" = Zfil m;q; = 0.

In that frame, the center of mass position vector g™ of the ’th particle is " = q;, — q“"

Consider the Newtonian law of motion of the i’th particle:

OVNew - Z szmj q; — qj)

h aqz q]’?)

i#]

Given that qg;(t) = a;t® for some «, the Newtonian law turns into

I Gmj(ai —aj) ,_q
i

aala—1)
This equation can be fulfilled if and only if & = 2/3. Using (8.5), this shows (8.7), i.e
q;(t) = a;t?/3.
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In addition, the system forms a central configuration. It is

i =aig(~ 3 ) = A = A

where \(t) = —4/9t=2. This shows (8.6). O

This result gives us the behavior of the system near total collisions. In addition, we know
from the long-time behavior of the £ = 0 universe that a total collision can occur only at the
“central” time (Janus point) where the extension of the particles is minimal, I = L.

8.2 Passing the singularities on shape space

Let us now develop a description of the total collisions on shape space.

8.2.1 Total collisions on T*Sr and T*S

Let us consider the gravitational system of three particles and let us start again from the trans-
lationally and rotationally invariant Hopf coordinates wi, ws, w3 and their canonical momenta

21, 22, z3 introduced in (5.35) and (5.36). The Hopf coordinates were

2 2
11— |p2
wy = w, w2 = p1 - P2, w3 = p1 X P2 (8.8)
and their conjugates are
Zl:pl'lﬂ—pz'ﬂz 22:pl'f€2+pz-ké1 zS:P1><I<62—p2><Fé1 (8.9)
P12+ 1p2* P12+ 1p2* P11 + |p2f?

Here the p;, k; are the Jacobi coordinates and their canonical conjugates defined in (5.29) and
(5.30). We have seen that the wi,wo, ws and 21, 29, 23 form a complete set of canonical coordi-
nates on the translationally and rotationally reduced phase space T*Sgr (shape phase space with
scale) on which the reduced Hamiltonian dynamics of the £ = P = L = 0 Newtonian universe
is formulated.

With respect to the Hopf coordinates, the two Lagrange configurations (the equilateral tri-
angle and its reflected version) can be specified as follows. Let us, for simplicity, consider the

equal mass case mi; = mg = mg = m.

Lemma 8.2 (Lagrange configurations). Let wy,we, w3 be given by (8.8). They are local coor-
dinates of Sr. Let my = mg = mg = m. Then the two Lagrange configurations are specified
by

wy = wy =0, ws = %||wl|. (8.10)
Proof. This follows directly from the definition of the Jacobi and Hopf coordinates (cf. (5.29)
and (5.35)). O

Analogously, the three Euler configurations (the collinear configurations where one particle

is centered between the other two) are determined as follows:
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Lemma 8.3 (Euler configurations). Let everything be as in the previous lemma. The three Euler
configurations are determined by
w3 =0 (8.11)

& { (Ioll0). (Sl Sl ). (= Sl - i)} 12

Proof. Again, this follows directly from the definition of the Jacobi and Hopf coordinates (cf.
(5.29) and (5.35)).

and

O

Hamiltonian on T#Sg. Let us now consider the dynamics of the ¥ = P = L, = 0 Newtonian

universe on reduced phase space T*Sg.

We know from (6.5) that, in terms of the w and z coordinates, the reduced Hamiltonian H
on T*Sg is

V.
H=T+Vy = |[w]|- |la]f* + —= (8.13)
1wl
where Vg = Vg(w). Explicitly,
Gi(mimy)* (mi +my)”
Ve = -2y T ) (8.14)
i<j \/1 —w - b;/[|wl|
We know that shape space with scale Sg can be depicted as a two-sphere of radius R = ||wl|.

Introducing spherical coordinates R, 1, and ¢, we can write the three unit vectors representing
the three binary collisions in the general form b;; = (sin1);; cos ¢;;, sin v;; sin ¢;;, cos @ZJU)T. Here
b1 represents the collision between particles 1 and 2 (where |q; — g, = 0) and so on. Since the
b;; are unit vectors, they are specified by two angles: 1;; and ¢;;.

While the kinetic term T is symmetric with respect to wi, wo, w3 and 21, 23, 23, the shape
potential Vg is not. This will be important later when we introduce two different choices of
spherical coordinates in order to discuss the Euler, respectively the Lagrange configurations.

The physical vector field on T*Sg as determined by the Hamiltonian H from (8.13) turns
out to be singular at R = ||w|| = 0. This reflects the singularity of the Newton potential at
R = 0. It is the singularity at the points of total collision which we know from absolute phase
space I' = T*@Q. We get rid off this singularity when we go to shape phase space with scale T*S
by help of an internal time parameter. On T*S, scale has vanished and we are left with the

evolution equations of the shape degrees of freedom.

Internal time D. Choosing the dilational momentum

D=) qp; (8.15)
as an internal time parameter, we can write down the internal Hamiltonian equations of motion
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on T*S. In terms of the Hopf coordinates on T%S,
D=2w-z (8.16)

(cf. (5.48)). For a justification of the choice of D as a time variable and a derivation of the
internal Hamiltonian equations, cf. Section 6.3.2. These internal Hamiltonian equations are the
evolution equations of the shape degrees of freedom (cf. (6.16)).

In what follows, it will turn out that the internal Hamiltonian vector field on T%S is non-
singular at the central configurations (Euler and Lagrange points) which are the only points on
T*S at which a total collision may occur. If these points are passed at D = 0 and R = ||w|| =0,
the internal Hamiltonian equations determine precisely the evolution of the shape degrees of
freedom through the points of total collision.

In order to formulate the internal Hamiltonian dynamics on T*S, we need to separate the
shape and scale degrees of freedom. This we do by help of spherical coordinates. To discuss the
internal Hamiltonian vector field at the central configurations (Euler and Lagrange points) we
choose spherical coordinates in such a way that the central configurations lie on the equator of
the shape sphere. This is a convenient choice of coordinates insofar as the internal vector field
which describes the motion on T*S is not singular at the equator whereas it is singular at the
top and bottom of the shape sphere.

Be aware that this is not a physical singularity, but a coordinate singularity due to the
transformation from the w and z coordinates to the spherical coordinates R, v, ¢ and pg, py, Py
as defined in (5.41) and (5.42). There is a coordinate singularity at the top and bottom of the
shape sphere specified by 1 = 0 and ¢ = 7.

Of course, there does not exist one choice of spherical coordinates such that all of the central
configurations simultaneously lie on the equator of the shape sphere. But there are two different
choices, one which is appropriate for the Euler configurations, the other for the Lagrange con-
figurations. We might, of course, also find coordinates which treat all the central configurations
at once (where the central configurations are somewhere on the shape sphere, neither on the
equator nor at the top or bottom), but then the vector field will attain a much more difficult

form, which is why we don’t do that.

Choice of coordinates. The choice of coordinates which allows us to discuss the Euler
configurations is the one used by Montgomery [2002] and Barbour, Koslowski, and Mercati [2013],
[2015]. It is such that the collinear configurations, i.e., in particular, the Euler configurations lie
on the equator of the shape sphere. In that case, the Lagrange configurations are at the top and
bottom of the shape sphere. This is the way in which the shape sphere is usually depicted.

The second choice of coordinates can be interpreted as a rotation of the “Hopfian” coordinate
system w1, wo, w3 such that wy becomes wsy, wo becomes ws, and w3 becomes wy. That way, the
two Lagrange configurations are “brought onto” the equator of the shape sphere while the Euler
configurations are brought onto a meridian (the intersection of the shape sphere and the “new”

w3 = 0 plane). Here we use that we can simply rotate the “Hopfian” coordinate system the way
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we like - this merely reflects different embeddings of the shape sphere within R3.

Let me emphasize again that the two different choices of coordinates are convenient because
each choice will connect to a non-singular physical vector field at the respective central configu-
rations. What we use, at this point, is that the physical vector field is always non-singular on the
equator of the shape sphere, independent of the orientation of the Hopfian coordinate system,
whereas it is always singular at the top and bottom of the shape sphere. This way we treat the

singularity of the spherical coordinates, which is not a singularity of the physical vector field.

e Euler configurations. In order to discuss the Euler configurations, let us choose spherical
coordinates R,1, ¢ such that

w1 = Rsin) cos ¢, we = Rsint sin ¢, w3 = Rcos. (8.17)

Let ¢ = 7/2 specify the equator of the shape sphere. It follows that, with respect to these
coordinates, the Euler configurations lie on the equator of the shape sphere (since ws = 0
from (8.11) holds if and only if ¢y = 7/2), whereas the Lagrange configurations lie at the
top and bottom of the sphere (since w; = wy = 0 from (8.10) holds if and only if ¢ = 0 or

Y =m).

Connected to this choice of spherical coordinates R, 1, ¢, there exist canonical conjugates

DR, Dy, Py defined as follows:

1
2 = p(cosg(Rprsing —py cos) —py sin”" ¢ sin ¢)
1
2 = H(sing(Rprsing —py cosy) +pgsin~ 4 cos 9)
1
23 = —pRcosw—ﬁpd,sinw. (8.18)

We know from (4.46) that R, 1, ¢ and pr,py,pe are canonical coordinates on T*Sg.

e Lagrange configurations. In order to discuss the Lagrange configurations, we choose
spherical coordinates R', 1/, ¢’ with R’ = R such that

wy = R cos?)/, wy = R'sinv)’ cos ¢/, w3 = R/ sin®)’sin¢'. (8.19)

Let now ¢’ = 7/2 denote the equator of the shape sphere. It follows that now the two
Lagrange configurations lie on the equator of the shape sphere (since w; = 0 from (8.10)
holds if and only if ¢/ = 7/2) and the Euler configurations lie on a meridian, the intersection

of the shape sphere and the w3 = 0 plane.
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Again, their exist canonical conjugates pp, pj,, ply which are specified by:

1 .
21 = —ppreosyy — ﬁpiﬂ sin¢’
1
29 = ﬁ(cos ¢’ (R'prsiny’ — pl, cosy’) — ply sin~! ¢ sin ¢')
1
z3 = E(sin ¢ (R'ply sinyy’ — pé/, cos)’) + pib sin~! ¢’ cos ¢'). (8.20)

Given that both the w and z coordinates and the unprimed spherical coordinates defined
in (8.17) and (8.18) are canonical, also the primed spherical coordinates R’ 1), ¢" and
p’R,p;}, piﬁ are canonical. This follows directly from the fact that the primed coordinates
are defined by analogy with the unprimed coordinates, the only difference being an overall

permutation which does not affect the canonical structure.

Unfortunately, we cannot use one of the two coordinates choices to treat all of the central
configurations at once. This is the case because the vector field turns out to be singular at the top
and bottom of the shape sphere and once we put either the Euler or the Lagrange configurations
on the equator of the shape sphere (where the vector field is non-singular), it follows from Eq.’s
(8.10)-(8.12) that at least one of the other configurations is placed at the top or bottom of the
sphere.%?

Dynamics on T*Sr and T*S. Since the kinetic term 7' of the Hamiltonian is symmetric
in the w1, wo, ws and z1, 2o, z3 coordinates, we can write down the physical vector field on T*Sg
(respectively, the equations of motion) in such a way that it does not distinguish between the
two different choices of coordinates. This is possible as long as we do not write down the explicit

form of the shape potential Vg.
From (6.7) we know that, with respect to the unprimed spherical coordinates defined in (8.17)

and (8.18), the Hamiltonian H can be written as

_ P sl + RO Vs(y9)
R VR

Analogously, with respect to the primed spherical coordinates defined in (8.19) and (8.20), H

H

(8.21)

can be written as ) . 9 9 9 9
Py +sinT P pg, + (R (pR) n Vi)', ¢')
B R VR

with V¢ # Vs. This follows by directly inserting the primed coordinates in (8.13) or by noting

H

that T is invariant under a permutation of the w;, z;, but Vg is not.

590f course, we might come up with another, more complicated definition of spherical coordinates which allows
us to treat all the central configurations at once, but then the computations will become more complicated, which
is why we don’t do it here.
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The respective Hamiltonian equations of motion on T*Sg are

dp  2py dpy  2sin’tpcosypl  QVs/9y

dt R’ dt R VR

dp  2sin?¢p, dpy  OVs/0d

dat R dt - VR

dR 2R - px dpR:piJrsin—?wpi—R?p% 1Vs(¢,9) (8.22)
dt ’ dt R2 2 R3/2 '

and analogously for the primed coordinates.

Note that the equations of motion diverge in the limit R — 0. That is, the physical vector
field is singular at R = 0 and the solutions cannot be continued through R = 0 (which specifies
the total collision of all the particles).

If we now introduce the internal time parameter 7 = D, we can write down the physical
vector field, respectively, the equations of motion on 7*S (cf. Sec. 6.3.2). These equations of
motion are generated by the internal Hamiltonian Fp, the canonical conjugate of 7 = D. Again,
the equations for the primed variables are analogous (replacing 1 by ¢’ etc. and Vg by V{). In

accordance with (6.16) we can write:

% _ 2p1/1 dp¢ _ 2gin~3 1 cos zﬁpé 810g(—V5)

dr g bsnupp+ et AT phsnTtypg et 0p

d¢ 2sin~* gpy dpg  Olog(—Vs)

dr p2fsin Zypd 4 172 ar 0 96 (8.23)
T pw—i-sm ¢p¢+17 dr d¢

It can be seen by direct computation that this vector field is singular at ¢y = 0 and ¢ = =

(top and bottom of the shape sphere).

Lemma 8.4 (Singularity of vector field at v = 0 and ¢ = 7). Let the equations of motion on
T*S be given in (8.23). The corresponding physical vector field Xg, is singular at ¢ = 0 and

Y =7, that s, at that point, at least one of the equations diverges.

Proof. Consider the equation for py,

dpy 2 sin™% 1) cos 1/12?35 dlog(—Vs)
dr pi + sin~2 wpi + irz o '

In the limit 9 — 0 and ¢ — m, it is

2sin~3 9 cos Pp? —6sin~* 9 cos Pp? — 2sin"2 Yp?
lim (i) = lim ¢ ¢
=0/ p?p + sin~2 wpi + 17'2 =0/ —2sin~3 wpé
3
= lim [ ?Osd) -+ sin ¢] = 00.
Y—0/7 | sing
This shows the assertion. O

An analogous result holds for the primed coordinates. In total, the vector field is singular at
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1 =0 and ¢ = 7 (if we consider the unprimed variables), respectively at ¢/ = 0 and ¢’ = 7 (if
we consider the primed variables). This is why we cannot use one of the two coordinate choices

from above to treat all of the central configurations at once.

8.2.2 Result

We can now prove that the physical vector field on T*S is non-singular at the central config-

urations at 7 = 0 (except if py = py = 0, which defines a set of measure zero, cf. Lemma
8.5).

Theorem 8.1 (Passing the singularity). Let everything be as above. Let, in particular, the
equations of motion on T*S be given in (8.23). Let T = 0. Then there exist local coordinates
(different for the Euler and Lagrange configurations) such that the internal Hamiltonian vector

field at the central configurations is given by

dy 2y dpy _
dr  p +p?’ dr 7
P @
d 2 d
o _ e ds_, (8.24)
dr Py + Py dr

This vector field is non-singular except if py, = py = 0.

From the non-singularity of the vector field (except if p, = ps = 0) it follows that the

dynamics can be continued uniquely through the Euler and Lagrange configurations (except if

Py =Dy = 0).

Proof. Remember that, for both choices of coordinates, the physical vector field on T%S can be

written as follows:

aw _ o, dpg _ 2507 veosund  olog(-Ve)
dr p?p + sin 2 wp% + %727 dr pfp 4 gin~2 ”Lﬂpé + %7.2 o )
d¢ _ 2sin—*¥py dps _ Dlog(~Vs)

dr pi + sin 2 wpé + 372 dr 0] '

These equations are the same for the primed and unprimed coordinates. Remember that we
have chosen the spherical coordinates such that the central configurations under consideration lie
on the equator of the shape sphere. That is, it suffices to analyze the vector field on the equator
which is specified by ¥ = ¢/ = 7/2. In that case, siny) = siny’ = 1 and cos) = cos?)’ = 0.

Hence, the equations of motion become (both for the primed and unprimed coordinates)

2w dpy _ {810%(_‘/5)}
A G B T P

do _  2pp dpy _ [alog(_VS)} (8.25)
dr p eyt dr 0 ly—z |
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In remains to determine the partial derivatives of log(—Vs) at the central configurations.
Since the shape potential is different for the two different choices of spherical coordinates (the
unprimed coordinates (8.17)+(8.18) and the primed coordinates (8.19)+(8.20)), it follows that
we have to discuss the Euler and Lagrange configurations separately.

From (8.14) we know that, with respect to the Hopf coordinates, the shape potential Vg =

Vs(w) can be written as

CA!

1

Z 2(m; +my)” 2

_/5 G(m;m;)z(m; j '
i< \/1—w bs;/||w||

Here the b;; are the unit vectors which represent the three binary collisions (specified by two
angles 1;; and ¢;; and where the i, j refer to the collision particles). Let us now determine the

form of Vg for the two different choices of spherical coordinates.

e Euler configurations. The binary collision vectors always lie on the w3 = 0 plane. For
the first choice of coordinates, (8.17)+(8.18), this means that they lie on the equator of
the shape sphere. The equator is specified by the angle 1 = /2, hence, Vi, j: ¢;; = 7/2.
If the particles have equal masses, the three binary collision points are further specified by
Gij = %71‘, ¢ij = m, and ¢;; = gﬂ' (where, again, the ¢ and j refer to the collision particles).

Hence, for the given coordinates,
w - b;; = ||w|| siny cos(¢ — ¢ij).

Here the (¢ — ¢;;) are the angles between the b;; and the projection of w onto the w3 =0

plane and the term ||w||sin ) is the component of w which is parallel to the w3 = 0 plane.

The shape potential can then be written as

1

(mim;)2 mz—i—m]) 2
ZJ: /1 —siny cos(¢ — QSZ])

(8.26)

This is the choice of coordinates which is appropriate to discuss the Euler configurations.

e Lagrange configurations. For the second choice of coordinates, (8.19) and (8.20), the
ws = 0 plane is specified by ¢§j = 0, respectively qﬁgj = m. (In this case, the intersection of
the shape sphere and the w3 = 0 plane is a meridian, not the equator.) The three binary
collision vectors are further specified by the angles ng (with i < j and 4,5 = 1,2,3). In
the equal mass case, the collision vectors are b;; = (¢};,v;;) = (0, im), by = (0,7), and

b;; = (m, 37). We now have
w - bi; = ||w]| cos ¢ cos(¥ — ;).

Again, (¢ — ij) is the angle between the projection of w onto the w3 = 0 plane and the

binary collision vector and ||w]|cos ¢’ is the component of w parallel to the w3 = 0 plane.
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The shape potential can now be written as

1

/ (mim;)2 (mi + m;) 3
Vi=— . (8.27)
5 ; \/1 — cos ¢/ cos(Y’ — 1pj;)

This is the choice of coordinates which is appropriate to discuss the Lagrange configurations.

Let us now determine the partial derivatives of log(—Vs) and log(—VY) at the central config-
urations (i.e., the right hand side of (8.25)) for each of the two cases separately.

e Euler configurations. For the first choice of coordinates, the three Euler configurations
are specified by ¥g = 7/2 and ¢g € {0, %ﬂ, %7?}. This is again the equal mass case. In
addition, remember that the binary collision vectors were specified by ¢;; = {%77,77, %77}
Then, with Vg given by (8.25), for each choice of ¥ g, ¢p:

[6log(—VS)} [ Z cos 1 cos(¢ — ¢1j) :| -0
b YE,PE \[ i<j \/1 —sin COS(¢ (2523) VE,PE
and
[810g(— ):| _ |: Z sin ¢ sin(¢ — ¢z]) :|
9¢ YE,PE 1<] \/1 — sin 1) cos(¢ — ¢zg) YE,¢E

_ 1 sin(¢ — é45) _o
V2 [; \/1 — cos(¢ — ¢ij)3:|¢E

e Lagrange configurations. For the second choice of coordinates, the two Lagrange con-
figurations are specified by ¢} = 7/2 and ¢/ € {71'/2 3m/2}. In this case, remember that
the binary collision vectors were specified by (¢};,%;;) = {(0, im),(0,7), (m, im)}. Then,

with Vg given by (8.26), we have:

=0

{alog(—vs')} _ [_ 1 cos ¢ sin(¢)' — ;) ]
O’ VL9 V2 i<j \/1 — cos ¢’ cos(y)! — 1/12]-)3 VL9

and

[alog(—VS/)} _ [ Z sin ¢’ cos(¢) — ;) }
04/ UL 7,<] \/1 — cos ¢/ cos(¢)) — ng)g VL9

— W[Zicosw %)] =0

1<) wL

Hence, both for the Lagrange and the Euler configurations (both for the primed and unprimed
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coordinates), the equations of motion on 7*S turn into

dy 2py dpy _

- 9 - 07
dr pi —i—pg) + iTQ dr
do _ 2oy dps _ 0
dr pi —i—pi + %7'2’ dr '

Now remember that, for the £ = 0 Newtonian universe, a total collision may occur only at

7 = 0. At that moment, the vector field turns into:

Y _ 2py dpy _
dr pi + pi’ dr ’
do _ _ 2py dps _
dr pi + pﬁ)’ dr ’
We see that the vector-field is non-singular at 7 = 0 except if py = py = 0. O

Lemma 8.5. Let dpu = dydodpydpy be the natural, invariant volume measure on T*S (cf. 5.52).
Then py, = py = 0 defines a set of measure zero on I'gp, C T*S with 'p 1, = {(¢, ¢, 0y, De) €

T*S|(¢,¢) € {(¥E, ¢8), (YL, dL)}}-

Proof. We know from (5.52) that, for the given spherical coordinates, du = diydédp,dpg.

Let now T'g.r, = {(¥, ¢, py,pg) € T*S|(V,9) € {(VE,¢r), (YL, PL)}} be the subset of TS5
corresponding to the central configurations. The projection of the measure y on TS onto I'; 1,
1s

dv =du(|Tgr) =6 —YE/L)0(d — ¢p L)ddédpydpy = dpydpy.
Let B = {(py,pg) € I'e.1|py = pp = 0} be the set of points in I'g 1, for which the vector field is
singular. Note that B consists of one element only, namely the point (0,0) € I'g 1. Since v is a
continuous measure on I'g 1, it follows that B constitutes a set of measure zero:

v(B)  [d(py —0)d(pg — 0)dpydpy 1

— —0.
v(Tp.1) [ dpydpg [ dpydpg

O

Hence, the vector field is non-singular almost everywhere. Whenever the vector field is non-
singular, there exists a unique solution. Consequently, we found that the trajectories of the three-
particle system on shape space can be continued (uniquely) through the central configurations
for almost all “initial” conditions/mid-point data (7 = 0) = ¥g 1, #(0) = ¢E.1, Py(0), ps(0).

8.3 Passage time

How much external time T does it take for the particles to evolve through the Newtonian singu-
larity of a total collision, represented by the Euler and Lagrange points on T*S5? And how much

internal time 7 = D does it take?
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Lemma 8.6 (Passage time). Let R defined by (8.17) and D defined by (8.15). Let there be
a Newtonian gravitational system of N particles with infinitesimal “size” R approaching a total

collision. The external time T (internal time D) it takes to reach the point of collision is
T = AR%* (D = A\?3R!/%) (8.28)
where A is some positive constant.

Proof. We know that, in terms of the local coordinates (8.17) and (8.18) on T*Sg, we have
D =2R-ppr (cf. (5.49)) and I = 2R (cf. (5.50)). Here D is the dilational momentum and I is

the moment of inertia, both in the center-of-mass frame.

In addition, we know from the Lagrange-Jacobi equation (6.2) that a total collision can only
occur at 7 = D = 0. Let this, without loss of generality, coincide with external time ¢ = 0
(this can be done because the Newtonian equations are invariant under time translation). Since
the equations of motion are time-reversal invariant, we can further assume that the collision is
reached from the positive (i.e. for ¢ — 0 where ¢ is positive).

We know that, as the system approaches a total collision at ¢ = 0, the particles’ position
vectors behave as q;(t) = a;t?/3. Consequently, for R(t) = 1/2 I(t) = 1/23. m;q?(t), the
following holds: R(t) = Mt*3 where A = 1/23 m;a?. Now, for a system starting with fix
moment of inertia I respectively fix “size” R, this means that the (external) time 7" it takes to

reach a total collision is
T =A\"'RY4,

Moreover, we know from the equations of motion on shape space with scale, T#Sg, that the
scale R of the system, respectively the moment of inertia I (where, in the given coordinates,

2R = I), changes with respect to external time ¢ as follows:

Y _9R . pr=D.
1 R-pr

Inserting R(t) = M*3, we get dR/dt = Ad(t*/3)/dt = At'/3. This behavior we also get
directly from the equation for q;(¢) using the definition of D. In that case, D(t) = >_ q;(t)p;(t) x
t2/3t=1/3  ¢1/3. Hence, given that a system starts with a “size” R, the internal time D it takes

to reach a total collision is
D= )\T1/3 _ )\2/3R1/4.

That is, in the Newtonian N-particle problem total collisions are reached within a finite time,
both in absolute space where time ¢ is taken to be absolute and on shape space where time 7 = D
is internal. Since the Newtonian equations are time-reversal invariant, this is also the time it
takes to leave the collision and reattain a size R. Hence, we may conclude that the particles pass

the singularity in finite (external and internal) time.
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8.4 Discussion

We found that on shape phase space T*S the Newtonian trajectories can be continued uniquely
through the Euler and Lagrange points. Going back to a description in absolute space, each
of these points determines an equivalence class of central configurations, given by the set of all
configurations which are connected by an overall translation, rotation, or scaling. This means
that, in particular, the size of the system as it passes the Euler or Lagrange points on T*S is
arbitrary (size is not an artifact of shape space, but of absolute space alone). It may be arbitrarily
small. We may even take it to be zero. This is not a problem on shape space and it need not
be a problem on absolute space as long as we understand what it means. What we need to
understand is how a trajectory with zero size, R = 0, passing a central configuration in T*S at
D = 0 relates back to a trajectory in absolute space and time.

On absolute phase space I', trajectories cannot be continued through the Newtonian singu-
larity at R = 0 due to the singularity of the vector field. Consequently, trajectories either end
or begin at that point. Still, in shape space there is no way to “feel” this singularity. The shape
degrees of freedom simply evolve through that point at D = 0. And they do that in a unique
way.

Going back to shape phase space with scale T* SR, every shape space solution passing a central
configuration at D = 0 corresponds to a pair of solutions starting at, respectively ending at a
central configuration at D = 0 and R = 0. While ¢(0),(0),p4(0), py(0) are “mid-point” data
(i.e. data specified at D = 0) uniquely determining the trajectory on 7*S, these data together
with R = 0 and D = 0 uniquely specify the pair of trajectories on T*Sgr which corresponds to
the two halves of the shape space trajectory (cut in two halves at D = 0). Of course, since the
vector field on T* SR is singular at R = 0, these provide asymptotic data. They specify the end,
respectively the starting point of the two trajectories on T*Sg which, when “glued together” at
D =0, R =0 form one trajectory passing the singularity.

Going back to absolute phase space I', the pair of trajectories on T*Sg corresponds to an
equivalence class of pairs of trajectories (all those which can be reached by an overall translation
and/or rotation) on I'. Back to the overall picture this means that when we say we continue
the dynamics through the singularity, we “glue together” two trajectories on I' at the point of
total collision. This “gluing together” is unique — the shape degrees of freedom can be evolved
uniquely through that point of total collision — and the two trajectories on I' after having been

“glued together” form one trajectory passing the singularity.

128



9 Conclusion and outlook

Let us sum up the results on the £ = P = L = 0 Newtonian universe thereby providing an
explanation of the second law of thermodynamics and the low-entropy past of our universe.

We get a lot already from the dynamics. To be precise, within the Newtonian £ = 0 model of
the universe there exists one moment in time at which the extension of the particles is minimal,
the so-called Janus point. This we identify with the Big Bang. In both time directions away
from that point, the system expands — thereby defining two gravitational arrows of time, one
in each direction away from the Janus point. Hence, within this model, there is one common
past at the point of minimal extension of the particles and there are two futures in both time
directions away from it. As the system expands, galaxies form and complexity grows (with small
fluctuations) due to the gravitational dynamics.

As the system expands and gets more and more complex, the absolute phase space volume
of the respective macro-regions and, as a consequence, the entropy of the Newtonian universe as
defined in Section 2 increases. That is, the gravitational arrows of time are directly correlated
with thermodynamic arrows of time — arrows of time given by the entropy gradient. Hence, the
universal entropy curve is U-shaped just like it has been proposed by Sean Carroll. This explains
the observation of an entropy gradient, but it also features a non-normalizable measure which
cannot explain the fact that we are, at this moment, far from the minimum of the entropy curve.

Now in addition to the dynamics, we have the statistical analysis. We have a uniform volume
measure on the space of physically distinct solutions, respectively physically distinct mid-point
data. This is the correct measure for the statistical analysis of the Newtonian universe. It
tells us that typically, at the moment of minimal extension of the particles (the Big Bang of
the Newtonian universe), the system is in a state of low complexity, that is, in a more or less
homogenous state.

Be aware that this is the only statistical assertion which is made in the entire account. This
is all we need the measure for: to state that typically, at the Big Bang, the universe was in a
homogeneous state. This agrees exactly with what we know about the Big Bang. But even more,
it corresponds to a low-entropy state given the notion of entropy introduced in Section 2. So this
is basically what we found: that a typical state of the universe at the Big Bang — typical with
respect to the uniform measure on the space of physically distinct mid-point data — is a state
of low entropy. And entropy increases due to the dynamics as the system expands and galaxies
form in both directions away from the minimum. Now everything agrees with the drawing of
Roger Penrose: the typical universe evolves from a homogenous state towards a dilute state of

clusters with the entropy of the universe increasing all along.!

The second part of the thesis concerns the singularity of total collisions. We found that the
shape degrees of freedom can be evolved uniquely through the points of total collision, provid-
ing a unique way to combine two trajectories on absolute phase space — one ending at and one

starting from a total collision — forming one trajectory which passes the singularity!

S1Cf. Penrose [2004].
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Finally let me say something about future research. So far everything has been done explicitly
only for the three-particle model. There is no doubt that everything should work for the IN-
particle model as well. With respect to some parts of the analysis this is clear by inspection,
other parts would have to be worked out more carefully.

Another way of research would be to check how far one could get within a purely shape
dynamical theory factoring out scales from the very beginning. Starting from first principles and
not from the Newtonian theory, this is what we should aim at. For a priori there is no reason
to believe that scale should be treated differently from position and orientation. There has been
an attempt of Barbour to do this, but later he dismissed his work and now it is unclear whether
there is a chance for it to work.5?

Over and above the issue of entropy and the arrow of time, there are many ways in which
a relational theory of space and time can be further pursued. Thus, it would be interesting
to consider the quantum case. Quantum theory is fundamental and if we want a quantum
theory of the universe we should better consider a relational theory, that is, we should factor out
translations, rotations (and scalings) as well.

In addition, we can consider the relativistic case. Shape dynamics provides an alternative
formulation of general relativity (at least, of part of the solutions of GR) describing the evolu-
tion of a conformal three-geometry (a spatial three-geometry containing only shape degrees of
freedom) with respect to a distinguished time, the so-called York time. This might provide the
setting for a relativistic quantum theory leading towards a quantum theory of gravity. All in all
I believe that shape dynamics still offers a great number of projects, worth to work on, tackling

the fundamental questions of nature.

52Cf. Barbour [2003] and Barbour et al. [2013].
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Appendix A: Additional mathematics

A.1 Liouville’s theorem for a time-dependent Hamiltonian

Liouville’s theorem is the statement made by the Liouville equation. The Liouville equation
states that the volume of a region in phase space that is transported by a Hamiltonian phase
flow T; s is conserved under the flow. This holds both for a time-independent Hamiltonian (in
which case T} s reduces to a one parameter flow 7T}) as well as for a time-dependent Hamiltonian
H, = H(q,p,t) : I' x R — R. Here (q,p,t) := (dy,..-s s P1s--sPpst) € I' x R, Since the
Liouville equation plays such a central role in the discussion of the measure, I want to proof it
here again without reference to differential geometry for the general case of a time-dependent
Hamiltonian H;.%3

Let T} s be the Hamiltonian phase flow on I', i.e. the flow lines are the integral curves along
the Hamiltonian vector field, here denoted by vy (x,t). The Hamiltonian vector field vy (x,t) is
given by the vector (0H(q,p,t)/0p, —0H(q,p,t)/0q)".

Let pu(t) = p(A(t)) denote the volume of a region A(t) C T' at time ¢ and let A(t) =
T%$A(s). This last equation just asserts that every point (q(s),p(s)) € A(s) is transported by
the Hamiltonian phase flow T} ¢ to another point (q(t),p(t)) € A(t) (in differential form this
equation is called the continuity equation). Now the Liouville theorem states that the volume of

the respective regions A(s) and A(t) is constant under the flow.

Theorem 9.1 (Liouville). The Hamiltonian phase flow Ty s leaves the volume unaltered, that is,
for all t and s,

ut) = (). (9.1)
Proof. Let us, to shorten the notation, define x := (q(s), p(s)). Let x fulfill a set of differential
equations, X = v(x,t), whose solutions exist for all times ¢. In particular, let x fulfill the
Hamiltonian equations of motion: x = vpg(x,t). This means that x is transported by the
Hamiltonian phase flow, x(t) = T} ¢x. For small times (t — s) — 0, the phase flow T} ; is given

by the group of transformations
Tis(x) =x+vy(x,t)(t—s)+O((t — 5)2). (9.2)

Let us now consider a region A(s) C I'. The volume u(s) of a region A(s) is given by

u(s) = /A L (9.3)

Now a region A(s) is transported by the flow T} ; to another region A(t) = T;,A(s). Setting
y = T} sx and using the identity [dy = [ det %dx, we can determine the volume of the region
A(t) at time t as follows:

T} s
wu(t) :/ dy = / det OTi.sx dx. (9.4)
A() A(s) ox

53For this proof of Liouville’s theorem, cf. Arnol’d [1989] or Scheck [2003].
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For small times (f —s) — 0 we can use the above formula for the flow (Eq. (8.2)) to compute

0T} x/0x (which is the Jacobi matrix of the transformation). It follows that

Ty x ov(x,t)
ox I+ 0x

(t—s)+O((t—s)?). (9.5)
Now for any matrix B = (b;;) and for small times 7 — 0 the following relation holds true:
det (I+ Br)=1+7 Tr B+ O(7?), (9.6)

where Tr B = 21221 b;; denotes the trace of B. Using this identity, we have

6Tt,sx
ox

6VH (X, t)

det I

=1+ (t—s)Tr +O((t - s)?). (9.7)

But Trg—l = 372" Av;/dx; is nothing else than the divergence of v. Hence, the volume Vol(t)
is given by

p(t) = /A( )[1 + (t—s) div vy + O((t — 5)?)]dx. (9.8)

At this point we can use that, for a Hamiltonian system, the divergence of v vanishes:

. 0 (0H 0 OH

From this it follows that the Hamiltonian phase flow is volume-conserving: pu(t) = u(s). O

A.2 Poisson bracket formalism

Let me introduce the notion of the Poisson bracket {-,-}. It is a mathematical structure which
is closely connected to the symplectic two-form w. Often we can use one notion instead of the

other. Let me in what follows show how they are related.

Let f and g be two smooth functions on phase space I" and ¢*, p; a set of canonical coordinates
on I'. Then the Poisson bracket of f and ¢ is defined to be

n

9f 99 9f 9g
= - — 1

As such the Poisson bracket is skew-symmetric, bilinear, and it fulfills the Jacobi identity.64

The Poisson bracket is a convenient tool for the study of Hamiltonian systems because of the
following properties. Consider a Hamiltonian system with Hamiltonian H on I'. This Hamilto-
nian determines a Hamiltonian vector field as follows: dq'/dt = OH/dp;, dp;/dt = —OH/dq".

Now the time derivative of a (possibly time-dependent) smooth function g can be expressed in

54For this definition as well as for the following statements and results, cf. Scheck [2003].
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terms of the Poisson bracket as follows:

d 9 "/ dg d¢t  Og dp;
dg _ 9+Z<9q+ 9?)

_ 09  \~(990H g ( OH\\ _9g
oot +; <3qi i 8p2-< aqi>> =5 Tl H} (9.11)

Assume g is not explicitly time-dependent: dg/0t = 0. Then g is invariant under time evolution
if and only if
{9,H} =0. (9.12)

If this is the case, then g is called a first integral of motion. It is a conserved quantity of the

dynamics.

We can now state the Hamiltonian equations of motion in terms of the Poisson brackets.

They read A
dg' i dp;
= = H — ={p;, H}. 1
3 = ¢ g = i H} (9.13)
The Poisson bracket also serves to define the canonical conjugate. Let again f and g be two

smooth functions on I'. A function f is called the canonical conjugate of g if and only if

{f.g} =1 (9.14)

Now a set of local coordinates is called canonical if and only if the following canonical Poisson

bracket relations hold. For all 4,57 =1,...,n:

{d'. ¢} ={pipi} =0, {pj.q'} =6 (9.15)

All these properties of the Poisson bracket indicate that there must be a close connection to

the symplectic two-form w. In what follows, let us make this explicit.

Let again f and g be two differentiable functions on phase space I'. Connected to any

differentiable function f, you can uniquely define a (Hamiltonian) vector field X¢ via the relation
w(Xy, ) =df. (9.16)

Here the notion of “Hamiltonian” does not refer to the physical Hamiltonian H from above.
Instead it is the given mathematical relation which makes the vector field a Hamiltonian vector
field (and the physical vector field X is a special case of this). In fact, the notion of a (Hamil-
tonian) vector field X in a symplectic space is analogous to the notion of the gradient Vf in
FEuclidean space. Both are connected via the symplectic matrix Z. With respect to this matrix,
Xy can be written as follows:

Xy =1IVf (9.17)
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where

0 I
= (9.18)
-I 0
and 7 is the identity matrix. Hence,

= 0f 0 - of
A= Zapaq ;( 8Q>3

Let now X be the (Hamiltonian) vector field corresponding to f and X, the (Hamiltonian)

vector field corresponding to g. Then

{f,9} = w(Xy, Xy). (9.19)
This relation follows directly from the above definitions.

The symplectic two-form also relates to the Lie derivative as follows. For two smooth functions
fand gin I,
w(Xy, Xy) = Lx,g (9.20)

where Ly,g = dg(Xy). This follows again directly from the definitions. Hence, the Poisson

bracket relates to the Lie derivative as follows:

{f,9} = Lx,9. (9.21)

This means that a smooth function g on phase space is a first integral of motion if and only if

its Lie derivative along the Hamiltonian vector field vanishes:
{9,H} = Lx,g=0. (9.22)

When we introduced the notion of the Lie derivative above, we already saw that this is the
correct condition showing invariance under time-evolution (respectively under the Hamiltonian

phase flow).

Note also that the existence of a set of canonical variables (¢%,p;) fulfilling the canonical
Poisson bracket relations is equivalent to the existence of a canonical symplectic two-form w =
>~ dg* A dp;. This can be checked by direct computation. From (8.19) and (8.16), it follows that

o ) ) P

0
{pi, i} = w(Xp;, Xp,) = dp(Xp,) = dp; <6qi> =0, (9.23)
and 5
{pj,d'} = w(Xy, X,,) =dq'(Xp,) = dg’ (8(1]) =0l (9.24)
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Appendix B: Internal Hamiltonian description and invariant mea-

sure for the minisuperspace model

In this appendix we discuss a simple relativistic model of the universe which features a measure
which is invariant under internal time evolution: the minisuperspace model. This is another
example for the internal Hamiltonian formulation and the construction of the measure presented
in Section 3.5.

This model and the respective measure has been discussed for different proposes by Gibbons,
Hawking, and Stuart [1987|, Gibbons and Turok [2008]|, Carroll and Tam [2010], and Carroll
[2014]. In contrast to these contributions, I will show the way in which the measure arises within
an internal Hamiltonian description and I will say again why it is indeed the correct measure
for the statistical analysis of the system. Moreover, I will present two different ways to obtain
the measure: on the one hand by constructing it from the symplectic form (the way it is done

by the above authors), on the other hand using the Faddeev-Popov construction (cf. Section 4.3).

Introduction to the model. The minisuperspace model is the simplest possible relativistic
cosmological model. It describes a universe that is homogeneous and isotropic. As such, it
features only two physical variables, the scale factor a representing the total extension of the
universe and the scalar field ® representing the homogeneous and isotropic mass distribution. To
formulate the dynamics, we need two more variables. These are, in the Hamiltonian formulation
of the theory, the canonical momenta p, and pg.5°

While the configurational variables a and ® provide the coordinates of two-dimensional con-
figuration space Q, a and ® together with their canonical conjugates p, and pg form a set of

local coordinates of four-dimensional phase space T' = T*Q.

On T*Q, there exists a natural one-form

0 = pgda + ped® (9.25)
and a symplectic two-form w = —de:

@ =da Adpg +dP A dps. (9.26)

In addition, there exists a Hamiltonian constraint

P | Ph | 3
— _Fa P) — =0. 2
H 1% + 53 +a’V(®) —3ak =0 (9.27)

Here V' = V(@) is some potential and « is the spatial curvature of the particular model. The
Hamiltonian constraint defines a three-dimensional surface ¥ C I' to which any physical trajec-

tory is restricted. Together with the symplectic form, H determines the physical vector field X

55For the description of this model, including the Hamiltonian constraint (8.27) and the expression of the
Hubble constant in terms of the canonical variables (8.29), see, e.g., Carroll and Tam [2010].
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via
By (X, ) = dH. (9.28)

To obtain the internal Hamiltonian description, we still need some function f(q%, p,) that serves

as an internal time variable 7.

Hubble parameter H as internal time 7. Let us consider the Hubble constant H and
let us check whether it can be taken as an internal time parameter. In terms of the Hamiltonian

coordinates, H can be written as
Da

~ 6a2’

Is this a monotonic parameter? To see this, let us compute the Poisson bracket of H and H and

H = (9.29)

evaluate it at the constraint surface H = 0.

Lemma 9.1. Let # and H on T as defined by (8.27) and (8.29). Then
(HHY, =—-22 4% <0 iff k<o (9.30)
T TH=0 ab  a

Proof. Let us compute the Poisson bracket of H and H . There all derivatives with respect to

® and pg vanish because H = H(a,p,). Hence,

OH OH OH OH
H _ 71 _ on
{#,#} Oa Op, Opg Oa

_ Paf Pa (1
3a3 6a 6a2

e Pe V(® Kk _H py &

_ _ J = _ =% 4 9.31
24a*  4ab 2 202 243  2aS + a? (9:31)
It follows that )
_ Py K
{H’H}‘H:o = 7946 + 2
Since the first term is less or equal to zero, the whole expression is less than zero if and only if
k < 0. This shows the assertion. O

We have shown that for models with negative spatial curvature x < 0, the Hubble constant
is strictly monotonic and as such provides a parametrization of the trajectories: 7 = H. That is,
there exists a family of hypersurfaces I'; of constant H = H* (respectively, 7 = 7) foliating the
space f‘?—t:o on which the trajectories lie such that each I'; is cut once and only once by each
of the trajectories. Each of the I'; serves as a space of solutions on which the internal measure

can be constructed.

What is the canonical conjugate F' of the Hubble parameter, generating the motion with

respect to internal time 7 = H?
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Lemma 9.2. Let everything as above, in particular T = H. Then
F = —2ad* (9.32)

is the internal Hamiltonian. Here a = a(q*,p*,T) is a function of the internal variables q*,p* €

{a,®,pa,pa} and T by help of the Hamiltonian constraint H = 0.

Proof. We find F' by demanding that {F, H} = 1. Clearly,

In order for —2a® to be the internal Hamiltonian F, we need to express it in terms of the internal

coordinates. This depends on our choice of coordinates ¢*, p* € {a, ®, p,, pa }- O

Let us, in what follows, discuss two different choices of coordinates.

Volume measure for internal variables ® and pg. We want to find the measure on
the space of solutions expressed in terms of local coordinates ® and pgs. With respect to these
coordinates, the internal Hamiltonian is ' = —2a® where a is a function of the internal variables,

a = a(¢,py), by help of the Hamiltonian constraint H = 0. Let us try to write down F' explicitly.

Therefore let us solve the Hamiltonian constraint for a with p, = —6a%H. It is
36a*H?  p3 3
paz—GaQH:_ 12@*"‘@4‘@ V(@)—3a/<c:()

This can be rewritten as
[2V(®) — 6H?|ab — 6ra’ + p% = 0.

Unfortunately, solving this equation amounts to solving a polynomial of the third order which
means that the first solution has to be guessed. But this is a hopeless task. In what follows, let

us assume that there exists some internal Hamiltonian F(®, ps) = —2a3(®, py).

Let us now determine the invariant measure on the internal space (the space of solutions) in

terms of ® and pg.

Lemma 9.3. Let everything as above. Let T' = {(q,p) € X|7(q,p) = 7*} and ¥ = {(¢,p) €
T|H(q,p) = 0}. Let ®,pg local coordinates on T'. The natural volume measure p on T' (as
defined by (3.6)) is given by

dp = d®dps. (9.33)

This measure is invariant under internal time evolution.

Proof. Let iy : X — T denote the embedding of 3 in I' where X is defined by constant H = 0
and i; : I' = ¥ the embedding of I'; in ¥ where I' is defined by constant H = H,. From (8.29)
we get that

dp, = —6a%dH — 12aHda.
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This we can use to rewrite the two-form @ on I as follows:

w = daAdps+d® Adps
= —6a’da AdH +d® A dpg

where we used that da A da = 0. Now the pullback of @ on I to ¥ is
iyw=dF ANdH 4 d® A dpe

where F' = F(®,pg) is the internal Hamiltonian. Finally, the pullback of i},& on ¥ to I';, that
is, the form w = 73w, is
w=d® A dpg

This two-form is symplectic and, since it is a top-dimensional form on I';, it is already the final

volume form Q on I'.. Hence, we can directly write down the volume measure p = [Q]. It is
dp = dedps.

This shows (8.33).

This measure is invariant under internal time evolution by construction. Remember that it
is the natural volume measure on the internal space, constructed from the underlying symplectic
two-form. Since the dynamics is Hamiltonian (with internal Hamiltonian F), the measure is
invariant under internal time evolution (with internal time 7 = H). The invariance has been

proven in Lemma 3.7. O

Note that the measure we obtained is just the uniform measure in ® and pg. It is invari-
ant under internal time evolution where the internal dynamics on I' is governed by the internal
Hamiltonian F' = F(®, pg).

Volume measure for internal variables ¢ and ®. Let us now determine the measure in

terms of a and ®.

Lemma 9.4. Let everything as in the preceding lemma, only now a and ® are local coordinates

on I'. Then the natural volume measure  on I is given by

. |18a°H2 — 6a°V (®) + 12a°k|
\/6aSH2 — 2a5V (®) + 6a’k

dad®. (9.34)

Again, this measure is invariant under internal time evolution.

Proof. Let i3y : ¥ — I' denote the embedding of ¥ in I' where X is defined by constant H = 0
and i, : ['; — X the embedding of I'; in ¥ where I'; is defined by constant H = H,. Let us use
the constraint 7 = 0 to replace pp. In that case, the pullback iy0 = 0 2—o Can be written as

. 242
130 = poda + GT —2a8V(®) + 6a*k dP
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where we get the expression for pg from solving the Hamiltonian constraint H = 0:

paa’
pq>‘H:0 = 6 2a8V (®) 4 6a*k.

(Here we are not interested in the sign in front of the square root because we will later on consider
the absolute value anyway.)

Connected to this one-form, there exists a degenerate two-form

. X 1/3pga?
ih0=—d(i5,0) = daAdp,+
# (#5:6) b 21/1/6p2a? — 245V (®) + 6ar
1/3p2a — 12a°V + 24ak
24/1/6p2a? — 245V (®) + 6a’x

A A dp,

P Ada,

where we used that da A da = 0.

Let us now determine the pullback of i3,w to I'. Let us use the constraint H = H, to
replace p,. From H = —p,/6a?, we get dp, = —6a?dH — 12aHda. On T, this turns into
dp, = —12aH*da. Moreover, py|g—p+ = —6a>H*. That is, the two-form w = iyiy,w on I' can

be written as

_ 18a°H? — 6a°V (®) + 12a°k d

w= a A do.
V/6a5H2Z — 248V (®) + 6a'k

This two-form is symplectic (it inherits the symplectic structure of f‘) and since it is a top-
dimensional form on I' it is already the final volume form € on I'. Hence, we can directly write

down the volume measure p = |Qf. It is

_ [18a5HZ — 6a°V (®) + 12a°K] d

= ad®.
V608 H2 —2a8V (®) + 6alk

dp

For the same reason as in the preceding lemma, this volume form is invariant under internal

time evolution (cf. the proof given there). O

Remark (Non-conjugate internal variables). How do we interpret this measure which is formu-
lated with respect to a pair of non-conjugate internal variables a and ®? For sure, the internal

Hamiltonian description will be of a peculiar form. Let us look at this in more detail.

With respect to the internal variables a and ®, the internal Hamiltonian is
F = —2d°. (9.35)

We know that F' is a conserved quantity of the internal equations of motion. This follows
from the fact that F is the internal Hamiltonian, the canonical conjugate of internal time H = 7
(cf. Lemma 8.2). From the fact that F' is conserved, it follows that a is conserved. In other
words, a is constant on any hypersurface of constant H = H*. Mathematically, this is reflected

in the special form of the internal physical vector field. From w(Xp,-) = dF with F = —2a® we
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get the internal Hamiltonian vector field

d V/6aSH2 — 205V (®) + 6a’k 2 0

Xp =02 . .
P =50 T I8 HZ — 665V (@) + 12a%x] " 0%

(9.36)

We see that as internal time evolves there is no change in a, but a considerable change in ®.

However, a is not constant along the actual trajectories in I'. This can be seen most easily
when we reintroduce external time: a is not constant with respect to external time evolution.
Let us consider external time ¢ and let H (apart from formulating the Hamiltonian constraint)
determine Hamiltonian equations with respect to external time ¢. This is the textbook presen-
tation of the minisuperspace model which we have not presented so far. In that formulation the
Hamiltonian law tells us that

da/dt = OM/dp, # 0. (9.37)

That is, a changes from one surface of constant H = H* to another. If a is not conserved, then
also F' = —2a? is not conserved with respect to external time evolution.

How do the external and internal Hamiltonian description fit together? In particular, what
about the measures which are preserved under external and internal time evolution, respectively?
Or, to put it differently, what does this mean for the statistical analysis of the system when we
consider a macro-partition involving the scale factor a?

By construction, the internal measure (8.34) is invariant as it is transported along the vector
field (8.36). Nevertheless, the internal Hamiltonian equations no longer reflect the actual evolu-
tion of the scale factor a along the actual trajectories. This just means that we have to be careful
about the dynamical interpretation. The internal measure (8.34) is then simply a measure on
possible initial conditions expressed in terms of a and ® at time H = H*. This measure is a
measure on initial data compatible with the Hamiltonian constraint H = 0 at time H = H*. At
any other moment, H = H** the measure is again the correct measure on initial data at that

very moment.

The measure obtained from the Faddeev construction. In the preceding paragraphs,
we constructed the natural volume measure p on the internal space I' from the underlying
symplectic two-form. There exists an alternative way to construct that measure, namely by the
method of Faddeev and Popov described in Section 4.3. Let us do this here for the choice of
internal variables a and .

Since H and H form a pair of second class constraints, {#, H} # 0, the formula of Faddeev
(4.66) can be used. Explicitly, the following can be shown.

Lemma 9.5. Let everything as above, let a and ® local coordinates on T'. Let u given by (8.34).
The measure o on I' obtained from the Faddeev formula (4.66) is

[ [18a°HZ — 6a°V (®) + 12a3/<c|dad¢)

o= (9.38)
V6H2a5 — 205V (®) + 6a’k

That is, we obtain that o = u.
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Proof. According to the formula of Faddeev,
o= / H{H,H}6(H —0)6(H — H*)dadp,d®dpg.
From (8.31) we know that the Poisson bracket of H and H is

2 2
_ pa P V(P

445 2 22"

Let us evaluate this on the constraint surface where the constraints are given by pe = p3

with pg = pq"%:o and p, = p; with p} = p“‘H:H*' Explicitly,

*)2 42
Py = \/(pC%a — 248V (®) + 6a’k, pi = —6a*H.,.

It follows that

2K
_ a2 _
p2p2_3H* V(<I>)+a2.

Using this equation, the measure becomes

o = / {3, HY|6(H — 0)6(H — H*)dadpad®dpe
/H”H , H}0(pe — py)0(Pa — Pa)
|01/ Opa||OH /Opal
512 _ 60 3
[18a°HZ — 6a°V(®) + 12a ﬁ‘dad@
V/6H2a% — 2a8V (®) + 6alk

dadp,d®dpg

This shows (8.38). Since (8.38) coincides with (8.34), it follows that o = p. O

Discussion. Of course, a measure on the set of solutions of the minisuperspace model can
tell us little about the real world. This is simply due to the fact that a homogeneous and isotropic
model of the universe is a very simplified picture of our world. This model can not even describe
one of the most prominent features of our universe, namely a clumping of matter resembling
the galaxies we observe. Since the model includes only four variables, the scale factor a and
the scalar field ® together with their canonical conjugates, there are very few ways to specify
a macrostate — a state of the system determining a region in phase space we can then analyze
with the canonical volume measure. The only two questions which have been addressed so far —
and which are maybe the only questions the measure can address at all — are the questions of
whether or not inflation is likely to occur (cf. Gibbons and Turok [2008] and Carroll and Tam
[2010]) and whether or not the universe is likely to be flat (cf. Carroll [2014]).

Over and above the problem that the minisuperspace model provides a too simplified picture
of our world, the measure in itself allows only for a very restricted statistical analysis due to
the fact that it is non-normalizable. While we can find an upper bound on ® based on certain
considerations which I do not want to discuss here (see, for instance, Schiffrin and Wald [2012]),

the scale factor a is necessarily unbounded. This means that the total measure of internal phase
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space is infinite.

What about the two explicit questions, the problem of inflation and the flatness problem,
which have been addressed by this measure in the past? It turns out that the measure is
ambiguous about the likeliness of inflation due to the fact that inflation depends on the value of
®. In that case a is not restricted and the measure diverges in a. It has been shown by Schiffrin
and Wald [2012] that the procedure of regularization by a cut-off can lead to opposite results
(like in the case of Gibbons and Turok [2008| and Carroll and Tam [2010]). On the other hand,
the measure is definite about the likeliness of flatness because flatness depends on the value of a.
The set of non-flat universes, where a is small as compared to &, has finite measure (cf. Carroll
[2014]). Although the total measure of internal phase space (the space of solutions) is infinite,
one can correctly conclude that non-flat universes are atypical whereas flat universes are typical.
Hence, Carroll is correct when he says that the flatness problem is solved. It is a typical feature

of a universe described within the minisuperspace model.

Appendix C: Classification of motion and final evolution of the

Newtonian gravitational system

In this appendix, we present the most important known results on the dynamics of the Newto-
nian gravitational system. It is based on Landau and Lifshitz [1967]. In the end, we cite recent

results of Marchal and Saari about the final evolution of the Newtonian N-body system.

Mechanical similarity. Consider a dynamical system (Lagrangian or Hamiltonian) of N
particles, each with coordinate q; and velocity v;. Let the system have total energy £ =T+ U,
where T' = ), %miVQ is the kinetic energy and where the potential energy U is a function
homogeneous of degree k in the coordinates, i.e., for some constant «,

U(aq;,aqy, ...,aqy) = akU(ql,qQ,...qN). (9.39)

For this system, there exist trajectories (solutions to the equations of motion) that are geo-
metrically similar, but different in size. They can be turned into one another by simultaneously
changing all the positions q;, velocities v; = q; and time ¢ in an appropriate manner. Let the
q; and t transform as follows: q, — aq;,t — Bt for some positive o, 3. Then v; — %VZ' and
T — %;T. By assumption the potential energy transforms as U — o*U. If now g—i =aF, ie. if
8= al_%k, then the Lagrangian, respectively the Hamiltonian, changes by a constant factor g—z
This means that the equations of motion are left unchanged. Hence, the above transformation
describes trajectories that are geometrically the same, though different in size and run through

by a different speed. This feature of a dynamical system is called mechanical similarity.

You can read the above transformation also as a simultaneous transformation of time ¢ and

initial conditions (q;, p;) of a Hamiltonian system. Mechanically similar trajectories are attained
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by the following global transformation of these 6N + 1 variables:

(07

q; —~aq;, t—pt, p;— Bph

(9.40)

for all i =1, ..., N and for some positive o and 3 = L

Remark (Application to Newton). Let us consider an N-particle system governed by the New-
tonian gravitational force law. Each particle has a position q; and a velocity v; and the potential

energy U has the form

Gm;m;
U=- Y ——21. (9.41)
i<jig=1 |q; — Qj|
Thus, U is a function homogeneous of degree k = —1 in which case mechanical similarity is given

if and only if § = a3, Hence, for the Newton potential, mechanically similar trajectories are
related to each other by the following global transformation. For all ¢ = 1,..., N and for some
positive, real-valued I:

1 1

Virial theorem. In order to prove the virial theorem, we need to show Euler’s homogeneous
function theorem first. It provides a useful mathematical identity for functions f = f(x1,..,zy)

that are homogeneous of degree k, i.e. for functions of the above form,

flaxy, ...;0xy) = oF f(x1, ..., z0)

for some constant «. Euler’s homogeneous function theorem connects the gradient Vf to the

function f as follows:

Theorem 9.2 (Euler’s homogeneous function theorem). Let f(axy,...,ax,) = o f(z1,...2,),

i.e., f is a homogeneous function of degree k. Then

"9
Z“agf =kf. (9.43)
i=1 ¢

Proof. Let x} := auw; Vi =1,...,n. Then

) N Of Or N~ Of . Of
k—1 — — v — I~ — )
ko f(z1,..2n) = . oz Do ;xzax; ;xlé)(aazi)'

For oo = 1, the assertion follows. O

Let us consider a dynamical system of N particles with masses my, ..., my, respectively. Let
q; denote the coordinate of the i-th particle, v; = q; its velocity, and p; = m;q; its momentum.

Let the motion of the system be governed by a potential U = U(qy, ..,qy ), where according to
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the Newtonian force law

ou

s oY 44
D; 9a (9.44)

The virial theorem holds whenever the potential U is a function homogeneous of degree k of

the coordinates,

U(qul, ey aqn) = akU(qlv qn)?

and when, in addition, the function
D= Zpi(h (9.45)
i

corresponding to what has historically been called the wvirial, is bounded. This is, for example,
the case when the system is confined to a box of finite volume and when the momenta cannot

become arbitrarily large (e.g. by coupling the system to a heat bath).

These conditions are true for several subsystems of the universe, but typically fail to hold for
the universe itself. In particular, D is not bounded for any open model of the universe (where
the total volume of space is infinite) nor for a self-gravitating system of point particles (whether
confined to a box or not) without a short distance cut-off (where the kinetic energy can increase

without bound by the formation of tight binaries or a core-halo structure).

Explicitly, the virial theorem relates the mean kinetic energy 7' to the mean potential energy

U as follows:

Theorem 9.3 (Virial theorem). Let g;, v;, p; as defined above. Let again T the kinetic energy,
U the potential energy, and E = T + U the total energy of the system. Let U(agqy,...,aqy) =
akU(ql, ..qy,), that is, the potential U is a function homogeneous of degree k. In addition, let
D =", p;q; be bounded. Then, for the mean kinetic and potential energy,

2T = kU, (9.46)

lim 1 [T f(t)dt.

where the average is taken with respect to time, f = =
T—00

Proof. According to Euler’s homogeneous function theorem,

Now p; = 9T'/0v; due to the form of T'. Hence,

N d N N
2T = ZPiVi = dt<zpiqi> - Zquz
=1 =1 =1

Now take the time average of both sides of the equation, where the time average of a function
f is defined by f = lim % fOT f(t)dt, and make use of the fact that, whenever the integrand f is
T—00
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the time derivative of a bounded function F', i.e. f = dF/dt, the time average vanishes:

7= lim 1/ %dt: jim FO=FO)
0

T—00 T

According to our assumptions, D = > | p;q; is bounded and p; = —0U/dq; according to

the Newtonian force law. Hence,

N
2T:Zqi8—U:kU,

o oa
where the last step again follows from Euler’s homogeneous function theorem. O
Remark (Application to Newton). The Newtonian gravitational potential U = — 3. _ j %
i 9y
is a function homogenous of degree k = —1. In that case, the virial theorem states that the

time average of the kinetic energy is twice the absolute value of the time average of the potential

energy: 27 = —U.

Remark (Virial equilibrium). Note that the virial theorem directly connects to systems at
thermodynamic equilibrium. Since equilibrium refers to the macrostate corresponding to the
macro-region of the by far largest phase space measure — that is, almost all possible states of
the system are equilibrium states with the proportion of equilibrium states to all possible states
being |I'¢q|/|I'| = 1 —, it must hold that the equilibrium kinetic energy T¢, and the equilibrium

potential energy U, approximately correspond to the mean values:
Toy~T, Uy~ U. (9.47)

This regime is called the virial equilibrium of the system. It connects to a negative total energy
E=Ty+Uy4~T-2T=-T.

However, keep in mind that in order for the above theorem to hold D has to be bounded.
This means that the total volume of phase space I' has to be finite and, hence, every macroregion
I'pr C T has a finite volume. This is a necessary condition in order to determine the mean value

of T" and U and relate it to the equilibrium value.

Lagrange-Jacobi equation. In what follows I will proof a relation which is fundamental to
the dynamics of the Newtonian gravitational N-body system. It connects the moment of inertia
I to the total energy E and the kinetic energy T of the system. The result is due to Lagrange
and has been further developed by Jacobi.

Let us consider the same system as above, i.e. a Newtonian gravitational N-particle system

with total energy £ =T + U and gravitational potential

U _ iv: Gmimj .
i<iig=1 |9; — g
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Let M =}, m; denote the total mass of the system. The moment of inertia I is defined by

N
=1

where q.,,, = ﬁ >; m;iq; denotes the position of the center of mass of the system. Let us assume
that the center of mass is located at the origin (which we may, without loss of generality, since the
equations of motion of the Newtonian N-particle system are invariant under spatial translations).

Thus, let in the following
N
i=1

We can now prove the Lagrange-Jacobi equation which relates the second derivative of I with
the potential energy U and the kinetic energy T, respectively with the potential or kinetic energy
and the total energy E of the system:

Theorem 9.4 (Lagrange-Jacobi equation). Let the total energy E, the potential energy U, and

the moment of inertia I be as above. Then

I =4F - 2U. (9.50)
Proof. Let the center of mass be located at the origin, q.,,, = 0 (which we may due to invariance

of the equations of motion of the N-particle system under spatial translations). Then the moment

of inertia can be written as N
i=1
Take the first derivative, which is

N N
I = QZmiQiQi = QZ q;p; = 2D, (9.51)
i=1 i=1

and the second derivative, which is

N N
[=2D=2) migl +2) miqé; = 4T + 2U. (9.52)
i=1 i=1
Here the last equation follows from the Newtonian force law (m;q; = —g—g) and Euler’s homo-
geneous function theorem (applied to the Newton potential U).
Rewriting this result with respect to the total energy E shows the assertion. O

The Lagrange-Jacobi equation determines the long-time evolution of the N-body system and

draws a first picture of an evolving Newtonian universe. We will make this precise in the following.

Classification of motion. The above results help us to classify the motion of the Newtonian
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gravitational system. When we look for such a classification, the first idea is to try to classify
the motion according to the sign of the total energy. Let us see, how far we can get by that.
Let again

R = —q.
max|q; — q

denote the largest distance between two particles and
r =min|q, — q;
ninla; — g

the smallest distance.

e £ > 0: Let us first consider the case in which the total energy E is positive. Since the
potential energy U is strictly negative, the Lagrange-Jacobi equation implies that, in this
case, the second derivative of the moment of inertia I is strictly positive: I > 0. Explicitly,
for U < 0: I = 4E — 2U > AFE and with E > 0 the assertion follows. In that case, I is
a function that is concave upwards. In other words, there exists a global minimum of I,
I = I,,in, and a point £,,;, such that for all times ¢ < t,,;n, I is decreasing and for all times
t > tmin, I is increasing. Explicitly, since I > 4E, it follows that I > 4Et> + O(t). In
particular, from this together with the definition of R (the a largest distance between the
particles) we get that R > Ct + o(t) for some positive constant C.

This gives us a first idea of an evolving Newtonian universe of positive total energy. Con-
sider N particles distributed within infinite space. The evolution of the N-particle system
must be like this: The particles come in from infinity, approach each other until, at some

moment of time, they are closest to each other and then fly apart and off to infinity again.

e = 0: For the case of zero total energy, there exists a result by Pollard [1967]|. Pollard
shows that I — oo as t — £oo. To be precise it says that either there exist positive
constants C;, Cy such that C1t2/3 + 0(t2/3) <r<R<O3+ 0(t2/3) or R/t2/3 — 0.
Moreover, from the Lagrange-Jacobi-equation we know that I is concave upwards (I =
—2U > 0). Hence, there again exists a global minimum of I, I = I, and I increases

without bound in both directions away from that.

This means that qualitatively we have the same scenario as above where E' > 0. Particles
come in from infinity, are closest to each other at some moment in time and spread again

towards infinity.

e I/ < 0: Let us now consider the case of negative total energy. In contrast to before, this
time the sign of the total energy does not determine the curvature of I — the second time
derivative of I may be positive or negative or zero depending on the specific relation of T
and U. Hence, no global behavior can be inferred. Explicitly, there exists a critical value
Uc = —2T such that for all U > Ug (and U < —T because otherwise the total energy is
no longer negative), the second time derivative of I is positive, I>0,and for all U < Ug,
the second time derivative of I is negative, I < 0. If U = Ug, it holds that I = 0. Note

that the critical value of U corresponds to virial equilibrium.
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Final evolution of the N-body system. Due to the results of Saari [1971] we have an even
more precise idea of the asymptotic behavior of the gravitational N-particle system. Saari [1971]
studies the inter-particle distances |q; —q,| (i # j; 3,5 = 1, ..., N) of the Newtonian gravitational
system as t — oo, independent of the total energy of the system. He shows that, in the absence
of oscillatory and pulsating motion,®® the Newtonian gravitational system is quite well-behaved.

To be precise, if pulsating and oscillatory motion is excluded, then either

la; — q;] ~ Cijt (9.53)
or

9; — a;| = /3 (9.54)
or

l9; — q;/ = O(1). (9.55)

Here C;; is some positive constant. Since the Newtonian dynamics is time-reversal invariant,
this result holds for t — —oo as well.

Saari interprets this behavior as follows. As t — oo the system forms clusters consisting
of particles whose inter-particle distances are bounded. The centers of mass of these clusters
recede from each other at a rate of about t2/3. Moreover, the system forms subsystems (clusters
of clusters) whose centers of mass recede from each other at a rate proportional to ¢. This,
according to Saari, reflects well the actual behavior of our universe. It shows that, as time
evolves, galaxies form which recede from each other according to the Newtonian version of the

Hubble law of expansion: |q;;|/|q;;| = 1/t with |q;;| := |q; — q;].

56For the notion of “oscillatory” and “pulsating” and the cited result, cf. Saari [1971].
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