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Zusammenfassung

In dieser Dissertation behandeln wir das Pricing und Hedging von Versicherungs-
Verbindlichkeiten, indem wir Konzepte und Methoden, die kiirzlich in der mathematis-
che Literatur zu Finanzmérkten entwickelt wurden, auf die Modellierung von Lebens-
und Schadenversicherungsmérkten erweitern.

Wir stellen zum ersten Mal einen einheitlichen Rahmen fiir die traditionell ge-
trennt voneinander betrachteten Lebens- und Schadenversicherungen vor, indem wir
das klassische Reduced-form Framework verallgemeinern und so eine nicht triviale
Abhéngigkeitsstruktur zwischen dem Finanz- und dem Versicherungsmarkt einfiihren.
Das Problem des Pricings und Hedgings von Versicherungsprodukten wird durch eine
Kombination der Risk-Minimization Methode und des Benchmark Ansatzes gelost.
Der Lebensversicherungsfall wird dann im Detail in einem Polynomial Diffusion Mod-
ell untersucht, welches zum einen flexibel ist und zum anderen die Moglichkeit bietet,
explizite Formeln fiir das Pricing und Hedging zu erhalten. Neben einem modellab-
héngigen Rahmen entwickeln wir zusétzlich auch einen modellfreien Rahmen fiir Ver-
sicherungsmaérkte, in welchem wir eine Familie von Wahrscheinlichkeitsmafien betra-
chten, die paarweise singular zueinander sein konnen. Zum einen betrachten wir
zum ersten Mal das Problem des Superhedgings von Zahlungsstromen unter Mod-
ellunsicherheit in stetiger Zeit. Zum anderen konstruieren wir explizit einen konsis-
tenten sublinearen bedingten Erwartungswert auf einer progressiv vergroflerten Fil-
tration, der existierende Resultate verallgemeinert, welche nur auf dem kanonischen
Raum und seiner natiirlichen Filtration gelten. In Anbetracht der Superhedging-
Resultate, wird dieser sublineare bedingte Erwartungswert, als Preis-Operator fiir
Versicherungsanspriiche genutzt.






Abstract

In this dissertation we consider the problem of pricing and hedging insurance liabilities,
by extending concepts and methodologies recently introduced in the mathematical
literature for financial markets to the modeling of life and non-life insurance markets.

We propose for the first time a unified framework for both life and non-life insur-
ance, which are traditionally studied separately, by generalizing the classic reduced-
form framework, in order to introduce a nontrivial dependence structure between the
financial market and the insurance market. The pricing and hedging problem of insur-
ance products is solved by using risk-minimization method combined with the bench-
mark approach. The case of life insurance is then studied in detail in a polynomial
diffusion model, which offers at the same time flexibility and the possibility of ob-
taining explicit pricing and hedging formulas. Beside model-dependent setting, we
develop also a model-free framework for insurance markets, where we consider a fam-
ily of probability measures, possibly mutually singular to each other. On one hand,
we introduce and analyze for the first time the problem of superhedging payment
streams under model uncertainty in continuous time. On the other hand, we construct
explicitly a consistent sublinear conditional expectation on a progressively enlarged
filtration, which generalizes existing results valid only on the canonical space endowed
with the natural filtration. This sublinear conditional expectation is then used as
pricing operator for insurance claims in view of the superhedging results.
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Chapter 1

Introduction

This dissertation is based on three papers on insurance market modeling in continuous
time, namely [(&], [I9] and [20]. We consider the problem of pricing and hedging insur-
ance liabilities in continuous time, by extending concepts and methodologies recently
introduced in the mathematical literature for financial markets. We propose for the
first time a unified framework for both life and non-life insurance, which are tradi-
tionally studied separately. In order to introduce a nontrivial dependence structure
between the financial market and the insurance market, we introduce a generalization
of the classic reduced-form framework and give an explicit bottom-up construction.
The pricing and hedging problem is solved by using risk-minimization method com-
bined with the benchmark approach. The case of life insurance is then studied in detail
in a polynomial diffusion model, which offers at the same time flexibility and the pos-
sibility of obtaining explicit pricing and hedging formulas. Beside model-dependent
setting, we develop also a model-free framework for insurance markets, where we con-
sider a family of probability measures, possibly mutually singular to each other. On
one hand, we introduce and analyze for the first time the problem of superhedging
payment streams under model uncertainty in continuous time. On the other hand, we
construct explicitly a consistent sublinear conditional expectation on a progressively
enlarged filtration, which generalizes existing results valid only on the canonical space
endowed with the natural filtration. This sublinear conditional expectation is then
used as pricing operator for insurance claims in view of the superhedging results.
The two broad types of insurance are life and non-life insurance. The first is linked
to the decease of persons. The second covers all other forms of insurance, such as theft
insurance, motor insurance, flood insurance, etc. Non-life insurance can be further
classified in catastrophe insurance®, which covers low-probability high-cost events such
as natural catastrophes, terrorist attacks, etc.; and non-catastrophe insurance, which
covers high-probability low-cost events such as car accident, house damage, etc. Unlike
life insurance, in the case of non-life insurance there are typically reporting delay, which
can be even several years, and further updating and development after the accident
itself. So far, the two types of insurance have been studied separately and there is no

1See e.g. [27] for the distinction between catastrophe and non-catastrophe insurance.



2 Chapter 1. Introduction

unified framework for both life and non-life insurance in continuous time. While there is
a large amount of literature concerning life insurance market modelling in continuous
time, see e.g. [78], [79], [23], 28], [83], [[], [i6], [I7] and [iH], non-life insurance is
mostly studied in discrete time and/or state space, see e.g. [B6], [69], [64]. Ideas of
continuous time modeling for non-life insurance can be found in e.g. 5], [§], [77], [32],
[%4], [83] and [I06]. However, these papers do not consider a nontrivial dependence
structure between the insurance market and the financial market. Here we introduce
for the first time a unified framework for both life and non-life insurance, where the
following common characteristics are considered in modeling generic insurance market
throughout this dissertation. Firstly, insurance claims are typically payment streams,
not only with a single payoff at the maturity as in the case of contingent claims. Indeed,
most of insurance products are combination of the following three building blocks:

e pure endowment: the insurer pays if a particular random event occurs after the
maturity of the contract;

e term insurance: the insurer pays if a particular random event occurs before the
maturity of the contract;

e annuity: the insurer pays a continuous cash flow as long as a particular random
event does not occur, or the contract is valid.

Hence, the pricing and hedging problem must to be understood and solved for generic
payment stream. The second feature of insurance market modeling throughout this
thesis is the enlargement of filtration. Let filtration F describe the reference infor-
mation flow which includes financial market information and other social-economic
indicators, H the internal information flow only available to the insurance company
and G = FVH the global information flow. On one hand, we emphasize that filtration
H is not included in F. Indeed, insurance policies are related to individual random
events such as the decease of a person, car accidents, house damages, etc., which are
information available only to the insurance company and not deducible from reference
information. In other words, the occurrence times of these individual events are not
F-stopping times and the filtration H is strictly different from F. On the other hand,
we stress that, the recent introduction of insurance linked derivatives on the finan-
cial market, such as mortality derivative, weather derivatives, etc., creates a bridge
between the capital market and the insurance market, as discussed in [If]. These
derivatives are written on some macro-factor linked indexes, which describe the oc-
currence intensity of a certain type of random events, such as mortality intensity of a
given population, or rain intensity of a given region, etc. This allows insurance com-
panies to hedge insurance liabilities by investing on the financial market, which offers
much more potential in terms of liquidity and hedging capacity. Hence, it is important
to model a nontrivial dependency between the reference filtration F and the internal
insurance filtration H.

Under the above described structure, the combined market is intrinsically incom-
plete even when the reference market is complete. Similar discussion can be found in
e.g. [5]. Perfect hedging of a G-adapted insurance claim by means of F-adapted fi-
nancial assets is not possible and there is no unique no-arbitrage claim price. Hence, a



pricing-hedging method for payment streams in incomplete markets must to be chosen.
There are several dynamic pricing-hedging dualities, based on different mathematical
decompositions. In this thesis, we concentrate on the following two methods.

e Risk-minimization method, based on Galtchouk—Kunita—Watanabe decomposi-
tion of a square integrable martingale on orthogonal subspaces. This method
provides a mean self-financing hedging strategy which minimizes the expected
quadratic risk at any time, and a risk-minimization price process consistent with
the strategy. See e.g. [62] for a single payoff and e.g. [79], [78], [33], [[], 7] and
[T5] for payment stream and application to insurance contracts.

e Superhedging approach, based on optional decomposition of supermartingale.
This method provides a strategy which superhedges the claim at any time and
a superhedging price process consistent with the superhedging strategy. See e.g.
[62] and [60] for a single payoff and e.g. [B1], [94] and [95] for payment stream
in discrete time.

In the first part of the dissertation we discuss our setting under the statistical or
real-world probability measure P. In this context, we will mainly use risk-minimization
method combined with benchmark approach, developed in e.g. [96], [0%] and [99]. That
is, we do not assume the existence of martingale measures, but work directly under
the real-world measure P assuming only the existence of a benchmark or numéraire
portfolio. As shown in [B0], this assumption is equivalent to no unbounded profit
with bounded risk condition, weaker than the classic risk-neutral condition of no free-
lunch with vanishing risk (see e.g. [35]). Combining benchmark approach and risk-
minimization method appears to be natural and suitable in modeling a hybrid market,
as discussed in [[1], rather than selecting a particular equivalent martingale measure.
The so called benchmarked risk-minimization method is analyzed in e.g. [07], [99],
[#4] and [12] for a single payoff. Here we extend these results to the case of payment
stream.

Beside model-dependent setting for the insurance market, we develop here also
a model-free framework, where no prior is chosen a priori and a generic family of
probability measures possibly mutually singular to each other is taken into account.
The topic of model uncertainty has become particularly relevant after the financial
crisis, and intensive study has been done in different directions. Existing literature
for insurance modeling under model uncertainty considers only dominated probability
family, e.g. [72], [65] and [29]. When we take into account a non-dominated probability
family, it is necessary to go beyond the classic probability theory. Indeed, as discussed
in [I09], the core of the underlying stochastic analysis is the aggregation problem
of stochastic notions defined traditionally under one probability measure (such as
conditional expectation, stochastic integral, semimartingale decomposition, etc.) into
one independent of the underlying prior. Many independent results have been achieved
by using different research approaches and applied to financial market modeling, see
e.g. [A0], [G1], [B9], [IOR], [63], [85], [BR], [87], [¢3], [21], [1] and [82]. However, the above
results are valid only on the canonical space endowed with the natural filtration and
do not allow structure with general filtrations, as noted in [2]. In [2] the case of initial
enlargement of filtration is solved, but other forms of filtration enlargement remain
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open problems. Here we propose a solution for progressive enlargement of filtration
by introducing an external totally inaccessible jump, based on the canonical filtration
construction of the reduced-form framework in Section 6.5 of [24], and consistent with
the existing construction in [R7] on the canonical space endowed with the natural
filtration. The pricing and hedging problem in this context is solved by using the
superhedging approach, which appears to be a natural choice in a setting under model
uncertainty. Superhedging with respect to a non-dominated probability family has
been widely studied in recent years, see e.g. [8%], [R0], [i00], [43], [9], [57], [86] and
[66]. However, these results do not cover the case of generic payment streams, which
are studied only in discrete time in e.g. [61], [94] and [95]. The superhedging problem
for a generic payment stream under model uncertainty and in continuous time will be
analyzed here for the first time.

More precisely, the structure of the thesis is as follows.

In Chapter B, based on [20] and partially on [IR], we present a unified framework in
continuous time for life and non-life insurance by using a direct modeling approach and
analyze the benchmarked risk-minimization method for insurance products. While it is
common to model life insurance within a setting with nontrivial filtration enlargement,
it is however not the case of non-life insurance. In the present literature of non-life
insurance in continuous time, the insurance filtration is either not distinguished from
the reference filtration, see e.g. [32], [84] and [R3], or assumed to be independent from
the reference filtration, see e.g. [8]. The existing approach used in these papers is to
assume the insurance internal filtration H as generated by a marked point process,
which describes the insurance portfolio movement, and to model its H-compensator.
This compensator is then involved in the pricing and hedging formulas. This approach,
however, seems to be not convenient in the case of general filtrations. Indeed, with
respect to a generic filtration, it does not always exist a marked point process with
given compensator, and the compensator does not always determine uniquely the law
of the process on a generic o-algebra. Hence, we introduce here a new framework in
order to overcome these difficulties. Our framework uses a direct modeling approach
as in Section 5.1 and 9.1.2 of [P4] and allows an explicit bottom-up construction to
treat more general filtrations. The classic reduced-form framework for life insurance
is then included as a special case. We stress that, while for life insurance modeling
within the classic reduced-form framework, the compensator approach and the direct
modeling approach coincide, see e.g. [24], it is however not the case for non-life in-
surance. Under our new setting, we consider a homogeneous insurance portfolio and
model the accident times of all claims in the portfolio, in a way such that they are
not F-stopping times but admit a common F-adapted intensity process p. Report-
ing delay is taken into account and further updating of each claim is modelled by
independent marked point process, which describes updating times and related losses.
The insurance internal information starts only from the moment of the first report-
ing. This structure includes life-insurance as special case but presents at the same
time a significant difference from the classic reduced-form framework. We note that
non-life insurance policies are linked to properties and hence have costs sensitive to
inflation fluctuation. Consequently, we take in to account to role of inflation as already
proposed in [R], [IT5] and [R9]. We assume the presence of derivatives linked to the
intensity process p and to the inflation index on the financial market, which creates a



hybrid nature of the combined market. Under the statistical probability measure, the
so called real-world pricing formula is used for pricing purpose. The real-world pric-
ing formula is consistent with the benchmarked risk-minimization price for payment
streams, as shown in Section 2. Detailed study of non-life and life insurance products
is postponed respectively to Chapter B and Chapter @. Our framework contributes to
give an insight into the attractiveness of a more developed hybrid market and the po-
tential of non-life insurance linked financial products, especially the non-catastrophe
non-life insurance linked derivatives which are still not common and do not cover all
insurance linked risks.

In Chapter B, based on [20], we analyze the case of non-life insurance within the
general framework presented in Chapter B. We study in detail the consequences of our
new framework and derive useful analytical valuation formulas for non-life insurance
claims in term of the basic elements, such as accident intensity p, the delay distribution
and the updating distribution. These results can be considered as an extension of the
ones for the classic reduced-form framework, e.g. in Section 5.1 of [24]. In particular,
this shows that the new framework for non-life insurance is at the same time con-
ceptually general and computationally tractable. The benchmarked risk-minimization
method for non-life insurance is then analyzed in detail in view of the explicit valuation
formulas, especially for the reserve problem. We derive explicit pricing formula as well
as benchmarked risk-minimizing hedging strategies.

In Chapter @, based on [IR], we study life insurance under polynomial diffusion
model, within the generic framework of Chapter B. Polynomial diffusions are first
introduced in [47] as a nontrivial generalization of affine processes. As the biggest
advantage of these processes, it is possible to derive explicit formula for conditional
expectation of polynomial functions of the state variable. We concentrate in particular
on the case of state variables within a compact state space, studied in detail in [70].
Under the compactness assumption, we can ensure the positivity of both risk-free
short rate and mortality intensity, as well as use polynomial approximation for pricing
and hedging purpose. The compactness assumption implies, nevertheless, also the
boundedness of risk-free short rate and mortality intensity. These are however common
assumptions in the literature, see e.g. [M05], [29], [86], [@], [74] and [72]. Boundedness
of mortality intensity is also supported by recent statistical studies in e.g. [B8] and
[64] and can be understood in terms of confidence region, as shown in [72]. The new
approach of combining benchmark methodology and polynomial diffusion model is
proposed here for the first time, so that it is possible to have at the same time a general
and flexible model together with explicit and tractable pricing-hedging formulas. In
a numerical example with a 2-dimensional state variable, we calibrate our model to
MSCI and LLMA index under linear specification of the inverse of benchmark and the
longevity index. This shows that even under parsimonious specification, our model
can already produce a good fit to market data.

In Chapter B, based on [I9], we provide a consistent insurance framework under
model uncertainty, when we consider a generic family of priors possibly mutually sin-
gular to each other. We mainly follow the pathwise approach of e.g. [85], [87] and
[82], since it can be extended naturally in our setting. Stochastic analysis for general
filtrations is the main problem when we want to extend the model uncertainty study
for financial market to the one for insurance market, which is still missing. Motivated
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by life insurance modeling, here we propose a solution for the case of progressive en-
largement of filtration by introducing an external jump, by following the canonical
approach in Section 6.5 of [24]. We note that, since the current construction of sublin-
ear conditional expectation in e.g. [R7] relies on the properties of the natural filtration
F of the canonical space, modifications are needed for the enlarged filtration, denoted
by G. By exploiting the properties of the canonical filtration construction in Section
6.5 of [24], it is possible to construct explicitly a sublinear conditional expectation on
the enlarged filtration G, which consistently extends the one introduced in [87]. Such
extension presents however several technical difficulties and additional requirements,
which we discuss in detail. In particular, integrability condition is needed in order to
have the sublinear conditional expectation well-defined on the enlarged filtration. Only
a weak version of dynamic programming principle or tower property holds, similar to
[90], and the classic tower property is not satisfied in full generality as we show in a
counterexample. However, we have the classic tower property in all cases of often used
insurance contracts. Other sufficient conditions are presented as well. Beside this con-
struction, we analyze also the superhedging problem for a generic payment stream in
this setting. Superhedging dualities with respect to a nondominated probability family
have been studied in several papers, but only limited to the initial time and applicable
to European or American type of contingent claims, e.g. [88], [80], [I00], [43], [a], [67],
[86] and [66]. Here we formulate for the first time the problem of dynamic superhedg-
ing for a generic payment stream and determine superhedging dualities useful to solve
this problem. We emphasize that the definitions and the results hold also in the case
without model uncertainty. The results are illustrated first for the canonical setting
and then extended to the reduced-form setting. As a co-product of these results, the
constructed sublinear conditional expectation can be considered as a robust pricing
operator for insurance cash flows.

Finally, in Appendix @, we show a brief overview of the uncertainty framework in
the current literature, covering capacity theory, the G-setting in e.g. [91], [39] and the
pathwise setting in e.g. [85], [87] and [82]. A few secondary results not used in the
papers [I8] [19] and [20] are presented here as well.

1.1 Contribution and declaration

The three articles [IR], [19] and [20], on which this thesis is based, are results of joint
works of the thesis’ author Y. Zhang and Prof. F. Biagini.

The paper "Polynomial Diffusion Models for Life Insurance Liabilities" [I¥] (F.
Biagini and Y. Zhang) is a published journal article. It arises from an idea of Prof. F.
Biagini to apply the recently developed polynomial diffusion processes to the insurance
modeling and to analyze the risk-minimization method in this case. The detailed
structure is result of a close cooperation of F. Biagini and Y. Zhang. Computations
and numerical results are carried out by Y. Zhang independently and reviewed together
with F. Biagini in regular meetings. The benchmarked approach is incorporated in the
setting during an early stage of the paper as an idea of Y. Zhang, in view of other papers
of F. Biagini such as [i1] and [[2], which deal with benchmarked risk-minimization
for contingent claims. The extension of the benchmarked risk-minimization method
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to payment streams is derived by Y. Zhang independently.

The paper "Reduced-form framework under model uncertainty" [I9] (F. Biagini
and Y. Zhang) is an unpublished preprint. Under suggestion of F. Biagini, the paper
aims to extend the recent model uncertainty results with respect to a nondominated
probability family to the insurance setting. Current stochastic analysis under uncer-
tainty focus mainly on the canonical space endowed with the natural filtration. Its
application to the pricing problem in continuous time is often limited to contingent
claims. In joint discussions the two coauthors identify two main technical difficulties,
i.e. defining rigorously the pricing problem for payment streams in this context and
extending the stochastic analysis under uncertainty to the case of a progressively en-
larged filtration. The two coauthors agree on using the superhedging approach for
the pricing problem, which appears to be natural in the model uncertainty setting.
However, the superhedging problem for payment streams in continuous time is still
not addressed in the literature. A rigorous formulation of the problem is missing even
in the case of a single prior. With the help of F. Biagini, Y. Zhang introduces in this
paper consistent formulations and definitions regarding the superhedging problem for
payment streams for the first time, and derives dynamic dualities results which support
such definitions. Regarding the problem of progressively enlarged filtration, the two
coauthors decide in joint discussions to extend the existing construction of sublinear
conditional expectation on the canonical space to the reduced-form framework, which
is particularly relevant for insurance modeling. The construction of a new sublinear
conditional expectation leans on the classic construction of a progressive enlargement
of filtration by introducing an external jump. This can be then used as pricing oper-
ator in view of the superhedging results. A weak form of tower property is satisfied
by the constructed sublinear conditional expectation. In close cooperation with F. Bi-
agini, Y. Zhang provides a counterexample showing that the classic tower property is
not satisfied in full generality and gives sufficient conditions for its validity. Structure
details are carried out in joint works and the proofs are mainly derived by Y. Zhang
and then reviewed by F. Biagini.

The paper "A Unified Modeling Framework for Life and Non-Life Insurance" [20]
(F. Biagini and Y. Zhang) is an unpublished preprint. It was born from the idea of Y.
Zhang to create a continuous time framework for non-life insurance within a hybrid
market, which is still missing in the literature. Indeed, existing non-life insurance
setting in continuous time considers only the case of insurance filtration not distin-
guished from the reference filtration or the case of independence of the two filtrations,
and are based mainly on modeling the compensator of a marked point process which
describes the non-life insurance portfolio movement. Y. Zhang creates in this paper
for the first time a non-trivial filtration dependence for non-life insurance modeling,
which includes both life and non-life insurance setting in the current literature and
overcomes the difficulties derived from the compensator approach in the case of pro-
gressive enlargement of filtration. The paper structure is developed in joint meetings
and detailed computations are carried out by Y. Zhang under suggestions and reviews
of F. Biagini.
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Chapter 2

Unified framework for life and
non-life insurance

2.1 Introduction

In this chapter, based on [20] and partially on [IR], we give a unified framework in
continuous time for both life and non-life insurance, traditionally studied in a sepa-
rated way. A direct modeling approach, which generalizes the classic reduced-form
framework in e.g. [24], is used to introduce a dependence structure between insurance
filtration and reference filtration. The presence of intensity index linked derivatives
and inflation index linked derivatives on the capital market determines a hybrid nature
of the combined market. The pricing and hedging problem of insurance liabilities is
solved by means of benchmarked risk-minimization methodology. This new framework
shows the potential of a more developed hybrid market with insurance-linked finan-
cial products, especially those linked to non-life non-catastrophe insurance, which are
currently still not common.

This chapter is organized as follows. In Section 22 we give a bottom-up construc-
tion of a generalization of the classic reduced-form framework. In Section 23 we specify
the hybrid nature of the combined market under the benchmark approach. In Section
D, we analyze the benchmarked risk-minimization method for payment stream and
show its relation with the real-world pricing formula. Finally, we show in Section 23
how to apply our general framework to the cases of both life and non-life insurance
and discuss the relation of the present setting with the compensator approach.

2.2 Enlargement of filtration

Let (Q,G, G, P) be a filtered probability space, where G := (Gt)¢>0, G = Goo, and Gy is
trivial. The filtration G represents the global information flow available to the insur-
ance company and P is interpreted as the statistical or real-world probability measure.
Furthermore, assume that the global filtration G is composed by two subfiltrations,
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ie. G=FVH, where F := (Fi)¢>0 and H := (H;)¢>0 represent respectively the refer-
ence information flow and the internal information flow only available to the insurance
company. The reference filtration F is assumed to include information related to the
financial market, as well as to environmental, political, social and economic indicators.
Without loss of generality, all filtrations are assumed to satisfy the canonical conditions
of completeness and right-continuity. If not otherwise specified, all relations in this
chapter hold in the P-a.s. sense. While the structure of the reference filtration F is not
specified for now, we assume that the insurance internal filtration H is generated by a
family of marked point processes which represent the insurance portfolio movements,
similarly to what is proposed in [6]. For background of marked point processes, we
refer to e.g. [[71], [84] and [62]. In the following, the classic terminology of non-life
insurance is used, see e.g. [115] and [8Y].

We consider a portfolio with n insurance policies. For i-th policy with i =1,...,n,
an accident occurred at a random time 7¢ is reported to the insurance company only
after a nonnegative random delay 6. Let 7{ be the first reporting time with

T =78 4 6. (2.2.1)

We stress that information about the accident time 7¢, the reporting delay 6° and the
damage size or severity of the accident, described by a nonnegative random variable X7,
is available only after the first reporting. Let NT be the set of natural numbers without
zero. After the first reporting of the accident, there may be some further developments
of the case. We use a marked point process (7:;-, X;) jen, with nonnegative marks to
describe this further development after 7. The sequence (7:]’) jen+ is a point process,
where
71 (2,6, P) = (R, B(R4)), jeN*,

and (X;) jen+ is a sequence of nonnegative random variables,
X;(Q7gaP)_>(R+7B(R+))? j€N+'
We set that the marked point process (%;f, X;) jen, is simple, that is

lim 7:; = 0
j—o0

and %} < %} 41, if %]Zf < 00, and the following integrability condition holds
E 21 1o Xj| <oo forallt>0. (2.2.2)
=

The global movement of the i-th insurance policy is described by a new marked point
process (T;», 93) jen+ with 2-dimensional nonnegative marks. That is, the sequence of
random times (T;)j@w is a point process

(0,6, P) - (Bs, BEL)), jeNY,
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and (9;) jen+ is a sequence of 2-dimensional nonnegative random variables
0} :(2,G,P) — (R},B(R})), jeNT.

Every random time T; describes the reporting time of j-th event related to i-th policy.
The mark components @j- represent the reporting delay and the loss or damage size of
the corresponding event, respectively, which are known only if the event is reported.
More precisely, we assume

i with mark O} = (6", X}), (2.2.3)

and
Ty =T1+7 withmark ©',, =(0,X/,):=(0X)), (2.2.4)

for j > 1. We note that here we assume that only the first reporting delay is different
from zero, since we focus mainly on modeling the relation between the first accident
times 75 and the reference filtration F. This setting can be easily generalized if non-zero

random delays are considered in (2224). We note that the simplicity of (%}, X;) jeN,
implies in particular that the random times (T;)jeN . are strictly ordered:

TSy << T < T <,
T < < TP < T <oy 225)

TS Ty < TRy <

We stress that every T; may eventually assume infinite value, in case it describes an
event which never happens. The following conditions are assumed for the sake of
simplicity.

Assumption 2.2.1.

1. Homogeneous delay: the distribution of the random delays 6%, i =1,...,n, is the
same.

2. Homogeneous development: the distribution of the marked point processes (%}, X;) JEN

i=1,...,n is the same.

3. Independent first mark: the first marks X%, i = 1,...,n, are all mutually inde-
pendent and independent from the o-algebra Foo V o (73) V ... V o (18).

4. Independent delay: the random delays 0%, i = 1,...,n, are all mutually indepen-
dent and independent from the o-algebra Foo V o (18, X1)) V ... V o (731, XT)).

5. Independent development: the marked point processes (?},X;)jeN+, i=1,..,n

are all mutually independent and independent from the o-algebra Foo Vo ((1, 0, X1))V

o NVo((r, 0, X)),
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The above assumptions do not compromise the generality of the framework structure.
Indeed, the homogeneity assumptions can be always satisfied if the insurance portfolio
is opportunely subdivided, and reporting delays 6%, occurrences and size of the losses
after the first reporting time, described by (%},X;:)jEN+, are typically idiosyncratic
factors independent to each other and independent from the reference information.
Furthermore, we assume the following structure for the distribution of delay variables
0, i=1,..,n.

Assumption 2.2.2. The common cumulative distribution function G of 0%, i =
1,...,n, defined by 4
G(z) =P <z), zeR, (2.2.6)

satisfies

zV0
G(z) = ao —|—/ g(x)dr, =zeR, (2.2.7)
0

where ag = P(6" < 0) = P(6" = 0)", and g is a nonnegative Lebesque—integrable
Sfunction.

The delays 6%, i = 1,...,n, may have a mixed distribution according to the above
assumption. This covers both the case of life insurance without reporting delays by
setting g = 0, and the case of non-life insurance with non-null delays by setting g # 0.
Before we describe the structure of the insurance internal filtration H, we need to
introduce some more processes. For every ¢ = 1, ..., n, the process (Ni)@o, with

N;=N'(tERY) =) 1.y, t20,
j=1

is called ground process associated to the marked point process, which counts the
number of occurrence of 7; at any time ¢ > 0. The marked cumulative process N* is
defined by

. N
N B)w) = 2 1wy Hoswen) = 2 Hoxwen)
j=1 Jj=1

foreveryt > 0, B € B(Ri), w € Q. In the literature, the process N is sometimes also
called marked point process. Indeed, by Lemma 2.2.2 of [71], there is a unique corre-
spondence between the marked point process (T;, @;) jen+ and its marked cumulative
process N*, i.e. _ _
{rj <t} ={N; > j}, (2.2.8)
forallt > 0 and _ _ o
{0} € B} = {1j < oo} N{N'(7}, B) > 0} (2.2.9)

forall Be B (Ri) Therefore, in the sequel with the name marked point process we will
refer to N* and (7}, ©%) en+ indifferently . We set the insurance internal information
H= (Ht)t>0 to be

Hy=HIV . VHE, >0, (2.2.10)

IThe random delays #* are nonnegative.
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where H := (Hi);>0, i = 1, ...,n, is the natural filtration of the marked point process
N? ie.
Hi = o(N'(s,B),0 < s <t, forall Be B(R%)), 0.

Besides, for every i = 1,...,n and j € N, we consider H"! := (H}"");50 with

i1 2
Hi' = 0 (L Loxpes) 0 S s <t forall Be BRL)), >0,

and H/ := (H}?)i>0, j > 1, with
Hy? =0 (L Lxien) 0 S s <t forall BEBRY)),  ¢>0.
We note that it holds clearly
HY =o(r))Vo(X]) forj>1.
In particular, according to (222711) we have
e = o(r) Vo((0",X7)) = o(r5) V o (0", X7))-

Similarly, all notations related to the marked point processes (%}, X})jeNJr, i=1,..,n,

will be denoted with the symbol "~" e.g. H¢ denotes the corresponding natural filtra-
tion, N* denotes the corresponding marked cumulative processes, etc.

Lemma 2.2.3. For alli=1,...,n, it holds that H* = \/j€N+ H7
Proof. One inclusion is trivial,
H, c\/ HY
JENy
For the other inclusion, we only need to show that for all 0 < s < ¢ and B € B(R2),
{r} <s}n{O) € B} € Hj.

Indeed, we note that the marked point process N? is simple, hence by (ZZZ8) and
(ZZ9) we have

{r; <s}={Ny =} = {N'(s,R}) > j} € Hj,
{ri <s}n{O} e B} = {7} <s}N{N'(r},B) > 0} € Hi.
O

The following notations will be used in further discussion. For i = 1,...,n, j € N, let
HHST .— \/ HoF O HYPT = \/ Hik,
k< k>j

similarly for H“>J and Ho<7. If j = 1, we set H0<' := {),Q} for every t > 0. As a
direct consequence of Lemma 723, we have the following corollary.
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Corollary 2.2.4. For everyi=1,...,n, j € Ny, it holds that
H = H>S vH»> = H><7 v H>,

Now we introduce the dependence structure between the filtrations H and F by
following the reduced-form setting for credit risk and life insurance. We focus on the
accident times 7¢, i = 1,...,n and model their relation with the reference filtration F
in a similar way as in Section 9.1.2 of [24]. We assume that random times (77)jen,
i =1,...,n, are not F-stopping times. Accident times 7§, i = 1, ...,n, are such that for
alli=1,...,n, 76 > 0 P-a.s. and that for ¢ € [0,00] and s € [0,¢] N [0, o),

P (15> s| Fe) =P (15> s| Fs) . (2.2.11)

Moreover, for I,k = 1,..,n with [ # k, 7t and 7§ are F-conditionally independent, i.e.
if t € [0,00] and r, s € [0,¢] N[0, 00), it holds that

P (Té > r,Té“ > s’ .7-}) =P (Té > 7“’]-}) P (Té€ > s‘ .7-}) . (2.2.12)
Remark 2.2.5. We define ’Hi’o =0 (I{T(Ks} :0<s< t), i=1,....,n. Then condi-
tion (Z2Z11) equals the following
E[X|FR] = E[X|F],

for each Hu°-measurable integrable random variable X. Condition (E2213) is equals
the F;-conditional independence between the o-algebras ’Hi’o and 'Hf’o.

Furthermore, let F* := (F})¢>0 be the F-conditional cumulative process of 7,
Fl =P ({<t|FR), t=0,

which is a bounded non-negative F-submartingale. We assume that there exists a con-
tinuous F-adapted process I'" := (I'})¢>0 and a locally integrable and F-progressively
measurable process p' 1= (i})>0, such that

e T =1-F forallt>0, (2.2.13)

t
i ::/ pidu, t>0. (2.2.14)
0

The processes I'? and p' are called respectively hazard process and intensity process
of 8. Given a family of locally integrable F-progressively measurable process p',
i =1,...,n, by following the explicit construction in Example 9.1.5 of [24], it is always
possible to construct random times 7¢, i = 1, ...,n, such that I'? is the hazard process
of 7¢ for every i = 0, ...,n, and all the assumptions above are satisfied. For the sake of
simplicity, we work under the following homogeneity condition.

Assumption 2.2.6. The accident times 74, i = 1,...,n, have the same intensity
PTOCess.
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Under this homogeneity condition, we denote the common F-conditional cumulative
process, hazard process and intensity process respectively by F', I' and . The above
assumption can be interpreted in the following way. While a single policy movement
described by N, i = 1,...,n, may have purely individual and idiosyncratic factors, and
not have direct link to the reference information flow F, the accident occurrences 73,
i=1,...,n, are however influenced by some common systematic risk-factors related to
environmental, social and economic conditions, hence the common conditional inten-
sity u is deducible from the reference information flow F. We emphasize that, unlike
the classic assumptions in the reduced-form setting in e.g. [24], here accident times
78,1 =1,...,n are not even H-stopping times, unless there is no reporting delay.

Remark 2.2.7. In an early stage of the paper [20], the thesis’ author tried to define
hazard process and intensity process for every random event time T;, withi=1,...,n
and j € Ny. However, this structure seems to be unrealistic, since it implies that all
updating information of insurance policies are influenced by common factors as well
and are related to the reference information flow F. On the contrary, the framework
described in this section has more reasonable interpretation and at the same time allows
analytical computations as we will see in Section B3.

2.3 Combined market

In this section we describe the hybrid nature of the combined market and introduce the
benchmark approach, developed in e.g. [96], [98] and [@9]. We consider a finite time
horizon T' with 0 < T' < oo. The role of inflation is taken into account and the inflation
index process is denoted by I := (I)¢[o,7], which represents the percentage increments
of the Consumer Price Index (CPI) and follows a nonnegative (P, F)-semimartingale.
We distinguish real price value, i.e. inflation-adjusted price value, from nominal price
value, i.e. not inflation-adjusted prices value. Nominal value can be converted in real
value at any time t € [0,77], if divided by the inflation index I;. If not otherwise
specified, we express all prices in nominal value.

We assume that the financial market is frictionless and there are [ liquidly traded
primary assets with price processes S := (Sf)te[o,T], 1 = 1,...,1, which follow real-
valued (P,TF)-semimartingales. We denote the asset vector by S := (Si)izl,,,.J. For
now we do not fix any dynamics of the vector process .S, but only specify some macro-
categories of primary assets. We assume that there exists a publicly accessible index,
based on the intensity process p and described by the process L := (Lt)epo,r)- We
follow the approach of [28] and model L in the following way

Li:=e ', tel0,T),

This index should reflect the underlying systematic risk-factor related to the insurance
portfolio, such as mortality risk, weather risk, car accident risk, etc. We distinguish
three macro-categories of primary assets as elements of the vector S:

1. classic financial assets, such as the zero-coupon bond, call and put options, fu-
tures, etc.;
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2. inflation linked derivatives, based on inflation index I, such as inflation linked
zero-coupon bond (called also zero-coupon Treasury Inflation Protected Security,
TIPS), which pays off It (equivalent to 1 real unit) at time 7', inflation linked
call and put options, etc.;

3. systematic risk-factor linked derivatives based on the risk index L, such as
longevity bond which pays off L at time T, weather index-based derivatives,
etc.

Definition 2.3.1. A trading strategy is a R'-valued G-predictable S-integrable process
6 := (0¢)eefo,1)-

The space of all Rl-valued G-predictable S-integrable processes is denoted by L(S, P,G).
The following definition is given in [i4].

Definition 2.3.2. We call portfolio or value process S° := (Sf)te[o,:r] associated to
a trading strategy  the following cddlag adapted process
1
S =68 =) 6Si, telo,T).
i=1

It is called self-financing if

t l t ‘

59 :53+/ 51ds, :SS+Z/ 51dSL,  te0.1).

0 = Jo
According to this definition, for ¢ € [0,7] and i = 1, ..., 1, the variable §; represents the
amount of ¢-th primary asset held at time ¢. We introduce the following set

Vi = {89 self-financing | 6 € L(S, P,G), S{ =z >0, S° > 0}.

Definition 2.3.3. A benchmark or numéraire portfolio S* := (S7)ep0,7 is an ele-
ment in the set Vi, such that for every portfolio S° € V},
s
S5

S

>E |2t
E

gs], s,t €10,T], t>s.

In our framework, we follow the approach of [99] and work under the following as-
sumption, which is weaker than assuming the existence of an equivalent martingale
measure, as shown in [60].

Assumption 2.3.4. There exists a benchmark portfolio S*.

As discussed in [, this weak no-arbitrage assumption is more suitable for modeling
a combined market.

Definition 2.3.5. We call benchmarked value the value of any security or portfolio
S% when discounted by the benchmark portfolio and we denote it by S°, i.e.
g
=
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The following lemma is proven in [12].

Lemma 2.3.6. If the vector process of primary assets S is continuous, then the bench-
marked vector process S := S5/S* is a (P, G)-local martingale.

For the sake of simplicity, we assume that the following conditions hold in view of the
above lemma.

Assumption 2.3.7. The inflation index I = (It)icjo,r) and the vector of primary
assets S are continuous processes. The benchmark portfolio S* = (S} )icjo,1) is con-
tinuous, F-adapted. The benchmarked value process S := S/S* is an (P,TF)-true mar-
tingale.

We note that according to the above assumption, we exclude that the benchmark may
contain assets related to single accident event and/or insurance claim.

The cash flow in real unit, i.e. in inflation adjusted value, received by the poli-
cyholder from the insurance company over time can be seen as a dividend payment
which is modelled by a process D := (D¢);c[o,r] of finite variation or more in general a
(P, G)-semimartingale. We denote by A := (A;);c[o,r] the nominal benchmarked value
of the cumulative liabilities of the insurer towards a policyholder, namely

t
I,
Aﬁz/ugfa%, te 0,7, (2.3.1)
o S
where we assume that D is defined such that A is square integrable, i.e.
sup E [A}] < oco. (2.3.2)
t€(0,T]

Definition 2.3.8. We call real-world pricing formula associated to a dividend process,
which settles at time T, the following formula

Sy ; I,
Vii="LE[Ar — A G = g < dDy| G|, (2.3.3)
I, I 16,17 Se

forte|0,T].

This definition generalizes the so called ex-dividend price process defined in e.g. [6]
and [B3], which gives the current value of the future remaining payment in a risk-neutral
context, i.e. when a martingale measure is assumed to exist. In our case, the quantity
V4 in (2233) is expressed in inflation adjusted value and corresponds to the benchmarked
risk-minimizing price as we explain in Section Z4. We note that, for Definition 238
it is be sufficient to have A is integrable. However, the square integrability (2232) is a
technical condition necessary for the risk-minimization approach.

2.4 Benchmarked risk-minimization for payment streams

In this section we give an easy extension of the benchmarked risk-minimizing method
for contingent claims, described in [12], to the case for payment streams and discuss



18 Chapter 2. Unified framework for life and non-life insurance

its relation with the real-world pricing formula (22333). We illustrate the general defi-
nitions and results by following mainly [[4] for the presentation.

We introduce the following Hilbert spaces, where [X] = ([X?, X7]); j—1,...; denotes
the quadratic variation matrix process of a vector process X,

MZ(P,G) := {M := (My)tejo,r) G-martingale | My = 0, ts[lépT]]E [M}] < oo},
€10,

/OT 5Jd[§]u5u] < oo},

5eL2(5*,P,G)},

L*(S,P,G) = { § Rl-valued G-predictable processes | E

T
7(5,P,G) = { / 5, dS,
0

their norms are given respectively by

1 1 1 1
IMIlp2pe) = sup E[MP]? =E[M7]* = sup E[[M}]? =E[[M]r]*,
0 t€[0,T t€[0,T

T 3
s = (2| [ a9 )
T . T R 271 2
‘/ 5,1 dsS, =E (/ 5stu> ,
0 0

for M € M2(P,G) and § € L2(S, P,G). It is shown in Lemma 3.4 of [7] (or Lemma
2.1 of [107]) that I(S’, P,G) is a stable subspace of MZ(P,G). In particular, for every
§ € L2(S, P,G) it holds
T
/ 65 dsS,
0

Definition 2.4.1. We call L?-admissible strategy a process 6 := (0¢)tejo,r) such that
5 e L? (5“, P,G) and that the associated benchmarked value process 59 with

I(8,P,G)

T
||5HL2(S,P,G) = H/O (ﬁdSu

I(8,PG) M3 (P,G)

80 =618, tel0,T]
belongs to ME(P,G).

Now we fix a process A as defined in (2231), which models the (nominal) benchmarked
cumulative payments towards a policyholder.

Definition 2.4.2. We call benchmarked cumulative cost process of a L?-admissible
strategy 8 associated to A a process C° := (Cf)te[o,T] defined by

t
cf:ﬁf—/ 6.dS, + 4,  te0,T).
0
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Definition 2.4.3. We call risk process of an L*-admissible strategy § a process R® :=
(Rf)te[o,T] defined by

R} =E[(C:—-CP)P|G], telo,T].
Definition 2.4.4. An L%-admissible strategy § such that
(1) 83 =0 P-a.s.,

(2) Rf SAB,‘E P-a.s. for every t € [0,T] and for any L2-admissible strateqy & such
that 83 = S9. P-a.s., 8, = 6, P-a.s. for allu < t,

is called benchmarked risk-minimizing for A.

Lemma 2.4.5. The benchmarked cumulative cost process of a benchmarked risk-
minimizing strategy is a (P, G)-martingale.

Proof. This lemma is a straightforward consequence of Lemma 3.5 of [12] combined
with Lemma A.4 of [I75]. O

Lemma 2.4.6. The benchmarked value process S% associated to a benchmarked risk-
manimizing strateqy § for A is given by

SP=E[Ar — AG), te[o,T).
Proof. The proof follows from Lemma 2243 and Lemma 3.12 of [I75]. O

The following theorem is the core of the benchmarked risk-minimizing method.

Theorem 2.4.7. Let the following be the Galtchouk—Kunita—Watanabe decomposition?
Of AT

T
Ar =E[Ar] + / (6N dS, +Lp,  P—as, (2.4.1)

0
where fOT 6248, is the projection of (Ar —E[A7]) on the space (S, P,G) with §* €
L2(8,P,G), and L* € MZ(P,G) is P-strongly orthogonal to Z(S’, P,G). There is a
unique benchmarked risk-minimizing strategy 0 for A, given by 6 = 6. The associated
benchmarked cumulative cost process is given by

C)=E[Ar]+ L} =C+ L{,  te0,T],

and the benchmarked value process is given by

S8 = B [Ar — A G, te[o,T)

Proof. See Lemma 22473 and Theorem 2.1 of [78]. O

2See [@] for an overview of Galtchouk-Kunita—Watanabe decomposition.
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As for the classic risk-minimization method, the crucial point of the solution of the
benchmarked risk-minimizing problem is finding the Galtchouk—Kunita—Watanabe de-
composition (2Z0). We emphasize that, the orthogonal projection given in the decom-
position (22) shows that, every benchmarked cumulative payment A has a perfectly
hedgeable part fOT (5;4)T dS, and a totally unhedgeable part (E [Ar] + Lé) which is
covered by the benchmarked cumulative cost process C. Moreover, by Lemma 248,
the benchmarked value process associated to the unique benchmarked risk-minimizing
strategy 0 for A coincides with the discounted value of the real-world pricing formula
given in (E233), i.e.

IS |
S =V, teloT).
St
The benchmarked hedging problem and its relation with the real-world pricing formula
have already been discussed in [[] and [[2] in the case of a T-contingent claim D, i.e.

when the dividend process D is given by
D; = 1{t:T}D7 t e [O,T],

with D a square integrable G-measurable random variable. The real-world pricing
formula in this case is reduced to

v, — S*E [S*D‘g], te0,T],

which is the original definition of fair price given in e.g. [99] for a T-contingent claim
D. In this case, if the T-contingent claim admits a self-financing strategy, then the
supermartingale property of the benchmark portfolio in Definition (E=333) yields that,
V corresponds to the least expensive self-financing portfolio which replicates D.

2.5 Application and comments

In this section we show that the general framework described above includes both the
cases of life insurance and non-life insurance. We compare in particular our setting
and the compensator approach.

2.5.1 Life insurance

Regarding life insurance, reporting delays in this case are often negligible and the
policies depend only on accident times 7¢, i = 1,...,n, which represent the decease
times of persons in this context. This can be easily included in our general framework
by setting §° = 0, T; = oo for all j > 1 and X} =1 for all j € N;. The random times
76 = 7 are interpreted as decease time of person i, for i = 1,...,n. The filtration G is
consequently reduced to

G=FVvH'V..VvH",

where H!, i = 1,...,n, is generated by the jump process of 7¢, i.e.

Hi=0 (Lpae 0<s<t), 120,
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and represents the information flow relative to i-th policyholder’s life status. In partic-
ular, in such case the common F-progressively measurable process p is interpreted as
mortality intensity, for policyholders e.g. belonging to the same age cohort in the same
country. The index L corresponds to survival index or longevity index of the given
age/country group. The financial market is typically assumed to include longevity
index linked derivatives, such as longevity bond, which pays off the longevity index
value e T'7 at maturity 7.

All classic results of the reduced-form framework hold in this context. In particular,
for i =1,...,n, we set the process L’ := (L%)te[O,T] associated to the i-th policyholder

L= 1{Tg>t}e£, te[0,7T). (2.5.1)

Proposition 5.7 and Proposition 5.8 of [7] show that the process <1{Ti>t}eri) is
0 t€[0,T]
a G-martingale and satisfies

ri_ 4 ‘ i i
1{7'3>t}€ =1 /]Ot] 1{Tg2u}e dM,, telo,T],
where M" := (M} );cjo,7] is a G-martingale defined by
M} = ey = ri,.., telo,T].

Consequently, the hazard process (I't);c[o,) coincides up to 7¢ to the G-compensator

of the single jump process ( . It is hence indifferent to model the hazard

1{73@} te[0,7)
process or the compensator of the jump process. As we will see in the next section,
this is however not the case for non-life insurance.

Life insurance within this setting is widely studied in the literature, see e.g. [{7],
[[7] and [I5]. In Chapter B we will examine the detailed case of life insurance under
polynomial diffusion model.

2.5.2 Non-life insurance

The framework in Section E2 in its full generality describes the case of non-life in-
surance. In particular, it includes the setting of e.g. [82], [84], [83] and [R] as special
cases. We note that non-life insurance policies typically have reporting delay, i.e.
6% # 0, which can also count to several years. For every i = 1,...,n, we interpret the
sequence (X)jen, as payment amount at random times (7})jen, related to the i-th
policy. The exact accident time 7§ and first payment amount X7 is known only after
the first reporting time 7¢. Further updatings and developments may occur after the
first reporting and before the settlement of claim. The total number of eventual devel-
opments (T;) jen, is unknown as well as the corresponding payment amount (XJ’) JEN, -
The cumulative payment up to time ¢ related to i-th policy expressed in real value is
given by
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Hence, the nominal benchmarked cumulative payment process A := (A;):c[o,r) is given
by

n Ni
Ay = dD; - Xl t ). 2.5.2
t/y ;;% € 0,7] (252

The estimation of A is called reserve problem in the non-life insurance sector, see
e.g. [6]. We emphasize that, the risk related to non-life insurance policies is not only
related to the accident itself, but also to the reporting delay, as well as to the times
and impact sizes of developments after the first reporting.

Unlike our direct modeling approach illustrated in Section B2, in most of the
current literature, e.g. [R], [82], [84], [83] and [106], the study of non-life insurance
contracts is based on modeling the compensator of a marked point process N, which
is then used in the pricing formula and in the calculation of risk-minimizing strategy.
However, unlike the life insurance case where the direct approach and the compensator
approach coincide, the second one appears to be not convenient for modelling non-
life insurance in a framework with general filtrations, as we explain below. In this
discussion we treat only the case of one marked point process and omit the index i for
the sake of simplicity. We recall some basic definitions. Here the filtration H denotes
the natural filtration of a marked point process IV, G is a generic enlargement of H

and H := Hoo, G := Goo.

Definition 2.5.1. The G-mark-predictable o-algebra on the space Ry x B(R1) X is
the o-algebra generated by sets of the form (s,t] x B x A where 0 < s <t, B € B(R})
and A € Gs.

Definition 2.5.2. The G-compensator of a marked point process N is any G-mark-
predictable, cumulative process A(t, B,w) such that, (A(t,B))i>0 with A(t,B)(-) =
A(t, B,-) is the G-compensator of the point process (N(t, B))i>0. The G-compensator
of the ground process (Ny)i>o s denoted by (Ay)i0, Ay = A(t,R4).

Theorem 14.2.IV(a) of [34] shows that, G-compensator A of a marked point process
N with finite first moment measure always exists and is (I ® P)-a.e. unique, where [
denotes the Lebesgue measure on R. In particular, for all (¢, B,w) € Ry x B(R4) X Q,
it holds

A(LB,w)z/O K(B|s,w)A(ds,w), (2.5.3)

where k(B|s,w), B € B(Ry), s 2 0, w € Q, is the unique predictable kernel such that
for every A € G;,0 < s <t,B € B(R}),

/A/StN(UaB)(W)dUP(dw) = /A/St k(B|u, w) Ny (w)duP(dw).

However, under general conditons, given a G-mark-predictable and cumulative process
A, we cannot ensure the existence of a marked point process N with G-compensator A.
The problem is first raised in [B1], where the case with respect to the natural filtration
H of the marked point process is solved. An extention of the existence theorem to the
case of G = F ® H, i.e. when the filtrations F and H are independent, can be found
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in [41]. another problem is that, while the law of N is uniquely determined by the
H-compensator, this is not true for the G-compensator where G is a generic filtration,
as discussed in [B1] and Section 4.8 of [62]. Hence, the current literature with the
compensator approach is only limited to the cases of G = H, see e.g. [82], [Rd], [83],
or G=F®H, see eg. [§].

Here we provide a sufficient but unnatural condition in the case of G = FV H, such
that the law of N is uniquely determined by A. Similarly to the setting of e.g. [32],
[84] and [83], we assume that the G-compensator of N has the form

t
A(t,B) = / / Ass(dz)ds  forall ¢ >0, B € B(Ry), (2.5.4)
0o /B

where A := (\);>0 is a G-progressively measurable process and the mapping 7

n: Ry x B(Ry) x @ — (R4, B(R4))
(t, B,w) — n:(B)(w),

is such that for each t > 0, w € Q, 7(t,,w) is a probability measure on (R, B(R4)),
and for each B € B(R.), (n:(B))¢>0 is a G-progressively measurable process. Trivially,
we have

t
A = / Asds  forall t > 0.
0

In particular, it is possible to choose a predictable version of both A and 7, see Section
14.3 of [B4] for details. The processes A and 1 can be interpreted as jump intensity
and jump size intensity, respectively. We recall that a marked point process N is said
to have independent marks if the marks (X,,)nen are mutually independent given N.

Proposition 2.5.3. On (Q,H), the law of a simple marked point process N with
finite first moment measure, independent marks and of the form (Z354) is uniquely
determined by A\ and n. If in addition \ is H-measurable, then also the law of N on
(Q2,G) is uniquely defined.

Proof. The law of marked point process with independent marks is uniquely deter-
mined by the kernel « and the distribution of N according Proposition 6.4.IV(a) of
[34]. By relations (2253) and (EZ2d), the kernel & is given by

Kk(Blt,w) = n(B)(w), (t,B,w) € Ry x B(Ry) x Q.

It follows from Corollary 4.8.5 of [62] and Theorem 14.2.1V(c) of [84] that, if N is simple
and of the form (2234), the process (E[A\;|H:])i>0 determines uniquely the distribution
of N on (Q,H). If furthremore A is H-adapted, then by Theorem 4.8.1 of [62], also the
distribution of N on (£2,G) is uniquely determined. O

Proposition 2253 is result of a first attempt of thesis’ author to formulate a unified
framework for insurance by following the compensator approach. According to Propo-
sition 2373, the jump intensity process A need to be H-adapted in order to have N
uniquely determined on (€2, G). However, in our setting it is more natural to have an
F-adapted intensity process. Hence, the direct approach proposed in Section I seems
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to be more convenient in this context. Indeed, using this approach, it is possible to
model the F-adapted intensity process p directly and then use the explicit bottom-
up construction to establish a dependence structure between the filtrations F and G,
hence between the insurance market and the financial market.



Chapter 3

Non-life insurance in
continuous time

3.1 Introduction

In this chapter, based on [20], we study in detail the case of non-life insurance within
the general setting of Chapter B. Non-life insurance portfolio movement is character-
ized by accident times, reporting delays, damage sizes and further updating informa-
tion. We emphasize that a systematic framework for non-life insurance in continuous
time within a hybrid market is new to the literature. Computationally, our framework
structure allows to obtain explicit analytical formulas in term of the accident intensity
1, the delay distribution and the updating distribution. These valuation formulas can
be used for pricing and hedging purpose. In particular, we mainly focus on the reserve
problem of non-life insurance portfolio.

This chapter is organized as follows. In Section B2 we compute useful preliminary
results under the setting of Chapter B. In Section B=3 we solve the pricing-hedging
problem for non-life insurance liabilities by means of benchmarked risk-minimization
method.

3.2 Valuation formulas for non-life insurance

In this Section, we give some useful preliminary results under the structure assumptions
of Section P22. The presentation is similar to the one in Section 5.1 of [24].

We first extend relation (Z2211) and the F-independence (Z2212) of 78, i = 1, ..., n,
which hold for the filtrations H*?, i = 1, ..., n, to the larger filtrations H?, i = 1, ..., n.

Lemma 3.2.1. For every t € [0,00] and I,k = 1,...,n with | # k, the c-algebras H!
and HY are F;-independent.

Proof. In view of Lemma E=23, it suffices to prove that HF? and H? are F;-independent
for all p,q € Ny. For the sake of simplicity, we only consider p # 1 and g # 1, since



26 Chapter 3. Non-life insurance in continuous time

the other cases are similar. We want to show

B (1 xiemy ey Hxren}| 7]

= B[y lieny| B B [Lpepeny| 7

where s,7 € [0,¢] N [0,00)" and B!, B¥ € B(R,). By using (Z23) and (2=24), the

above equality equals

dl

e soto) Lspen L o) et} | 7

:E[l

{Té+91+7:})<5}1{)2§7631} JT"t:| E |:1{T§+9k+%§<r}1{X£€Bk} ]:t:| .

By setting the following deterministic functions
Uiy
fiz):=FE |:1{0l+7~—117<87:c}1{)~(£€3l}:| )

fk(x) =F [1{9k+%;<r—x}1{)2463k}} )
we have
fl(‘r) - fl(x)1{1<5}7
fE@) = @)1y

In particular, f'(7}) and f!(r}) are respectively H"’- and H¥?-measurable. This
together with Remark P24 and the independence conditions in Assumption P21

implies

B Voo Mxteny Yoo cmiary L sseny | 7

dl

Lnrotsryet Hxten Hosomsrrar L xpenn}

| Fy

T=T,
_ .k
Y=To

=B B [1{z+9l+%},<s}1{)~(;631}1{y+0k+%§<r}1{f(§eBk}}

B Lo nper Lxpeny) ‘y=n§“ Ft]

=7}

— 1
T=Tg

Fi V O'(T(l)) Vv U(Té“)} ’ ft}

B [Loioimen L xgen) ft} E {E [Hpsomrren L penny]|,_
L )

-5 s]

Liivorricst i {xien)

B[ B[ imr ey L gsensy | Fo Vo) vV o) | 7]

]-"t] .

=k _1{Té+el+f;<s}1{f<;e&}!ft} B [1{Tg+9k+;;<,}1{>~<5€3k}

IWe note that t may assume co.

FiVo(rh) Vv O'(Téc):| ‘ ]-"t]
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This concludes the proof. O

Lemma 3.2.2. For every t € [0,00], s € [0,t] and i = 1,...,n, if X is H'-measurable
and integrable, then
E[X|FR] = E[X|F].

Proof. The proof of the Lemma is analogue to the one of Lemma B=21. Indeed, without
loss of generality, it is sufficient to restrict to the case of j # 1 and to show

B [1eplngeny| 7] = B [Laytigen| 7]
where s € [0,¢] N [0,00)? and B € B(R;). By using (2223), (2224) and Remark 223,

we have

e xgen) | B = B [Lnpronren Hxen | 7

1

[ ariany ieny| Vo) v o] | 7]
|

|
|

BB 10 inic tien)| o v olr) v olad)] | 7]

E 1
Bl
{E {e+0i+7i<s} {XZEB}”
[F(=5)| Fi]
FH(r0)| F]

=l

I
es I cS B < B <

{w+9LPﬁ<s}1{XfeB}} p=r

=F 1{Tf+ei+;i<s}1{)@es}’ﬁ}

= B 1 ixieny| 7).

where 4

f'(z):=E [1{94;;@_95}1{;2;63}
and fi(7) is H.0-measurable. O
As a consequence of the above two lemmas, the G-conditional expectation can be

reduced to F V H'-conditional expectation in most cases as we show in the following
corollary.

Corollary 3.2.3. Let 0 <t < T < oo, and Y be an integrable (Fr V Hi)-measurable
random variable, then

EY|G]=E[Y|FVH].

Proof. Tt suffices to prove the statement for the indicator functions of the form Y =
141p, where A € Fr and B € Hi.. We observe that

Gi=FVH, V..VH.

2We note that ¢ may assume oo.
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Let C € F;, D/ € ’H{, j=1,...,n. It is enough to show that

/ 141pdP = E[141p|F, v H;] dP
cnDn...nD™ cnbDn..nD™

By Lemma B2 and Lemma B2, it holds

/ 1415dP = / H 1p;dP
cnDN...ND™ CﬁDlﬂAﬁB
J#z

/ Il 1os|FrvHs|dp
CﬁDlﬂAmB i=1,..,
JFi

/ H 1ps|Fr| dP
CmDimAmB
J#Z

/ H 1p;| F | dP
CODW]AOB
J#l

/ II 1ps|7vH|dP
CODLﬂAﬁB

J=1,..m
i

cnD?

j=1,..n
J#i

:/ Ealp| FRVH] E| [[ 1pi|FVH|dP
CnD?

j=1,....n
J#i

/ H 1ps E[1alp|Fi Vv Hi] dP
C’ﬁD1

..... n

:/ E[141p|F vV Hi] AP
cnDN...nD"
O

We present another important corollary of Lemma B2 and Lemma B22: the H-
hypothesis between filtrations F and G, i.e. the property that every F-martingale is
also a G-martingale.
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Corollary 3.2.4. The H-hypothesis holds between filtrations F and G.

Proof. By Lemma 6.1.1 of [24], an property equivalent to the H-hypothesis between
two filtrations F C G, is that for any ¢ > 0 and any bounded, G;-measurable random
variable 7, it holds

E | Fool = E [n| F] .

It is enough to prove the above relation for indicator functions of the form 1 4151 ... 15,
where A € Fy, B' € H}, i =1,...,n. By applying Lemma BT and Lemma B2 more
times, we get

E[141p:...1p0| Foo] =14FE [1pr...15n| Foo

=14 [ E 15| Fadl

=1

n
=1 [[E 15| F)
=1
== ].AE [1Bl . o ]-B"|~Ft]
= E[lalp: ... 1p:| ).
U

Corollary BZZ3 shows that, in most cases G-conditional expectation equals the FV
H’-conditional expectation. Now we want to derive some more explicit representations.
We note that the following decomposition holds for every integrable random variable
Y, t>0,i=1,...,nand j € Ny

EYIHVE] = B[l Y|HiVE] + B[l Y HivE]. 621

In the following we give separate valuation to the two components on the right-hand
side of (82). The following lemma is important for a representation of the first
component.

Lemma 3.2.5. For everyt >0,i=1,...n and j € Ny, we have

H;VF C G,
where

G = {A €G:3C e HI VT, AN{Ti >t} =Cn{rl > t}} . (3.2.2)

Proof. By Corollary 2224, we have

P=HyTVHP.
Hence, it is enough to check that both #7>7 and #><7 v F; belong to Gi"’. In the first
case, if i > 1 and A = {7{ < s} N{X} € B} for some k > j, 0 < s <t and B € B(R),
it suffices to take C' = (). Similarly for i = 1 and 4 = {7} < s} {(0, X}) € B} for

k>j,0<s<tand B € B(Ri). In the second case, if A € ’H;’q V F it suffices to
take C' = A. 0
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Proposition B2 gives two representations of the first component on the right-hand
side of (B=2). Representation (B23) is similar to the one in Lemma 5.1.2. in [24],
representation (824) is new and is useful for further discussion.

Proposition 3.2.6. Lett > 0, i = 1,..,n, j € Ny and Y be an integrable G-
measurable random variable, then

E [1{T;>t}Y‘ Ho<T ]-'t]

Bl Y| HivR] =100, (3.2.3)

P(ri>t| My v F)

=10 B [YIHS VR, (3.2.4)

Proof. Equality (B-223) can be also written as

By P(r > | Hy¥ v )

H; \/.7:,5} = 1{7}>t} E |:1{T;>t}Y‘ ’Hi’<j \/}—t] .

We observe that the right-hand side is (H! V F;)-measurable. Hence, it is sufficient to
show that for any A € H} V Fi,

/ Loy P (7} > | Hy™ v F) P = / gy B[y Y| M09 v F] ap.
A J A J J

- (3.2.5)
According to Lemma B3, there is an event C' € H}'<? V F; such that

An{r} >t} =Cn{r >},
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thus,

[ ey P> i ) ap

A
[y PG R

Am{rj'.i>t}
[ vP@sdwIvR)

onf{ri>t}
:/ 1{7}>t}Y P (’T; > t| 'Hi,<j \/]_—t) ap

c
:/c E [1{T;>t}Y‘ 7—[?<J‘ \/]—"t] E [1{T;>t}‘ Hi,<j \/]:t} qP
= i ; 4,<J
_/C E [1{-,—J7;>t} E [1{r;>t}Y’Ht V]—'t}
= i ) i,<j
_/Cl{TPt} E {I{T}N}Y‘Ht \/}‘t} dpP
= ) i,<j
- /Cn{fj?>t} E [1{T§>t}y‘ Hy v ]:t} dpP
_ e
/,40{T;>t} E {I{T}N}Y‘ Hy \/ft:| dP

:/Al{ﬂ”’f} B[t Y| v E]ap

Ho<T v ft} dp

Equality (B=Z4) can be shown in the same way. We only need to note that
i {Ae G:3C e MV F, An{ri >t} =Cn{r] >t}}.

Consequently, the o-algebra ”H,i’<j in (BZ3) can be replaced by ’Hi’gj . That is,

) - ) ) 1,<J
J gy ar = [ 1y B [1gy|Hi v A ar
for all A € HiV F;. Hence,
ELn Y| V] =1 B[V v E].
O

Now we concentrate on the second component on the right-hand side of (B=2). A
slightly more general result is given in the following lemma.

Lemma 3.2.7. Lett > 0, i =1,..,n, j € Ny, A C G be a o-algebra and Y an
integrable G-measurable random variable, then

FE [I{Tjgt}Y"Hi’gj \/A} =F [I{T;Qt}y‘ﬂéfj \/A} .
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Proof. The left-hand side is clearly (H%S7 v A)-measurable. Note that the marked
point process N? is simple, i.e. the strict monotonicy (2223) holds. If A € HESTV A,
then AN {7} <t} € HEST v A, and

/ 1{ocy VP = / YdP = E[Y|HS v A} dP
A UIE An{rigt} An{rigt}
_ / E [1{7@<t}Y’ Mo vA] dp,

A i
which concludes the proof. O
Remark 3.2.8. We recall that

Hifj =0 (7',iL7 h=1, ,j) ,
and the random times 7i,h = 1,...,j are strictly ordered,

Tf <. < T;

Lemma B2ZZ1 can be interpreted in the following way: if T]i has already occurred before
time t, then having partial information about T; up to t is equals having full information
about all the random times 7)., h = 1,...,j. This implies in particular that, if Y is a

function of ¢, ...,T;, ie. Y = f(7, ...,T}), then the conditional expectation is reduced
to
4,<J —
Bty | v A =10,

The above results are summarized in the following representation theorem.

Theorem 3.2.9. Lett >0,i=1,...,n, j € Ny and Y be an integrable G-measurable
random variable, then

EYIHVF] =10 EYIHE VHP™T Y ft} 1y BRI Y ft} .
If furthermore Y is (H% V Fr)-measurable, then it holds
EY|Gl =1fy ENV|HES VI ft} tlpg EYIHS Y .7—',5] .
Proof. Since
ElY|HiVFE]=E [1{75@}1/‘ 2 vft} L E [I{T;>t}Y‘ 2 vft} :

the first part is a direct consequence of Proposition B28 and Lemma B=27 applied to
A=Hp77 Vv Fi. For the second part, it is sufficient to use Corollary B=23. O

‘We now present some results which play an important role for the reserve estimation
problem introduced in Section ZZ52. Let 0 < ¢ < T < oo and Z := (Z4)sepo,1] be a
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continuous, bounded and F-adapted process. For ¢ = 1,...,n, we consider the random
variable

N7 oo
Y= XiZi=)> 14 iery X2, (3.2.6)
j=Ni j=1
and want to compute
N7
EY|G]=E | ) XiZ.:| G| (3.2.7)
j=N;

Similarly to before, we decompose (B=2-7) with respect to the first reporting time 77
and study separately the two components,

N& N& N
iy _ iy iy
E g XjZ'rJ? G| =F 1{7-11'>t} E XjZ'r; G| + F 1{7{@&} E XJ»Z.,.]; on
j=Ni j=N¢ j=Ni

(3.2.8)
We aim to derive more explicit formulas in terms of the intensity process u, the dis-
tribution of delay 6°, and the distribution of development N* after the first reporting.
As a preliminary step, we calculate the F-conditional expectation of 77.

Lemma 3.2.10. For anyi=1,....,n andt > 0, it holds
t
P (> t‘ Fi)=¢e" Jo pudu / Gt —u)e Jo #edvy du, (3.2.9)
0
and .
P (rf < t| F) = / G(t —u)e Jo #odvyy du, (3.2.10)
0
where G is the common cumulative distribution function of 0° defined in (Z=28), i.e.
G(z) =P <), zcR,

and
G(z):=1-G(x)=P® >z), zecR. (3.2.11)

Proof. We prove first equality (8229). By Assumption 2270, #° is independent from
Fi V o(8). Moreover, both 6" and 7§ are P-a.s. nonnegative. Thus, it holds

P (Tf > t| ]:t) =FE [1{—rg+0i>t}

7
=8 (Lo + Lspenp Lo} | 7

= [ | 7] B [ Loy
= el 4 BB 1l gimsn | B Vo) | 7]

7]

7

e Jimde g [1{73@} E[lipisiay)|

"
ivaO

=t b (1 g G| 7).
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To conclude we only need to prove
t
B 10 -)| F] = /0 Gt —u)e 5 mvy du, (3.2.12)
This can be done in the analogue way as for Proposition 5.1.1 of [24], in view of relation

(21) and the fact that G is continuous by Assumption 2222, Equality (8=210) is a
straightforward consequence. Indeed,

P (ri <t|F)=1-P (7 > t| F)

¢
=1 — ¢ Jomudu _ / G(t —u)e™ o vy du
0

= — e fou hodv

t t w
—/ Gt —u)e Jo modvy du
0 Jo
t u t — u
:/ e o “”d”,uudu—/ Gt —u)e™ o vy du
0 0

t
= 1-Git—w)e Jomavy du
( (t —u))
0

t
:/ G(t —u)e o vy du
0

O

Remark 3.2.11. We note that (2213) is the conditional probability that the accident
has incurred, but not yet reported. In this last case, the events are called IBNR in the
terminology used in the insurance sector.

In expression (B2210) of Lemma B211, the parameter ¢ is present also in the integrand.
The following corollary give an improvement of relation (8210) and shows that the
process of conditional expectation (P (71’ < t| ft))t>o is absolutely continuous with
respect to the Lebesgue measure.

Corollary 3.2.12. Leti =1,...,n, it holds

t s
P(rf<t|FR)= / (aoe Jo podv —|—/ g(s —uw)e Jo l‘vdvuudu> ds, (3.2.13)
0

0
where ag and g are defined in ([22277).

Proof. By Assumption 22232, relation (B21M) and Leibniz integral rule, we have im-
mediately

iP (rf < t|FR) =

t
dt /0 G(t—u)e o' medvpy, du

4
dt
d

=% (aoe Jowodvy oy / g(s —u)e I “”d”,uudu) :
t 0
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Lemma 3.2.13. Foranyi=1,....,n andt € [0,T], if the sequence of random variables
Z = (Zu)ue[th] is left-continuous and bounded and Z; is Fr-measurable for allt > 0,

and 7 = (Zuw)uep,m) is independent from Fr V o(t}) and such that (E[Zu])ue[t,;p] is
left-continuous and bounded, then we have

Fil -

T
/ E(Z,)Z,dP (1} <u| F,)
t

F|=E

E [1{t<T;<T}ZTf Zr;

Proof. The argument is similar to Proposition 5.1.1 of [74]. As a first step, we assume
that both Z and Z are stepwise constant, i.e. we assume without loss of generality
that

n n
Zu = Z Zi i <ustiny Du= Z Zt; 1 <ust i}y
i=0 =0

fort <u < T, wheretg =t < ... <tjy1 =T, Zy; 18 Fr-measurable and th is
independent from Fr V o(7¢) for all j =0, ...,n. By Lemma B2, it holds that

B |Variary Zri2ni| 7

=K Zththl{tj<rfgtH1} Fi
=0

=B |3 F 2,201, e )
7=0

fT] Fi

=B | Y BIZ,)20,F (1 e )
=0

fT] Fi

—E ZE[th]th (E {l{ff@f“}

n
Jj=0

Fr| =2 [100y | 71])| 7

Fip|— E [1{7Ktj}‘ftj]) Al (3.214)

—FE E[Z,)Z,dP (1{ < u| F.)

ft] : (3.2.15)

In the general case, it is possible to find stepwise constant approximations for Z and Z.
Since Z is bounded and E[Z] is continuous and bounded on [t,T], the Riemann sum
under the sign of conditional expectation in (B221d) converges to the Lebesgue-Stieltjes
integral in expression (321H). The convergence of the conditional expectations follows

as well. O

Remark 3.2.14. We note that the above Lemma does note involves the notion of Ité
integral, but only Lebesgue-Stieltjes integral in ([21A), which coincides with Lebesque
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integral in view of Corollary BZI3. Hence, it is not necessary that Z is F-adapted
for the proof to hold. Furthermore, we emphasize that the boundedness condition is
imposed only for the sake of simplicity, the results hold without changes if the processes
are sufficiently integrable.

Now we are able to compute the first component on the right-hand side of (B=23).
For i = 1,...,n, let N be the ground process of (i’;f, X})jeN+, ie.

N, := Zl{%;st}’ t>0.
j=1

We define

N,
T = X! if t >
m(t) = E Z;Xj . ift>0, (3.2.16)
j:
m(t) =0, if t <0.

We note that the function m is independent of the index i because of the homogeneous
condition in Assumption PZ21(2).

Proposition 3.2.15. Let Z := (Zt):ejo,1) be a continuous, bounded and F-adapted®
process and 'Y be as in ([@2Z@) Then we have for any t € [0,T],

E [1{T{>t}Y‘ Hiv ]—‘t}

E [ftT (E[X{]Zu + I7 Z,din(v — u)> dP (v} <u|F)
—1,, |
{ri>t} P (1} > t| F,)

| |

Proof. The representation (824) in Proposition B228 applied to Y defined in (B24)
yields

B LY Hiv A] =1 B0 7

oo
i i,1
=110 B 2;1{T;<T}Xj27; Hy' Vv R
]:

(oo}
— iz i,1 iy i,1
=10 B (Lo XiZ M VR + 1 0 B > L ery X | WV T
j:
(3.2.17)

For the first component of (B2217), it suffices to use (8223) in Proposition BZH and
Lemma B=ZT3, considering the independence condition in Assumption 22271 (3). We

3Note that the result holds without changes if the process is sufficiently integrable.
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have hence

i iy 1
Liisn® [1{T;<T}X127; M, \/]:t]

=F {1{t<rf§T}XfZTf ’Hi’l \/]:t}
_q E [1{t<ngT}X{ZT;'
N {Tli>t} P (7'17 > t‘ ]:t)
E |[ EIX{]Z,dP (7} <u| F,)
:1{T;>t} P (i > t| F)

7]

7| |

Now we concentrate on the second component of (B217). Firstly, we assume first that
on the interval [t,T], Z is a bounded, stepwise, F-predictable process, i.e.

Zy = Z Ztil{tz‘<“<t7‘,+1}ﬂ (3.2.18)
1=0

for t < u < T, where tg =t < ... < tp41 = T and Z;, is F;,-measurable for all
1t =0,...,n. In this case, we obtain

o
i i,1
0B 221{7;@})927; Hy' VT,
J:

o
) %,1
=1g,0E ;1“«;%}@})(;27; Hy' v R
J:

n o

i i1
:1{r{>t}E Zzl{ti<rf+%;<ti+1}Xthi Hy vV F

i=0 j=1

[ n o0
i i, 1 ; 6,1
:1{rf>t}E ZZti E Zl{ti<7f+‘7’;<ti+1}X; ’H; V]:ti \/0’(7’{) /Hi VJ:t
=0

L j=1
il 4401 i i1
=L P ZZ“ E Zl{ti<w+%;<ti+1}Xj Hy vV Fy Vo(r) Hy vV F
-ZZO 7=t r=T}
i i1
:1{Tf’>t}E ZZti K Zl{ti<m+%;<ti+1}Xj Hy VvV F
_ZZO =1 dlg=rj
=10 F Z_; Z, (m(tivs — i) —m(ti — )| Hy' v }'t] : (3.2.19)

where in the second last equality we make use of the independence between the marked
point process (7;, X})jen, and the o-algebra HLL V Foo in Assumption 222701, This
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shows that for any bounded, stepwise, F-predictable process Z, it holds

T .
/ Zydm(u —77)
t

o0
i i1 _ 7,1
1 n B 21{T}<T}X;ZT; HVF| =100 F H, VE] :
j=2
If Z is a continuous bounded process, Z can be approximated by a sequence of bounded,
stepwise and F-predictable processes, i.e. there exists a sequence Z™ of the form
(B1R) such that
Z" — 7 and |Z"| <M

with M > 0. We note that m is right-continuous and monotone, hence the Lebesgue—-
Stieltjes integral

)

T
/ Zydin(u — 1) (3.2.20)
t
is well defined. By Lebesgue Theorem, we have the convergence
/ Zdm(u — 1) — / Zydm(u — 19).
t t

Moreover,

T .
<M / dm(u —17)
t

The right-hand side of (87221) is uniformly bounded in view of (2222). By applying
again Lebesgue Theorem, the convergence of the conditional expectations also holds

T
/t Zrdm(u — 77) = Mm(T — 7)) —m(t—1)]. (3.2.21)

T .
E / Zudin(u — 79)
t

T
/ Z"dm(u — ) Hy' v ft] :
t

Hz’l\/./_'.t‘| — F

We note that m(u) = 0 for u < 0, thus we get
i i1
Loton) B | L ey X ey | PV T2
j=2

T
= 1{T1i>t}E /t Zudrh(u—T{)

Hi v ft]

T
=F 1{t<Tll<T}/t Zydm(u — 17)

Hitv J—'t] .
The representation (B23) in Proposition B=ZH applied to the above expression yields
o0
; i1
Loion) B | L Ler) Xy | He v o
j=2

. E icriary J Zudin(u — )| 7]
~ >t P (Tf > t| ft) '
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We set Z := ftT Zydm(u — s), s € [0,T]. Since m is right-continuous and monotone,
n one hand, for fixed s € [0,T], the function ds(u) := m(u — s), u € [0,T], is also
right-continuous and monotone and is the cumulative distribution function of a finite
positive measure, by (222). One the other hand, for fixed u € [0,7], the function
m(u—s), s € [0,T), is left-continuous in s, that is, for every series s,, /s, we have
the following pointwise convergence

lim d, (u) =ds(u) forall u € [0,T]

Sn

of the cumulative distribution functions, which is equivalent to the convergence in
distribution or weak convergence in measure. Indeed, we recall that a series of positive
finite measures (v,)nen converges weakly to a positive finite measure v, if for all
bounded continuous functions f, it holds

/fdun —>/fdz/.

This yields the following convergence
an —>Zs, P —a.s..

In other words, Z, := ftT Zydm(u — s), s € [0,T], is left-continuous. We note that it
is also bounded. Now we apply Lemma BZT3 and obtain

1 E [1{t<r{<T} ftT Zydm(u — 7'12)‘ ft}
{ri>t} P (1 > t| F)
ft}

E |LcrieryZr
=1 i — -

> P (7l > 4| F)
E|[" Z,dP (i < u| F)
= M) P (r> 1 )
E (S zodinw - w) ap (i < u| F)
=1 i = -

{ri>1} P (i > t| F)

7]

7 |

We emphasize that by Corollary BZ12, the integrals under the sign of conditional
expectation in the last two steps are well defined as Lebesgue—Stieltjes integrals, hence
we do not need that the integrands are F-adapted. Finally, we note that for v < s,

ftT Zydm(u—s) = be Z,dm(u — s) since m(u — s) = 0. This concludes the proof. [J

Remark 3.2.16. An anther sufficient condition for the above Proposition, alterna-
tive to (BZ1d), would be that m is a continuous function, e.g. in the case of a
compound Poisson process or a Cox process with continuous intensity process and in-
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tegrable marks. In such case, since m(u) =0 for u < 0, we have

/tT dm(u — 1)

= LycrienyMIm(T = 7i) = 1(t = 1),

T
1{Tf>t}/t Zydm(u — 7v1) <1{T1i>t}M

and the right-hand side is bounded if m is continuous.

A representation of the second component on the right-hand side of (8723) is given
in the following proposition.

Proposition 3.2.17. Under the same assumptions of Proposition @214, if further-

more the process (Z;\I:tl X}) 011 has independent increments with respect to its nat-
telo,T

)

uraP filtration H', then for t € [0,T] and Y as in ([@24), we have

T
E [1{7&}1/‘ Hiv ]—‘t} =1ray B /t Z,din(u — )

HELVHE LV J—'t]

— i
wf‘rl

Proof. Lemma BZ72 yields that
ElgcnY|HiVF]=E [1{Tf<t}y‘ Hid vy ft} .

Using the same argument of the proof of Proposition BZTH, we assume first Z of the
form (B2IR). In such case, we get

B[t Y| v H> v F]

— Y 1,1 1,>1
“Lie B D Yoarpiriery Xj 2o | HE VHT VR
j=1

n

oo
_ ZZ i i\1 i,>1
—1{7;'@} E 1{ti<fli+%;gti+1}X;‘Zti Hee VHTVF

i=0 j=1

n [e )
_ Z Z i i1 i,>1
*1{7;'@} E 1{ti<z+%;gti+1}X;‘Zti Moo VHT VI
| i=0 j=1 i

[ n o0
B - i1 -
71{7"1i<t} B Z Z 1{ti<$+7:;<ti+l}X;Zti HZOO Vv /H;—T V. F ’

i=0 j=1

——)
T=Ty

4We note that for t > 0,

o0
~ti -0 (Z 1{~;Ss}1{)~(;’€B}70< s < t, for all B EB(R+)>
~ N,
-0 <Z1{~;<S}X;i, ogsgt) = a(ZlX; ogs<t>.
i=



3.2 Valuation formulas for non-life insurance 41

where in the last step we use the definitions of the filtrations. By using tower property,
the independence between the marked point process (7}, X})jen, and Feo V HEL (see

Nf ~z:

Assumption 2221), and the independence of increments of the process ( i1 j) 011
te[o,T

with respect to its natural filtration, we obtain furthermore

E [1{ngt}Y‘ ,HZO’.} V /Hi’>1 \/J—"t:|

oo
_ i asil\, 47
—1{7;'@} E g Zy, | & E 1{%;@#171,}Xj H VHi_, V Fy,
i=0 j=1

o0
_ E Z 1{7@_%})(;2 HEVHL VvV F, HEAVH  VF

j=1 —ri
I*Tl
ey B 1D Zu | B D Lich - | Hie
i= Jj=
_ B 21{~;<t7_m} CVH | || HEVHL VR
=1 P
_1{7—;<t} b ZZtL E Z 1{‘7'}<ti+1—37}X?
=0 j=1
_E Zl{%w _X}X;i HEEVHE  VF
J=1 o=
[ Ni_, N o
=11 B > Zi |t —2) = Y Xi—in(t; —x) + P HE VH VR
=0 j=1 j=1
- |
=Ly B Z Zy, (m(tip1 — o) —m(t; — m))| HEL v ft] (3.2.22)
Li=0 r=1}
This yields that for any bounded, stepwise, F-predictable process Z, it holds
T
E [1{Ti<t}Yj e vft} ~1an B / Zydin(u — )| HiL v]—}]
i< < \ »

The same arguments of Proposition B213 shows that, if Z is continuous, bounded
and F-adapted, then we can approximate Z by a sequence of bounded, stepwise and
F-predictable processes. This together with the fact that m is right-continuous and
monotone guarantees that the Riemann sum in (82222) under the sign of conditional
expectation converges to Lebesgue-Stieltjes integral. The convergence of the condi-
tional expectation follows from the boundedness of Z and the integrability condition
(222) of m. O

— 1
I—Tl
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The following theorem summarizes the results above and gives an explicit repre-
sentation of G-conditional expectation with respect to the first reporting time 77.
Theorem 3.2.18. Let Z := (Zi)icjo,m) be a continuous, bounded and F-adapted pro-
ces, i = 1,...,n and Y of the form (EZM). If the process (ZNt X

J=170 )te[O 7]
independent increments with respect to its natural filtration H' and m is defined as in

(@Z138), then it holds
T
/ Zydm(u — )
t -

E [ftT (E[Xﬂzu + [T z,din(w — u)) dP (ri <u| F,) J—'t]
T L{ri>t) P (ri > 1| F) ’

has

BY|G]=1(, F

HEEVHE LV Ft]

where

t u
P (i<t 7) = [ (ane s [ gtumvje ) au
0 0

and

t
P (ri >t 7) = i [ - we by,
0

where ag and g are defined in (Z2Z1) and G is defined in (Z213).

Proof. Tt is sufficient to combine Corollary B23, Lemma B0, Corollary B=ZT12,
Proposition BZ13 and Proposition B=217. O

Compared to Theorem BZTH, Theorem B2 gives a more explicit representation which
is expressed as function of y, the distribution of 6" and the distribution of (7}, X})jen, -
This is helpful for the pricing and hedging problem as we show in the next section.

3.3 Pricing and hedging non-life insurance

In this section, we focus on the problem of total reserve for a non-life insurance portfolio
introduced in Section EZ52, by using the results in Section B2. For any time ¢ € [0, T,
we aim to price and hedge the nominal remaining payment Ay — A;, where

n Niop
At:ZZS}Xg, te 0,7,

i=1 j=1 -r;

where we recall that [ is the inflation index, S* the benchmark portfolio, and X; the
payment amount in real value related to the random time T;

By Assumption E=373, the price process S = (St):e[o, 7], the inflation index I =
(It)¢ejo,r) and the benchmark portfolio S* = (S});e0,r] are continuous and F-adapted,

5Note that the result of Theorem B=ZTH holds without changes if Z is sufficiently integrable.
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and that benchmarked value process S := S /S* is an (P, F)-true martingale. Moreover,
we assume that cumulative payment related to marked point processes (7%, X ;)jeN o
1=1,..,n,

N;
doXi, te0,T], i=1,.,n,
j=1

which describe development after the first reports 7, are i.i.d. square integrable com-
pound Poisson processes. That is, N* are Poisson processes with parameter A mutually
independent, and X7, are i.i.d. square integrable nonnegative random variables inde-

pendent from N, with expectation E [f(]’] = m. In particular, we have
N}
mt)=E Y X;| =Xmt, te[0,T].
j=1

Under the above assumptions, all conditions in Theorem B=ZTS are satisfied for
Y = Ar — A;, t € [0,T]. Let I; be the number of reported claims at time ¢, i.e.

ly == Zl{ngt}’ tE[O,T].
1
The real-world pricing formula (2233) combined with Corollary B23 and Theorem
B1R yields

i
n NT

I .
Vigr =E[Ar — Al GI=FE |} > =X X|G

St i=1j=Ni 7
G R |
=Y B | > X\ RvH,
i=1 j=Ni Tj
T
= ml; E / %du HV Fy
t u
E | [T (B[Xi]L + xm fl—idv dP (1§ < u| Fu)| F
+(n—1) [ft ( 5 f % ) ( : ‘ ) t}a (3.3.1)

e~ Jo mudu 4 fot Gt —u)e o' vy, du

)

where the conditional probability function P (7{ < u| F,) is given in (B2Z13), i.e.

t s
P (le < t‘ ]-'t) = / (aoe_ I podv -1—/ g(s —u)e” I ”“d”uudu> ds.
0 0
We note that the first component on the right-hand side of (8=3)

T
I
id
/tS::“

/\mlt E

HEL v Ft]
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represents reported claims and does not involve the updating information after the
first reporting. In particular, if we assume furthermore that the inflation linked zero-
coupon bond (or TIPS) is a primary asset, i.e. an element of the vector S, and that
the process I/S* is F-conditionally independent from 7, for every i = 1,...,n, then we

get
T , T Tr
Aml; E / L du|H Vv F :)\mlt/ E || F| du
¢ Sy ¢ S
I
= Amly(T — t) =, (3.3.2)
St

where the last step follows from the martingale property of the process I/S*. The
second component on the right-hand side of (B=3)

E (7 (BIXi L +am [] feav) dP (v <u| F)| 7
e Jo mudu + fo G t— u)ei I Mvdvuudu

(n—1)

, (3.3.3)

corresponds to not reported claims and can be further explicitly calculated. These
includes both cases of incurred but not reported (IBNR claims) and those not yet
incurred. The standard non-life insurance literature is mainly focused on IBNR claims.
However, we stress that since the occurrence of accident is unknown unless the claim
is reported and even after the reporting there still might be updating events, the entire
expression (82331) should be taken into account for pricing purpose.

Now we use the notations in Section Z and solve explicitly the hedging problem
related to the total reserve by means of benchmarked risk-minimization method. We
note that hedging strategy is additive with respect to claims, and the first component
(B333) related to reported claims is totally hedgeable by trading inflation linked zero-
coupon bonds. Hence, here we mainly focus on the second component (B=33) related
to not reported claims

Zl{w} Z S] Xj, telo,1),
j=Ni 7;
For t € [t, T, its associated real-world pricing value V; is given by
Sp [ (BIXiE + am [ bdv) dP (ri < F)| 7
e Jo mudu 4 fo Gt —u)e™ Jo vy, dy

Vi = (n_lt)

As already mentioned in Section I3, this price coincides with the benchmarked risk-
minimizing price. That is, the benchmarked value process §% := (3 E)te[O,T] associated
to the benchmarked risk-minimizing strategy 0 := (5t)te[0,T] is

E [LT (E[X{]% + )\mff = dv) dP (i <u|Fu)| F
V;t (n—ly) = -

B — o :| , te|0,T].
e Jo pudu fot Gt —u)e Jo vy, du 0.7]

57 =

S*
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Using the same arguments of Proposition 4.11 in [7], the associated benchmarked risk
minimizing strategy ¢ is given by

-1

¢
Se=(n—1) (ef‘; pudu +/ Gt —u)eJo “”d“uudu> ¢,  t€1]0,TY,
0

where ¢; is the amount at t of risky assets of the benchmarked risk-minimizing strategy
related to the purely financial contingent claim

T ] T ‘
/ (E[Xﬂu + )\m/ Udv) dP (1] < u| F,)
0 S:; u Sy

v

Ut =F ft 5 tE[O,T]

(3.34)
In particular, the vector process ¢ := (¢¢)¢cjo,7] is obtained by the Galtchouk-Kunita—
Watanabe decomposition of (Uy)ejo,17

T T T )
/ <E[X{]“ + /\m/ ”dv> dP (7] < u| Fy)
0 S:; u S

£
v

t
U, =E +/ ¢l dsS, + LY,
0

where ¢ € L?(S, P,G) and LV € MZ(P,G) is strongly orthogonal to Z?(S, P,G). The
form of V' suggests how to design derivatives which can be used to hedge risks in
this market model. In particular, the purely financial contingent claim U; involves
only the random values of S*, I and p, this justifies the setting in Section 223 which
proposes to introduce three kinds of primary assets as hedging assets, including pure
financial assets, inflation linked derivatives and macro risk-factor linked derivatives.
Heuristically, these three kinds of assets should be used to hedge risks derived from
S*, I and u respectively.






Chapter 4

Life insurance in continuous
time

4.1 Introduction

In this chapter, based on [I¥], we analyze the case of life insurance under polyno-
mial diffusion model within the setting of Chapter B. Since the general life insurance
framework in continuous time have been already intensively studied in the literature,
here we focus only on the particular polynomial diffusion model specification, which
generalizes the classic affine model and allows at the same time explicit computations.
We neglect in this chapter the inflation effect and assume that the reference market
is driven by a possibly multi-dimensional state variable which follows a polynomial
diffusion on a compact state space, and represents underlying risk factors, such as
macro-economic variables, environmental and social indicators. The primary assets
are composed by risk-free zero-coupon bonds and longevity bonds, both modelled as
functions of the state variable. A parsimonious numerical example with calibration
to real data is provided in this model setting and explicit results for real-world pric-
ing formulas and benchmarked risk-minimizing strategies for relevant life insurance
products are derived.

The chapter is structured as follows. Section B2 gives a brief introduction of poly-
nomial diffusions. Section B=3 describes the polynomial diffusion model assumptions
for a portfolio of life insurance policies. In Section B4, a 2-dimensional state variable
is used to calibrate our model to MSCI and LLMA index. In Section B=3, we provide
pricing-hedging formulas for the three building blocks of life insurance products (pure
endowment, term insurance, annuity).

4.2 Polynomial diffusion process

In this section, we give a synthetic summary of the most important results for poly-
nomial diffusions presented in [47], which will be used in our discussion.
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We consider a compact set with nonempty internal part E C R as state space.
The space of real symmetric d x d matrices is denoted by S¢, and the convex cone of
positive semidefinite symmetric matrices by Si. For every n € N, let Pol,,(F) be the
following finite-dimensional vector space

Pol,,(F) := {polynomials on F of degree < n},

where N,, is the dimension of Pol,, (E). Let [0, T be a fixed time horizon and (2, F,F, P)
a generic filtered probability space. Let Z := (Z)icjo,r] be an E-valued F-adapted
process with initial value Z; constant and belonging to E, which follows

where W := (W})icjo,1) is a d-dimensional F-Brownian motion, o : R¢ — Rdxd 4

T

continuous function, a := oo ' and

a:R* 8%  b:R? 5 RY
with
aij € Poly(RY),  b; € Poly(RY),
for every i,7 =1, ...,d.

Definition 4.2.1. An E-valued process Z following (g-2) is called a polynomial
diffusion on E if
GPol,(E) C Pol,(E), forall néeN,

where the operator

G :C*(RY) — R,
is defined by

Gf(2) = %Tr(a(z)VQ F(2) +b(2)TVF(z), zeR% (4.2.2)

Proposition 4.2.2. A necessary and sufficient condition for Z defined in (§=21) to
be a polynomial diffusion on E is that the components of the maps a and b restricted
to E lie in Pola(E) and Poly(E), respectively, i.e.

aij|p € Pob(E), bz € Pol(E).
Proof. See Lemma 2.2 of [&7]. 0

In particular, for every fixed n € N, the operator G associated to a polynomial diffusion
Z has a unique matrix representation G, € RN»*Nn restricted to Pol,(E). In other
words, if p € Pol,,(F) has coordinate representation

p(z) = Ho(2)'P, =z€RY, (4.2.3)
where H,(z) is a basis vector of Pol,(E) and p'€ R™», then

Gp(z) = H,(2)'Gnp, zeR%
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In the following proposition, we show one of the most relevant results for polynomial
diffusions: the conditional expectation of a polynomial function of Zp is again given
by a polynomial function of the state variable, where the polynomial coefficients are
deterministic and time-dependent.

Proposition 4.2.3. Let n € N and (ZZ33) the coordinate representation of p €
Pol,(E) with0 <t < T. If Z is an E-valued solution to (§=21), then we have

E [p(Z1)| Fi) = Hn(Z;) T e "0 . (4.2.4)

Proof. See Theorem 3.1 of [d7]. O

Theorem B2 and Theorem E=Z4 give sufficient conditions on the state space E, such
that an E-valued state variable Z admits weak uniqueness and existence.

Theorem 4.2.4. If Z is an E-valued solution to ([f-21) and E is compact, then Z is
weakly unique®.

Proof. See Theorem 5.1 of [&7]. O

Remark 4.2.5. Strong uniqueness (or pathwise uniqueness) for an E-valued solution
to (@23) holds for d = 1, see [I3]. A more detailed discussion about the strong
uniqueness in a generic dimension is provided in [70].

Theorem 4.2.6. If the boundary of the state space E is defined by a family P of
polynomials on R?, i.e.

E={zecR%: p(x) <0 for all p € P},

then the following conditions on the parameters a and b are sufficient for the existence
of an E-valued solution to ({=21):

1. aeSi;
2. aVp =20 on {p =0} for all p € P;
3. Gp>0on ENn{p=0} forall peP.

Proof. This theorem is a special case of Theorem 5.3 of [A7]. O

Remark 4.2.7. We note that, due to the compactness of the state space and the weak
uniqueness given by Theorem [-24, every E-solution to (§=2Z1) is a strong Markov
process, see e.g. Theorem 4.6 of [4G]. Consequently, the operator defined in (§=23) is
the extended Markov generator of Z.

IThat is, any other E-valued solution to (E=Z) with initial value Zy has the same law as Z.
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4.3 Polynomial diffusion model assumptions

Now we specify a polynomial diffusion model under intensity-based reduced-form ap-
proach in e.g. [24] and Section PZA, in order to describe life insurance derivatives
linked to a portfolio of life insurance contracts. We fix a finite time horizon [0, T] and
work under the setting and use the notations of Chapter B. For the sake of simplicity,
throughout this chapter we neglect the inflation I and denote the decease time 7¢ of
policyholders by 7%, since they are the only random times involved in the discussion.
Let H' := (H{)co,r) with Hj = 1<y, t € [0,T], be the jump process? of 77,
i=1,...,n,and [ := (I¢)¢cjo,r] be the death counting process

=Y l(icy, te0,T]. (4.3.1)
=1

We recall the homogeneity assumption and set that
F,=P(r"<t|FR), te[0,T]

is the common conditional cumulative distribution function of 7%, i = 1,...,n;
Ii=-ln(l-F,), tel0,T]

is the common hazard process; the common mortality intensity p is a nonnegative
F-progressively measurable process with integrable sample paths such that

¢
Iy :/ pydu,  t€[0,T].
0

We may take a F-predictable version of u’, see Lemma 1.36 of [62]. We recall further-
more that the longevity index L, is modelled by

Li=1-F=e T =¢ Jomdu  ¢cio 1]

Let Z be a state variable process which represents the underlying risk factors, and
m1,ms € N be such that m; 4+ mo = d. We assume Z to be a polynomial diffusion of

the form
X
2=(v)

on the compact state space £ C R? with nonempty internal part given by
E=EXxEY, EXCR™ and EY CR™ |

where EX and EY are respectively the state space of process X and Y. The dynamics
of the components X and Y is described by
{ dXt = b(Xt)dt+U(Xt)th,

@Y, = B(X,Yi)dt, (4.3.2)

2We note that, since here the marked point process of_Chapter 2 is reduced to a single jump, the
process (H{):e[o,1] coincides with the ground process (N});g[o,7] of Section E72 in this case.
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for ¢t € [0,T], where W := (W}).cpo,1] is a d-dimensional F-Brownian motion, o :

R™ — R™1 %4 g continuous function, a := oo ' and

a:R™ — 8™ p:R™ —R™ bR — R™2,
a;; € Poly(R™), b, € Poly (R™), by € Poly(R%),

foralls,j =1,...,m; and k = 1,...,ma. As shown in the following proposition, if EX
is a compact set of R™, then EY is also compact.

Proposition 4.3.1. If there exists a constant C' such that for all t € [0,T],
[Xe]l < C,
then'Y is uniformly bounded.

Proof. We note that b is a linear function of Z, hence the Y-dynamics can be written
as
dY; = (AX: + BY; + ¢)dt,

where A € R™2X"™1 B ¢ R™2%™2 ¢ € R™2. In particular, this yields

t
Vel < b/ IYul du + aCt + el ¢ + [[Yoll,
0

with @ and b some matrix norms of A and B. By the Gronwall’s inequality, we have
- t - T
Vil < C + b/ t=9)ds < C + b/ =9 ds < oo,

for all ¢ € [0, 7], with C' a suitable constant. This concludes the proof. O

For the sake of simplicity, we denote the degree of a generic polynomial function p
by p. If p € Pol;(E) and t € [0,T], we denote the coordinate representation (B=24) of
Elp(Z7)|F4] by

Py (Ze) i= Hp(Z) T T %5, te0,T).

We model the benchmark portfolio in the following way

% =e “p(Z;), «¢€R and p strictly positive polynomial on E, (4.3.3)
t

for every ¢ € [0,T]. In [d7], a similar dynamics is specified for a state price density,
while here we choose to model the benchmark portfolio. We assume that primary
assets include risk-free OIS bond and longevity bond maturing at 7" and indicate their
value processes respectively by (P(t,T));c0.7] and (P'(t,T))scf0,7]- Since the state
space E is assumed to be compact, the restricted polynomial p|, admits a strictly
positive minimum value. That is, there exists a strictly positive number ¢ such that

EC{zeR%:p(z) >¢}. (4.3.4)
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As we will see below, by adjusting the parameter «, the condition (E=34) ensures the
continuity of both risk-free OIS bond and longevity bond, as well as the non-negativity
of the risk-free short rate.
A risk-free OIS bond maturing in T is defined as a zero-coupon bond with unit
payment at time 7', whose value at t € [0, 7] is given by
Pt,T)=S/E [

S5 gt]

This can be calculated using (E233) and Proposition B=223,

1

S E [1 Qt] _ po@-nE [p(Z1)| G _ e—o@-nE [p(Z7)| F4]
LSy p(Z:) p(Z:)
_ el Hp(Zt)Te(Tft)Gﬁﬁ _ —a(T—1) p(t,T)(Zt) .

p(Zy) p(Zt)

In particular, the second equality follows by Lemma 6.1.1 of [24]. Thanks to (E=34),
the process above is well-defined and continuous. Therefore, we have

—a(T—-t) P, 1) (Zt)
p(Zt) ’

The dynamics of risk-free short rate process r := (r¢).¢[0,r] follows immediately from
the risk-free OIS bond dynamics (B=3H). That is, for ¢ € [¢, T

Pt,T)=e te[0,T]. (4.3.5)

re:=— Oplog P(t,T)|r_,
Z
=~ drlog <ea<Tt>P’um<0>

p(Zt)
H(Zt)Te(Tt)GPﬁ>
— Orlo P
= ros < p(Zt)
p(Zy) Hy(Zy) e T D0
= — - 8T
Hy(Z,)TeT=0Cp p(Zt)
p(Zy) Hy(Z4)T Gpe "0
Hy(Z,) Te(T=0Gp p(Zy)
p(Z)  Hp(Zi)  Gpp
Hﬁ(Zt)Tﬁ p(Zt)
Hp(Zy)" Gpp
p(Z)

since e(T=9G» = 1 when T = t. We note that, the compactness of the state space E
and (E233) insure that

T=t

= —Orlog (6*O‘(T*t))‘

T=t

T=t

= 0 —

T=t

Hy(Zy)" Gpp
p(Zt)

has an upper bound @ and a lower bound « uniformly in ¢ € [0, T]. If we choose o = @,
then short rate takes positive value in [0, & — @.
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According to the definition in [28] and [26], a longevity bond maturing at T is a
longevity index-linked zero-coupon bond with payment at T' equal to the value of the
longevity or survival index L at T. Here we model first the longevity index L and
then derive the dynamics of the mortality intensity u, unlike the usual intensity-based
approach. We make use of the Y-component of the state variable Z to model the
longevity index

Ly := e "q(Y;), ~€R and g strictly positive polynomial on EY (4.3.6)

for t € [0, T]. The parameter v is used to adjust the value level of mortality intensity.
In the same way as before, there exists a strictly positive number § such that

EY C{yeR™ :q(y) > 6}. (4.3.7)
We derive the formula for the mortality intensity (u) := (11¢)sefo0,1)

Vq(Yy) Th(X4, V)
q(Yz)

pe = — Orlog (Ly)|p_y =7 — (4.3.8)
for all ¢ € [0.T]. Similarly to the case of risk-free short rate r, the compactness of EY
and the condition (EZ3) insure that, uniformly in ¢ the quantity

VQ(Yt)TB(Xtﬂ Yi)
q(Yy)

has an upper bound 7 and a lower bound ~. By setting v = 7, the mortality intensity
has a positive value range [0,7 — 7]. By using definition (B=38) of longevity index and
Proposition B=23, it is possible to calculate explicitly the value of a T-longevity bond
PY(t,T) at time t € [0, 7],

L
PUT) =518 || 6] = st [157) e v 6
T
_ L@@ E [p(Zr)q(Yr)| F]
p(Z)q(Yi) (43.9)

_ Lo (eN(T-1) P17 (Z1)

p(Zi)q(Yi)
_ ef'nya(Tft) pq(taT)(Zt)

p(Zt) ’

where in the second equality we use Lemma 6.1.1 of [24]. Due to condition (E=34), the
process above is clearly continuous.

4.4 Calibration example

We now give a parsimonious numerical example with calibration to real data. We
set m; = my = 1 and assume without loss of generality that EX = [~1,1] and
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Zy = (Xo,Yy)" = 0. In particular, by EY is also bounded in view of Proposition
B=31. Further discussion of polynomial diffusions on unit ball in higher dimension can
be found in [70]. In view of Theorem 2.1 of [70], we consider the following dynamics

of Z,
sma(5)- (3 2)((2) ().

where W is a 1-dimensional Brownian motion,
a(z) =o(x)> =0(1—2?%), forallze[—1,1],

and
bz — U2? <0, forx € {1,-1}.

We note that the above condition equals [b¥| < U or

b < 1,
{ ‘\;2 0 (4.4.1)

In particular, the dynamics of component X satisfies

dX, = (b — X;)dt + oy/1 — X2dW,.

Moreover, we assume that the polynomials p and ¢ are both linear and positive on F,
p(x)=p+er, p>0on EY, (4.4.2)

ay) =8 +vy, ¢>0onE", (4.4.3)

where p, §, v, ¢ € R, analogue to the specification in [248]. The above assumptions imply

1
§ = e—at (,0—|-cXt) 7
P(t,T) = (p + cb) e *(T=1) | ce=(@+O)NT=1) (X, _ p)
’ P + CpXt )
c¥(b— Xy)
rTET=0 — —————
p+cXy
Lt = e_7t ((5 + V}ft)7
V(db+ R — dX; — K;Y't)
e =7y — 7
0+ vYy
PY(t,T) = e—WT—a(T—t)w
7 p+cX
with dynamics described by
d(s:)—1t
desy) ™ _ Crdt — AW,

(5)~1
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where Ay = —v/a(Xy)e/(p + ¢Xy),
dP(t,T)
W = (Tt + I/(t, T))\t)dt + V(t, T)th,
where v(t,T) = v/a(X)VP(t,T)/P(t,T),
dL,
I, = —pedt

We calibrate the above described model to the inverse of benchmark portfolio and
the longevity index. As discussed in [9%] and [99], the benchmark portfolio can be iden-
tified with a sufficiently diversified portfolio such as Morgan Stanley capital weighted
world stock accumulation index, called MSCI world index. For longevity index, we
take data from LLMA index related to German population. We consider a sample
period ranging from January 1970 to January 2013, with 517 monthly observations
of MSCI world index and 44 annual observations of LLMA Germany male graduated
initial rate of mortality, relating to the cohort of male population aged 20 in 1970.
The summary statistics of the two data sets is reported in the following table. The
inverse of benchmark portfolio data is shown in basis points and longevity index data
in percentages.

Mean Median Std. min MAX
1/MSCT index (1/5*) 38.612 19.468 35.397 5.9441 134.31
Longevity index (L)  98.628 98.984 1.1337 95.606 99.803

We use the symbol ® to denote the model parameter vector and the series t1, ta, ..., tn,
with NV = 517, to denote the times of observation. For every t; with 1 < k < N, we
may have an 1-dimensional v;, if only MSCI index is observable, or a 2-dimensional ob-
servation vector vy, if both MSCI and LLMA indexes are observable. In this last case,
the measurement equation is given below; when only the MSCI index is observable,
vy, is reduced to the first component:

T
Vty, = f(Ztlw(b) + ey = Ltk:| + et

[ 1
Sp
— [p—atk —7lk T

= [e (p+cXy,),e ((5—1—1/Ytk)} + &y,
= Oko + Or1Zys, + €4y,

e~ p e ke 0
Oro = ( P ) ) Op1 = < 0 J— ) .

As in [75] and in [28], the measurement error vector is assumed® to be

2.0
(65 )

3In general cases, ¢, is a random error vector with E[es, ] = 0.

where
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where 02 indicates the measurement error variance related to the inverse of benchmark
portfolio, and o2 the one associated to the longevity index. If we assume that the
longevity index does not have relevant influence on the benchmark portfolio, according
to [70] and [@5] the discrete time transition equation of the component X of the
unobserved state variable at ¢, 1 < k < IV, can be approximated by,

N

Xy, =E [th|th71j| + Var [th | th—l] U

with 7, an 1-dimensional error term of zero mean and unit variance, independent from
1

Xt . We stress that E [th|th_1] and Var [th|th_J % 1, are both conditionally

and unconditionally independent. Moreover, by Proposition B22=3 the conditional ex-

pectation E [Xy, | Xy, ] is an affine function of Xy, ,, and the conditional variance

Var [X;,| Xy, _,] is a second degree polynomial function of Xy, _,. More precisely,

E [Xi.| Xt y] = ®ro + Pra Xy,

where
Do = b (1 - e M)

Ppy = e—\I’(tk:_tk—l).

1
By following [75], we approximate Var [th|th71] 2 1, with a normal distribution
error term ug_; independent from E [X;, | thfl],

X, = Ppo + P Xy, +up—1. (4.4.4)

up—1~ N(0,Qr—1), Qx—1=E [Var [X;,| Xy, ,]] -

We note that the component Y of state variable at time ¢ can be expressed explicitly
as function depending on X,

¢
Y, = ef’“/ (—dXs + db+ kn) e™ds.
0

For t equal to an observation time of the LLMA index, we use the following approxi-
mation
Y, = e—m‘. Z <_dthi + db + Kﬁ) emtki (tki+1 - tki)?

Ogtki <t

where X;, are the monthly values computed by using the transition equation (E=z)
of X. We observe that both the inverse of the benchmark portfolio 1/5* and the
longevity index L are affine functions of the state variable. If we neglect for now the
state space restrictions (see [75] for details regarding this assumption), we are in the
case of a linear Gaussian state space model. As described in [65], we apply linear
Kalman filter and maximum likelihood estimation under these approximations. For
the sake of simplicity, we apply these methods only to estimate parameters of the X
component. For the remaining parameters of the Y component, we use least squares
estimation since the longevity index can be considered as a linear regression of X
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under our approximation. Let V;, denote the information at time t; regarding the
benchmark portfolio, namely

— (] 1 1
Vie = (3,5, 0, Vg, )-

For 1 < k < N we set
th‘tk'—l =E [th| Wk—l] ) Etkltk—l := Var [th| ‘/tk—l] )

where th|tk71 is the optimal predictor of Xy, and ¥, |;, _, is the mean square error.
Similary, for 1 < k < N we denote

Xy, =E [th| Vtk] ) Yy, = Var [th| Vtk] .
For every 1 < k < N, the prediction step of linear Kalman filter is hence
Xipjte 2 = Pro + P Xy,

with mean square error
Etkltk—l = éilxtk—l + Qk-1,
and the update step is described by

- 5 —1
th = th‘tk—l + Etkltk—l(all@l (Ftk) Wty

B —1
Ztk = ((Ztk,\tk_l) ! + (91191)2 01_2> )

where -
Wy, = ”tlk -E [ng{ V;fk—l] = vtlk - (@llco + Gilth‘tk—l) ’

2
Ftk = Va‘r(wtk) = (@Ilcl) Ztkltk—l + 0'%.
The (approximated) log-likelihood function is of the form

N

1 1 _
log L(vt, , Uty ooy Uty ; @) = g —log(2m) — 3 log |F}, | — iwlFtklwtk.
k=1

We note that due to the annual observation of longevity index, the component Y can
be updated only annually. For £k = 1 4+ 12 x h with h = 0, ...,43, the approximated
value of Y;, is given by

k—1
thk = e_m:k Z (_dth +db+ "ﬂ?) ents (terl - ts)' (445)
s=0

We fix p = 0.01,c = 0.006,6 = 0.998, v = —0.00044, so that conditions (E2=2) and
(B23) are satisfied. In particular, since Zy = (Xo,Yy)" = 0, the value of p and §
is forced to be (almost) equal to the first value of the inverse of benchmark portfolio
and longevity index respectively, while the values of ¢ and v can be arbitrarily chosen
within the condition that (B22) and (E2=3) are fulfilled. Theorem 5 of [2R] shows
that a different choice of ¢ and v will result in a scaling of the state variable Z. The
following table shows the calibrated parameters.
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v b o d K n
14.98581 -0.79506 1.25299 5.18417 -5.87517 -5.05117

The correspondent values of a, and the log-likelihood value are reported below.

o} 5 L
4.6068 0.0045607 2347.5

Figure B0 shows the graphics related the the calibrated benchmark portfolio S*. Fig-
ures B0 and plot respectively the observed inverse of benchmark portfolio data
and the fit produced by Kalman filter. Figures B and [d] display in basis point
respectively the pricing error generated by Kalman filter and the root mean square
pricing error (RMSE) computed over 100 Monte Carlo replications. Figure BT
plots time series of estimated state variable component X which drives the benchmark
portfolio dynamics and takes value in the compact interval [—1, 1]. Figure B [T} shows
time series of estimated short rate r adjusted by the level parameter a. We observe
that the one dimensional component X, with a mean RMSE equal to 15.24 bps, has
already sufficient explanation power for the inverse of benchmark portfolio dynamics
structure, and is able to produce a reasonable fit to the observed data. A better fit
is shown in the tail, which is a desirable situation since we are fitting the inverse of
LLMA world index value.

Similarly, in Figure B2 we see the graphics related to the calibrated longevity index
L. Figure B2 and plot respectively the observed longevity index data and the
fit produced by (E2=3) with estimated parameter sets. Figures E2[c] and [d], with
unit in basis point, display respectively the pricing error associated to (B2=3) and the
root mean square pricing error (RMSE) computed over 100 Monte Carlo replications.
Figure B2[e]) plots time series of estimated state variable component Y. Figure E=2[T]
shows time series of estimated mortality intensity pu. Smooth paths of Y and of the
longevity index fit are due to the absence of the diffusion term in the Y dynamics. This
is reasonable since oscillations along the trend of longevity index data is very slight,
with a mean RMSE value of 15.39 bps. Nevertheless, the poor data set of the longevity
index, which has always less than 50 annual observations for one age cohort, and the
long time frame between two consecutive data may be a drawback for calibration.
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Figure 4.1: Benchmark portfolio S* data and fit.
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4.5 Pricing and hedging life insurance under poly-
nomial diffusion model

In this section, we calculate under our polynomial diffusion model specification the
real-world pricing formula and the benchmarked risk-minimizing strategy for the three
building blocks of life insurance liabilities, namely pure endowment contract, term in-
surance contract and annuity contract. Theorems and notations related to the bench-
marked risk-minimization method for payment streams are provided in Section 4.
We show that the property in Proposition 23 gives explicit formulas in the case of
polynomial payments, and good approximations in the case of continuous payments.
For the sake of simplicity, we assume that the financial market is composed only by
the OIS T-bond and the longevity T-bond, i.e.

& (P(t,T) PY(t,T)

.
=\ —,—F5— te|0,T].
5 sn) el

Explicit benchmarked risk-minimizing strategy is calculated only for pure endowment
contract with dimW = n = 2. The computations of general dimension and of the
other two building blocks are similar. The following lemma is frequently used.

Lemma 4.5.1. Let p be a polynomial in Pol;(E) with coordinate representation
p(z) = Hy(2) "7,
for z € E. It holds that for 0 <t < T,
t
P, (Zt) = E [p(Z7)| Gi] = Hﬁ(Zo)TeTGﬁﬁJf/ VP 1) (Za) 0(Z) AW,
0
Proof. We have
p(t,T)(Zt)

t t
)
b (Z0) + [ (gopiun(Z)) dut [ Gou(Zdu
0 u 0
t
+ / VP, (Za) o(Z,)dW,
0
t t
—Hy(Zo) e % — / (Hp(2)T Gpe™=%25) du + / (Hp(22)T Gpe ™55 du
0 0
t
+ [ Vpn (2T a(zaw,
0
t
=Hy(Zo) 7% p + / VP (Zy) 0(Z,)dW,,
0

where the first equality is given by the Itd’s formula and the second one follows from
Proposition B—273. O
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4.5.1 Pure endowment

A pure endowment contract provides a payment at the term 7T of contract in case
the insured person is still alive. For ¢ = 1,...,n, the payoff at T associated to i-th
policyholder is given by

1{Ti>T}gT7
where the random variable gr is assumed to be a Fr-measurable and square integrable.
At the portfolio level we have

> 1pisrygr = (n—lr)gr.
i=1
The benchmarked cumulative payment A is hence

n
A= Z(S;“)ill{'r’i>T}gT1{t:T} =(95) " (n— I7)grl=1y,
i=1
for t € [0,T].

Let VT := (V5)eo,r) denote the price process given by the real-world pricing
formula (2=33) in this case. Under our model assumptions of Section EZ3, at time
t € [0,7] it holds

gt]

= Z SyE [(S7) ' Lirismgr| G

(S7)7! Z lerismygr

i=1

VI =S;E

_ z": LirisgySi E {(5:?)_16_ 3 “”dugT‘ ft}

—(y+a)(T—t) E [p(ZT)Q(YT)9T| -Ft]

=(n—1I)e ,
=t p(Zalv)
where the third equality follows from Proposition 5.5 of [] combined with Corollary
5.1.1 of [74]. The benchmarked value process 5% := (SfT)te[O,T] associated to the

benchmarked risk-minimizing strategy 67 = (67 )¢ejo, ) of the given portfolio is hence
E [p(Zr)a(Yr)gr| Fi]
q(Y?) ’

for ¢t € [0, T]. Proposition 5.11 of [7] can be easily adapted to our case. This together
with (E2333) shows that the benchmarked risk-minimizing strategy is given by 67 with

5 = (n—N)e T 7T D7 1(V;) gy, (4.5.1)

e A R A

for t € [0,7], where the vector process ¢ := (¢¢)tejo,r] is given by the Galtchouk-
Kunita-Watanabe decomposition of U; := E [p(Z7)q(Y1)gr| Fi]

U, = E [p(Zr)a(¥r)9r] + / 6TdS, + IV, tel0T], (45.2)
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where ¢ € L2(S, P,G) and LY € MZ(P,G) is strongly orthogonal to Z%(S, P, G).
Furthermore, the benchmarked cumulative cost process is

~ t
C?T —ne—(@tNTR [P(ZT)(](YT)QT]JF/ (n7Nu_)efaT*’Y(Tfu)qfl(Yu)dLg
0
t
—|—/ Uu,e_(’T_V(T_“)q_l(Yu)dMu’
0

for t € [0, T], where the G-martingale M is given by

Mt:lt—(n—lt_)Ft, te [O,T}

Polynomial payoff
We start from the simple case when the payoff is given by a polynomial function of
the state variable, i.e.

gr = 9(Zr),  with g polynomial function.

In this case, the pricing formula is clearly reduced to

71 PA8(,1) (Z1)
p(Z1)q(Yr) 7

We note that this covers many realistic cases for an insurance contract, e.g. with con-
stant payoff gr = k, k € R™, or with an index-linked payoff, which can be proportional
to the longevity index at time T, i.e. gr = kLt = ke7"Tq(Yr), k € RT. In this case,
it holds

Vi = (n = lp)e” e te[0,T]. (4.5.3)

Ui =pagqr)(Z), te€][0,1] (4.5.4)
Lemma EZ51 applied to (B554), (B=334) and (E239) yields

t
pPag .. (%) :pqg(o,T>(Zo)+/ VePag (1) (Zu) o (Xy)dW,,
0

t
(S:)ilp(tv T)= eian(O,T) (Xo) + /0 eiaTvxp(u,T)(Zu)TU(Xu)qua

¢
(S:)flpl(th) _ e*(a+’Y)qu(()7T)(ZO) +/ e*(a+’y)Tvqu(uyT)(ZU)TJ(Xu)qu,
0
where t € [0,7]. We set the 2-dimensional square matrix process 0 := (0¢):c[0,1]

0r:= [ e=*To (X)) Vap(e1)(2), e To(X)TVapayr(Z) |, t€0,1],
(4.5.5)
and the 2-dimensional vector process ¢ := (¢¢)ie[o,1]

¢t:<¢é>7 t€[07T]7

t



64 Chapter 4. Life insurance in continuous time

with
O = U(Xt)Tqug(t,T)(Zt)v t € [0,T].

In the case that the matrix 6; is a.s. invertible for all ¢ € [0, T], we have
¢y = et_la(Xt)Tqug(t,T)(Zt)a te[0,T].

Then

t t
pa(1)(Z1) = pag (Zo) + [ 0kd (5D P D) + [ 62 (5 Pw.D)).
0 0
thus, for ¢ € [0, T}, the benchmarked risk-minimizing strategy is given by
5 = ((n = N )e T T=0g71(V)gl, (n — Ny )e T 1T =071 (v;)7 ),

and the benchmarked cumulative cost process satisfies
_ t
C?T _ ne*(OH”Y)qug(O,T) (ZO) -+ / pqg(u,T) (ZU)G*OCT*’Y(Tfu)q*I(Yu)dMu.
0

Continuous payoff
If the payoff is a generic continuous function of the state variable, i.e.
gr = g9(Zr), with g continuous function on F,

then it is not always possible to find an explicit form of the conditional expectation
as in the previous polynomial case. This class includes a large family of longevity
linked contracts, e.g. options on survival index or longevity bond. However, providing
that the state space E is compact, it is always possible to find a uniform polynomial
approximation {g., }men of g on E, i.e.

m—oo
0

lgm — 9l on I, (4.5.6)

where the norm ||-||  is defined by
[l := sup [f(z)],
\|§ﬁ£1

for any f € C(FE). In the following, we show that this approximation of the payoff
function induces a good approximation of the real-world pricing formula, the bench-
marked risk-minimizing strategy and the benchmarked cumulative cost process. We
start from a preliminary lemma.

Lemma 4.5.2. If {gm tmen s a uniform polynomial approzimation of the continuous

function g on E as in (§25-9), it holds

m— o0

sup |E [gm(Zr) — 9(Z1)| Fi]] —— 0, a.s.,
t€[0,T]

sup ||E [gm(Z1) — 9(Z0)| Filll po (a0, py —— 0,
t€[0,T)

for allp > 1.
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Proof. We first show the a.s. approximation,

sup |E [gm(Z7) — 9(Z7)| ]| < sup E [|gm(Z7) — 9(Z7)| | Fi]

+€[0,7] t€[0,T]
< sup B lgm — glloo | 7] = llgm — glle =20,  as..
ey

Similarly we get the LP(, P) approximation uniformly in ¢ € [0, T] for any p > 1,

sup E[|E [gn(Zr) — 9(Zr)| F]|”) <E
t€(0,T]

( sup |E [gm(Z7) Q(ZT)|}-t]|> ]

t€(0,T]

m—r 00

< llgm = gllie ——0.

O

Now we show that the sequence of pricing formulas related to {gm, }men is a good
approximation of the one related to the original payoff function g. We define V7 :=
(‘/;T)te[O,T]v where

T _ e—(fy-{-a)(T—t)E [p(Z7)q(YT)9(Z7)| Fi]
e =) AT O (45.7)

for t € [0, T7.

Proposition 4.5.3. If {gm }tmen @s a uniform polynomial approzimation of the con-
tinuous function g on E as in (§25-4), and for every m € N

- _ o PA8m (1) (Zt)
vTm .— (T _ < n — 1)e~(yta)(T—t) Z 2OM1) V70 ,
( ¢ )te[O,T] ( t) p(Z)aYy) ) iepom

then {VT’m}meN provides both a pathwise and LP(, P) approzimation of VT in
@3517) for any p > 1 uniformly in t € [0,T), i.e.

T m—o0
sup ‘Vt e VtT‘ 2720, as.,

te[0,T7]
sup HV}T’W -vr 270,
t€[0,T] Lr(Q,P)
Proof. Tt is an immediate consequence of Lemma BZ52. O

As the second step, we show that both the benchmarked risk-minimizing strategies
and the benchmarked cumulative cost processes associated to {gm }men provide a good
approximation of the ones associated to g as well.

Lemma 4.5.4. Let {gm }men be a uniform polynomial approzimation of the continuous
function g on E as in (§=5-4) and for every m € N

Un = ((Um)t)te[QT] = (pqgm(t,T)(Zt)) (458)

te[0,T] ’
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with the following Galtchouk—Kunita—Watanabe decomposition
t
U = Oy + [ G)IdSu+LP7, te0.T)
0

If ¢ and LY are the two processes given by the Galtchouk-Kunita—Watanabe decompo-
sition of U in (=5-8) with respect to S, then it holds

m—o0

6 = dmllr2s.pc) — O (4.5.9)
and
U Unn m—oo
IL7 = L%y pgy = O- (4.5.10)

If furthermore the matriz process 0 defined in (=5-4) is such that, for allt € [0,T], 6,
is a.s. invertible with =1 € L? (2 x [0,T], P ® dt), then we have

m— o0

16 = émll L1 oxo,11,Poayy — 0; (4.5.11)
and LY = LYn =0 for all m € N.

Proof. Proposition E53 implies in particular the following convergence in MZ(P,G),

IV = Unlizee) = 5w E [ = Un))’] “= 0.
te[0,T

We note that LY and (LU"L)m are strongly orthogonal to the space 7 (5’ , P,G), hence

= H/ (¢I - ((bm)l—) dgu + HLU _ LUm
0 M2(PG)

2
=6 = dml72s.pc +|ILY = LU oz (pc

eN
2

/. (b0 — (Pm)a) ds, + (LY — LU)
0

MZ(P,G)

2
2

M3 (P,G)

which yields
m—o0

LY — LY =250, (4.5.12)

Mg (P,G)

and
m—0o0
¢ — ¢m||L2(S,P,G) > 0.

Furthermore, for each m € N, it follows from the Itd isometry

- o
||¢ - ¢m|‘L2(S,P,G) =E /O (¢u - (¢m)u) d[S]u (¢u - (¢m)u)]

T T 5T

T T T
=E/<%—wmwowu%—wmww]
0

= ||9(¢ - ¢m)HL2(szx[o,T],P®dt) :
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If furthermore the matrix 6, is invertible for all u € [0,7] a.s. with
0=t e L?(Q x [0,T], P ®dt),

then Cauchy-Schwarz inequality yields

E

T
/0 [(@)u — (Pm)ul du] <006 = dm)ll L2(axj0,7], Podr) ° H9_1HL2(Q><[O,T],P®dt)

m—oo
— 0.

In particular, it holds that LY = 0 for all m € N by Lemma BZ51. Then (E512)
leads to L = 0. O

Remark 4.5.5. We stress that, if g is given by a continuous function, via a conver-
gence argument similar to the one in Lemma =04, the Galtchouk—Kunita—Watanabe
decomposition of U with projection on the subspace Z(W, P,G) is given by

t
Ut=U0+/ o dw,, tel0,T],
0

where 1 := (Yt )ie(0,1] 95 a predictable W -integrable vector process, according to Lemma
E-5. In other words, U contains no orthogonal component even without the assump-
tion F =FW.

Proposition 4.5.6. Let the series {gm}men be a uniform polynomial approximation

of the continuous function g on E, as in (@5-4). Let 67 and " be respectively

the benchmarked risk-minimizing strategy and benchmarked cumulative cost process
associated to g, and 5% and C%n be the ones associated to Jm, then

T T m— o0
||5 - 5m||L2(,§'7P,G) _— 07 (4513)
HCST — Con =% 0. (4.5.14)
Mg (P,G)

If in addition the matriz process 6 given by (=5-4) is a.s. invertible, then it holds

HST - STIT;HLl(QX[O,T],P(gdt) e (4.5.15)

Proof. Convergences (5 13) and (B2313) are straightforward consequence of (EZ59)
and (5510) in Lemma EZ54. Now we prove the convergence B2514 in M@ (P, G) of the
benchmarked cumulative cost process. It holds

E [(CET . Cgfnﬂ < e+ 2E [/Ot ((n _ Nu,)e-aT—”(T‘%‘l(Yu))2 v — LU’”]u}

+2E [ /0 t ((Uu - (Um)u)efaT*“T*“)q*l(Yu))2 d[M]u} ,
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for every t € [0,T], where
em =2 (5" = C) =2 (ne” @R [p(Zr)a(Ve)g(Zr) — p(Zr)a(Yr)gm(Z1))) -

We note that

m—o0

cm — 0.

For the first addend, the compactness of the state space yields
t 2
2R [ / ((n = Ny)em o071 (v,)) " alL? LUm]u} <eE (LY -],
0

for every t € [0, T], where ¢ is a suitable constant. This quantity turns to zero uniformly
in ¢ according to (B551M) in Lemma BZ54. For the second addend, since (U™ )nen is
a pathwise approximation of U uniformly in ¢ € [0,7], the dominated convergence
theorem combined with the boundedness of the integrand process yields

o8 V (.- <Um)u>ea“<“>q1<Yu))2d[M]“} T e
0

that concludes the proof. O

4.5.2 Term insurance

A term insurance contract provides payoff in the case of a policyholder’s decease before
the term T' of contract. We assume the payment process R := (R;):cjo,7] to be F-
predictable and square integrable. The amount paid at T to the i-th policyholder is
given by

1{O<T17<T}R‘ri7

where i = 1, ...,n. For a homogeneous portfolio of policies, we have

Z lio<ricry Ry

i=1
The associated benchmarked payment process A is hence

n

noot
T Oy REARTTIES ST Ty
i=1"0 i=1
for t € 0, 7.
The price process associated to a homogeneous portfolio of term insurance contracts
is denoted by V7 := (V] ).c[0,r7- The real-world pricing formula (22323) combined with
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(E33) and (I=3R) yields

:S;E Z(S:i)ill{t<,ri<T}RTi G
=1
:ZS:E [(S2) " ppericry Ryi| Ge

s
Il
—

T
/ (S3) " Rye™ Jo medvyy, du
t

M:

{‘r >t}S E

.

E [ftT 6_”*“’“Rup(Zu)Q(Yu)uudu’ ]:t}
p(Zi)q(Yr)
E [ftT em TR p(Zy) (va(Ya) = Va(Ya) T0(Z0)) du‘ ft}
p(Zi)q(Yr) ’

where in the third equality, Proposition 5.5 of [{] is used combined with Corollary
5.1.3 of [74]. We note that the requirement of bounded R in Corollary 5.1.3 of [24|
can be easily relaxed by using a localization argument together with the dominated
convergence theorem for conditional expectation, if R is sufficiently integrable.

s
Il
-

=(n — )+t

=(n— lt)e(”““a)t

Continuous payoff
We start directly with the case of continuous payoff by assuming
Rt = R(Zt)7

for ¢t € [0,T], where R is a continuous function on the compact state space E. The
stochastic Fubini—Tonelli Theorem leads to

B [T e 0 R(Z,)p(Z) (alYa) —
T =(n—1 e(’Y"r()‘)t
V7 =(n—1,) p(Z0a(Yy)
0t E [R(Z)p(Zu) (a(Ya) = Va(Ya) TH(Z,))| F] du
o(Z0)a(Y) ’

for t € [0,T]. As before, this expression can be approximated by explicated pricing
formulas related to polynomial payoff as we show in the following.

Vq(Y,)Th(Z du]ft]

:(n — lt) (v+o) tft

Proposition 4.5.7. Let {R,,},,cy be a sequence of polynomials functions which ap-
prozimates uniformly the continuous function R on the state space E. For eachm € N,
we set V7 = (V"™ )yepo,1) with

T — «)u
yrm :(n—lt)e(V*C')tL e~ T E [y, (Zy) — sm(Z4)| Fi] du
! p(Z)q(Yy)

=(n—1 )e(7+a)tft e” Ot (yrmt,u)(Zy) = Sm(u,u)(Z1)) du
t (Z)a(Yo) :
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for every t € [0,T], where the polynomial functions r., and s, are respectively rp, =
R..pq and s, == Ry,p (Vqu). Then the series {VT7™}  _\ provides both a pathwise
and LP(Q, P) approximation of V™ uniformly in t € [0,T)].

Proof. Analogous to Proposition BZ53. O
Analogue approximation results hold for the benchmarked risk-minimizing strategy
and the benchmarked cumulative cost process.

4.5.3 Annuity

An annuity is a continuous cash flow paid by the insurer as long as the policyholder
is alive. Let C; denote its cumulated payoff value up to time ¢. We assume that
the process C' := (Ct)ejo,r] is a right continuous increasing F-adapted and square
integrable process, with Cy = 0 and Cp_ = Cp. The total payoff at T' associated to
the i-th policyholder is hence

/ (1 - H;)dC’u = / 1{.,.i>u}dcu = CT]_{Ti>T} + CTi_1{0<Ti<T}. (4516)
10,77 10,T7]

Similarly, the total payoff at T" of a homogeneous portfolio of annuity contracts is given

by
Z/ (1—Hi)d
0,7

The benchmarked cumulated payment process at time ¢ with ¢ € [0, 7] equals

nooat
4= / (S2)71(1 — H1)dC,.
i=170

We set V¢ := (Vtc)te[o,T] to be the price process given by the real-world pricing
formula (22333) for a homogeneous portfolio of annuity contracts. Using (E=33) and
(B=3R) we have at any ¢ € [0, 7]

n .7
> [ st myde.e
:ist*E /T(SZ)l(l—Hu)dCu gt]

:Z]‘{T’i>t}S:E/ (Sp)tem S mdugg,
Jt.7)

=1

¢ =S E

Fi

[ft ~Orre) “p(Zu)q(Yu) ft:|
p(Zt)q(Yr) 7

where in the third equality we apply Proposition 5.5 of [@] and Proposition 5.1.2 of [24].
Though Proposition 5.1.2 of [24] requires that the process C' is bounded, this condition
can be relaxed as in Section BZ52, by using a localization argument combined with the
theorem of dominated convergence for conditional expectation.

=(n — 1;)e0+)t
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Continuous payoff

Under our assumptions, if C' is in addition a continuous process, then it is also an
F-predictable process. Hence, according to (E5510) we get

Z/ (1— HL)dC, = Cr(n—1)+ > Criljocricry.
=1 10,71

i=1

In other words, a homogeneous annuity portfolio can be considered as the sum of a
homogeneous pure endowment portfolio and a homogeneous term insurance portfolio
as defined in Section EZ31 and =572 respectively, where gr = Cp and R = C. In
particular, the linearity of the pricing formula leads to

ve=vT 4y

By assuming

Ct - O(Zt)7

for t € [0, T], with C a continuous function on the compact state space E, we have the
following proposition.

Proposition 4.5.8. Let {Cm}mgN be a sequence of polynomials approxzimating uni-

formly the continuous function C on E. For each m € N, we consider VE™ =
c, .

(Vi )eejo,r) with

yom.—yTm L ymm (4.5.17)
where V'™ and V™™ are defined in Proposition B-5-3 and G571 respectively, with
Im = Rm = Cm7

for all m € N. Then {VE™},.cn is both a pathwise and LP (S, P) approzimation of
VE uniformly in t € [0,T).

Proof. This is an immediate consequence of (2517), Proposition B753 and Proposition
B5a. O

Similar approximation results hold for the benchmarked risk-minimizing strategy and
the benchmarked cumulative cost process.






Chapter 5

Insurance framework under
model uncertainty

5.1 Introduction

In this chapter, based on [9], we develop a model-free framework for insurance mar-
ket, when a generic family of priors possibly mutually singular to each other is consid-
ered. While financial market under model uncertainty has been recently introduced
and intensively studied, a corresponding study for insurance market was still missing.
The main issues are the pricing problem of payment streams in continuous time with
respect to a non-dominated probability family, and the stochastic analysis on a pro-
gressively enlarged filtration under model uncertainty. We solve the first problem by
defining superhedging of payment streams and providing several equivalent dynamic
robust superhedging dualities in continuous time. For the second problem, instead of
the generic filtration structure in Chapter B, we consider for the sake of simplicity the
classic reduced-form case, i.e. when the progressively enlarged filtration G is generated
by an external jump. On this enlarged filtration, we construct a consistent sublinear
conditional expectation, which can be used as a pricing operator in view of the super-
hedging results. We stress that, even though our analysis is motivated by insurance
setting, it can be applied to credit risk setting as well.

The chapter is organized as follows. In Section B2, we introduce the notations
and recall briefly some useful theorems in the existing literature. As the first main
result, we formulate the superhedging problem for payment streams, provide equiva-
lent dynamic robust superhedging dualities in continuous time for payment streams in
the financial market, determine the robust superhedging price and show the existence
of optimal robust superhedging strategies. In Section B33, we construct a consistent
robust reduced-form framework. As the second main result, we define explicitly sub-
linear conditional expectation on the filtration enlarged according to our construction
and study its properties. We discuss in detail difficulties arisen from our construction
and the fact that in the general case, the constructed sublinear conditional satisfies
only a weak form of tower property and do not always preserve the integrability con-
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dition. In Section B4, we show that the above results can be applied to insurance cash
flows, and in these cases the integrability condition is satisfied and the classic tower
property holds. As a consequence, the superhedging problem for payment streams in
this robust reduced-form framework can be solved.

5.2 Canonical setting under model uncertainty

In this section, we recall some existing results within the canonical setting under
model uncertainty with applications to financial market. Afterwards, we introduce
and analyze for the first time the superhedging problem for payment streams. We set
Q = Do(Ry,RY), i.e. the space of cadlag functions w = (w;)¢>o in R? which start from
zero. The space () is Polish, i.e. a complete separable metrizable space, if equipped
with metric induced by the Skorokhod topology. Let F := B(Q2) be its Borel o-algebra
and P(§2) the set of all probability measures on (£, F). We consider the topology
of weak convergence on P(2). We note that by Prokhorov’s theorem (see e.g. [0,
[87] and [25]), P(§2) inherits from § the property of being a Polish space with the
Lévy-Prokhorov metric. We emphasize that all results in this chapter also hold if
the space Do(R, R?) is replaced by Co(R,,R9), i.e. the space of continuous functions
w = (wi)¢=0 in R? which start from zero, equipped with the topology of locally uniform
convergence. In case of no ambiguity, we keep the notations B and F respectively for
the canonical process on Co(R,R?) and its natural filtration.

Let B := (By)i»0 be the canonical process which By(w) 1= wy, t > 0. We denote
its raw filtration by F = (F;)t>0. In particular, we have Fy = {0,Q} and Fo, :=
VisoFt = F. For every P € P(Q) and t € Ry, NP denotes the collection of sets
which are (P, F;)-null. We define

Fi ::‘Ft\/-/\/t*v -A/t* = ﬂ Mpa
PEP(©)

and the corresponding universally completed filtration by F* := (F});>0. Moreover,
for every P € P(Q) we denote the usual P-augmentation by F¥, i.e. FY is the right
continuous version of F¥ := (FF);>0, with

FP=FVvNE t>o0.
Clearly, the above enlargements of the raw filtration are ordered as follows
FCF CFPCFL, t=zo0, PepP. (5.2.1)
If P C P(9Q) is a generic nonempty set, we define the following o-algebras
FPi=FvNL, NI:= ()N
PeP

The space of all real-valued F”-measurable functions is denoted by L°(©2) and the
upper expectation &€ : L°(Q) — R associated to P is defined by

E(X) = sup EP[X], X eL’N), (5.2.2)
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where we use the convention in [109]: for every P € P, we set EF[X] :
EP[X~]if EP[X*] or EP[X ] is finite, and EF[X] := —cc if EP[XT] = EP[X~] =
+o0.

5.2.1 (P,F)-conditional expectation

In this section, we summarize the pathwise construction in [87] of conditional expec-
tation with respect to the filtration F and a probability measure family P. The results
hold both on the space Dy(R,;,R?) and on the space Co(Ry,R?), as noted in e.g.
[21], [82] and [86]. For the sake of simplicity, we consider only the case when the
parametrized families in Assumption 2.1 of [87] have no dependence on the parame-
ters. The following notations are the same as in [87]. If 7 is a finite-valued F-stopping
time and w € Q, for every w’ € Q, the concatenation w ®@; w' = ((w @ w')¢)i>0 of
(w,w") at T is defined by

(W@ w'), 1= welo () (t) + (ww) + wLTM) L (w) ooy (t), 20
For every function X on , let
X" w) =X (we,w), e (5.2.3)
Analogously, for every probability measure P we define
Pr(A) = PE(w e, A), A B(Q),

where w®,; A := {w®;w': W € A} and P¥ is the F,-conditional probability measure
chosen to be
PY(w'eQ:w =won [0,7(w)]) =1.

We note that P™“ is still a probability measure.

Definition 5.2.1. A set of a Polish space is called analytic, if it is the image of a
Borel set of another Polish space under a Borel-measurable mapping.

Definition 5.2.2. A R-valued function f on a Polish space is called upper semiana-
lytic, if {f > c} is analytic for all c € R.

Remark 5.2.3. We stress that all Borel sets are analytic and all Borel-measurable
functions are upper semianalytic.

We assume the following conditions.

Assumption 5.2.4. For every finite-valued F-stopping time 7, we assume that the
family P satisfies the following conditions:

1. measurability: the set P € P(Q) is analytic;

2. invariance: PT% € P for P-a.e. w € €
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3. stability under pasting: for all F,-measurable kernel k : Q — P(Q) such that
k(w) € P for P-a.e. w € Q, the following measure

P(A) = / / (14)7 (W) r(dw’s ) P(dw), A € B(S),

still belongs to P.

Remark 5.2.5. According to [83], Assumption is satisfied if the family P is
generated by all semimartingale laws with differential characteristics taking values in
a Borel-measurable set § C R? x S‘i x L, where S‘_f_ is the set of symmetric nonnegative
definite (d x d)-matrices and L is the set of all Lévy measures. In particular, this
includes the G-expectations introduced in [d1] as a special case. A brief introduction
to the G-expectations is provided in Appendix [A.

The following proposition is a simplified version of Theorem 2.3 of [87], when an
unparametrized family P satisfying Assumption 624 is considered.

Proposition 5.2.6. For all finite-valued F-stopping times o, such that o < T and
for every upper semianalytic function X, the function £.(X) with

E(X)(w) =EX™) = 2161%)) EP[X™], weQ (5.2.4)

is FX-measurable, upper semianalytic and satisfies the following consistency condition

E-(X) = ess sup” EV'[X|F,] P-a.s. for all P € P, (5.2.5)
P'eP(T;P)

where P(7; P) := {P' € P: P’ = P on F,;}. Moreover, the tower property holds, i.e.
E(X)(w) =& (E-(X))(w)  for allw € Q. (5.2.6)

Definition 5.2.7. The family of sublinear conditional expectations (E¢)i>0 is called
(P,TF)-conditional expectation.

In the case of G-setting of [91], G-martingales are cadlag, see e.g. [113]. However,
under generic assumptions, we cannot always guarantee that the process (£,(X))i>o0
with X upper semianalytic is cadlag. In the following proposition, we give an indepen-
dent result which gives sufficient conditions such that (£,(X));>0 becomes cadlag. We
recall that, by Prokhorov’s theorem, the tightness of a family of probability measures
is equivalent to the compactness of its weak closure. In particular, the probability
measure family generating the G-expectation is tight, see Proposition 49 in [39] and
Appendix [Al

Proposition 5.2.8. If the family P is a tight and X is an upper semianalytic function
which is bounded and continuous on a set A € B(Q2) such that P(A°) = 0 for every
P € P, then the process (£:(X))i>0 s cadldg.

Proof. We show first the right continuity. Let ¢ > 0 and (¢, )nen be a sequence in R
with ¢, | t. We want to prove that for all w € Q,

S(X)(w) = lim &, (X)(w).

n—oo



5.2 Canonical setting under model uncertainty 7

Let w € Q. Definitions (6224) and (5-23) yield

E(X)(w) = E(XP) = sup BF[XP] = sup/X w @ W) P(dw’).
PeP PeP

For every t and w, the concatenation function c* : ) — Q defined by
AW =mwe !, W eq,

is uniformly continuous in w’ with respect to Skorokhod topology on Q = Dy(R,, R?),
or the topology induced by the locally uniform convergence on 2 = Co(R, R?). That
is, if d is the distance function associated to the metric on €2, then for every € > 0,
there is a § > 0 such that for all W', w” € Q with d(w’,w”) < ¢, it holds

dw @ W' w W) < e.

Indeed, we note that it is sufficient to take 6 = . In particular, 6 = £ does not depend
on the choice of ¢, thus the sequence of functions (¢!»**),cy is equicontinuous. Besides,
the sequence (c'*),cn converges to ¢ pointwisely,

d(wy, W worw) =250 forallw €Q,

since Do(R,, R?) is the space of cadlag paths. Thus, Ascoli-Arzelda Theorem yields
that the sequence (c"**),cn converges to c¢t** uniformly on every compact set K C Q,
i.e. we have

sup d (¢ ('), (W) = sup d(w @y, w',w @ w') 3 0.

w'eK w'eK
In particular, for every compact set K € B(f2), the composition X** = X o cb¥ is
bounded and continuous on A N K, and X%* is the uniform limit of (X' %), cn, i.e.
for every € > 0, there exists N € N such that for all n > N,

X (w®, ') — X(werw')| <e foreveryw € ANK.
Consequently, on one hand, for every n € N, the function f™ with
fr(P) = EP[X™®], PePQ),

is continuous in P with respect to Lévy-Prokhorov metric on P(2), since this coincides
with the metric induced by weak convergence of measures. Thus, the restriction f"|p
is still continuous. On the other hand, it follows from the tightness of P that there is
a compact set K € B(f2) such that

P(K* — for all P
( )<4C or a eP,

where C' is such that | X (w)| < C for every w € A. If n is big enough, since X% is the
P-a.s. uniform limit of (X'),cy on AN K, we get

‘EP[Xt"’w] _ EP[Xt,w” < EPHXt”’w o Xt,w”
= EP[Lpqg| X" — XP9) 4+ EP[1 4| X — X))

€ €
<§+@-QC—5 for all P € P.
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As a consequence, for all w € €,

E(X') =sup EF[ lim X'"*] = sup lim EF[X!*]

PeP n—oo PeP n—o0
= lim sup EF[X"*] = lim £(X'¥).
n—oo PcP n—oo

Similarly, with the same argument we can show the existence and finiteness of the left
limit, which concludes the proof. O

Remark 5.2.9. It is shown Proposition 4.5 in [88] and in the proof of Theorem 3.2 of
[86] that a modified process of (E1(X))i>0 is cadlag pathwisely. However, such process
1s adapted to a filtration different from the filtration F*, i.e. adapted to

(FH‘ U Ni?)te[o,T] ’
where NF are the sets which are (P, Fr)-null for all P € P. This is not consistent
with our framework, where the filtration F* is interpreted as information available to
the agents.

5.2.2 Robust optional decomposition

Let [0,T] with T > 0 be a finite time horizon. We recall in this section the results
of Section 2 in [8A], which hold for an arbitrary measurable space 2 equipped with
an arbitrary filtration F := (F;)scjo,7). We stress that throughout this section “sigma
martingale” can be replaced by “local martingale”.

Let m be a positive integer and S := (St)e[o,r) an m-dimensional F-adapted
process with cadlag paths. If under a probability measure P the process S is a (P, F)-
semimartingale, then we denote its characteristics by (BY, O, vF).

Remark 5.2.10. According to Proposition 2.2 of [&1], the process S is also a (P, Fi)—
semimartingale with the same characteristics.

If § is an m~-dimensional F-predictable process which is S-integrable under P, we denote
its usual It6 integral under P by

(P) (P) ,t
0dS = < /§d5>
0

Furthermore, if S is a (P, F)-semimartingale for all P € P, we set

te[0,T)

L(S,F,P)
(P) rt
= {6 m-dimensional F-predictable process : / [0]dS < 0o for all P e 73} .
0

We assume the following conditions.

Assumption 5.2.11. 1. P is a set of sigma martingale measures for S: the process
S is a (P,FL)-sigma martingale for all P € P;
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2. P is saturated: all equivalent sigma martingale measures of its element still
belong to P;

3. S has dominating diffusion under every P € P: it holds that v¥ < (CT)¥ P-a.s.
foralli=1,....,m and for all P € P.

Remark 5.2.12. We note that if S has continuous paths, it always has dominating
diffusion under a sigma martingale measure P. Indeed, its characteristics are reduced
to (0,CF,0). In particular, it is a continuous local martingale under P.

Remark 5.2.13. In the case of m = d and S = B, Lemma 4.2 and Proposition 4.3
of [86] show a sufficient condition such that Assumption and Assumption BZ11
are both satisfied.

The following fundamental result, called Optional Decomposition Theorem, is proved
in Theorem 2.4 of [RA].

Theorem 5.2.14. IfY := (Yi)cp0,1) is a real-valued, F-adapted process with cadlag
paths, which is a (P, Fi)—local supermartingale for all P € P, then there exists an
F-predictable process § := (04)iepo,r) in L(S,F,P) such that

(P)
Y-Y,— /5d5’ is monincreasing P-a.s. for all P € P.

5.2.3 Robust superhedging for payment streams

We now introduce and analyze the problem of dynamic superhedging for payment
streams in continuous time. Let the filtration F” := (Ff)te[o’T] be defined by

Fr=FVNE, te€[0,T],

where N7 is the collection of sets which are (P, Fr)-null for all P € P. Let A :=
(At)tefo,r) be an FP-adapted process with nonnegative nondecreasing paths such that
Ai(w), w € Q, is upper semianalytic for all ¢ > 0. We assume Ay = 0 without
loss of generality. Let S := (S)ie[o,7] be an m-dimensional FP-adapted process with
cadlag paths which is a (P, FF)-semimartingale for all P € P. The two processes A
and S represent respectively an (eventually discounted) cumulative payment stream
and (eventually discounted) liquidly tradable assets on the market. We denote by
L(S,F?,P) the set®

L(S,F”,P)
(P) ot
= {5 m-dimensional F”-predictable process : / [0]dS < oo for all P e 73} .
0
Definition 5.2.15. The elements of the set

(P)
A= {5 € L(S,F”,P): /§dS is a (P,FL)-supermartingale for all P € P}

1Later we will apply the Optional Decomposition Theorem EZ2ZI4 to the filtration FP.
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are called admissible strategies.

Definition 5.2.16. We call robust global superhedging strategy for a cumulative
payment stream A a process 6 € A such that there exists v € R satisfying
(P)pr
v+ 6,dS, > A P-a.s. forall P € P,
0
for every [0, T]-valued F-stopping time T.

Definition 5.2.17. Let 0,7 be two [0,T)-valued F-stopping times such that o < T.
We call robust local superhedging strategy for a cumulative payment stream A on
the random interval [0, 7] a process 6 € A such that there exists a real-valued FF -
measurable function v satisfying

(P) o
v+ / 0,dSy > Ay — Ay P-a.s. for all P € P,

for all [0, T]-valued F-stopping time o’ with o < o’ < 7.

Our Definition B22T7 agrees with the definition of superhedging strategies given in
e.g. [61], [#] and [95] in discrete time and without model uncertainty. Moreover, an
admissible strategy J is a robust global superhedging strategy if and only if it is a
robust local superhedging strategy on all random intervals in [0, T]. Analogously, we
define global and local superhedging prices as follows.

Definition 5.2.18. A value 7} € R is called robust global superhedging price for A
if

me =inf {v € R: 36 € A such that for every [0, T]-valued F-stopping time T,

(P)pr
v+ / 6,dS, = A; P-a.s. for all P € P} . (5.2.7)
0

Definition 5.2.19. Let 0,7 be two [0, T]-valued F-stopping times such that o < 7. A
real-valued F -measurable function 77 is called robust local superhedging price for A
over the random interval [o, 7] if

m =ess inf P {1} is Ff—measumble : 36 € A such that for every F-stopping time o’
(P) .o
witho <o’ <71, v+ / 8,dSy = Ayr — Ay P-a.s. for all P € P

P-a.s. for all P € P. (5.2.8)

Our Definition 52219 agrees with the definition of superhedging price (or superhedging
premium) given in e.g. [561], [94] and [95] in discrete time and without model uncer-
tainty. We stress that the robust local superhedging price is unique only up to a set
N e NP,

The dynamic superhedging for payment streams can be formulated in the following
two problems.
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1. Show that robust global and local superhedging prices as defined in Definition
BT8R and Definition 5219 exist and determine their value.

2. Show that global and local superhedging strategies for a payment stream as-
sociated to robust global and local superhedging prices exist. We call optimal
superhedging strategies for A, if it exists, a robust global superhedging strategy
d for A such that, for all [0, T]-valued F-stopping times o,0’,7 with o < o/ < 7,
we have

(P) .o
w4 / 0,dSy, > Ay — A,  P-as. for all P € P.

o

The first is a pricing problem. The robust global (or resp. local) superhedging price
of A can be interpreted both as the minimal amount of money the company should
keep in order to be able to pay out in the future, and as the minimal price the product
should be sold. The second issue is a hedging problem. We stress the importance of
distinguishing robust global and local superhedging problems. Obviously, for products
with single payoff such as European contingent claims, only the global problem is rel-
evant. However, if we consider a generic payment stream, investors may be interested
in the superhedging problem over a particular time interval.

Remark 5.2.20. We note that all the above definitions are independent of the initial
choice of Q, F and P.

The following theorem gives several equivalent dynamic dualities and is a crucial
intermediate step for our further discussion.

Theorem 5.2.21. Let 0,7 be two [0, T)-valued F-stopping times such that o < 7, and
A = (A¢)tejo,r) a cumulative payment stream with E(Ar) < co. If there exists an
FP -adapted process Y = (Yi)tepo, ) with cadlag path, such that for allt € [0,T]

Y: =&(A;) P-a.s. forall P€P,
then the following equivalent dualities hold for every P € P:

E-(AL)
(P,) T
=ess ian v 18 ff-measumble : 36 € A such that v + 0,dS, = A,

g

P'-a.s. for all P € P}  P-a.s. (5.2.9)

o

(P)pr
=ess inf P {v is ff—measumble : 36 € A such that v + / 0,dS, = A,

P'-a.s. for all P' € P(o; P)}  P-a.s., (5.2.10)
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and

Es(Ar — Ap)
(P)pr
=ess z'an v 18 Ff—measumble : 36 € A such that v + 0,dS, > A, — A,

lea

P'-a.s. for all P € P}  P-a.s. (5.2.11)
=ess inf P {v is ff—measumble : 36 € A such that v + 0,dS, = A — A,

P'-a.s. for all P € P(o;P)}  P-a.s. (5.2.12)

Proof. The proof follows similar argument as in Theorem 3.2 of [86] and Theorem 3.4
of [13].

Firstly, we note that dualities (B229) and (62210) are equivalent to (5221) and
(B212). Indeed,

Es(A) — Ay := ess sup? EF [A.|F,] — Ay = ess sup? EF [A; — A |F5]
P'eP(o;P) P’'eP(c;P)

=&,(A; —A,) P-as. forall PeP. (5.2.13)

Thus, we prove here only dualities (6229) and (62210).
For every P € P and o,7 two [0, T]-valued F-stopping times such that o < 7, we
define the following sets:

(P)pr
(P)DCT, = {v is .Ff—measurable : 30 € A such that v + / 5,dS, > A, P'-as.

g

for all P’ € P(o; P)},

and

(e

(P)pr
D7 .= {v is ff—measurable : 30 € A such that v + / 8,48, > A, P'-as.

o

for all P’ € P}.

One inclusion is obvious,
(P)D-r > DT
g — [

This yields
ess inf P{P)D7} <ess inf T{DI} P-as..

We first show the following inequality
E,(A;) <essinf T{¥)DT}  P-as., (5.2.14)

where the convention inf ) = oo is used. If v € ¥)D7, then for each P’ € P(o; P), we

have
(P)pr ,
v+ / 3,dS, > EY [A/|F,] P-as.

EF F,
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By the supermartingale property of the It6 integral S [8dS, which is in particular

(P) v
/ 8,8,

’
FF | -measurable, we have

EY' v|F,] = EY v+ E" Fo| 2 EY [A,|F,] Pl-as.

P/
fﬁ]

By relation (B223), this implies

ess sup’ EY [v|Fs] = ess sup? EY [A;| Fo] = E5(A;)  P-as.
P’eP(o;P) P’eP(o;P)

We note that v is a version of E¥'[v|F,] under each P’ € P(o; P), i.e.
v=E"[v|F,] P —as. forall P' € P(o;P).

Consequently,
v>2&;/(A;) P-as.

It follows that
ess inf T{P)DT} > £,(A4,) P-as.,

which shows relation (B2214).
We now prove that for all [0, T]-valued F-stopping times o and 7 such that o < 7,
we have &,(A;) € DI. In this way we get equalities

E,(A;) =ess inf P{P)D7} = ess inf P{DI} P-as.

For the sake of simplicity, we show only the case of 7 = T, since the proof is the same
for a generic [0, T]-valued F-stopping time 7. Since £(Ar) < oo holds by assumption,
we obtain

sup EY[|E(Ar)|] < 0o for all t € [0,T],
PeP

as shown in Step 1 of the proof of Theorem 2.3 of [80]. Hence, the process Y with
Y, = & (Ar), P-as. for all P € P and for all ¢ € [0,T], satisfies

sup EF[|Y;|] < 0o for all t € [0, 7).
PeP

We can thus apply directly Theorem B2 to the filtered space (2, FF) and to the
cadlag process Y, which is a (P, ]Ff)—supermartingale for every P € P, by (520)
and Remark 2.1 of [86]. This yields that there exists an F”-predictable process 6 €
L(S,F?,P) such that

(P)p-
Y — 0,dS,, is nonincreasing P-a.s. for all P € P.
0
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As a consequence, for all [0, T]-valued F-stopping time o,
(P)po
E(Ar) =Yy 2 Y, — / 0, dSy
0

(P)pro
=E,(Ar) — / 0,dS,
0

(P).1
> A — / 0,dS, P-a.s. for all P € P.
0

The first inequality yields that § € A, i.e. the process (P)f(SdS isa (P, Fi)—supermartingale

for all P € P, since the (P, Fi)—sigma martingale (P)fédS is P-a.s. bounded from be-
low by (E:(Ar) — E(AT))tefo,)- It follows from the second inequality that

(P).T
Es(Ar) + / 0,dS, > Ar P-as. forall P € P.

o

Hence, we have
((:O'(AT) EDZ.

O

Theorem 52721 can be considered as an extension of Theorem 3.4 of [3] to the case of
payment streams and a dynamic version of Theorem 3.2 of [86]. It includes as special
cases the static robust superhedging dualities in e.g. [I00], (23] and [9]. However,
Theorem B2Z1 alone do not directly solve our superhedging problem for payment
streams. Indeed, the robust global superhedging price of A as defined in Definition
B2TR may be higher than £(Ar) and the robust local superhedging price of A on
the interval [o,7] as defined in Definition 52219 may be higher than &,(A, — A,).
Nevertheless, in the following we will see that equality holds. For every [0, T]-valued
F-stopping times o, 7 such that o < 7, we define the following set:

o1

(P)po2
Cl = {5 eA: &, (A)+ / 0,dS, = A,, P-a.s. for all [0, T]-valued

F-stopping times o1, 03 such that o < 01 < o3 < 7, for all P € P}.

If o,0',7,7" are [0, T]-valued F-stopping times such that ¢ < ¢/ < 7 < 7/, it clearly
holds by definition

crcer cerccr. (5.2.15)

The solution of both pricing and hedging problems for a payment stream is given in
the following theorem.

Theorem 5.2.22. Under the same assumptions as in Theorem BZZ1, the following
statements hold:

1. the set CL is not empty;
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2. the robust global superhedging price of A coincides with E(Ar) and the robust
local superhedging price of A on the interval [o, 7| coincides with E,(Ar — Ay);

3. the infimum value in (B22X) and (B=Z8) is attained, that is, optimal superhedging
strategies exist.

Proof. By (B2213), every set C7 has the following equivalent representation

(P)ro2
CI = {6 EA:E (A — Ay + / 0,dS, = A,, — Ay, P-a.s. for all [0, T]-valued

o1
F-stopping times o1, 02 such that o0 < 01 < o3 < 7, for all P € P}.
This yields that the second and the third point follow from the first point together
with dualities (5229), (2211) and inclusion (5=213).
Now we concentrate on the first point. According to the proof of Theorem G221,

there exists an F”-predictable process § € L(S,F”,P) such that for every [0, T]-valued
F-stopping time o we have

/ 0,dS, = Ar P-as. forall P € P.

In particular, if ¢’ is another [0, T]-valued F-stopping time such that o < ¢, it holds

that
(P) . (P).1

/ 0, dS, + /(5dS Ar P-as. forall P € P.

Since ¥ [6dS is a (P, Ff)—supermartingale, we can apply conditional expectation on
both hand sides and obtain

(P) & (P).T
EP |&,(Ar) + / §,dS, + 6 ds,

(P) .o
=E,(Ar) + / 0,dSy
EP[A7|FE,] P-as. forall PeP.
We note that since A is nondecreasing, we get
EP[Ar|FE ) — Ay = EP[Ar — Ay |FE] >0 P-as. forall P € P.

This yields
(P) .o

Es(Ar) + / 0,dS, > A, P-as. forall P e P.

In this way, we show that the set C{' is not empty. O

We emphasis that Theorem B221 and Theorem B222 can be carried out without
changes also in the case without model uncertainty, i.e. when we consider a single
prior P which is a sigma (or local) martingale measure for S.
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5.3 Reduce-form setting under model uncertainty

In the current section we introduce the reduced-form setting under model uncertainty.
The previous framework with Q = Dg(R,,R9) or Q = Cy(R,R?) endowed with the
natural filtration F of the canonical process B does not allow to treat more general
filtrations, as emphasized in [2]. In [2], a solution for the case of initial enlargement,
but the case of progressive enlargement of filtration remains open. This last problem
is particularly relevant in life-insurance modeling?, when we want to model a decease
event which occurs as a surprise and is itself not observable under the reference filtra-
tion F, but admits an F-adapted intensity process.

To this end, we follow the canonical construction in Section 6.5 of [24] in the classic
context of a single prior, and introduce a random time 7, which is not an F-stopping
time but has an F-progressively measurable intensity process p, to represent a totally
unexpected decease time under model uncertainty. The structure constructed in this
way is a special case of the framework in Chapter B, when n = 1 and 7 = 74. For the
sake of clarity, the notations are slightly different from the ones in Chapter B in order
to emphasize the product space structure which we describe in the following section.

5.3.1 Space construction

We keep the same setting and notations as in Section G2. Let Q) denote an addi-
tional Polish space equipped with its Borel o-algebra B(Q) We consider the product
measurable space ~ X .
(©2,9) := (2 x Q,B(Q) ® B(2))?,

and denote & = (w,®) for w € Q and & € Q. The following standard conventions
are used on the product space (€,G). For a function or process X on (2, B(Q)),
we consider its natural immersion into the product space, i.e. X (@) := X(w) for all
w € Q, similarly for (€, B()). For a sub-c-algebra A of B(f2), we consider its natural
extension A ® {0, Q} as a sub-o-algebra of G on the product space, similarly for sub-
o-algebras of B(Q) When there is no ambiguity, A ® {0, Q} is still denoted by A in
order to avoid cumbersome notations. The following lemma is trivial.

Lemma 5.3.1. Let A be a sub-o-algebra of B(2), a random variable X on the product
space (2, B(Q)) is A-measurable if and only if X (0) = X (w) for every © = (w,w*) € Q.
Similarly for the space (0%, B(Q2*)).

On (2, B()) we consider a probability measure P such that (2, B()), P) is an
atomless probability space, i.e. there exists a random variable with an absolutely
continuous distribution. Let £ be a Borel-measurable surjective random variable

£:(Q,B(9), P) — ([0, 1], B(0,1])),

with uniform distribution, i.e.
£~ U([0,1]).

Without loss of generality we set B(Q) = o(¢&).

2The same framework can be applied to credit risk modeling as well.
3We note that B(Q) ® B(Q*) = B(Q x Q*) since we have a countable topology base.
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Remark 5.3.2. We note that the space (0, B(Q), P) has a canonical form

([0,1], B([0,1]), U([0, 1)) ,
with & the identity function on [0,1].

Let P(Q) denotes the set of all probability measures on (€,G). We consider the
following family of probability measures

P::{ﬁeP(Q):P:P@P,PeP}. (5.3.1)

We use the corresponding notations of Section 52 and denote the associated upper
expectation by &, i.e.

E(X):=sup EFV[X], X e L%Q), (5.3.2)
prPeP
where for every P € P, we set EF[X]:= EF[XT] - EF[X "] if EP[X*] or EP[X ] is
finite, and EP[X] = —o0 if EP[X"'] = EP[X_} = 4o0.
Let I := (I't)¢>0 be a real-valued, F-adapted, continuous and increasing process on
(2, B()), such that 'y = 0 and ', = +00. In particular, I' has the representation

t
Iy ::/ psds, t >0,
0

where £ := (f¢)1>0 is a nonnegative F-progressively measurable process such that for
all t > 0 and for all w € Q,

t
/ |pes|(w)ds < oo.
0
We set
Fo=inf{t>0:e <€ =inf{t >0:T; < —In¢}

on = Q x €, with the convention inf () = co.

Example 5.3.3. In the case of Q = Cy([0,T],R), the following is a simple example
of dynamics of
ue = poexp(kB), t=0, (5.3.3)

where po = 0, k € R and B := (Bt)eo,1) denotes the G-Brownian motion. This is
a reasonable setting when p is interpreted as the mortality intensity in the context of
life insurance, since it is well known that mortality intensity has exponential behavior,
see e.g. [73], [104] and [I8]. According to the results in [[76], the process (E=33) can
be expressed as the solution of the following SDE driven by G-Brownian motion

t
Mt=M0+/ kpsdBs, t=0.
0
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Remark 5.3.4. As an immediate consequence of the above assumptions, we have that
T(w,-) is a surjective function on Ry for every fized w € Q.

Lemma 5.3.5. For allt > 0, we have {7 <t} = {e7 1t < &}.

Proof. The inclusion {e~1* < ¢} C {# <t} always holds. The other inclusion follows
immediately from
F=min{s >0:e " <&},

since I' is continuous. O
Corollary 5.3.6. 7 is B(Q)-measurable, that is 7 is a random time on (Q, B(Q)).

Lemma 5.3.7. For every t € [0,T] and for every P, P' ¢ P, with P = P® P,
P'=P' ® P, we have P = P’ on G, if and only if P = P' on F;.

Proof. One implication is immediate. It is sufficient to show that P = P’ on F; implies
pP=p on G;. We note that G; = F;VH; by definition, then P = P’ on G, is equivalent
toP@P =P ®P on ‘H:, which follows from the definition of the o-algebra H; and
Lemma B=333. O

Under every P € P, we denote the P-hazard process by e .= (Ff)t>0, ie.

I'P=—mP@FE>tF), t=o.

We state the following proposition which is a natural but important consequence of
the above construction.

Proposition 5.3.8. The process I' is a P-a.s. version of P-hazard process T’ for
each P € P.

Proof. By Lemma B=31, we have
{(F>t}={e ' >¢} forallt>0.

Thus, for every t > 0 and for every P € P with P = P ® 15, it holds

=e Tt for P-ae. w,

where equality (i) is a consequence of the independence between £ and F; under each
P € P, and equality (ii) is due to the fact that & has uniform distribution on (€, F, P).
Furthermore, the continuity of I' yields

I =1  P-as. forall P € 75,

which concludes the proof. O
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On the product space €2, we consider the filtration H := (Ht)t>0 generated by the
single jump process H := (H});>o with

Ht = 1{'7‘<t}7 t= 07

and the enlarged filtration G := (G;)¢>0 with G, := F; V Hy, t = 0. In particular, we
have
G=Foo®0(§) = Hoo VFoo = 0(T) V Foo.

We recall that by construction 7 is an H-stopping time as well as a G-stopping time, but
not an F-stopping time. As before, the filtration F represents the reference information
flow including financial market information, and the filtration G represents the minimal
information flow of the extended market including accident information. Similarly to
Section B3, for every P e P(Q) we denote by G*, G and Gi the corresponding
enlargements of the raw filtration G. As in (52211), we have

G cgrcglcgh, t>0, PeP.
We introduce also the following o-algebras which will be used in the sequel.
gr=gvNE, PeP,

and

G¥ :=GVNT.

Remark 5.3.9. We emphasize that the filtration H is automatically right continuous
since it is generated by a right continuous jump process. See e.g. Theorem 25 Chap. 1

Sect. 3 of [113].

Lemma 5.3.10. For every t € [0,T] and for every P, P € P, with P = P @ P*,
P’ = P'® P*, we have P = P’ on G; if and only if P = P’ on F;.

Proof. One implication is immediate. It is sufficient to show that P = P’ on F; implies
P = P’ on G;. We note that G; = F,VH, by definition, then P=PongGis equivalent
to P® P* = P'® P* on H;, which follows from the definition of the o-algebra #; and
Lemma BZ333. O

5.3.2 (P,G)-conditional expectation

Motivated by the results in Section B2223, we give in this section a construction of
sublinear conditional expectations with respect to the enlarged filtration G and the
family of probability P introduced in (531). We denote these by (£)s>0 and call them
(P, G)-conditional expectation. As shown in e.g. [109], [&1], [110], [0 and [£7], the
family (gt)t>o should satisfy the following necessary consistency condition: for every
t > 0 and G-measurable function X on €,

E(X) = ess sup” B’ [X|G)] P-as. forall PeP, (5.3.4)
P'eP(;P)
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where P(t; P) := {]5’ €P:P =Pon Qt}. We stress that this is not possible to
achieve by using exactly the same method proposed in [87] and summarized in Section
621, even if we choose 2 = Do(R+,R%) or Q = Cy(R+, R?), which was the direction
tried by the thesis’ author in an early stage of the paper [[9]. The method in [87]
is indeed based on some special properties of the natural filtration of the canonical
process, e.g. Galmarino’s test for stopping times, which holds for the product filtration
F ®TF on the product space €2, but not for the nontrivial filtration G. However, we are
still able to extend the results of [87] to the setting of Section B3, and construct a
consistent (P, G)-conditional expectation. Besides, we are able to prove, as in [00], that
the family (£,(X))i>o satisfies a weak form of time-consistency, called also dynamic
programming principle or tower property, i.e.

EJ&(X)) = E(X) forall 0 < s <t P-as. forall P eP. (5.3.5)

From an interpretation point of view, if we use (g’t)t>0 as pricing functional, the weak
tower property (B533H) can be means: valuation of an evaluated future price is more
conservative than direct valuation of the price. Counterexample shows that the
classic tower property does not hold in the general case. Nevertheless, in all cases
of practical interest, we are able to prove the classic tower property as we will show
in Section B4. For the sake of simplicity, from this section onwards we focus on
deterministic times.
Let G :=GVNE PeP,and G7 := GV NL. We introduce the following sets

L) .—{X | ¥-(O GP .
Lp(Q) ={X | X:(Q,G") = (R, B(R)) measurable function such that
E[IX]] < oo},

for every P € P, and

LYQ) = {X | X :(2,67) = (R, B(R)) measurable function such that
(I1X) < oo},

Oy

where € is the upper expectation defined in (B5332). We stress that in the above
definitions we only take into account (€2, G¥')-measurable (or (€2, G7)-measurable resp.)
functions, and not (2, G¥')-measurable (or (2, G7)-measurable resp.) functions. The
reason is explained in Remark B23T3. Given t > 0, we have the following decomposition
for every real-valued function X on

X = 1{7"'<t})2 + 1{%>t}X-

Corollary 5.1.2 of [74], which holds without the usual conditions on the filtrations,
together with Proposition 6238 yields that if X € L!(Q), then for every P € P,

EPIX1G] = 1y EP[X|o(F) V F] + 1psan e EP[1on X |F] P-as. (5.3.6)

We aim to find a representation of (6238) where the right-hand side is reduced to con-
ditional expectations restricted to 2. This is particularly important for the definition
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of conditional expectation on Q. The following Lemma gives a solution of the problem
for the second term on the right-hand side of (5238). For the sake of simplicity, we
denote with a slight abuse of notation

EP[X(w) == / X(w,@)P(dd), weq. (5.3.7)
Q
Lemma 5.3.11. I[ft >0, P=P® P and X € L}E,(Q), then

EP[X|F] = EPIEP[X)|F] P-as.

Proof. Let X € L%(Q). It is enough to see that for any A € F;, the Fubini-Tonelli
theorem yields

AXQX(w,w)P(d(w,d;)):/A/QX(w,cD)P(dw)P(dw)
= / EP[X](w)P(dw)
A
- / | BP[EP X)) () P(d(w, 2)),
AxQ

where the notation is introduced in (52371). O
Now we concentrate on the first term on the right-hand side of (5238).

Lemma 5.3.12. Lett € Ry and X be a real-valued o(T) V Fi-measurable function.
There exists a unique measurable function

¢:(Ry xQ, BRy)®F) — (R,BR)),
such that

X(w,0) = o(F(w, @), w), (w,&) e (5.3.8)

Proof. Tf ¢ satisfies (B238), its uniqueness follows directly from the surjectivity of 7
for every fixed w € (2, see Remark B234. Indeed, if ¢ and 1 are two functions with

O(F(w, @), w) = P(F(w,&),w) for all (w,d) € Q,

then for every (z,w) € Ry x Q, it follows from the surjectivity of 7 for every fixed
w € Q that there is an @ € Q such that 7(w, &) = z. Hence,

o(z,w) =9Y(z,w) forall (x,w) € Ry x .
Now we consider the set
E={X| (0,07 VF)— (R B(R)), X of the form (533)},

and show that it includes a monotone class. Clearly, the set £ contains all constants
and is closed under linear operations. Moreover, all indicator functions of a 7-system

which generates o(7) V F; belong to E. Let (X, )nen be a sequence in E such that
X, (@)1 X (@) forall@eq,
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where X is a bounded function. For each n € N , we have

X (w0, @) = o (F(w,&),w)  for all (w,) € Q,
where ¢, is a measurable function
on (Ry xQ, B(Ry) ®@ F) — (R, B(R)).
It follows from Remark 532 and the boundedness of X that the function
o(z,w) = nl;rrgo on(z,w), zeR,, weQ, (5.3.9)

is well defined and finite. In particular, ¢ is (B(Ry) ® Fi)-measurable as well. If we

apply again Remark B34, we can represent X by

X(w,0) = p(F(w,&),w), (w,)e

Thus, X belongs to E as well. The Monotone Class theorem yields that the set E

contains all bounded o (7) V Fi-measurable functions. 3
Furthermore, we note that every nonnegative o(7) V Fi-measurable function X is

the pointwise limit of a nondecreasing sequence of simple functions, that is, there exists

a sequence of simple functions (X, )nen such that
X, (@)1t X(@) forallweq.

In particular, by the argument above, if

Xn(w,0) = @u(F(w,@),w),  (w,d) €,

and we define ¢ as the pointwise limit of (¢, )nen as in (B239), it follows that all
nonnegative o(7) V Fi-measurable functions have representation (638). The results
can be easily extended to all o(7) V Fi-measurable functions, since X = Xt 4+ X~. [

Remark 5.3.13. We stress that Lemma BZ3I3 can be carried out without changes if
X is GP-measurable or GP -measurable, respectively. In such case, ¢ is (B(Ry)® FL)-
measurable or (B(Ry) ® FL)-measurable, respectively. However, the result does not
hold z'fX' is GP -measurable with G¥ := GVNE or G -measurable with G¥ = GV NZE,
respectively. The reason is similar to the case of the classic Doob-Dynkin lemma, which
states that if X, Y are two real-valued measurable functions with' Y o(X)-measurable,
then there is a Borel-measurable function [ such that Y = f(X). This representation
does not hold pathwisely in general if o(X) is completed with null sets of some measure
Q, i.e. if o(X) is replaced by o(X)VN®. It is sufficient to take Y = 14 with A € N@
as a counterexample.

Lemma 5.3.14. Fort >0 and P=P® P, if X € L}-D(Q), then

1{;<t}EP[)~(|U(%)V.Ft]:1{;@} Ef[p(x, )| F])|,_. P-as., (5.3.10)

=

where ¢ is the measurable function
¢:(Ry xQ, BRy)®FL) = (R,B(R)),

such that
X(w, ) = o(T(w,@),w), (w,w) €. (5.3.11)
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Proof. 1t follows from Lemma BZ3T2 and Remark BZ3T3 that there exists a unique
representation (A23) and the right-hand side of (B330M) is o(7) V Fi-measurable.
Firstly, we show that relation (6231M) holds for indicator functions of a m-system,
which generates G = 0(7) V Foo. Let s > 0 and A € F, we show

L BT L cgniaxaylo(F) V il = Lpcn i<y B LalFR] - P-as.
Indeed, if w > 0 and B € F;,

LrctnsruyLyqdP
xQ

/  Lpenlizcaly,qdP
{F<u}n{BxQ}

EP 1z cinsnuy L an|FeldP

X
>

EP 1 zeinsnuy | Fe] BX 1, ol FildP

X
>

=
o

[1{%<tAsAu}|]:t] EP[1A|]'—t]dP

X
fe)

El3 [1{%<t/\s/\u}EP[1A|]:t] |ft]dﬁ)

S e

X

X
2>

. 1{%<t/\s/\u}EP[1A|}—t]dp
Q

/  Lpcnlp<sy EP 14| FdP,
(F<u}N{BxO}

where in the third equality we make use of the F;-conditional independence between
H; and F, see pp.166 of [24]. Lemma 6312 and the conditional monotone conver-
gence yield that the set of bounded measurable functions X € L}s(fl), which satisfy
relation (A231M), contains a monotone class. Hence, relation (5=371M) holds for all
bounded measurable functions X € L%(Q) by Monotone Class theorem. By applying

conditional monotone convergence theorem to X+ and X~ respectively, the result can
be extended to every X € L}B(Q), since every nonnegative measurable function is the
pointwise limit of a sequence of nonnegative and nondecreasing simple functions. [J

Remark 5.3.15. We note that Lemma =311 and Lemma hold clearly also for
X which is GT -measurable and nonnegative.

The above results are summarized in the following proposition.

Proposition 5.3.16. Fort >0 and P = PQP, if X € L}B(Q) or X is GP-measurable
and nonnegative, then

EP[X|G] = 1ircry BV [p(@, )| F|,_. + Lizsy e EP[EP[Lpun X)) P-as,
where o is the measurable function
@ (RJr x ) B(RJF) ®‘7:OI:>) — (RaB(R))a

such that
X(w, @) = o(T(w,®),w), (w,w)e. (5.3.12)
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Proof. Tt suffices to apply Lemma 6311, Lemma b=314 and Remark 6313 to decom-
position (B=38). O

The following properties of upper semianalytic functions are useful for our main results.
Lemma 5.3.17. Let X, Y be two Polish spaces.

1. If f: X = Y is Borel-measurable and A C X is an analytic set, then f(A) is
analytic. If B CY is an analytic set, then f~(B) is analytic.

2. If fn: X = R, n €N, is a sequence of upper semianalytic functions and f, — f,
then f is also upper semianalytic.

3. If f : X =Y is Borel-measurable and g : Y — R is upper semianalytic, then
the composition g o f is also upper semianalytic. If f : X — Y is surjective and
Borel-measurable and there exists a function g : Y — R such that g o f is upper
semianalytic, then g is upper semianalytic.

4. If f, g+ X = R are two upper semianalytic functions, then the sum f + g is
upper semianalytic.

5. If f: X — R is upper semianalytic, g : X — R is Borel-measurable and g > 0,
then the product f - g is upper semianalytic.

6. If f : X xY — R is upper semianalytic and r(dy;x) is_a Borel-measurable
stochastic kernel on'Y given X, then the function g : X — R with

g(x) = /f(x,y)n(dy;x), re X,

s upper semianalytic.

Proof. For points 1, 2, 4, 5 and 6, see Proposition 7.40, Lemma 7.30 and Proposition
7.48 of [M0]%. For the third point, the first implication is proved in Lemma 7.30 (3) of
[I0]. Hence we only have to prove the second implication. If go f is upper semianalytic,
then for every ¢ € R, the set

A={ze X :gof(zx)>c}
is analytic. Moreover, if we set

B:={yeY:g(y) >c},

we have f(A) C B. Since f is a surjective function, it holds that for all y € B, there
exists © € X such that y = f(z) and g(f(z)) > ¢. Thus f(A) 2 B. By the first point,
the set B is analytic. This yields that g is upper semianalytic. O

4The discussion in [I0] only considers lower semianalytic functions. Nevertheless, the results hold
without changes also for upper semianalytic functions.
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Theorem 5.3.18. We consider an upper semianalytic function X on Q such that
X € LY(Q) or X is GP -measurable and nonnegative. Fort > 0, the following function

E(X) = 1en Elp(m,)|s + Lizan & B 1551 X)) (5.3.13)
is well defined, where ¢ is the measurable function
2 (R+ x ) B(R-i-) ®]:o72) - (RaB(R))a

such that

X(w, @) = o(F(w,@),w), (w,&) € Q.
Moreover, & (X) satisfies the consistency condition (5-34).

Proof. According to points 5 and 6 of Lemma 5312, e E¥[1{;5,X] is an upper
semianalytic function on 2. Consequently, the second component on the right-hand
side of (5313) is well defined. For the first component, it suffices to prove that for
every fixed x € R4, the function

CPI(CU) = ga(x,w), w € 1,

is upper semianalytic. We note first that

X(w,@) = o (rido)(w,d), (w,a)ex,

is upper semianalytic, hence @ as function of (z,w) € Ry X £ is upper semianalytic by
Remark 6232 and the second implication of point 3 of Lemma B3T74. Furthermore,
for every fixed x € R, we have ¢, = ¢ o1, where

Yy (w) = (z,w), weQ,

and the function 1, is Borel-measurable. Hence, we have that by the first implication
of point 3 of Lemma 63T, ¢, as function of w € (2 is also upper semianalytic.

Now we prove that consistency condition (6334) holds. By Proposition 5228, under
every P € P we obtain

1{%<t} Et(<ﬂ(177 ))|w = 1{%@}635 SUPP EP/ [90(937 ')|]:t] L 15—34-5-,
P’'cP(t;P) T=T

1{;>t}5t(€FtEP[1{.,~_>t}XD = 1{;>t}ess SupPEP, [ertEP[].{.,:>t}X”ft] ]5—a.s.
P'eP(t;P)
Furthermore, by Lemma 6310, it holds P-a.s.

ess sup’ EY [o(z, )| F]|  =ess Supl5 EY lo(z, )| F)|
P'eP(t;P) T=T PP (t;P) T=T

ess sup” BV [eFfEP[l{;>t}X]|Ft] = ess suppEP/ [eFtEp[l{;>t}X]|ft].
P’eP(t;P) P'eP(t;P)
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We stress that {7 <t} and {7 > t} are disjoint events, thus P-a.s.

Lirenyess sup” B [ip(x, )| F]

__t1lgzspyess §UPP6FtEP’ [ertEP[l{bt}X”ft]

P'eP(t;P) P'eP(t;P)
=ess gupfz (1{;@} EY oz, )| F)| + 1{7:>t}EP/ [eFtEP[l{;>t}X]|Ft]) .
PreP(t;P) =T

As the final step, the integrability conditions on X guarantee the use of Fubini-Tonelli
Theorem, Proposition 52318 thus yields

E(X) = ess supﬁEﬁ/ [X|G:] P-as. forall P e P.
PeP(t;P)

O

Remark 5.3.19. As a fundamental difference with respect to the construction in [87],
where only measurability conditions are required for the definition of (P,F)-conditional
expectation (B-24), here in Theorem B-II3 integrability conditions are required to
define the sublinear operator & as well. Indeed, this is necessary for the validity of
Fubini-Tonelli Theorem, which is crucial in the proof.

Remark 5.3.20. Let t > 0 and let X satisfy the conditions in Theorem B3 I8. The
following statements holds:

1. If X(w,&) = X(w) for every & € Q, then &(X) defined in (EZI2) is reduced to
& (X) defined in (B23).

2. The function E(X) as defined in ([EZI) is sublinear in X .

3. Iff/' is an upper semianalytic function on ), such that Y e Ll(Q) and

ess sup” B’ [X|G:] = ess sup” E¥' [Y|G:] P-a.s. forall PcP,
PreP(t;P) PreP(t;P)

then we have £(X) = &(Y) P-a.s. for all P € P.

4. Let A € Gy, then E(14X) = 1,&,(X). This is a direct consequence of Lemma
5.1.1 of [Z4] and the above point.

5. The following pathwise relations hold:
gt(l{%gt}f() = 1{%@}&()2),
E(grsnX) = Lzsn&i(X),

E(X) = &1z X) + E(Lzony X).
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We adopt the following notations for the sake of simplicity in the sequel.
EP[X|F)(w,@) := EP[X (-, @) F)(w), (w,&)eQ, t=0, (5.3.14)

E(X)(w,@) = &E(X(D) (W), (w,&)eQ, t=0. (5.3.15)

We stress that the right-hand side of (5=313) is well defined by (5224) and points 3
and 6 of Lemma BZ3T1, since the concatenation function is Borel-measurable.

Proposition 5.3.21. Let X be an upper semianalytic function on Q, such that X €
[:1(9) or X is GF-measurable and nonnegative. Then for each t > 0, the function
E(X) defined in (=313) is G- and GT -measurable and upper semianalytic.

Proof. Let t > 0. We have that & (X) is (F; V o(7))-measurable by definition (5313)
and Proposition 5228, hence it is also G;- and G¥-measurable. It is upper semianalytic
according to points 3, 4, 5 of Lemma B3 17 and Proposition B224. O

Remark together with Proposition B30 shows that (é&)@o is a family of sub-
linear conditional expectations which extends (&;):>0 defined for functions on . We
now present that the family (gt)t>0 satisfies a weak form of dynamic programming
principle or tower property, similarly to the one of [6G0].

Theorem 5.3.22. If X is an upper semianalytic function on Q such that X is GP-
measurable and nonnegative, and 0 < s < t, then

Es(&(X)) = E(X)  P-as. forall PEP. (5.3.16)

Proof. We recall that notations (6=372), (6=314) and (6313) are used. The left-hand
side of (531M) is well defined by Proposition 5321 and the nonnegativity of X.
According to definition (5313), relation (52318) is equivalent to the following

lircoy Es(@(, )| ms + 1{%>s}5s(6FSEP[1{%>s}gt(X)])
21{‘?§s} 56(410(‘175 '))|x:7”— + 1{7:>s}gs(eFSEP[l{?>S}X])7 (5317)
where ¢ is the measurable function
¢ (Re xQ, BRy) ®FL) = (R,B(R)),

such that

and

P(,w) = Liaeny &2, )W) + Lipniy Ele B [Lprnyy X)) (w),

for every (z,w) € Ry x Q. We prove first that the first terms on both hand sides of
(B2331) are equal, by using (A=313) and the tower property (6228) of (P, F)-conditional
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expectation:
1{7"—<s} SS(@($7 '))|z:7"
=lirgsy & (1{w<t}5t(<ﬁ($, )+ 1{w>t}‘€t(ertEP[l{bt}XD) ‘x:‘?
Ty (Lo s (ol D) + Lpsn s (BT B L X))
)..—x

=1(rcsy & (Eep(T, )]z
=1(r<sy Es(p(@, )|z -

For the second terms, we need some preliminary considerations. For every fixed @ € Q,
7(-,w) is an F-stopping time. Galmarino’s test yields that, on the event {7 < ¢} it
holds

Flw @, @) = F(w,w) forall w €.

Hence on the event {7 < t}, for every fixed & € Q, by definitions (6223), (524) and
representation (63R), we obtain

E(X)(w,w) :gggAX(w @ w', @) P(dw")

= sup / o(F(w @ W', ), w @ W) P(dw)
rep Ja

—sup [ G(F(,0).w @ )P(d)
PeP JQ

= sup/gp(x,w@t W) P(dw")

PeP JQ =7 (w,w)

=E(p(z,)(W)|s=F(ww forallweQ,
in other words,
ey Eilo(x, )]s = 1{;@}6}(5() for every fixed & € Q. (5.3.18)
Moreover, we note that by (5=24), for each P € P
E(e EP[Lsap X)) = (B 155 X)) P-as. (5.3.19)

By using (A3313), (E331R), (6319) and Remark 2.4 (iii) of [87], it holds

Ss(e
=el=¢,

[ {T>s}gf( ~)])
B (Lm0 () E(0(@ N lmr + Lirsny (e B Lo X))

(

(B” [Lisercny Ep(@ Mams + Lz (e EP Lz X)) )
=&, (E {1{5<T<t}5t( )+1{7—>t}ert5t(Eﬁ[1{'?>t}X])])

(=

=els&, (EY [Miscrcn&(X )] + Ep[1{-?>t}€n5t(Ep[1{%>t})~(])]> P-a.s. for all P € P.

=el= g,



5.3 Reduce-form setting under model uncertainty 99

We observe that eFtEt(Eﬁ [1{;>t}X ]) depends only on the first component w. Then
by using the definition of ', (62371) and Lemma B=3H we have
EF 1{;>t}ert€t(EP[].{;.>t}XD} ZEP[I{;>t}]eF‘5t(EP[1{;>t}X])
—e el & (BP [1(s50 X))
=& (B 11550 X)) (5.3.20)
This yields
EP[1grsne E( BT 1z X])] = E(ET 11750 X]),
which implies
(D BP[1 50y (X)) =€ &, (EP[1{8<;@}6}()~()] + 5t(EP[1{;>t}5q))
(B 16 pecran X)) + E(E Lz X))
Sel= &, (&(Ep[l{s@gt}f(]) +&(EP [1{%%}5(])) (5.3.21)
(B Mpcrcn X+ B Lo X)) (5.322)
—" & (E(E [1gr54 X))
=" E (B 1755 X])
—&, (" EP 1135 X])  P-as. for all P € P.
In the second equality we observe that for every fixed @ € Q, {s < 7(-, @) < t} € F
and &(1aX) = 14&(X), if A € F; and X is upper semianalytic, see Remark 2.4

(iv) of [®7]. The inequality (B5321) is a consequence of (B22H) and the conditional
Fubini-Tonelli Theorem. Indeed, by using notation (6371) we have

Ep[gt(l{s<%<t})z)] = E" |ess SUPPEP/[1{3<%<t}X‘}-t}
P'eP(t;P)

> EP[EP[1{scr <ty X|F]]
— EP[EP[1(ecscn X)|Fi]  P-as. forall P € P,

Thus,

EP[E(1screnn X)] = ess sup? B [EP[1(, ey X]|F]
P'eP(t;P)

= &(E MscrcnyX])  P-as. forall P € P.
The inequality (5=329) is a consequence of the sublinearity of (P, F)-conditional expec-

tation. In the second last equality, the tower property (5-28) is used. This concludes
the proof. O
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Corollary 5.3.23. IfX' is an upper semianalytic function on Q such that X € Ll(Q),
and E(X) € LY(Q) for t >0, then it holds that

EJ(E(X)) = E(X)  P-a.s. forall P € P, (5.3.23)
with 0 < s < t.

Proof. Under the condition that &(X) € LY(Q) for t > 0, the left-hand side of (6323)
is well defined. The rest of the proof is the same as for Theorem B3722. O

The above results are summarized in the following theorem which extends Propo-
sition B28 to the reduced-form setting under model uncertainty.

Theorem 5.3.24. If X is an upper semianalytic function on Q such that X € Ll(ﬁ)
or GP -measurable and nonnegative, then for each t > 0, the function & (X) defined in
(E2313) is Gi- and GF -measurable, upper semianalytic and satisfies the consistency
condition ([B-34). Moreover, the family of functions (gt(X))t>0 satisfies the weak tower

property (B=3714).

Definition 5.3.25. The family of sublinear conditional expectations (c‘:'t)t>0 is called
(P, G)-conditional expectation.

5.3.3 Further considerations on the (P, G)-conditional expecta-
tion

In this section we discuss in detail the problem of dynamic programming principle and
integrability in the case of (’ﬁ,G)—conditional expectation, and the difficulties arisen
from the construction in Section B=372.

We note that inequalities (623721) and (5=322) in the proof of Theorem B=322 imply
only a weak form of tower property. This cannot be improved in full generality as we
see in the following Counterexample b=328.

Counterexample 5.3.26. We restrict our attention to the case of Q = Co(R,,R%)
with G-conditional expectation, see e.g. [d1], [114] for reference. Since the (P,F)-
conditional expectation is only sublinear, it is possible to findt > 0 and X, Y functions
on , which are sufficiently regular for the definition of G-conditional expectation and
satisfy the following strict inequality on a measurable set A with P(A) > 0 for all
Pe?P,

EX)wW)+ET)(w) > E(X+Y)(w)  forallw e A. (5.3.24)

If there exists a measurable subset B C A with P(B) > 0 for all P € P, such that for
all s <t it holds

E(&(X)+ &) =E(&(X +Y)) P-a.s. forall P€ P on B,

As shown in e.g. [T08] and [I13], the operator & is continuous in t in the case of the
G-conditional expectation. By taking the limit for s 1 t, this yields

(9,5(575()() +gt(Y)) = gt(gt(X +Y)) P-a.s. fO’f’ all PP on B7
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which is equivalent to
EX)+&E&EY)=E(X+Y) P-as. forallP€P on B,
by (BZ3). This contradicts clearly ([6-3-24). Hence, there exists s with s < t such that
Es(E(X)+&(Y)) > E(E(X +Y)) P-as. forallPeP on A (5.3.25)

For r)l with s <r <t <1, we now define

_ X . Y
X = o Y = T
Inequality (BZ324) can be rewritten as follows
Es ((e_Fs —e ') &(X) + Et(e_rll_/))
> & (E((e™ —e ™)X + e 1Y) P-as. forall P €P on A. (5.3.26)

By setting

X =1pay X + 1Y,

we check now that the classic tower property does not hold for X. According to the
proof of Theorem BZ323, this equals to showing that one of (B-321) and (B=322) is
strict inequality on A. By (B232H), we have indeed

e
=&, (BP[E(Lpcran D)+ E(E 120 T)))
=g, (EP[1{5<T<T}1a<X> + E(E" [Lgan]T))
=el=&, ((e_F )5 (X) + Et(e_FlY))
( X

'Y))
:ersgs(gt(EP[l{s <X + 1{%>1}Y]))
=" & (E(BE 1356 X]))  P-a.s. for all P € P on A.

Hence, in this case we have only a strictly weak tower property.

The following Yan’s commutability Theorem can be found in [I16] and Theorem
a3 of [90], and is useful for our discussion in the sequel.

Theorem 5.3.27 (Yan’s commutability Theorem). Let (2, F, P) be an arbitrary prob-
ability space and H be a subset of L*(Q, F, P) such that infeey EF[€] > —oc0. The
following statements are equivalent.

1. Foralle > 0 and &, & € H, there exists a &3 € H such that

EP[(&—&n&)t) <e
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2. EF

ess inf Pf] = infEP[¢].

£EH §EH

3. For any sub-c-algebra J of F, we have

EP

ess infpg'j] = ess inf TET [¢| T].

§EH ¢eH

This can be equivalently formulated in terms of supremum in the following way.

Theorem 5.3.28 (Yan’s commutability Theorem, sup version). Let (0, F, P) be an
arbitrary probability space and H be a subset of L*(Q, F, P) such that SUPgcpy EP[g] <
+o00. The following statements are equivalent.

1. Foralle >0 and &1, & € H, there exists a &3 € H such that

EF[(GVvE—-&)T<e.

2. EF

ess supT¢| = sup ET[¢€].
(cH (eH

3. For any sub-c-algebra J of F, we have

EF |ess supt'¢

£EH

j] = ess supt BT [¢| T].

§EH

Yan’s commutability Theorem gives a sufficient condition such that the conditional
expectation and the essential supremum are exchangeable. It is hence a sufficient
condition such that the classic tower property holds for a family of sublinear conditional
expectations. In the general case, it is however not a necessary condition. We show
in the following proposition that Yan’s commutability condition 1 is satisfied by the
(P, F)-conditional expectation constructed in [87] and summarized in Section 6271

Proposition 5.3.29. Let t > 0 and P € P. For every e > 0 and Py, Py in P(t; P),
there exists a Py € P(t; P) such that

EP [(EPI [X|F,] v EP[X|F] - EP [Xm])*} <e.

Proof. According to step 3 in the proof of Theorem 2.3 in [87], there is a probability
P. € P(t; P) such that

1
EP[X|F] = (V; —e) A - Paas,

where

V; = ess supPEP/ [X|F)-
P'eP(t;P)
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Hence, in particular
1
EP [ X|F] > (BM[X|F]V EP[X|F] —¢€) A - Pas
This implies

(EP[X|F] v B [X|F) — EF[X|F]) <ec  P-as.

It follows N
E” [(BP[X\F)V E™([X|F) - B*[X|F]) "] <.

That is, it is sufficient to choose P3 = P.. O

We emphasize that, the above argument is however not sufficient for proving Yan’s
property for the (P, G)-conditional expectation. For fixed ¢ and X on the product
space (1, one would be tempted to conclude that there exists P. € P(t; P) such that

EP[EP[X|F] > (Vi — ) A é P-as, (5.3.27)

where X
Vi = ess sup” EV[EY[X|F]],
P'eP(t;P)

by using the same argument of step 3 in the proof of Theorem 2.3 in [87]. This
would eventually lead to condition 2 of Proposition 62330 which we state below, and
hence the validity of classic tower property for (75, G)-conditional expectation in full
generality. This is however not possible, since P. depends on the choice of w € Q,
while in (E327) we need a P, homogeneous in & or at least a family {P® : & € Q}
such that EF:[X|F] is B(Q)-measurable in & € (. Both cases are not obtainable in
full generality. We furthermore observe that in general there is no guarantee that the
function & (X) itself is B(Q)-measurable, unless &(X) = l{T@}é‘t(X), as shown in
(6331R) and Theorem 53IR.

Some general sufficient conditions for the classic tower property in the case of
(P, G)-conditional expectation are stated in the following proposition.

Proposition 5.3.30. Under the same assumptions of Theorem or Corollary
B323, if one of the following conditions holds

1. X(w,&) = X(w) for allw € Q, i.e. X does not depend on & € Q;

2. the function €t(1{;>s}X) is B(Q)-measurable and it holds that
gt(Ep[].{;->g}X]) = Eﬁ[gt(l{%>g})2)} P-a.s.
for all P € P and for all 0 < s < t;

8. for all P € P, P-a.e. w, 0<s<t,e>0 and probability measures Py, P, € P,
there exists a third probability measure P3 € P such that

EP[(6 V& —&)T)<e  P-as,
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where
&(@) = / Y(we o, 0)dP(w), @e, i=1,2,3,
Q
and
Y= 1{%>3}X7
then we have
E(&(X)) =E(X)  P-a.s. forall PeP, (5.3.28)

for 0 < s <t.

Proof. Condition 1 follows directly from point 1 of Remark and the tower prop-
erty for (P, F)-conditional expectation (528) in Proposition 528.

If condition 2 holds, by the proof of Theorem E322 we need only to check that
(63372M) and (53722) are equalities,

el &, (Ep[gt(l{s<%<t

} X))+ E(B 1750 X))
zergs Ep[gt(1{3<;<t}
(

|+ B (6150 %)])
B [Lscren&(X)] + B Lz &(X)])
EP[Lggcreny&i( +1{%>t}5t(5<)]>
B[ &(X)])
EP (6175 X))
E(E 1Ly X))

—e" (B [1135X])  P-as. for all P € P.

X)
X)
=l &, X)
=el=&, X)
=el= €&,

=el=&,

N7 N N NN N

==&,

Condition 3 is equivalent to condition 2 by Yan’s Commutability Theorem B32R.
For fixed P € P, ¢t > 0 and w € 2, it is sufficient to consider the the probability space
(2, B(£2), P) and the family

H:= {g(w) = /QX(w @ W, Q)P (W)t >0, P e 73}.

In view of the equivalence between statements 1 and 2 of Theorem G328, condition 3
is equivalent to the following

/Q <Isjtél7))/QX(w ®s w/,d))dP/(w/)> dP(®) = 19;1615))/9 </Q)~((w ® w',d))dP’(w’)) dP(®),

which is exactly condition 2 by the definition (5224) of (P, F)-conditional expectation.
O
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We note that the classic tower property in full generality fails to hold for (75, G)-
conditional expectation due to the nature of the progressively enlarged filtration G
itself. While the "path-pasting' construction of (P,F)-conditional expectation in [87]
and Section B2 is consistent with the tower property on the canonical filtration F by
Galmarino’s test, it is however not the case for the progressively enlarged filtration G.

Similarly, we observe that the property of belonging to Ll(Q) is not always valid
under the operator &,, for the same reason which causes the dynamic programming
property to fail. Step 1 in the proof of Theorem 2.3 of [80] shows that (P, F)-conditional
expectation maps integrable function into integrable function. Indeed, if ¢ > 0 and X
on € is integrable under every P € P, then there exists a sequence (P,)nen such that
P, € P(t; P) and

EP (| X||F] A ess supPEP,[|X||]-'t] P-a.s.
P'EP(t;P)
Monotone convergence theory yields consequently

EP[l&(X)] <B”

ess supPEP,[XH]:t]]

P eP(t;P)

= lim EF [EP[|X||7]]
n—oo

= lim E™ [E™[|X||F]]
n—oo

= lim Ef[|X]]
n—oo

<&(|X1),

where the second equality is valid since by the definition of P(¢; P), it holds that
P, = P on F; for all n € N. A misleading argument similar to the one for the tower
property would be using the above conclusion to obtain

ET |ess supPEP/[|X|]:t}] = lim EF -EP”HXH]:t]}
P'eP(t;P) n—roo -
o P[P [pPur v
_nh_)n;oE _E [E [|X||ft]ﬂ
T P[P, [Pur ¥
= lm B [B [B7(1X)17]]|
— lim EP EPn[p”(H}
n—oo L
= lim E™[|X]],
n— o0

by Fubini—Tonelli Theorem. However, this cannot be done since P, in such case
depends on &, and there is no guarantee in the general case that the family {P% : & €
Q} is such that EP7[|X||F] is measurable in & € €.

Nevertheless, in Section B4, we show that the classic tower property holds for all

cases of often used insurance contracts and the (73, G)-conditional expectation maps
LY(Q) into L'(£2) in these cases.
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5.4 Pricing and hedging insurance products under
model uncertainty

Let [0,7] with 0 < T < oo be a fixed time horizon. Now we apply the results of the pre-

vious sections to the building blocks of life insurance contracts. In Proposition 5214

we show that the classic tower property is valid for (P G)-conditional expectation and

the property of belonging to Ll(Q) is invariant under (77 G)-conditional expectation

in all these cases. The constructed family of sublinear conditional expectations can be

hence used as pricing operators in view of the superhedging results in Section 5=273.
Let the filtration G” := (GP)iejo,r) be defined by

GF =G, VNE, teloT),

where Nf is the collection of sets which are (P,Gr)-null for all P € P, and A :=
(Af)te[o 7] be a nonnegative GP- adapted process with nondecreasing paths, such that
A, is upper semianalytic for all ¢ € [0,7] and Ay = 0. The process A is interpreted as
an (eventually discounted) cumulative payment stream on the extended market. Let
S be an m-dimensional G- -adapted process with cadlag paths, which is a (P GP )-
semimartingale for all P € P, representing (eventually discounted) tradable assets on
the enlarged market and L(S, GP ,P) be the set of all m-dimensional GP-predictable
processes which are S-integrable for all P € P. We define the following set of admissible
strategies on the extended market,

. . (P . .
A= {L(S, G”,P): /5dS is a (P,Gi)—supermartingale for all P € P} ,

(P) t_
/5(15 = / 0dS
0

tel0,T)
denotes the usual It integral under P. Robust global and local superhedging strate-
gies, robust global and local superhedging prices and the sets Ciﬁ with0 < s <t<<T
are defined analogously as in Section B=23.
Theorem B2 and Theorem BZ2 can be proved similarly to Theorem B=221 and
Theorem 6277 for the F-filtration.

where )
(P)

Theorem 5.4.1. Let Assumption BZT2 hold for P and A := (At)te[O,T] be a cumu-
lative payment stream with & (Ar) < oo for all t € [0,T]. If the tower property holds

for A, with t € [0,T], i.e
g}([lt) = z‘:’r(g's(ﬁt)) P-a.s. forallPeP, 0<r<s<Ht,

and if there is a GT -adapted process Y = (ﬁ)se[oﬂ with cadlag paths, such that for
all s € [0,T] it holds

Y, = g’s(;lt) P-a.s. for all P € P,
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then the following equivalent dualities hold for all P € P and 0 < s <t < T

EJ(Ay)

- N ~ N t o
=ess inf P{TJ 18 gf—measumble : 36 € A such that © + / 0,dS, = A, P'-a.s.

for all P' € P} P-as.

=ess inf p{ﬁ 18 gf—measumble .36 € A such that o + /tgudSu > A, P-a.s.
for all P' € P(s; P)}  P-a.s.,
and
Es(Ar — Ay)
=ess z'nfp{ﬁ 18 Qf—measumble 36 € A such that © + /tgudSu > A, — A,

P'-a.s. for all P € P}  P-a.s.

_ . o t ~ ~
=ess z'nfp{ﬁ 18 gf—measumble : 36 € A such that © + / 0,dS, = A; — Aq
P'-a.s. for all P' € P(s; P)}  P-a.s.

Proof. 1t is sufficient to apply Theorem 52714 to the measurable space Q with filtration
GP and to the processes Y and Z, as in the proof of Theorem G271, O

Theorem 5.4.2. Under the same assumptions in Theorem BZ1, for 0 < s <t < T,
the following statements hold.

1. The set (fg; is not empty.

2. The robust global superhedging price of A is given by 8(A~T) _and the robust local
superhedging price of A on the interval [s,t] is given by Eg(A; — Ay).

8. Optimal superhedging strategies exist.

Proof. Analogue to Theorem G222. O

5.4.1 Pure endowment

We recall that the payoff of a pure endowment contract is given by 17> Y, where Y’
is an 7 -measurable nonnegative upper semianalytic function such that £(|Y]) < occ.
The assomated cumulative payment stream A := (At)te[o 7] is hence

Ay =1 Y1yory, t€[0,T). (5.4.1)
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Lemma 5.4.3. For every t € [0,T], the functions
1iz>mY  and Ye~ ST pudu

are upper semianalytic and GF -measurable. Moreover, it holds pathwisely for every
t €[0,T] that

& (LipomyY) = Lpsgy& (Ve It (54.2)

Proof. Firstly, 1iz>7y and e” [ padu ape nonnegative Borel-measurable functions.
Point 5 of Lemma 62317 implies that

1{7:>T}Y and Ye™ ftT Hudu

are upper semianalytic and G”-measurable. Equality (62472) is a direct consequence

of (63313) and the fact that Y does not depend on & € €:

E(Lr>ryY) =Ll BT Loy Y])
=1 & (Yert—FT)
:1{‘7'>t}5t (Ye_ ftT #u,du).
O

Proposition 5.4.4. If the family of probability measures P is tight and the processes
wandY are bounded and continuous in w on a set A € B(2) such that P(A°) =0 for
each P € P, then the process

(5} (1{%>T}Y))

is G*-adapted and equivalent to a cadlig process Y := (Yi):epo,1) P-a.s. for all P € P.

te[0,T)

Proof. Clearly, the process is G*-adapted by definition. For every ¢ € [0,7], Lemma
b3 yields

& (LzaryY) = 1pan & (Ye_ Ir #u,du)
= Lgrspels e, (Ye‘ Jo ”“du> P-as. for all P € P,

Under the above assumptions, Proposition B228 shows that

(gt (Yei a Mudu) ) +€[0,T]

is cadlag. The thesis follows immediately. O
Lemma 5.4.5. It holds that
gt(l{—?>T}Y) € L'(Q),

and
gs(gt(l{;>T}Y)) = és(l{;>T}Y) P-a.s. for all P € P,
for all s,t € [0,T] with s < t.
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Proof. Firstly, (622) in Lemma 6273 yields
E(LgsryY) =Lgsp &l ITY),

where the right-hand side belongs to L!(€) by using step 1 of the proof of Theorem
2.3 in [80]. Regarding the tower property, on one hand we have

E(LsmY) =liza g &€ 7T7Y),
On the other hand.® we have
E(E&(Lr>yY)) =Es(Lizspy (e T7Y)
:1{%>s}5s(ers_rfgt(ert‘FTY))
:1{;>S}gs(gt(efs—Ft+rt7rTY))
=1(;55Es (e ITY)  P-as. forall P e P.
O

In view of the above results, we can apply Theorem 6471 and Theorem 6272 to solve
the pricing and hedging problem for pure endowment contracts.

Corollary 5.4.6. For the cumulative payment stream A as in (B=Z1), the operator
E(1gz>mY) defines a robust local superhedging price for every t € [0,T] and optimal
superhedging strategy for A exists.

5.4.2 Term insurance

A term insurance contract has payoff represented by 1o« z<7yZ7, where Z := (Z):e0,1)
is an F”-predictable nonnegative process, such that the function Z(t,w) := Z;(w), (t,w) €
[0, 7] xQ, is upper semianalytic and sup,¢(o ) €(|Z¢|) < 0o. The associated cumulative

payment stream Ais given by
Ay=0, A =1 Zz, t€[0,T]. (5.4.3)
Lemma 5.4.7. It holds under every P e P withP=P®P that

- t
B” [1{s<%<t}Z7~"gs] = 1{'F>S}EP |:/ Zye~ I “vdvﬂudu

.7:3] P-a.s., (5.4.4)

for s,t €10, T] with s < t.

Proof. Let PePand0<s<t<T. By using Proposition bZ3R, Proposition 5.1.1
and Corollary 5.1.3 of [24], which hold without the usual conditions on the filtrations,
we get

) _roqt .
o [1{s<%<t}Z*|gS] = 1{%>s}EP {/ Zue” J: Hodvp, du

.7-"5] P-as.

Hence, the P-a.s. equality (62) follows from P ® ]3|(Q F =P. O

5We note that the first two equalities below hold also pathwisely, but we can plug (eFS_Ft) into
&t only in the P-a.s. sense for each P € P.
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Corollary 5.4.8. The functions
t u
1{s<‘F<t}Z7: and / Zye~ ) 'uvdﬂ,ufudu
are upper semianalytic and G¥ -measurable, for all s,t € [0, T) with s < t. Furthermore,
t
Es (1{S<;<t}Z;) = 1756385 (/ Zye I “”dvuudu) P-a.s. for all P € P, (5.4.5)

for all s,t € [0,T] with s <t
If in addition Z is stepwise and F-predictable, i.e.

Zt = Z Ztil{ti<t<ti+1}7 te [03T]3

i=0
where tg = s < -+ < tpy1 =1t, Zy, is Fy,-measurable for all i =0, ...,n, then equality
(B=Z=3) holds pathwisely, i.e.
t
(‘js (1{s<-7-gt}Z7’) = 1{.;>5}gs (/ Zue~ I ”“d”/,gudu> . (5.4.6)

Proof. We stress that point 6 of Lemma 62317 holds also for Y = [0, T], x(dy; x) = dy.
This together with points 3 and 5 of Lemma B=3T4 yields that

t
1{S<7~'<t}Z7~' and / Zye” I #Udv/f('udu
S
are upper semianalytic and Qp—measurable. Equality (623) is a consequence of

Lemma BZ70 and point 3 of Remark
If Z is a stepwise F-predictable process, 1t holds by (B=313

Z Zi, 1y, <T<t7+1}] )

gs (1{5<-;gt}Zi—) = 1{7:>s}€ ( SEP

= 1{7’>s}g ( L Z {t <F<tiy1} )
i=0

= Lz Es ( 3z (B [Lgray] - B [1{%>ti+1ﬂ)>
=0

=156 ( b ZZm T el )
=0

=1(755Es </ ZyetsThedl )

= 1{7:>5}ES </ Zue~ I #Udv,uudu> >

where the integrals above are pathwise Lebesgue—Stieltjes integrals. O
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Proposition 5.4.9. If the family P is tight and the processes p and Z are bounded
and continuous in w on a set A € B(Q) such that P(A®) =0 for each P € P, then the
process

(gt (1{0<%<T}Z%))te[01T] ’

is G*-adapted and equivalent to a cadlig process Y := (Yi)iepo,1) P-a.s. for all PeP.

Proof. Similar to the proof of Proposition 624 in view of Corollary 5Z4°R. O

Lemma 5.4.10. We have
E(Lgo<raryZs) € LN(QY),
and
Es(E(Lgocrem Z7)) = Es(Ljocrcry Z7)  P-as. for all P € P,
for all s,t € [0,T] with s < t,
Proof. By (B3313), Remark (5) and (BZ@) in Corollary B2, we obtain

Es(Ljocrery Z7) = V< Z7 + & (Liscrcry Z7)

T
1{.,:<S}Z-,- + 1{.,:>S}5S (/ Zye” N uvduuudu> ’
s

where the right-hand side belongs to Ll(Q) by the assumption on Z and step 1 of the
proof of Theorem 2.3 in [80]. Moreover, computations similar to the ones in the proof
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of Corollary 648 shows that for s < ¢,
Es(Er(Loerary Z7))

T
=& (1&@}2% + 108 </ Zye I ““dvuudu>>
t

=1li7¢s1 25
T u
liscr<ty Zs + sy & </ Zye )i “’“d“uudu>D
t
=l 27

R X T
+ 17568 <€FSEP [1gecrctyZs] + " B” sy ] & (/ Zye N #"dvﬂudu>>
t

=1li7¢s1 25

t T
+ 1m0y Es ( / Zyete Tl edl, + et ( / ZueF‘F“dl“u>>
S t
T
:1{7“—<5}Z7~' + 1{7:>S}ES gt / Zuers*r‘udl—wu
T .
:1{7’§5}Z‘? —+ 1{7:>S}58 gt / Zu67 fé /—Lvdv’uudu

T
=1ir¢1 25 + 1501 Es </ Zye I ““dvuudu> P-a.s. for all P € P,

+ 1{.,:>S}5S <6FS Eﬁ

as wanted. O

Similar to the case of pure endowment, the following corollary gives a solution to the
pricing and hedging problem for term insurance contracts in view of the above results
combined with Theorem 6471 and Theorem 5Z72.

Corollary 5.4.11. For the cumulative payment stream A as in B=Z3), the operator
Es (1{S<7~.<t}Z;) defines a robust local superhedging price for every s,t € [0,T] with
s <t and optimal superhedging strategy for A exists.

5.4.3 Annuity

The payoff structure of an annuity contract is given by

T
/ (1 - H,)dC,” = 1175701 + 1j0<7<1 Cr,
0

where C' := (Cy)e[o,7] is @ nonnegative F”-adapted nondecreasing and continuous pro-
cess, with C(t,w) := Cy(w), (t,w) € [0, T]xQ, upper semianalytic and sup,¢(o 7 £(|Ct|) <

6This integral is a pathwisely defined Lebesgue-Stieltjes integral.
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0o, which represents the cumulative payment. The associated cumulative payment
stream A is hence

Ag=0, A =1cs<}Cs; +1(z2nCy,  t€[0,T). (5.4.7)

Lemma 5.4.12. For every P € P with P = P ® P, it holds
N t
EF {/ (1- H,)da, gb}

t
=1 BY [/ Ce™ I3 1m0y du + Cpem Jo rudu

.7:3] P-a.s., (5.4.8)

for all s,t € [0,T] with s < t.
<

Proof. Let PePand 0<s<t<T. The same proof of the first part of Proposition
5.1.2 of [24], which hold without the usual conditions on the filtrations, together with
Proposition B233 yields

o]

- t
E” [/ (1-H,)dC,
~ t - .
:1{%>S}EP [/ Cype™ J&modvy qy + Cpe= Js pudu

]-"s} P-a.s.

Hence, P-a.s. equality (E2=) follows from P ® ]5|(Q7]:) =P. O
Corollary 5.4.13. The functions

t t
/ (1-H,dC, and / Cue” Je ”’”d”,uudu + Cie™ IS pudu

are upper semianalytic and G¥ -measurable for all s,t € [0,T] with s < t. Moreover,
we have

& (/:(1 —Hu)dCu>

t
=154 Es (/ Cype™ & modv . qu + Cre=Js ““d“> P-a.s. for all P € P, (5.4.9)
S

for all s,t € [0,T] with s < t.
Proof. Since
t
/ (1-H,dC, = 1{S<;<t}0; + 1{%>t}Ct,

points 2, 4, 5 and 6 of Lemma 5317 yield that
t ¢
/ (1 - Hu)dcu and / Cu67 fsu ““d”pudu + Ct€7 [St oy du

are upper semianalytic and G¥-measurable. Furthermore, equality (6279) follows from
Lemma BZ712 and point 3 of Remark 63721. O
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Proposition 5.4.14. If the family P is tight and the processes p and C are bounded
and continuous in w on a set A € B(Q) such that P(A®) =0 for each P € P, then the

process
T
(é’t (/ (1— Hu)dC’u>>
0 te[0,T]

is G*-adapted and equivalent to a cadlig process Y := (Yi)iepo,1) P-a.s. for all P € P.
Proof. Similar to Proposition 52 in view of Corollary B2 T3. O

The following proposition generalizes the results in Lemma 5275 and Lemma b2710.
In particular, it shows that the (P, G)-conditional expectation maps L!(€2) into L (£2)
and the classic tower property holds for annuity contracts.

Proposition 5.4.15. Let Z := (Zi)icjo,m) be an FF -predictable process and Y an
G -measurable upper semianalytic function. If

X = Lo<r<ry 27 + 1551y Y,

then

E(X) e LY(D),
and the tower property holds, i.e.

Es(& (X)) = gg(j() P-a.s. for all P € P,
for all s,t € [0,T] with s < t.

Proof. Let t € [0,T]. Similar to Lemma 623 and Corollary 6478, it is immediate to
prove that the above (P, G)-conditional expectations are well defined and £(] X|) < oo.
Now we show that

E(IE(X)]) < oo
By computations analogue to the ones in Theorem 62322 and Corollary BZ78, we have

sup EP Hét(X)H

PeP
< sup EP [|1r<ey Eelp(, )]z |] + sup EP Hl{%>t}gt (ertEﬁ[l{%>t}XD H
Pep PeP

= ?ug EP H1{5<7”—gt}Z7’|] + sup EP |:EP Hl{.,:>t}5t (eFtEP[]_{;.>T}Y]) ’:H
PeP Pep

=sup EF {Eﬁ [|1{s<;<t}Z+|H + sup EP{
Pep PeP

E(E 1oy Y1)

¢ .
< sup EY {/ |Zuerudl"u} + sup EF HEP[I{;>T}Y]H
PeP s PepP

t
</ sup EV[|Z,|Je”"»dly, + sup BV [|Y]]
s PeP pPeP

< 00,
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where in the second inequality we use Step 1 of the proof of Theorem 2.3 in [80] applied
to the second component. Hence, for every ¢ > 0, ét(f() still belongs to Ll(fl).

Now we show the tower property. Let P e P, according to the proof of Theorem
6329 the classic tower property equals equalities in (5237211) and (62322). That is

el=g, (El5 €1 (1 crcny X)) + 5t(Eﬁ[1{;>t}X})) = e (E(EP 1550 X)) P-as.
Calculations similar to the ones in Corollary 528 yield
EP & (1 pacrany X)) + E(EP Lz X])
=E"[&(Lpsci <y Ze)] + E( B Mparcry Zs + 1gzs1yY))
=EP[1(,cr<y Z5) + E(EP Lppercr Z7 + Lizs1y Y])

t “
- / Zye "dly 4+ E(E  Ljpcrcry Z7 + LizmY])

t )
:5,5 </ Zuefr“dfu + EP[]_{t<7-<T}Z7~— + 1{7’>T}Y]>

:& (EP[1{3<7~—<t}Z'7'] + EP[]_{t<7~_<T}Z7: —+ 1{;—>T}Y])

—&(EP 150 X])  P-as.
We emphasize that for fixed w, 1{3c7<4)Z7 is FP-measurable, and fst Zye Tudl, is
FF-measurable as well. O
The superhedging problem can be hence solved also for annuity contracts.

Corollary 5.4.16. For the cumulative payment stream A as in (B=Z1), the operator
&, (fst(l — Hu)dC’u) defines a robust local superhedging price for every s,t € [0,T)
with s < t and optimal superhedging strategy for A exists.






Appendix A

Background uncertainty
framework

Here we present briefly a background of the robust stochastic theory with respect to a
nondominated probability family, ranging from capacity theory to the G-setting in e.g.
[a1], [39] and the pathwise setting in e.g. [84], [87] and [82]. Some secondary results
not included in the paper [20] are present as well. If not otherwise specified, we adopt
the same notations in Chapter A.

Capacity theory is a generalization of the usual measure theory and is the start-
ing point of the stochastic calculus under uncertainty. Let P C P(2) be a generic
nonempty set of probability measures. The upper probability associated to P is de-
fined by,

v(A):=sup{P(A): P e P}, forevery Ac B(Q). (A.0.1)

The probability family P is called a set that represents the upper probability v. We
note that there can be more probability families which represent the same upper
probability v and the maximum set is given by

P, :={PeP(): P(A) <v(A) for all A€ B(N)}. (A.0.2)
We denote the convex hull of P by P, then the following inclusions hold
PCPCP,.

Some examples in [69] shows that these inclusions can be strict. The following defini-
tion can be found in [30] and [37]."

Definition A.0.1. A Choquet capacity or capacity ¢ is a function ¢ : B(Q) — R*
such that

1. ¢(0) =0;
2. if AC B, then c¢(A) < ¢(B);

1We stress that the general capacity theory does not require any structure on the set €.
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3. if A T A, then c¢(Ay) 1T c(A4);
4. If F, | F, F, closed, then c(F,) | ¢(F).

It is easy to check that v(Q2) = 1 and v satisfies properties 1, 2 and 3 of Definition
AT If P is weakly compact, i.e. compact under the topology of weakly convergence,
then property 4 of Definition BT also holds, hence v is a proper Choquet capacity.
See e.g. Lemma 2.3 in [59]. Following [i09], we use a slight abuse of terminology?,
and call a set A a P-polar set or v-polar set if P(A) =0 for all P € P; we say that a
property holds P-quasi-surely or v-quasi surely if it holds outside a P-polar set, i.e. it
holds almost surely for all P € P.

We define the upper expectation E7 : L%(2) — R associated to P,

EP[X] := sup EP[X], for every X € L°(Q), (A.0.3)
Pep

where L°(2) is the space of all B(Q2)-measurable functions. The following definitions
are given in [39] and [62]%.

Definition A.0.2. Let H be a vector lattice of real-valued functions defined on §) and
containing constants. A sublinear expectation F on H is a functional E : H — R with
the following properties

1. monotonicity: E[X| 2 E[Y]if X 2 Y;

2. sub-additivity: E[X +Y] < E[X]|+ E[Y];

3. positive homogeneity: E[AX] = AE[X] for A > 0;

4. constant translatability: E[X + c] = E[X]| + ¢ for all c € R.

E is called regular if for each sequence { X, }nen in Cp(2) with X,, L 0 on Q, we have
E[X,] 1 0.

Clearly, every upper expectation E” is a sublinear expectation on L°(£2). Theorem
2.1 and Remark 2.2 of Chapter I in [92] show that every regular sublinear expectation
E can be represented as an upper expectation as in (BT3), where P is a family of
probability measures. We give the following theorem for completeness.

Theorem A.0.3. Given a weakly closed set P C P(Q), its associated upper probability
v and upper expectation EF | the following statements are equivalent:

1. P is tight, i.e. for every e > 0, there exists a compact set K € B(Q) such that
P(K°) < ¢ forall P€P;

2. for every e > 0, there is a compact set K € B(Q) such that v(K°¢) < &;

3. P is sequentially compact (called also relatively compact), i.e. any sequence of
elements in P has a weakly convergent subsequence;

2Traditionally the notion of quasi-surely is associated to a capacity.
3In the original definition of sublinear expectation € is a generic set.
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4. P is weakly compact;
5. P, is weakly compact;
6. v is a Choquet capacity;

7. E¥ is a regular sublinear expectation.

Proof. The equivalence among statements 1, 3 and 4 is the Prokhorov’s Theorem.
Equivalence between statement 1 and 2 is a direct consequence of definition (BTI) of
v. By Lemma 2.2 in [59], 6 implies 5. Statement 5 implies 4 because P is a weakly
closed subset of P,. The implication from 4 to 6 is given by Lemma 2.3 in [59].
Theorem 12 in [8Y] shows the equivalence between 3 and 7. O

We state here an observation related to our construction in Section 631, If P

is a generic probability family, Pis a probability measure on another Polish space
(©,B(£2)) and the family P is defined by

P={PeP@):P=PaP, PeP},
then the following holds.

Proposition A.0.4. P is weakly compact if and only if P is weakly compact.

Proof. we note that according to Prokhorov’s Theorem, weak compactness is equiv-
alent to weak closeness and tightness. Theorem 3.8 in [25] shows that P is weakly
closed if and only if P is weakly closed.

Now we suppose that P is weakly compact and we want to prove that P is tight. By
Theorem T3, this is equivalent to find a compact set K on the product space 2 such
that 7(K°) < ¢ for every € > 0. We note that it is enough to assume & small enough,
i.e. 0 <e < 1. Since P is compact, there is a compact set K on €2 such that

v(K°) = IitelgP(Kc) < ?

We observe that the singleton P Is weakly compact. Indeed, since Q is complete
separable, by Theorem 1.3 of [25] Pis tight. It is also closed as a point of the Fréchet
space P hence weakly compact by Theorem BAT3. In view of the compactness of P
we can find a compact set K* on * such that

P ((K7)%) <

|,
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Then K = K x K* is the compact set on the product space we are looking for. Indeed
P(Kx K%)= sup PP (KxK")) =sup PP (K xK"°)

PRP*€P pPeP

=sup P® P* ((K°x (K")°)U (K x (K*)°)U(K°x K%))
Pep

< sup P (K©) P* ((K7)°) 4 sup P (K) P* ((K")%)
PeP pPeP
+ sup P (K°) P* (K™)

PEP

< sup P (K€) P* ((K*)¢) + P* ((K*)°) + sup P (K°)

Pep peP

VE VE VE A\E
<33 T3 T3S

The third last inequality follows from the fact that every probability measure assigns
mass less or equal than one.
Now we suppose that P is weakly compact. Still by Theorem B3, for every ¢ > 0
there is a compact set K on (2 such that
5 (K) - sup P@P* (f() <e
PRP*cP

Let K be the continuous projection of K on €, in particular we have K C K x Q*.
Then

v (K¢ = sup P(K°) = sup P (K°) P*(Q)
PeP PeP
= sup PP ((K xQ°
PQP*cP
< sup PP (f(c) <e
PQP*cP

This concludes the proof.
O

Capacity theory is however not sufficient for a deeper stochastic analysis under
uncertainty, which requires extension of notions such as conditional expectation, mar-
tingale, stochastic integral, etc. S. Peng introduced first in [&1] the notions of G-
expectation and G-Brownian motion. The G-setting is then developed into a sys-
tematic robust stochastic calculus system, with G-martingale decomposition, It6-type
calculus, etc. See e.g. [O1], 73], [i02], [113], [63], [68], [92] and [93]. We show here a
basic construction of the G-setting and its relation with the capacity theory.

Let PB denote the Wiener measure on (2, B(2)) where Q = C([0, 7], R). In particu-
lar, the canonical process B is a Brownian motion on the probability space (2, B(€2), PB).
We denote by F the filtration generated by B and completed with all PZ-null sets.
We fix two numbers g and & such that ¢ < 7. Let A be the following set

A= {IF‘ — progressively measurable processes on (2, B(R2), P?) which

take values in [¢2,52] and are PP — a.s. square integrable}.
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For every o := (a¢)¢cjo, 1) such that a € A, the following process X< := (X{*)icjo,1
with

t
Xy = / asdBg, for every t € [0,T],
0

is well defined and continuous outside a PZ-null set A. By setting X“(w) = 0
every w € A, X can be considered as a random variable taking values in (£2, B(Q2))

X (Q,B(Q), PP) = (2,B()),
with
X)) = X (w)-
We consider the probability measure family P C P(Q) defined by

P=7
Po={PPo(X*)':aec A},

that is, P is the weak closure of the family of probability measures induced by X¢ for
all @« € A. Proposition 49 in [89] shows that Py is tight, then by Theorem B3 P is
weakly compact, the associated upper expectation c is a Choquet capacity and E” is a
regular sublinear expectations. The same probability family can be also represented as
in the sequel. By Lemma 3.2 in [87], the following subset of (true) martingale measures

P = {P ¢ P(Ql) : B is a ture P-martingale, <B>P is absolutely continuous P-a.s.,
d(B)F /dt € [02,57] P x dt-a.e.},

is weakly closed. By Proposition 3.5 of [42], we have furthermore
Py =P

Since Py C Py C P, P and P’ determine the same capacity and sublinear expectation,
in particular
EP = E”".

According to [39] and [92], the upper expectation E¥ constructed above is a G-
expectation and the canonical process B is a G-Brownian motion. Here G denotes
the following function which characterizes the G-normal distribution N (0, [¢2,7?])

G:R =R,
1 1 1
G(x) = 5 0268[121352] ro? = §E2x+ - EQQZ‘_,

where T and x~ are respectively the positive and negative parts of z.

Within the G-setting, however, the robust stochastic calculus is always limited to
a weakly compact probability family and cannot easily treat processes with jumps.
A different method with pathwise approach is recently proposed in e.g. [R5], [87]
and [82], which is the one we adopted in Chapter B. Beside the results presented
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in Chapter B, we present here an independent result for the aggregation problem of
the stochastic integration, which is traditionally defined as limit in probability. Some
partial results about its pathwise construction are given e.g. in [22] and [67]. An
extension of these results can be found in [85], where the filtration is assumed to be
universally augmented and the integration is constructed for all generic predictable
processes with respect to a large class of processes which are semimartingale under
each P € P. In the following proposition we state a slightly different version of
Theorem 2.2 in [85]. The construction is based on [67]. Comparing to Theorem 2.2 in
[85], it requires less regularity of the filtration and more regularity of the processes.

Proposition A.0.5 (Stochastic integral). Let Z := (Z;)ic(o,r) be an F-adapted path-
wise continuous process and X := (X¢)iejo, 1) @ pathwise continuous process which is IF-
local martingale under every P € P, where P is a generic probability family. Then there
exists an F-adapted P-q.s. continuous process, denoted by [ ZdX = (f(;5 ZdX)ef0,15
such that

(P)
/ZdX = /ZdX, P —a.s. forall PeP,

where (P)deX denotes the Ito integral under P.

Proof. The construction mainly follows [67]. A similar proof can be found in [8g,
Proposition 4.11] with slightly different measurability result.

For every n > 1, we define pathwisely a sequence of random times (7;*);>0 where
¢ =0and for¢ >0

Titq o= inf {t =7 |Zt — Z‘Q-"| > 27"}.

Since Z is pathwise continuous, (77");>¢ is a sequence of F-stopping time even when
F is a raw filtration®. Consequently, the simple process I" := (I')teo,m) defined as
follows,

k—1
Itn = Z ZTin (X-,—inJrl — XT-ZL) + ZT}? (Xt — XTI?)’
=0

where 7' <t <7} |, k > 0, is F-adapted. It is also continuous thanks to the continuity
of X. We define pathwisely

n—oo

t
/ ZdX := lim I}*, foralltel0,T],
0

which is still F-adapted. By the same arguments in the proof of [67, Theorem 1], we
have for every P € P

(P) ot
- /
0

In particular, [ ZdX is a limit of (I™),>0 uniformly in ¢ outside a P-polar set. This
yields at the same time the P-g.s. continuity of [ ZdX and the fact that [ZdX

coincides P-a.s. with the It6 integral (P)deX for all P € P. O

sup
0<t<T

ZdX| —0, P-—as.

4When Z is only cadlag, the filtration needs to be universally completed.
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