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Abstract

This thesis provides a mathematical rigorous derivation of the cubic nonlinear Schrodinger
equation for several many-body systems. In particular, we focus on dynamical systems
where the interaction potential is either partly or purely attractive.

First, we study the dynamics of a Bose-Einstein condensate in two dimensions. We con-
sider the interaction potential to be given either by Ws(x) = N-2W (NPz) for any
B> 0, or by Vy(x) = €NV (eMNz). Both W and V are spherical symmetric and compactly
supported potentials, W,V € L*(R?* R) and may have a sufficiently small negative part.
In both cases we prove the convergence of the reduced density matrix corresponding to
the exact time evolution to the projector onto the solution of the corresponding nonlinear
Schrodinger equation in trace norm. For the latter potential Vy we show that it is crucial
to take the microscopic structure of the condensate into account in order to obtain the
correct dynamics.

Next, we derive the three dimensional time-dependent Gross-Pitaevskii equation starting
from an interacting N-particle system of bosons. Our work extends a previous result on
nonnegative interaction potentials [60] to more generic interaction potentials which may
have a sufficiently small negative part. To this end we use an operator inequality that was
first proven by Jun Yin in [72] as one key estimate.

Finally, we present a microscopic derivation of the two-dimensional focusing cubic non-
linear Schrodinger equation. The interaction potential we consider is given by Ws(z) =
N-1281)(NPz) for some spherically symmetric and compactly supported potential W €
L>*(R%* R). The class of initial wave functions is chosen such that the variance in en-
ergy is small. Furthermore, we assume that the Hamiltonian Hy,; = —Zé\;l A+
Y i<icwen Wel(x; —wk)%—Z?f:l Ay(x;) fulfills stability of second kind, that is Hy,; > —CN.
We then prove the convergence of the reduced density matrix corresponding to the exact
time evolution to the projector onto the solution of the corresponding nonlinear Schrodinger
equation in either Sobolev trace norm, if || A4||, < oo for some p > 2, or in trace norm, for
more general external potentials. For trapping potentials of the form A(z) = Clz|* ,C > 0,
the condition Hy,; > —CN can be fulfilled for a certain class of interactions Wj, for all
0<pB< j:[—;, see [47).

The derivations are based on a method developed by Pickl in [Lett. Math. Phys. 97(2),
151-164 (2011)]. This thesis is based on the preprints [25] 26], 27].
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Zusammenfassung

Diese Arbeit befasst sich mit mathematisch rigorosen Herleitungen der kubischen nicht-
linearen Schrodingergleichung fiir mehrere Vielteilchensysteme. Wir sind insbesondere an
dynamischen Systemen interessiert, deren Wechselwirkungspotential teilweise oder kom-
plett attraktiv gewahlt werden kann.

Zunachst untersuchen wir die Dynamik eines Bose-Einstein Kondensates in zwei Dimensio-
nen. Das Wechselwirkungspotential ist hierbei entweder durch Wps(z) = N~ W (NPx),
fir alle 8 > 0, oder durch Vy(x) = ¥V (eNx) gegeben. Sowohl V, als auch W wer-
den als als spharisch symmetrisch und mit kompakten Trager angenommen, mit W,V €
L>(R?,R). Weiterhin kénnen W und V einen geniigend kleinen negativen Anteil be-
sitzen. In beiden Fallen beweisen wir die Konvergenz der reduzierten Dichtematrix der
exakten Zeitentwicklung gegen den Projektor auf die Losung der entsprechenden nichtlin-
earen Schrodinger-Gleichung. Die Konvergenz ist hierbei in der Spurnorm zu verstehen.
Fiir das Potential Vy zeigen wir, dass es entscheidend ist, die mikroskopische Struktur des
Kondensats zu beriicksichtigen, um die korrekte Dynamik zu erhalten.

Als néachstes leiten wir die dreidimensionale zeitabhéngige Gross-Pitaevskii-Gleichung aus-
gehend von einem wechselwirkenden N-Teilchen System von Bosonen her. Unsere Arbeit
erweitert ein fritheres Resultat [60] auf Wechselwirkungspotentiale, die nicht nichtnegativ
sein miissen, sondern einen ausreichend kleinen negativen Teil aufweisen kénnen. Eine
Schliisselabschatzung in unserem Beweis ist eine Operatorungleichung, welche zuerst von
Jun Yin bewiesen wurde, siehe [72].

Zuletzt prasentieren wir eine mikroskopische Herleitung der zweidimensionalen kubischen
nichtlinearen Schrodinger-Gleichung. Das Wechselwirkungspotential, das wir in Betracht
ziehen, ist gegeben durch Ws(z) = N2 W (NPz), wobei W € L*(R? R) als sphérisch
symmetrisch und mit kompakten Trager angenommen wird. Die Klasse der anfanglichen
Wellenfunktionen wird so gewahlt, dass die Varianz in der Energie klein ist. Auflerdem
nehmen wir an, dass der Hamilton-Operator Hy, s = — Zjvzl Dj+> 0 cioneny Walzj—ap)+
Z;.Vzl Ay(w;) die Stabilitdt der zweiten Art erfiillt, d.h. es ist Hy,, > —CN gegeben. Wir
beweisen die Konvergenz der reduzierten Dichte-Matrix der exakten Zeitentwicklung gegen
den Projektor auf die Losung der entsprechenden nichtlinearen Schrédinger-Gleichung.
Diese Konvergenz erfolgt im Falle ||A;]|, < oo, fiir p > 2, in der Sobolev-Spurnorm, fiir
allgemeinere externe Potenziale erfolgt diese in der Spurnorm. Fiir Potentiale der Form
A(x) = Clz|* ,C > 0, kann die Bedingung Hy,; > —CN fiir eine bestimmte Klasse von



X Summary

Wechselwirkungen Wj erfiillt werden, fiir alle 0 < § < £, siehe [47].

Die in der Arbeit vorgenommenen Herleitungen basieren auf einer Arbeit von Pickl [Lett.
Math. Phys. 97(2), 151-164 (2011)].

Diese Dissertation basiert auf den Vorverdffentlichungen [25] 26], 27].



Chapter 1

Preface

This work is about the rigorous derivation of effective evolution equations from bosonic
many-body systems. On a fundamental level, the dynamics of N interacting bosons is
described by the time-dependent Schrodinger equation

iat\Ift - H‘Iﬂg, (].].)
where the nonrelativistic Hamiltonian H is given by
N N N
H=Y (=2 + Y VW(z;—2)) + ) Aa). (1.2)
k=1 i<j=1 k=1

V(N) describes a pair potential which is N-dependent and A4, is a time-dependent external
potential. The interaction V™) can be thought as strong and short ranged and we will
argue in detail for appropriate choices for V) below. The initial wavefunction is chosen
from the bosonic space Uy € L2(R¥, C), ||¥o|| = 1, consisting of all ¥ € L?(R¥ C) which
are symmetric under pairwise permutations of the variables z1, ..., 2y € R% In this thesis,
we are considering the spatial dimensions d = 2, 3.

While the dynamics of N interacting bosons is given by the Schrodinger equation above, the
exact solution of W, is hard to analyze or even not tractable. For large particle number N
and certain physical systems, one may apply a statistical description of the system, however.
This procedure is common practice within the physical community and yields to evolution
equations which are easier to discuss. Examples of such approximations are numerous and
are in many circumstances in agreement with the observed physical properties of e.g. gases,
fluids, conductors, plasmas and solids. Heuristically, it is often possible to argue whether
an approximation might be applicable. In this thesis, we will justify the validity of several
effective theories by providing a mathematical rigorous analysis. We are in particular
interested in the description of Bose-Einstein condensates.

The dynamics of will be analyzed at the level of reduced density matrices. For this,

we define the one particle reduced density matrix 7&,1 ) of U with integral kernel

yg)(x,x') :/ U (z,xg, ..., xn)¥ (2 xa, ..., xN)d2s ... dey. (1.3)
RAN—d
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”y\(I,l ) corresponds to the marginal distribution of W, describing the distribution of one-

particle observables. To be more precise, let B(L*(R¢,C)) be the set of all bounded oper-
ators on the one particle Hilbert space L?(R¢,C). Then, for A € B(L*(R%, C))

tr(vg A) = (¥, A® 1 g(gace—n ¢ ¥) (1.4)

holds for all ¥ € L2(R*, C).

To account for the physical situation of a Bose-Einstein condensate, we assume complete
condensation in the limit of large particle number N. Mathematically, this corresponds to
convergence

: (1) _
dim 5y, = [@o) (ol (1.5)
in trace norm for some ¢y € L?(R?, C), ||io|| = 1. g is then called the wavefunction of the

condensate. Note that convergence in trace norm at time ¢ = 0 implies

i tr(yy,4) = (vo, o), (1.6)
with A € B(L*(R%,C)), since [tr(AB)| < || Alloptr|B| holds for all A, B € B(L*(R?,C)),

with B being trace class.

The general aim of this thesis is to prove persistence of condensation over time ¢. More
precisely, we show the existence of a condensate wave function ¢, such that the convergence
7\(1,13 — |¢) (@] holds in trace norm. For the systems studied in this thesis, the effective
function ¢, is given by a cubic nonlinear Schrédinger equation. The evolution of ¥, can
therefore be approximated by the evolution of y; at the level of reduced density matrices.
We will be concerned with interaction potentials V) which may be partly or purely
attractive. In general, the dynamics of systems with attractive self-interaction may be
unstable, resulting in a dynamical collapse. This is reflected by a blow-up of the effective
equation ¢;. To prevent this type of effect, we will impose certain restrictions on the
interaction which impose stability of second kind of the Hamiltonian H. The precise class
of potentials will be discussed in detail in the respective chapters.

In the following, we will present these results:

(a) The derivation of the two dimensional nonlinear Schrodinger and the two dimensional
Gross-Pitaevskii equation.

(b) The derivation of the three dimensional Gross-Pitaevskii equation for a class of non
purely positive potentials.

(c) The derivation of the two dimensional nonlinear Schrédinger equation for purely
attractive interactions.

We will now give an overview on our results.



(a) In Chapter |3{ we study a two dimensional system of N bosons. The potential V"),

as defined in the Hamiltonian ({1.2)), will be given as follows:

e We consider the interaction potential to be given by €YV (eMNz), where V €
L>(R? R) is a compactly supported and spherically symmetric potential. We
choose V' from a class of potentials which may have a sufficiently small attractive
part.

e We consider the interaction potential to be given by N='*25W (N®z), for 8 > 0.
Again, W € L*®(R? R) is compactly supported, spherically symmetric. We
further assume the operator inequality —(1—€)A+3W > 0 to hold on L?(R?,C)
for some 0 < e < 1.

Note that both scalings correspond to a system where strong but rare collisions are
predominant. Under some assumptions on the initial wavefunction ¥y, we prove that
the time evolved reduced density matrix 7\(1,13 converges to |¢y)(¢¢| in trace norm as
N — oo with convergence rate of order N~" for some 1 > 0. ; solves the nonlinear
Schrodinger equation

i0ipr = (A + Ay) 1 + bl (1.7)

with initial datum ¢g. For potentials which scale like N~'*28WW (N®z), the coupling
constants b is given by b = fR2 d*xW (z). This can be motivated heuristically using
a law of large number argument, see Chapter |3| for a detailed discussion.

The exponential scaling e*VV (eNx) has to be treated separately. For a potential V'
with non-zero scattering length, the coupling constant b is given by b = 4, regardless
of the shape of the interaction V. This interesting effect only occurs in two spatial
dimensions. We will explain in Chapter [3]why the existence of a short scale correlation
structure present in ¥, accounts for this special behavior.

In Chapter |4 we analyze the dynamics of a three dimensional Bose Einstein conden-
sate in the so-called Gross-Pitaevskii regime. The time-dependent Hamiltonian H
will be defined as

N

H:—ZAj+N2 > VN — )+ Y Aylay). (1.8)

1<j<k<N j=1

We will prove persistence of condensation of W, for a class of potentials V' which are
not assumed to be nonnegative everywhere, but may have an attractive part. The
detailed assumptions on V" are listed in Assumption [£.2.3]

The condensate wave function of the system is given by the nonlinear Gross-Pitaevskii
equation

0,0, = (—A + Ay) @1 + 8malp:] (1.9)
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with initial datum ¢q. Here, a denotes the scattering length of the potential %V. We
provide a derivation of the convergence of the reduced density matrix 7\(1,13 against
the projection onto ¢, in trace norm as N — oco. Note that the class of potentials V'

we consider in this thesis is such that the scattering length a of V' is nonnegative.

(c) In Chapterwe consider a two dimensional system of N bosons with strong, but short
range interaction. The interaction potential of the system is given by N =2\ (N”z).
In contrast to (a), W may be chosen to be purely attractiveﬂ. A system of N interact-
ing, mutually attracting particles might be prone to dynamical collapse. This might
be especially the case the bigger S is chosen, since then the interaction gets more
singular. We therefore assume stability of second kind of H, i.e. H > —C'N. We will
see in Chapter [5[ that this implies [o, d°z|W™(x)| < a*, where W~ denotes the neg-
ative part of W and a* > 0 denotes the optimal constant of the Gagliardo-Nirenberg
inequality

(/R d2x|Vu(x)\2) (/R dzy|u(y)|2) > % (/R d2x]u(:v)|4) . (1.10)

Under some additional assumptions on ¥, we then prove for 0 < 5 < 1 convergence
of 'y\(;t) to i) (@] in trace norm as N — oo, where ¢ fulfills the nonlinear Schrédinger
Equation with b = [p, d®aW(x). In addition, for external potentials A, €
LP(R* R), with p €]2,00], we are able to show convergence in Sobolev trace norm,
that is,

Jlim Tr[VI= A4 - e (@) V1= &) =o0. (1.11)
Our proofs rely on a general method that is based on the idea of counting the rate of
particles which leave the condensate over time. If it is possible to show that this rate is
small, it can be inferred that the system can be described in terms of an effective condensate
wave function ¢;. The idea of counting was developed in [6I]. We will introduce the
mathematical framework behind this idea in the next chapter.

Style of Writing:

The first person plural will be used throughout the work, as it is common in scientific
writing. Chapters [3] ] and [5] are written such that they can be read independently for
most parts. Chapter [4 contains certain Lemmata which will be used in Chapter [3]

Note that certain mathematical objects may be defined differently from chapter to chapter.
For example, the letter a denotes the scattering length of the potential %V in Chapter
(see Lemma and in Chapter [4] (see Eq. (4.30))), whereas a denotes the integral over
W in Chapter [f] The specific changes in notation are minor and will be introduced at the
beginning of each chapter. We also comment on the notation used throughout this work
in 2.0.13]

! In two dimensions, it is well known that the operator inequality —A-+ W > 0 implies [, W (z)d?z >
0, since otherwise the operator —A + %W has at least one bound state with negative energy. Therefore,
it is not possible to choose a purely attractive potential in part (a). We refer the reader to [I3] for a nice
discussion about this topic.




Chapter 2

Definition of the counting measure

In the following, we define several important concepts which make the idea of counting
particles outside of the condensate precise. These concepts are well known within the
literature and were introduced in [61].

Let b denote a separable Hilbert space. b corresponds to the one-particle sector of our
system. N bosons are subsequently described on the Hilbert space Hy = ®@Nbh. The
subscript s denotes the symmetric tensor product, see e.g. [68] for a concise definition. We
also define H = ®@"Vh.

Notation 2.0.1 In this thesis, we will work with the Hilbert spaces h = L?*(R%, C);d €
{2,3}, which in turn implies the identification

H, = L*(RY, C).
In particular, L*(R¥,C) denotes the set of all U(xy,...,xx) € L*(R¥™ C) which are
symmetric w.r.t. the pairwise permutation of the variables x1,...,xy; x; € R%.

We will denote by || - ||,, with 1 < p < oo, the LP-norm on the appropriate Hilbert space.
Moreover, the notation || - || will be used for the L*-norm. We denote by {-,-)) the scalar
product on H and by (-,-) the scalar product on the one-particle Hilbert space b.

Definition 2.0.2 Let ¢ € b with ||¢|| = 1.

(a) Define P¥ :h — b as the projection onto ¢. Let 1 < j < N and define the projectors
p;H—Handq : H—H as

P =1 ® - 1,0P"®1;® - ® 1,
j—1 times N—j times
¢ =1y —p;.
(b) Let 0 < k < N and define the orthogonal projector P7 : H — H as
k N N
Pf = (H 11 Pf) = > 1) @)

J=1 I=k+1 s 5e{0,1}N j=1
Eﬁil 5=k
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For negative k and k > N, we define PY = 0.

(¢) Let m : Ny — R{ and define the operators m? : H — H as

N N—d
W =S m()Pf,  @E =3 m(j+d)PF. (2.1)
i=0 i=-

The function m : Ng — R{ will be called a weight function.

Remark 2.0.3 For H = L*(R¥ C),d € N, we may express

POV = () /go*(i:j)\lf(xl, L E o ay)dY.
We will also use, with a slight abuse of notation, the bra-ket notation p; = |¢(x;)){(p(z;)|.

Remark 2.0.4 The definition of the projector Py’ : H — H corresponds to a decomposition
of a wavefunction ¥ € H, into different excitation sectors. To be more precise, let O opeitations
be the orthogonal complement of the closed subspace {@} of b, that is Yegeitations = 10}
The wavefunction PEV with W € H, can then be expressed as

PrU = PN @ .

with xx € ®’§ B excitations- In other words, P,ff’ projects onto the subspace with evactly N — k
particles in the state . Using

N
> P =T,
k=0

(see below for a proof), it is possible to decompose

N N
U= PU=> ¢*V Mg .

This decomposition into different excitation sectors was used in a series of papers, see e.g.
[8,19, [44] and references therein. For certain systems, it is possible to derive a Bogoliubov-
type evolution equation for (xk)o<k<n, see e.g. [51, [55] for a detailed discussion.

The operator m? will be used to count the number of particles which leave the condensate
over time. To be more precise, for a suitable chosen weight function m, the functional
(¥, m¥W¥)) will be a measure on the purity of the condensate. In order to make this idea
precise, we will list certain lemmata which are needed in the next chapters. These lemmata
are well known in the literature and can e.g. be found in [60)].



Lemma 2.0.5 Let ¢ € h with ||¢|| = 1 and let py, = p}, Py = P and m = m¥ be defined
as in Definition [2.0.3

(a) For any weights m,r : Ng — R the commutation relations
mr =mr =rm mp; = pjm mq; = q;m mP, = Pym
hold.

(b) (Pr)o<k<n is a partition of identity, i.e.

N
> Po=1y.
k=0

(c) Let n:Ng — RJ be given by n(k) = \/k/N. Then,
21
(n)” = N ZQJ" (2.2)

(d) Let Ay, : D(Ay) C h®* — §®F be a densely defined operator such thatVi € {1,... k}Vn €
D(Ay) : pin € D(Ay). Define A = Ay @ Lyawv-n. Let (s1,...,s1) € {0,1}F with
Z?Zl sp = s and let Q, = anzl (p}‘qufm). Then, for any weight m : Ny — Ry,
fori,je{l,... .k}

mQ;AQk = Q;AQrm;_y,

(¢) Let b = L*(R%,C) for d € N. Let m : Ny — Ry and let f € L* (R* R). Define
Qo = p1p2, Q1 € {p1ge, qip2} and Q2 = q1qz. Then, for j,k in{0, 1,2},

mQ; f (1, 22)Qn = Qj f (w1, 22) My Q.
Furthermore, if o € HY(R? C) holds, we then obtain for j,k € {0,1}
m@jvlék = @jvlmj—kéka
where éo =p, and @1 =q.
(f) Let h = L*(R%,C) for d € N. Let m : Ny — Ry and let f € L (R*!,C). Then,
[f (21, 22),m] = [f (21, 22), prp2(m — Ma2) + (P12 + @p2) (M — Mma)] .
(9) Let h = L*(R%,C) for d € N and let f € L' (R?,C), g € L* (R*,C). Then,

lp; f (x5 = z)pillop < f 1l ellos (2.3)
12597 (x5 = 1) lop =N9(x; = 20)Dsllop < [lgll Nl ]loo; (2.4)
@) (Vi ()R (25 = zp)llop =l7(2; = 20)Vipsllop < 1BVl (2.5)
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Proof:

(a) follows immediately from Definition [2.0.2] using that p; and g; are orthogonal pro-
jectors.

(b) With the definition of P, we obtain

Zpk Z 2 sz”]%s]'

k=0 5e{0,1}V j=1

TN si=k
N
n=1

(c) With (¢;)* = ¢; and ¢;p; = 0, it follows

N N N
Y 4= Zq]ZPk qujpkzz:kpk:zvﬁz:zvﬁ?.
Jj=1 J=1 k=0

k=0 j=1

(d) First note that for [ € {0,..., N} and j € {0,...,k}, we obtain

QP =Q; > rN[(ph)lsh(Qh)Sh

5€{0,1}N h=1
PREER

Z H ph Qh 622’1:“_13”“[,]'-

SE{O 1}V h=1
Z?Ll 5=l

In other words, in the equation above, the number of ¢, with h < k is 5 and the
number of ¢, with h > k is given by [ — 7. Defining the projector

Fom Y TT () ()™

5e{0,1}NV  h=k+1
S gy =i

we obtain
QP =Q;® P
For [;m € {0,..., N}, we may therefore write

-PIQ]AQTPm = (Q]AQk) & (ﬁ)l—jpm—r) = 6l—j,m—r(QjAQk> & ﬁ)l—j-



As a consequence, the identity

PIQJAQTPm = 5lfj,merjAQer = 5lfj,mfrPleAQr

holds. Let us now consider

N N
MQ;AQ, =Y m(i)PQ;AQy = Q;AQx > _ m(i)Pi_jin
i=0 i=0

N—jth
=Q;AQk Z m(i+j — k)P = Q; Aqyim;_y.

i=—j+k
This is a direct consequence from (d).

By virtue of (e), we obtain the following identity

[f(-??l, 452)7 m] - [f(ﬂ?l, 932)7101292(m - 7/7\12) + p1Q2(T7”b - ml) + Q1P2(m - fﬁl)]
= [f(z1,%2), n@am| + [f (21, T2), pr1pama + P1gemy + qipaima] . (2.6)
We multiply the right hand side with pypy from the left which yields to
p1p2f(l‘1, $2)Q1Q27/7\”L + plpzf(ﬂih 372)]91])27%2 - p1p2ﬁ12f(x1, 562)
+ p1paf (21, 22)p1gema + pipa f (21, 2)qrp2ma
= Plpﬂ?lzf(xh $2)Q1Q2 + plpzﬁwf(ﬂl?l, 5152)191]92 - plpzﬁhf(xl, $2)

+ pipama f (21, 2)p1ge + p1pama f (21, 22)q1p2
=0.

Multiplying (2.6) with p;gs from the left one gets

P1Gaf (1, T2)q1gem + prgaf (21, T2)p1pema + prgaf (21, T2)p1gama
+ p1gaf (21, x2)1pama — prgamy f(x1, xa).

Using (e), the latter is zero. Also multiplying with ¢;ps yields zero due to symmetry
in interchanging z; with z,. Multiplying (2.6) with ¢1qs from the left one gets

QG2 f (1, T2)Mq1ga — rgemf (21, 2) + 12 f (21, T2) prpama+
Q1Gof(T1, T2)p1gamy + g f (21, T2) 12y

which is again zero and so is ([2.6)).

First note that, for bounded operators A, B, ||AB||op = ||B*A*||op holds, where A* is
the adjoint operator of A. To show (12.3)), note that

pif(x; — x)p; = pi(f * |ol?) (ax). (2.7)
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It follows that
I1pi f (x5 — 2)pillop < I fllellZ-

For ([2.4)) we write

lg(z; — ar)pjllZ, = sup  lg(z; — z)p; ¥|* =
1 W]|=1,0eH

= sup (¥, pjlg(z; —i)|*p; T
W] =1Ter

<llpslg(z; — 2)*psllop-
With (2.3]) we get (2.4]). For (2.5 we use

lg(; — 24) Vp4llc, = W N0 py (9P [Vel) () W) < llgl* * Vel

S
<llgl*IVellz-
O

Next, we will consider wavefunctions ¥ € H which are not symmetric w.r.t. to all argu-
ments. As an example, the reader may think of py¢sy ¥, with ¥ € H,.
Definition 2.0.6 Let 0 € Sy be a permutation of the numbers (1,...,N) and define
P, : H — H by its action on tensor products
PUSD1®--'(10N:9001®'“®SDUN

with ¢ € b,k € {1,...,N}. Let M C {1,2,...,N} and define Sy = {0 € Sn|ox, =
kVk € M}. Then Hpy C H is defined as

Hm = {\If S 7‘[|PG\IJ ="V Vo e SN,M}~
This readily yields to

Lemma 2.0.7 Let f : Ny — R and let M, C {1,2,...,N} with 1 € M,, as well as
M, C{1,2,...,N} with 1,2 € My. Then,

N

[Fav| <plFavie gorany v e 2, (28)
-~ 2 2 ~
[Fnav | <opmir =g IF@ IR for any @ € Ha, (29)
Proof: For W € Hy,. (2.8)) can be estimated by Lemma (c) as
N
IFAW]” =(W, (f)?@)°W) = N7 Y (W, (F)’q )
k=1
NS (o (o) = el ()
keMq

|Ma| = 2
= ||,
v Ifadl
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Similarly, we obtain for ¥ € H

IFEPwI7 =, (@) 2 N2 S (0 (agae)
7,keEM,
MU0 g, (P + 20w (P
> |Mb|(|]-/\\f/£b| - 1) ”]/C\Q1QQ\IIH27

which concludes the Lemma.

U
Corollary 2.0.8 Let A: D(A) Ch = bhanddefineA; =1y @ - - @1y RARL, ® - - ® 1.
—— ——

i—1 times N—1i times
Let V€ H, such that ||A1q1 V|| < oo. Then, for any weight m : Ny — RS which is
monotone nondecreasing

| Ay ¥ < 20| o Argr W] (2.10)
| 41148 ]| < ClIAR ool Argr V] (2.11)

Remark 2.0.9 We will mainly be concerned with A = —iV during the rest of this thesis.
Proof: Using p; + q1 = 14 and triangle inequality,

|Aimg || < |[prAimg V|| + ||gr Aiing V||, (2.12)
|Aimgi ¥ < |lprAimgi ¥ + ||l Aimaig2 V|| (2.13)

With Lemma [2.0.5] (c) we get
(2.12) = [[mipr A1 V|| + [mar Arqa V| < ([ ]op + [ ]lop) | Arar V).

Since m(k) is monotone nondecreasing, we obtain ||m1|/op = ||7||op. Note that p; A;q1 ¥ €

(2.13) = [lg2mipr i Wl + [lg2imgr Arga V||

<
- N-1

Since Vk < vk + 1 for k > 0 it follows that the latter is bounded by
C(llmanlop + [[mif]op) | A2g2 ¥ .

(Imanllop + [lm7lop) | A1 g2 V][

Note that
N-1
§=0

so that [[mi7n1]lop = sup;<p<y{m(k)n(k)}. Since n(0) = 0, we then obtain |[71721][op =
supg<p<yim(k)n(k)} = ||mnl|op and the Corollary follows.
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g

Lemma 2.0.10 Let Q,x € Hpa for some M, let 1 ¢ M and 2,3 € M. Let O,y be an
operator acting on the j" and k'™ coordinate. Then

(€2, O12x )| < 127 + [€Or2x, Orax)| + (IM]) [ Orax|l*.

Proof: Using symmetry and Cauchy Schwarz, we get

(92, O1ax) | =IMI LR, D Orx )] < MUY Owgxl

JEM JEM

2
> Oux

JEM

<|Q* + M|~

The second factor can be rewritten as

D 0ux|| =(D_ Ouix, Y Ouix))

JEM JEM keM
< 10X 01X+ ) (O1ix, O1ix))|
JEM jAkeEM

<IMII{(O12x, Or2xX) | + IM|(IM]| = 1)[(O12x; O13x) |-
O

Finally, we connect the functional (¥, m#W¥)) to the convergence of the reduced density

matrices. In particular, for a suitable chosen weight function, limy_,. (¥, m¢W¥) = 0

implies limy_, o0 fyfl} ) = |©)(¢| in trace norm.

Lemma 2.0.11 Let ¥ € L*R?*MN,C), ||¥|| = 1 and let ¢ € L*(R%C),|l¢| = 1. Let
m: Ng = RS and define a(¥, p) = (¥, m?W). Assume the operator inequality

1 N
o E 4
j=1

Then,

: _ . (1) _ : .
1\}1—{20 a(V,p)=0 < Aim l©) (| in trace norm

Proof: For symmetric ¥ € L*(R?M,C), the operator inequality m?¥ < % Zj\;l q; implies,

together with the assumption on m, 0 < (¥, m?¥) < (¥, ¢y V). The Lemma then follows

from the estimate (¥, ¢y W) < Trhfl,l) — )l < +/8(¥, ¢ V) which was proven in [34].
U
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Remark 2.0.12 The convergence of ’yfplt) to |¢i) (| in trace norm is equivalent to con-
vergence in operator norm and in Hilbert-Schmidt norm, since |oi){p:| is a rank one
projection [65]. Furthermore, the convergence of the one-particle reduced density matrix

fyfl,lt) — i) (@t in trace norm implies convergence of any k-particle reduced density matrix

vg? against |©P*) (2| in trace norm as N — oo and k fived, see for example [34)]. Other

equivalent definitions of asymptotic 100% condensation can be found in [[§)].

We will comment on the notation we will employ during the rest of this work.

Notation 2.0.13 (a) Throughout this thesis, hats = will be used in the sense of Defini-
tion (c). In the context of n?, the label n will always be used for the function
n(k) = /k/N.

(b) For better readability, we will in general omit the upper index ¢ on p;, q;, P; and™.

(c) We will bound expressions which are uniformly bounded in N and t by some constant
C. We will not distinguish constants appearing in a sequence of estimates, i.e. in
X < CY < CZ the constants may differ.

(d) We will denote the operator norm defined for any linear operator f: H — H by

||f||0p: Sup _1||f\1j||

YEM, |||

(e) We will denote for any multiplication operator F : L*(R?,C) — L*(R%,C) the corre-
sponding operator

120, @ Fo 150 M - I2R™Y,C) - AR™,C)

acting on the N-particle Hilbert space by F(xy). In particular, we will use, for any
U, Qe LR, C) the notation

k—1 N—k
(150 @ F @ 151 W) = (0, Fleo)v).

In analogy, for any two-particle multiplication operator K : L*(R¢,C)®% — L*(R¢, C)®?,
we denote the operator acting on any ¥ € LR C) by multiplication in the variable
x; and x; by K(x;,z;). In particular, we denote

(Q, K(zj,2;)¥)) = K(zi,x)0 (21, ..., on) ¥ (2, ... can)dixy .. dPay.

R2N

(f) For any Hilbert space K, we write 1 instead of 1 in the following to denote the
identity on IC.

(9) Furthermore, define for any set A C R the operator 14 : L*(R¥,C) — L*(R¥,C)
as the projection onto the set A.
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Chapter 3

Derivation of the Two Dimensional
Gross-Pitaevskii Equation
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3.1 Introduction

This chapter deals with the effective dynamics of a two dimensional condensate of N
interacting bosons. Fundamentally, the evolution of the system is described by a time-
dependent wave-function ¥, € L3(R?*Y,C),||¥;|| = 1. Assuming that ¥, € H?*(R*¥ C)
holds, ¥, then solves the N-particle Schrodinger equation

iat\l/t - HU\IIt (31)

where the (non-relativistic) Hamiltonian Hy : H*(R?M,C) — L?(R*Y C) is given by

HU:—ZAj—i— > U(xj—xk)+z,4t(xj). (3.2)

1<j<k<N



16 3. Derivation of the Two Dimensional Gross-Pitaevskii Equation

In general, even for small particle numbers NV, the evolution Equation cannot be solved
neither exactly nor numerically for ¥,. Nevertheless, for a certain class of scaled potentials
U and certain initial conditions Wy it is possible to derive an approximate solution of
in the trace class topology of reduced density matrices. The picture we have in mind is the
description of a Bose-Einstein condensate. Initially, one starts with the ground state of a
trapped, dilute gas and then removes or changes the trap subsequently. In this chapter,
we will consider two choices for the interaction potential U.

o Let U(z) = Vy(z) = 2NV (eMNz) for a compactly supported, spherically symmetric
potential V' € L°(R?* R). Below, the exponential scaling of Vy will be explained
in detail. Note that, in contrast to existing dynamical mean-field results, ||Vy||1 =
O(1) does not decay like 1/N. The interaction potential V' is not assumed to be a
nonnegative function, but may have small attractive part, see for the detailed
assumptions on V. We like to remark that the conditions imposed on V' are due to a
result of Jun Yin, see [72]. We provide a detailed discussion on these assumptions in
Chapter [4 There, we also prove some important inequalities we need for the main
result of this chapter. Note that the focus of this chapter lies on the correlation
structure induced by Vi, as explained below. In order for the presentation not to
be cluttered, we decided not to discuss Assumption in this chapter, but rather
refer the reader to Chapter

e Let, for any fixed 8 > 0, U(x) = Ws(x) = N 2PW(NPx) for a compactly sup-
ported, spherically symmetric, potential W € L3°(R? R). This scaling of Wj can be
motivated by formally imposing that that the total potential energy is of the same
order as the total kinetic energy, namely of order NV, if g is close to the ground state.
We furthermore assume —(1 —€)A + W > 0 as an operator inequality on L*(R?, C)
for some ¢ > 0. This condition is equivalent to the condition that the operator
—(1 — €)A + $W has no bound state. It is well known that the operator inequality
stated above cannot be fulfilled for potentials W which satisfy [, W (z)d?z < 0, see
e.g. [13]. Hence, W must have a sufficiently large positive part. We will discuss
potentials W which are nonpositive in Chapter

Both the Assumption on V, as well the operator inequality —(1 — €)A + W > 0
are used in the following to prevent clustering of particles. In particular, these conditions
imply [|V1¥,|| < C uniformly in N, see Lemma [3.5.1] We will comment on the possible
clustering of particles in more details in Chapter [4 and in Chapter

Recall the definition of the one particle reduced density matrix vy, of ¥y with integral
kernel

’y\(;g (z,2") = / Ui(x, 29, ..., 2n)Vo(2, 20, ..., o5)d* 0y ... d*zy.
R2N—2

To account for the physical situation of a Bose-Einstein condensate, we assume complete
condensation in the limit of large particle number N. This amounts to assume that, for
N — oo, 7\(1,10) — Jpo){po| in trace norm for some ¢y, € L*(R? C), |0l = 1. Our main
goal is to show the persistence of condensation over time. This is of particular interest in
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experiments if one switches off the trapping potential A; and monitors the expansion of
the condensate. We prove that the time evolved reduced density matrix 7\(1,13 converges to
|oe) (¢¢| in trace norm as N — oo with convergence rate of order N~ for some 7 > 0. ¢,
then solves the nonlinear Schrodinger equation

10y = (—A + Ap) @r + buleor = hz?UP% (3.3)

with initial datum .

Depending on the interaction potential U, we obtain different coupling constants b;;. For
U = W, we obtain by, = N [o, Ws(x)d*z = [5, W(z)d®z. This result is already expected
from a heuristic law of large numbers argument, see below. Also note, by the operator
inequality —A + %V > 0, it follows by, > 0. Thus, the effective nonlinear Schrodinger
equation is repulsive. This is also reflected by the fact that the inequality —(1—e) A+ W >

0, with € > 0, implies the operator inequality —e ij:l A < — chvzl Ak—i—ZiNq Wa(zi—z;),
see Lemma [3.5.1] This inequality is crucial to bound [|V;¥,|| uniformly in N and to hence
prevents the possibility of a dynamical collapse. We will will discuss this issue in much
more detail both in Chapter [4] and in Chapter [f] In the latter chapter, we also discuss

more general potentials W3, 0 < 8 < 1, which may be chosen to be purely attractive.

In the case U = V), we distinguish two cases. For a positive scattering length a of the
potential 3V (see Section for the definition of a), by, = 4m holds. If the scattering
length a is zero, we obtain by, = 0. Then, the evolution of condensate is according to
the one-particle linear Schrodinger equation with external field A;. Note that, in contrast
to three-dimensional Bose gases, the scattering length a of the potential %V is always
nonnegative, see Section [3.3]

In the case that the time evolution of W, is generated by Hy, it is interesting to note
that the effective evolution equation of ¢; does not depend on the scattering length a,
apart from the fact that one must distinguish the cases a > 0 and a = 0. This contrasts
the three dimensional case, where the correct mean field coupling is given by 8mwasp, asp
denoting the scattering length of the potential in three dimensions. The universal coupling
47 in the case of a positive scattering length is known within the physical literature,
see e.g. (30) and (A3) in [I5] (note that & = 1,m = 3 in our choice of coordinates).
Actually, our dynamical result complements a more general theory describing the ground
state properties of dilute Bose gases. It was shown in [42] that for such a gas with repulsive
interaction V' > 0, the ground state energy per particle is to leading order given by either
the Gross-Pitaevskii energy functional with coupling parameter 87 /| In(pa?)| or a Thomas-
Fermi type functional. Here, p denotes the mean density of the gas, see Equation (1.6) in
[42] for a precise definition. The authors prove further that only if N/|In(pa?)| = O(1)
holds, one obtains the Gross-Pitaevskii regime. This directly implies that scattering length
of the interaction potential needs to have an exponential decrease in N. In our case, the
scattering length of the potential %VN is given by ae™", a denoting the scattering length
of %V. The mean density of the system we consider is of order one, i.e. p = O(1). This
yvields 87 N/|In(p(e Na)?)| ~ 47 which is in agreement with our findings. It should be
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pointed out that there has been some debate about the question whether two dimensional
Bose-FEinstein condensation can be observed experimentally. This amounts to the question
whether condensation takes place for temperatures 7' > 0. For an ideal, noninteracting
gas in box, the standard grand canonical computation for the critical temperature 7T, of
a Bose-Einstein condensate shows that there is no condensation for T > 0. For trapped,
noninteracting Bosons in a confining power-law potential, the findings in [3] however show
that in that case 7. > 0 holds. Finally, it was proven in [39] that 7\(1,1) converges to |p)(p| in
trace norm if ¥ the ground state of Hy, and ¢ is the ground state of the Gross-Pitaevskii
energy functional, see . The assumptions made in the paper are that and the external
potential A tends to +o00 as |x| — oo and the interaction potential V' is nonnegative. It
is also remarked that one does not observe 100 % condensation in the ground state of
a interacting homogenous system. The emergence of 100 % Bose-Einstein condensation
as a ground state phenomena thus highly depends on the particular physical system one
considers. Our approach is the following: Initially, we assume the convergence of 7\(1,10) to
|©0) {(@o|. We then show the persistence this condensation for time scales of order one. Our
assumption is thus in agreement with the findings in [39]. We like to remark that the two
dimensional Thomas-Fermi regime could be observed experimentally [23].

Next, we want to explain how the different coupling constants by are obtained in the
dynamical setting. For this, we first recall known results from the three dimensional Bose
gas. There, one considers the interaction potential to be given by Vs(z) = N~V (NFx)
for 0 < g < 1. For 0 < 8 < 1, one obtains the cubic nonlinear Schrodinger equation with
coupling constant [|[V]|;. This can be seen as a singular mean-field limit, where the full
interaction is replaced by its corresponding mean value [o, d*yN*?V (NP (z—y))|e:i(y)]* —
1V ]]1]¢¢(2)|?. For B = 1, however, the system develops correlations between the particles
which cannot be neglected. As already mentioned, the correct mean field coupling is
then given by 8masp. This is different for a two dimensional condensate. Let us first
explain, why the short scale correlation structure is negligible if the potential is given by
Ws(z) = N'2PW (NPz) for any 8 > 0. Assuming that the energy of W, is comparable
to the ground state energy, the wave function will develop short scale correlations between
the particles. One may heuristically think of W, of Jastrow-type, i.e. Wy(zy,...,zx) &
[lic; F(wi — x5) | J NEREETS) . The function F' accounts for the pair correlations between
the particles at short scales of order N=%. It is well known that the correlation function
F should be described by the zero energy scattering state jyz of the potential Ws, where
Jnr satisfies

(=As + §Ws(2)) jur(z) =0,
Jjnr(z) =1for |z| = R.

Here, the boundary radius R is chosen of order N=#. That is, F(z; —z;) ~ jyr(7; —z;) for
lz; — x;| = O(N7F) and F(x; — z;) =1 for |z; — x;] > O(N~?). Rescaling to coordinates

1 One should however note that ¥; will not be close to a full product Hllqul ©¢(xk) in norm. For certain
types of interactions, it has been shown rigorously that ¥; can be approximated by a quasifree state
satisfying a Bogoloubov-type dynamics, see [9], [53], [54] and [51] for precise statements.
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y = NPz, the zero energy scattering state satisfies
1 ,
—-A, + §N W(y) | jnner(y) = 0. (3-4)

Due to the factor N~! in front of W, the zero energy scattering equation is almost constant,
that is jyr(x) = 1, for all |z| < R. As a consequence, the microscopic structure F', induced
by the zero energy scattering state, vanishes for any £ > 0 and does not effect the dynamics
of the reduced density matrix ’y\(l,t) Assuming 'yq, ~ |po){®o|, one may thus apply a law
of large numbers argument and conclude that the interaction on each particle is then
approximately given by its mean value

/ PyNWa(z — y)lod?(y) — / W (@) (2).
]R2

This yields to the correct coupling in the effective equation in the case U(x) = Ws(x).
Let us now consider the case for which the dynamics of U, is generated by the Hamilto-
nian Hy, . If one would guess the effective coupling of ¢, to be also given by its mean
value w.r.t. the distribution |p;|?, one would end up with the N-dependent equation
10ppr = (—A+ Ay) @ + N [go d*zV (x)|p4]|*¢r. Note that the coupling constant of the self
interaction differs from its correct value by a factor of O(N). As in the three dimensional
Gross-Pitaevskii regime § = 1, it is now important to take the correlations explicitly into
account. The scaling of the potential yields to jyr(z) = jo~vr(e™x), which implies that
the correlation function will influence the dynamics whenever two particles collide. The
coupling parameter can then be inferred from the relation

—AT___ifa >0,
/ dQIVN<JZ)jN7R(ZL‘) = {ln(ae—N)
R2

0ifa=0,

where a denotes the scattering length of the potential %V. As mentioned, the logarithmic

dependence of the integral above on a is special in two dimensions. Since 1(4—7;) ~
n( £
ae™

holds for a > 0, the effective equation for ¢; will not depend on a anymore. Consequently,
one obtains as an effective coupling

9/ N -
[ vt = pivnte = plal) - {‘“T"’”t' wita=0
R2 0if a =0.
We like to remark that it is easy to verify that, for any s > 0, the potential Viy(z) =
e2NsV (eNex) yields , for a > 0, to an effective coupling 47 /s, resp. 0 in the case a = 0. For
the sake of simplicity, we will not consider this slight generalization, although our proof is
also valid in this case.

The rigorous derivation of effective evolution equations is well known in the literature, see
e.g. [2, 14 B 8, O 14, 17, 18 19, 20, 25, 26, B0, B31], 32], B34 49 50, 51, 53, B4, B3l 59,
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60, [61], [65] and references therein. For the two-dimensional case we consider, it has been
proven, for 0 < § < 3/4 and W nonnegative, that 7\(1,13 converges to |¢y) (@i as N — oo [30].
Recently, the validity of the Bogoloubov approximation for the two-dimensional attractive
bose gas was shown in [55] for 0 < 8 < 1. We will discuss this result in more detail in

Chapter

Another approach which relates more closely to the experimental setup is to consider a
three-dimensional gas of Bosons which is strongly confined in one spatial dimension. Then,
one obtains an effective two dimensional system in the unconfined directions. We remark
that in this dimensional reduction two limits appear, the length scale in the confined
direction and the scaling of the interaction in the unconfined directions. Results in this
direction can be found in [I] and [32], see also [31]. Tt is still an open problem to derive
our dynamical result starting from a strongly confined three dimensional system. For
known results regarding the ground state properties of dilute Bose gases, we refer to the
monograph [41], which also summarizes the papers [39], [42] and[43].

Our proof is based on [60], where the emergence of the Gross-Pitaevskii equation was
proven in three dimensions for § = 1. In particular, we adapt some crucial ideas which
allow us to control the microscopic structure of W,.

We shall shortly discuss the physical relevance of the different scalings. For the exponential
scaling Vy(x) = e*MV (eNx), it is possible to rescale space- and time-coordinates in such a
way that in the new coordinates the interaction is not N dependent. Choosing y = ez
and 7 = e*Vt the Schrédinger equation reads

N N
. d _
IE@e—QNT = (— E ij + E V(yj — yk) + E Ae—zwf(e Nyj)) U, on..

Jj=1 1<j<k<N j=1

The latter equation thus corresponds to an extremely dilute gas of bosons with density
~ e~ 2N In order to observe a nontrivial dynamics, this condensate is then monitored over
time scales of order 7 ~ e*V. Since the trapping potential is adjusted according to the
density of the gas in the experiment, the N dependence of A, 2~ (e~V:) is reasonable.

3.2 Main result

We will consider initial wavefunctions ¥, which are chosen such that the energy per particle
is close to the effective Gross-Pitaevskii energy.

Definition 3.2.1 Define for U € {W3, Vx} the energy functional & : H*(R*N ,C) — R
Ey(V) = N1, Hy DY),

Furthermore, define the Gross-Pitaevskii energy functional Elfjp : HY(R?,C) - R

EZP(0) =(Vio, Vi) + (i, (A¢ + %bv\ﬂ?)w) = (p, (hgF - %bU|90’2)90>' (3.5)
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Note that both £, (¥) and £ (¢) depend on ¢, due to the time varying external potential
A;. For the sake of readability, we will not indicate this time dependence explicitly.
Next, we will specify the class of potentials V' we will consider.

Definition 3.2.2 Let B,(x) = {z € R?|[z — 2| < r} and divide R* into rectangles C,,, n €
Z of side length bl/\/i; that is R* = U2 C,. Furthermore, assume that C, N C,, = 0
for m # n. Define

n(by, by) = max #{n : C, N By,(z) # 0}.

Thus, n(by,by) gives the mazimal number of of rectangles with side length by /\/2 one needs
to cover a sphere with radius by.

Assumption 3.2.3 Let V € L*(R?,R) spherically symmetric and let V(z) = VT (z) —
V= (x), where VT, V= € L®(R? R) are spherically symmetric, such that V*(z),V~(z) >0
and the supports of V™ and V= are disjoint. Assume that

(a) Let R > ry > 0 aand assume supp(V"™) € B,,(0), as well as supp(V~) € Bgr(0) \
B,,(0).

(b) There exists A\t > 0 and ry > 0, such that V*(x) > A" for all x € B,,(0).

(¢) Define A= = ||V~ ||, as well as ny = n(ry, R) and ny = n(ry,3R). Define, for
0<e<l,

e = [ (9@ + Tom @V @ - V@)l B G

We then assume that for some 0 < e <1

& ‘ =0 3.7
<P€CI(R21£(1:)»S0(R):1 ( R(SO)) = U, ( )
AT > 8ns . (3.8)

Remark 3.2.4 Assumption [3.2.3 is discussed in detail in Chapter [f} There, we also
provide some estimates necessary to prove the next theorem.

We now state our main Theorem:

Theorem 3.2.5 Let ¥y € L2(R?*N,C) N H*(R?*N,C) with |Vo|| = 1. Let py € L*(R?* C)
with ||¢ol] = 1 and assume limy o 7\(1,10) = |po){@ol| in trace norm. Let the external potential
Ay, which appears in the Hamiltonain (3.2)), statisfy A; € CH(R, L>°(R? R)).
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(a)

(b)

For any B > 0, let Wy be given by Ws(z) = N-1WH28W(NPz), for W € L®(R?* R)
and W spherically symmetric. Assume —(1 —€)A+ LW >0 on L*(R?,C) for some
e > 0. Let U, the unique solution to i0;V; = Hyy, Wy with initial datum Wo. Let oy
the unique solution to 10yp; = hf};;w(x)d%gpt with initial datum oy and assume that

¢y € H3(R?,C). Let imy_o0 (Ew, (Vo) — EZP (o)) = 0. Then, for any 8> 0 and
foranyt >0

: (1 _
Jim 1 = [0) (1 (39
in trace norm.
Let Vi be given by Vi (z) = e*NV (eNz) and let V satisfy Assumption[3.2.5 Let ¥,

the unique solution to i0;V; = Hy,, V; with initial datum V. Let either condition (I)
or condition (II) fulfilled, where

(I) Let the scattering length a of %V fulfill a > 0. Let ¢ the unique solution
to i0ypy = h$Foy with initial datum o assume that ¢, € H3(R? C). Let
th%oo (SVN(‘IJ(]) — ggrp<g00)) =0.

(II) Let the scattering length a of %V fulfill a = 0. Let p; the unique solution to
i0ypr = (—A + Ap)py with initial datum oo € H3(R?, C).

Let limN_mo (EVN<\IIO) — EOGP<Q00>) = 0.

Then, for anyt > 0
Jim A4 = o) (e (3.10)
—00

i trace norm.

Remark:

()

We expect that for regular enough external potentials A;, the regularity assumption
oy € H3(R?,C) to follow from regularity assumptions on the initial datum ¢g. In
particular, if ¢y € X3(R* C) = {f € L*(R*C)[ X, 5<5ll2*0) f|| < oo} holds,
the bound ||¢¢||gs < oo has been proven for external potentials which are at most
quadratic in space, see [LI] and Lemma [3.6.1] In particular, for ¢y € $3(R?, C), the
bound ||¢s||gs < C holds if the external potential is not present, i.e. A; = 0.

For nonnegative potentials V', it has been shown that in the limit N — oo the energy-
difference &y, (V9°) — Eg/i (p9%) — 0, where W9 is the ground state of a trapped Bose
gas and ¢9° the ground state of the respective Gross-Pitaevskii energy functional, see
[43], [42].

It is well known that in the scattering length of a two-dimensional Bose gas is non-
negative (see e.g. Appendix C of [41]). Thus, the scattering length of 3V is either
Zero or positive.
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(d) In our proof we will give explicit error estimates in terms of the particle number N.
We shall show that the rate of convergence is of order N~ for some § > 0, assuming
that also initially 7$3 — |o) (o] converges in trace norm with rate of at least N 2.

(e) One can relax the conditions on the initial condition and only require ¥ € L%(R?V, C)
using a standard density argument.

3.2.1 Organization of the proof

Our proof is based on [60], which covers the three-dimensional counterpart of our system.
The proof is organized as follows:

(a) First, we will introduce in Section the zero energy scattering state. We explain
how the effective coupling parameter by, can be inferred from the microscopic struc-
ture.

(b) In Section we consider the potential W3 and define some convenient counting
measure which allows us to perform a Gronwall type estimate for all § > 0. We will
explain in detail how one arrives at this Gronwall estimate.

(c) For the most difficult scaling given by the potential Vi, it is crucial to take the
interaction-induced correlations between the particles into account. In Section |3.4.2
we will adapt the counting measure to account for this correlation structure.

(d) In Section [3.5, we provide the necessary estimates for the Gronwall estimates.

(e) In Section , we will comment on the solution theory of ¢;.

Notation 3.2.6 In the following, we will denote by K(p;, Ay) a generic polynomial with
. . ¢ : ;
finite degree in ||@1lco, [[Veoelloo, [Vrll, 1AL | Atlloos fo dsll Aslloe and || A¢loo-

Remark 3.2.7 By the Soboley embedding Theorem, it is possible to bound

[@elloc + IV@tlloo + IVl + [[Apill < Cllot ]| s g2 ),

Under the assumptions of Theorem |3.2.5, it therefore follows that there exists a constant
Cy, depending on time, such that (¢, Ar) < Cy holds E| We will comment on the solution

theory of ¢, in Section[3.6

Also note that for a generic constant C' the inequality C' < KC(¢y, Ay) holds. The exact form
of K¢, Ay) which appears in the final bounds could be reconstructed in principle, collecting
all contributions from the different estimates.

2 Actually, ¢, € H?T¢(R?,C) for some € > 0 would suffice for our estimates.
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3.3 Microscopic structure in 2 dimensions

3.3.1 The scattering state

In this section, we analyze the microscopic structure which is induced by V. In particular,
we explain why the dynamical properties of the system are determined by the low energy
scattering regime.

Definition 3.3.1 Let V € L*(R* R),V spherically symmetric and let Vi be given by

Vy(x) = 2NV (eNx). In the following, let R denote the radius of the support of V. For

any R > e VR, we define the zero energy scattering state jyr by

<_Ax + %GZNV(GN@) inwr(z) =0, (3.11)
jnr(z) =1 for |z| =R.

One may think of R as the mean interparticle distance of the condensate, i.e. R =
O(N~'/2). However, one is quite free in choosing R, since the dependence of j Nron R is
only logarithmic (see below).

Next, we want to recall some important properties of the scattering state jyz, see also
Appendix C of [41].

Lemma 3.3.2 Let V € L¥(R?, C) spherically symmetric and assume V satisfies Assump-

tion . Define Ig = [p ?xVy(2z)jnr(x). For the scattering state defined previously
the following relations hold:

(a) There exists a nonnegative number a, called scattering length of the potential %V,
such that

47
n <E>

(in the case a = 0 we have Ix = 0). The scattering length a does not depend on R
and fulfills a < R. Furthermore, Iz > 0 holds.

I =

(b) jnr is a nonnegative nondecreasing function which is spherically symmetric in |x|.
For |z| > e ™R, jnr is given by

inr() =1+ @ In ('%') |

a

Proof:
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(a)+(b) Rescaling 2 — eNx = y, we obtain, setting R = eNR and sz(y) = jovr(y), the
unscaled scattering equation

(=2 +3V ) szly) =0,
{Sé(y) = 1for |y| = R. (3.12)

Under the Assumption on V, we have —A + %V > 0. Therefore, one can define
the scattering state sz by a variational principle. Theorem C.1 in [41] then implies
that s; is a nonnegative, spherically symmetric function in |z|. It is then easy to
verify that for R < |z| there exists a number A € R such that

sp(z) =1+ ﬁm (%‘) . (3.13)

Next, we show that A = [, d*xV (2)sp(x). This can be seen by noting that, for
r > R,

/ d*zV (z)sp(z) —2/ d*rAsp(z) = 2/ Vsp(x) - ds
R2 Br(0) 0B:(0)

A A 1
=— Vin(|z|) -ds = — —-rdy

2T 8B, (0) (| D 2 0 T
=A.

By Theorem C.1 in [41], there exists a number a > 0, not depending on R, such that
for all |z| > R

o () = (lzl/a)
#l7) In(R/a)

Comparing this with (3.13)), we obtain
A

/R2 V(2)sp(x)dz® = m.

Since sj is nonnegative, it furthermore follows that @ < R. This directly implies
A > 0. By scaling, we obtain

, 9 9 47
In= | Wn(z)jnr(x)dz®= [ V(r)sz(x)de® = ———.
R? In (M)

RQ
a

It is left to show that sj is monotone nondecreasing in |z|. Define for r € R

I, = / V(x)sp(x)dz”
B:(0)
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Since V is supported on Bg(0), the identity Iz = I holds. Let t(|z|) = sz(z). By
Gauf-theorem and the scattering equation (3.11)), it then follows for r > 0

d I,
at(r)

 dar’

Since t(r) > 0 holds for all » > 0, it follows I, > 0 for all r €]0, ro[, with r, being
defined as in Assumption [3.2.3] If it were now that j is not monotone nondecreasing,
there must exist a 7 > 75, such that I < 0. V(z) < 0 and t(r) > 0 for all |z| €]ry, R|
then imply I, < Ir for all » > 7. This, however, contradicts Igx = Ix > 0. Thus, it
follows that sj is monotone nondecreasing.

g

Remark 3.3.3 Note that for |z| > e ™ R and N large enough, the scattering state jnr(x) ~
1 s almost constant, regardless of the specific choice of the normalization radius R. In
other words, the scattering state essentially only varies on length scales which are deter-
mined by the potential Vi, i.e. on length scales of order O(e ™).

Assuming that the energy per particle Ey,, (V) is of order one, the wave function ¥ will have
a microscopic structure near the interactions Vi, given by jy . For a positive scattering
length @ > 0, the interaction among two particles is then determined by N++W(3) R %.
Keeping in mind that each particle interacts with all other N — 1 particles, we obtain the
effective Gross-Pitaevskii equation, for ¢; € H?(R? C)

i0ppe(2) = (A + Ay + An| () *) o (2)

If a = 0, ¢, obeys the one-particle Schrodinger equation with the external field A;. Thus,
choosing Vi (z) = €MV (eNx) leads in our setting to an effective one-particle equation
which is determined by the low energy scattering behavior of the particles. We remark
that, for any s > 0, the potential "V (eN*z) yields to the coupling 47/s in the case
a > 0, respectively 0 for a = 0.

3.3.2 Properties of the scattering state

Note that the potential Vy is strongly peaked within an exponentially small region. In
order to control the short scale structure of ¥,, we define, with a slight abuse of notation,
a potential My with softer scaling behavior in such a way that the potential 3(Vy — Mj)
has scattering length zero. This allows us to “replace” Vi by Mgz, which has better scaling
behavior and is easier to control. In particular, || Ms]| < CN~' can be controlled for 3
sufficiently small, while ||Vy|| = O(e") cannot be bounded by any finite polynomial in N.
The potential Mj is not of the exact scaling N2 M (NPzx). However, it is in the set Vg,
which we will define now.
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Definition 3.3.4 For any 8 > 0, we define the set of potentials Vs as

vy ={U e ®R)||U], < ON!, U]l < ON71P,

|Ulloe < ONTY2 U(x) =0V|z| > CNT?, U is spherically symmetm’c}.

Note that N~*2PW (NPz) € Vj holds, if W is spherically symmetric and compactly sup-
ported.

All relevant estimates in this chapter are formulated for Ws € V3.

Definition 3.3.5 Let V € L°(R?,C) fulfill Assumption m For any B > 0 and any
Rg > NP we define the potential Mg via

4rN=1H28f NP < |z| < Rg,

3.14
0 else. ( )

Mg (x) = {
Furthermore, we define the zero energy state fs of the potential 5(Vi(x) — Ma(x)), that is

{(_A$+%(VN(x) —Mﬂ(x))) fe(z) =0 (3.15)

fs(x) =1 for |z| = Rg

Note that Mg and fs depend on Rz. We choose Rj such that the scattering length of
the potential £(Vy — Mgs(z)) is zero. This is equivalent to the condition [, d®z(Vy(z) —

Mpg(z)) fo(x) = 0.

Lemma 3.3.6 For the scattering state fs, defined by Equation (3.15), the following rela-
tions hold:

(a) There exists a minimal value Rg < 0o such that [p, d*x(Vy(z) — Ma(x)) fs(x) = 0.
For the rest of the chapter we assume that Rg is chosen such that (a) holds.

(b) There exists Kz € R, Kz >0 such that Kgfs(x) = jnr,(x) V]z| < N7

(¢) For N sufficiently large the supports of Vi and Mg do not overlap.

(d) fs is a nonnegative function in |x| which is monotone nondecreasing for all N=° <
|ZE‘ < Rg.

(¢)
fs(x) =1 for |z| > Rg. (3.16)
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()

1> Ky > 1+ @ In (N_B) . (3.17)

(9) Ry < CN7.
For any fired 0 < B, N sufficiently large such that Vy and Mg do not overlap, we obtain

(h)

In(N
¥ [ v )ste) — | = IVl - ] < P
R2

(i) Define
g9s(x) =1 — fs(x).
Then,
lgslls < CN7%, lgsll < ON77, g5l < C.
(7)
In(N)

[N|[ Mgl — byy| £ C N

(k)
Mg € Vg, Mgfs € Vs, Msfz > 0.

Remark: If the scattering length a of the potential %V is zero, it is not necessary to
introduce the potential Mg. For a unified presentation, we have not distinguished the cases
a > 0 and a = 0 in this chapter. In the latter case a = 0, we can choose Rz = N~° Mz = 0,
fs(x) = jnr and Kz = 1. Part (j) and (k) are then trivially true. Furthermore, all other
parts follow from Lemma We may thus assume a > 0, Rg > N ~# and by, = 47 in
the following proof.

Proof:

(a) In the following, we will sometimes denote, with a slight abuse of notation, fz(z) =
fs(r) and jyr(z) = jnr(r) for r = |z| (for this, recall that fz and jyx are radially
symmetric). We further denote by f5(r) the derivative of fs with respect to the
radial coordinate 7.
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We first show by contradiction that there exists a 2o € R?, |zg| < N~?, such that
fa(wo) # 0. For this, assume that f5(z) = 0 for all |z| < N~#. Since f is continuous,
there exists a maximal value 7y > N~ such that the scattering equation is
equivalent to

(—As = 5M5(x)) fo(x) =0,
fs(x) =1for |z| = Rg, (3.18)
fs(x) =0 for |z| < ro.

Using (3.15) and Gauss’-theorem, we further obtain

Fua0) = o [ V@) M) () (3.19)

(3.18) and (3.19) then imply for r > rq

1 QNI 7
750 =as | [ o) tp(o) =T | [ gyt
T |J B,.(0) o
o N—1+28 r
S—W / dr'r'(r' — rg) sup |fé(s)| )
r "o ro<s<r

Taking the supreme over the interval [rg, 7], the inequality above then implies that

there exists a constant C(r,rg) # 0, lim C(r,ro) = 0 such that sup |[fz(s)] <
=70 ro<s<r

C(r,ro)N~'3 sup |f4(s)|. Thus, for 7 close enough to ro, the inequality above

ro<s<

can only hold if f3(s) = 0 for s € [rg, 7], yielding a contradiction to the choice of rq.

Consequently, there exists a zg € R?, |zo| < N77, such that fz(xg) # 0. We can thus

define .
JIN,R (m 0)

bla) = fole)
on the compact set B,,(0). One easily sees that h(z) = jyxr(x) on 0B,,(0) and
satisfies the zero energy scattering equation for x € By-5(0). Note that the
scattering equations and (3.15) have a unique solution on any compact set.
It then follows that h(x) = jyr(z) Vo € By-5(0). Since jyr(N~?) # 0, we then

obtain fs(N~1) # 0. Applying Lemma m, it then follows that either fg or —f3
is a nonnegative, monotone nondecrasing function in |x| for all |z| < N7,

Recall that Wj and hence f5(z) depend on Rg € [N=% oo[. For conceptual clarity,
we denote WéRﬂ)(a}) = Ws(x) and f/gRﬁ)(x) = fz(z) for the rest of the proof of part
(a). For S8 fixed, consider the function

s:[N7P oo[— R, (3.20)
R e (Vy(x) — W) (@) 157 (). (3.21)
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We show by contradiction that the function s has at least one zero. Assume s # 0
were to hold. We can assume w.l.o.g. s > 0. It then follows from Gauss’-theorem

that fé(Rﬁ ) (Rg) > 0 for all Rg > N—7. By uniqueness of the solution of the scattering

equation , for Rg < Rp there exists a constant K RsRs # 0, such that for all
|z| < Ry we have fééﬁ)(:c) = K~B,Rﬁfﬁ(R5)(x). Since féRﬂ) and s are continuous, we can
further conclude K RoRy > 0. From s # 0, it then follows that, for all » € [N, oo
and for all Rg € [N7#, o0 , gRB)(r) # 0. Thus, for all » € [N~? oo[ and for all
Rg € [N7P', o0, the function féRﬁ)(r) doesn’t change sign. From Lemma [3.3.2] the
assumption s(N~?) > 0 and Kp, g, > 0, we obtain, for all r € [0, N~—P] and for all

Rg € [N, 00, that féRB)(T) > 0 holds. This, however, implies Rlim s(Rg) = —o0
i

yielding to a contradiction. By continuity of s, there exists thus a minimal value
Rg > N7 such that s(Rg) = 0.

Remark 3.3.7 As mentioned, we will from now on fix Rg € [N 00| as the mini-
mal value such that s(Rg) = 0. Furthermore, we may assume a > 0 and Rg > N—°
in the following. For a =0, we can choose Rg = N~ such that fs(x) = jnr(z).

Since fs(N~7) #£ 0, it follows that

_ Jnr,(N7P)
Ko = fﬁ(BN*ﬁ) '

Next, we show that the constant Kj is positive. Since ]'N,RB(Niﬁ) is positive, it
follows from Eq. (3.22) that Kz and f3(N ") have equal sign. By (a), the sign of
fs is constant for |x| < Rg. Furthermore, from Gauss-theorem and the scattering

equation (3.15)) we have

(3.22)

B 1
- dmrKpg

fa(r) / deVN(x)jNRﬂ(x) (3.23)
B (0)

for all r < N=”. By Lemma Jg2 @V (x)jn,r,(x) > 0 holds (note that we

assume a > 0), which implies

sen (f5(N7)) = sgn(Kj). (3.24)

Recall that Rg is the smallest value such that f3(Rg) = 0. If it were now that
K3 is negative, we could conclude from and that f5(N~) < 0 and
fs(N=F) < 0. Since Ry is by definition the smallest value where f;(Rs) = 0 holds,
we were able to conclude from the continuity of the derivative that f5(r) < 0 for all
r < Rg and hence f(Rg) < 0. However, this were in contradiction to the boundary
condition of the zero energy scattering state (see (3.15))) and thus Kz > 0 follows.
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(c)
(d)

This directly follows from e < OCN—F for N sufficiently large.

From the proof of property (b), we see that fz and its derivative is positive at N -8,
From , we obtain f3(r) = 0 for all » > Rg. Due to continuity, f5(r) > 0 for
all N™% < r < Rg. Since f5 is continuous, positive at N, and its derivative is
a nonnegative function, it follows that fs is a nonnegative function in |z| which is
monotone nondecreasing for all N=? < |z| < Rg. .

By definition of Rg, it follows that I = [,, d?x(Vy(x) — Wp(2)) fs(x) = 0. Therefore,
for all |x| > Rg, fs solves —Afz(x) = 0, which has the solution

o =1s L () -1

Since f3 is a positive monotone nondecreasing function in |z|, for |x| > N77 we
obtain

) B 1 N8
2 o) = e, (VB = (14— () | /i
N + 1n< ﬁ) B
We obtain the lower bound
1 N8
K;>1 1 )
p=o n< Ry )

N +1In (%)

For the upper bound we first prove that fs(z) > jn r,(7) holds for all |z| < Rg.

Define m(z) = jnr,(x) — fa(x). Using the scatting equations (3.13) and (3.15) we
obtain

{Axm(x) = LWy (2)m(z) + SWs(x) fs(2),
m(Rg) = O.

Let D = e VR, where, as above, R denotes the radius of the support of the potential
V. Since Ws(x)fs(x) > 0, we obtain that A,m(z) > 0 for D < |z| < Rz. That is,
m(z) is subharmonic for D < |z| < Rg. Using the maximum principle, we obtain,
using that m(z) is spherically symmetric

plax, (m(x)) = max (m(x)). (3.25)

If it were now that maxcip,ry}(m(z)) = m(D) > m(Rg) = 0, we could conclude
that m(z) > 0 for all D < |z| < Rg. Assume that m(D) > 0 (otherwise we can
conclude jy g, (N~F) = fs(N~7) which implies K3 = 1). Note that m(z) then solves

—Aym(z) + 1V (z)m(z) =0 for |z| < N7,
m(D) > 0.
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By Theorem C.1 in [4I] (note that we assume a > 0), m is strictly increasing for
D < |z| < N75. This, however, contradicts max,c(p,r,}(m(z)) = m(D).

Therefore, we can conclude in that max,je(p,r,}(m(x)) = m(Rg) = 0 holds.
Then, it follows that fz(x) — jnr,(z) > 0 for all D < |z] < Rg. Using the zero
energy scattering equation —A(fz(z) — jnr, () + 5Vn(@)(fs(2) — jn.r,(x)) = 0
for |z| < N7°, we can, together with fs(N—7) — jN,Rﬁ(N_B) > 0, conclude that
fs(x) — jn,gs(x) > 0 for all [z] < Rg.

. . iNRg(N7P)
As a consequence, we obtain the desired bound Kz = e S 1.

Since fz is a nonnegative, monotone nondecreasing function in |z| with fsz(z) = 1
V|z| > Rg, it follows that

CHs(N2) =f5(N ) /

R

— [ EWs) (o) 2 V) [ EWta).

RQ

2d2l’VN(l’) > /VN(x)fg(m)d2x

Therefore, [, d>xWjs(z) < CN holds, which implies that Ry < CN'/275,

From

1 47 1 )
R (2] 16 o P = [ (o 0
Rg
— [ o) fa() =57V [ o)
R2 N-F

we conclude that

Rg Nl*?ﬁ
/ drrfg(r) = N
N8 27Ky (N +1n (2))

Since f3 is a nonegative, monotone nondecreasing function in |z, for N~ < |z| < Rg,
1 g JN.R (N_ﬁ) 1 _ _ Rs
Lope _ yooyRe Y 7)) L pe  asy e s </ J
5 (15 ) K 5 (1t Jfs(N77) < - rrfs(r),

which implies

RIN* < RN +1.
7 (V10 (22)) i, (N7)
Using Rz < CN'/2-8 it then follows
1 N—F C
' N3 =1 1 >1— —
Iy (N7 i n( R ) - N’

which implies Rg < CN-B.
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(h) Using
. _ AT
Mpsall = | PaVi@)fo(o) = K5 [ PaVi@)ien, () = K5 Y
R? R? N +1In (f)
we obtain (note that a > 0 holds)
2 1 N
'N/ d°zVy(z) fs(x) — dm| =|N||Mp fally — An| = dm | Ky ————— — 1
R? N +1n (f)
Rpg
dr | N = NEg+ Ksln <7> In(N)
-t <C

K N +1n (%) N

(i) Since gg(z) = 0 for |z| > R, we conclude with Rg < C N~ that
lgslly <CNT#,
as well as
lgsll <CNT.

llgsllco < 2 follows from gz = 1 — fz and the fact that fs is a monotone nondecreasing
function with || 5|l = 1.

(j) Using (h) and (i), we obtain with ||Mz]; < CN~!
IN[[Mplly = 4r| < [N|[Mp fs]ls — 4m| + N[[Mpggs|h

In(N
< C( E\, ) + ||]1|->Nﬁgﬁ||oo) :

For N=% < |z|, gs(x) is a nonnegative, monotone nonincreasing function. It then
follows with Kz <1

Ny (N7P)

10y on-sgslle =g5(N72) = 1 = f5(N7F) = 1 - =2
8

<1— |1+ L (N_B>
N N +1n (%) Ry

and (j) follows.

(k) My € Vs follows directly from Rz < CN~P. Furthermore, 0 < Mg(z) fs(z) < Mp(z)
implies Mgfﬂ € Vs.

g
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3.4 Proof of the Theorem

3.4.1 Proof for the potential Wj
Choosing the weight
We define a functional o : L*(R*Y C) x L?(R? C) — R{ such that

(a) a(¥, ;) can be estimated via a Gronwall type estimate.

(b) limy_e (¥, @) = 0 implies convergence of the reduced one particle density matrix
fyf;) to ) (| in trace norm.

Remark 3.4.1 In both this subsection and in Subsection|3.4.4, we will use the same defini-
tion of « as in [00]. There, the validity of the three-dimensional Gross-Pitaevskii equation
was shown.

For f > 0 and N large, the interaction is strongly singular and one needs smoothness
properties of ¥, to be able to control the dynamics of the condensate. This can be achieved

by assuming closeness of the respective energies ‘5{/]/5(\1/0) - vaé (gpo)‘. For § < 1/2 and
many different choices of the weight, the following bound can be verified

a(Vy, 1) < a(Po, ¢o)
[ s (000 4 (o) + 0(1) + (W77 0) + [, (9.) = 57 ()

)

where we like to recall the notation by, = N [z, Ws(x)d*z. This enables us to perform an
integral type Gronwall estimate, if we choose

(Wi, 1) = (W0, AW + |, (00) = 57 (1)

For § > 1/2, however, the time derivative of a(¥y, ¢;), as just defined, cannot be bounded
as stated abovef] The reason for this is that the time derivative of (¥, n#*W,)) contains
the contributions m — 77 and n — ny. In several terms, it is then necessary to apply the
bound || — 7y]|op = O(N~Y2),i = 1,2, which can be easily verified. To obtain a Grénwall
estimate for § > 1/2, we define a weight function, which will be denoted by m(k), such
that ||[m — m;||op yields to improved estimates.

Definition 3.4.2 For 0 < £ < 1 define m: Ny — R{,

| +/k/N, for k> N2
m(k) = { 1/2(N~1Hk 4+ N7%), else.

and
Q< (W, 0) = (W, W) + |Ew, () - €57 ()]

3 Tt can be verified that in the case of a(Uy, @) = (s, NP W, ) + ‘EWﬁ(\Ift) — Slf’;f; (p¢)| the Estimate
(3.68) given in Lemmaw part (b) is not decaying in N.
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With this definition, we obtain N||m — o, < CN¢, see (3.54).

Lemma 3.4.3 Let U € L}(R?*N,C) and let ¢ € L*(R?,C). Let a<~(¥,p) be defined as
above. Then,

lim a~(V,0) =0 < A}im ’y\(l,l) = |p){p| in trace norm
—00

N—o0
and ]\}gnoo(gwﬁ(\lf) - ‘Sﬁv]; (p)) =0.

Proof: We prove limy_,o (¥, m¥)) =0 < limy_,o ’y\(I,) |©)(¢| in trace norm. Using the
inequality || — M|op = N~¢, we then obtain (¥, mW¥) < (¥, q¥)) + N~¢. The Lemma

then follows together with Lemma [2.0.11]
0

To obtain the desired Gronwall estimate, we will calculate < (¥, m# ¥, ) and & (Ew, (¥y)—
EGP (¢1)). For this, define

Definition 3.4.4 Let Wy € Vs as in Definition[3.5.4 Define

N [oo Wa(a)d*x N [oo Wa(a)d?x

Z5 (g, p) = Wp(zy — ax) — N1 o (5) — N1 |ol* (k). (3.26)

Note, for Wg(z) = N-"2W (NPz), we have N [, Ws(x)d*x = [p, W (z)d?z. With
m®(k) = m(k) —m(k+1), m’(k) =m(k) —m(k+2)

and
7= m'pips + M (p1g2 + @ip2),
we define the functionals 73, : L*(R*,C) x L*(R*,C) — Ry by

Vo (¥, ) <<\If At(xl)‘l’» (0, Arp) 3.27
Y (V) = — DS ((, ZE (21, 22)70)) 3.28
= —2N(N 1S

-N(N -1)S (<<‘I’ Qgam’ 2W6($1 —ifz)plpﬂ’»)
—2N(N 1) (<<\I/, qi1gq2m _1Z§(ZE1,ZE2)p1QQ\I’») .

Lemma 3.4.5 Let Wy € V3 as in Definition[3.5.4 Let W, the unique solution to i0,V; =
Hy, U, with initial datum ¥, € L2(R*N,C) N H*(R*N,C), || Wo|| = 1. Let ¢y the unique
solution to 10,p; = th}V; @y with initial datum oy € H?(R?,C), ||pol| = 1. Let a=(¥y, ¢;) be
defined as in Definition |5.4.4. Then

(3.27)
{ (3.28)
(¥, prgam® 1 Z5 (21, 22)p1p2 V) ) (3.29)
(3.30)
(3.31)

t
a~(Ve, 1) §a<(‘1fo,<po)+/ ds (Iva (Ws, )| + 15 (Vs 05)1) - (3.32)
0
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Proof: (see alsos Lemma 6.2. in [60]) The time derivative of ¢; is given by (3.3)), i.e.

i0ppi(z;) = hfvf;jgat(mj). Here, hbGuZ,j denotes the operator hbGMI; acting on the ;' coordi-
nate x;. We then obtain

d ~
7 (W, m? W)

N
= i{(Hy, Wy, " W) — iUy, m? Hy, ) — i 0y, ) hfvg 5P )
j=1
N(N

NV =D (g, (25 (w1, 22), 5 ]9,

<<qjt7 HWB Z hbw ]’mwt ]l:[lt» :2 2

where we used symmetry of W, in the last step. Using Lemma (d), it follows that the
latter equals (dropping the explicit dependence on ¢; from now on)

L mrew) =i YD (0 (25, ) pipali — )]
+ iw«q’t, (25 (21, 22), (P1g2 + qip2) (M — M) Wy)).

By a straightforward calculation, we obtain

d

(W, W) = —N(N - 1)

(<<‘I’t, (P12 + P12 + @2 + Q192) 25" (21, o) (M°p1p2 + M (prge + Q1p2))‘I’t>>) :

Note that in view of Lemma (c) TQ; Z5" (v1,72)Q; = Q;Z5 (21, 12)Q;7 for any j €
{0,1,2} and any weight . Therefore,

S (<<‘Ijt,p1p2Z% (21, ﬂfz)mbplpz‘l’ >>) =0
S (( W, (P1g2 + @up2) Z5' (1, 2) M (P12 + up2) Ue))) = 0.

Using Symmetry and Lemma m (¢), we obtain the first line (3.28). Furthermore,

SR Y =~ AN(N = 1S (B B pin Z5 (11, 22)pupae))
—N(N = S (¥, M’ yq1q2Z5" (w1, 22)p1p2 V)
—2N(N - 1) (<<\Ijt>p1p2zgt($1, x2)map1Q2\I]t>>)
_2N(N - 1)% (<<‘I’tami1Q1QQZ§t(SC1,9132)191(12\1%») .

Since p1pa|p7|(21)q1q2 = prpageli|(1)q1 = 0 = pipa|@f|(v2)q1ge, We can replace Z§t<x17 2y
in the second line by Ws(xy — x3). The third line equals

AN(N = 1)S ({0, mprg2Z8" (21, 22)p1p2¥)) -
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Since
m(k—1) —m(k+1) — (m(k) —m(k+ 1)) =m(k — 1) —m(k)

it follows that m®, — m® = m?, and we get

) = - 2N<N DS (0 prgsin® 25" (1, )i )
N ( <‘I’, (116127/'\117_2W,8($1 - $2)p1p2‘11>>)
_2N<N_ DS (<<‘I’>C]1Q2milz§t(x17952)]91%‘1’»)-
Furthermore,
d

= (Ewa () = &5F (90)) = (W, Arlan) W) = (or, A,

t <%0t, {hz?wf;a (hbcuf; - Tﬁ|§0t|2)1 %0t> + <S0t7 9 < |90t’2> 90t>
. . by
= (W A W0) — (o Aug) +1 (o (167 22 1)
. bw,

-1 <90t7 [hvafﬂ, Tﬁk@tﬂ 80t> = 7a (Y, 1)
The Lemma then follows using that [f(z)| < [f(0)] + [y dy|f'(y)| holds for any f €
C'(R,C).

U

Establishing the Gronwall estimate

Lemma 3.4.6 Let W3 € Vg as in Definition and assume the operator inequality
—(1 =€) A+ 1W >0 on L*(R?,C) for some € > 0. Let U, the unique solution to i0,V, =
Hy, U, with initial datum o € L2(R*N,C) N H*(R*N,C), Vol = 1. Let ¢, the unique
solution to idyp; = hi' @ with initial datum @, € H?’(}R2 C). Let Ew, (Vo) < C. Let

Y (U, o) and vy (U, got) be defined as in Definition (3.4.4). Then, there exists an 1 > 0
such that

75 (W, 00) SCYAd oo (0, 701 + N72), (3.33)
(W00 <Ko A (W07 W) + N7+ [Ew, (W) = 57 (00| ). (3:34)

The proof of this Lemma can be found in Section [3.5.4, Once we have proven Lemma
3.4.6, we obtain with Lemma Gronwall’s Lemma and the estimate above that

a< (‘I’h SOt) < efg dsK(ps,As) (a<(\110, ¢0)

¢
+/ dsK(ps, As)e™ Jo dT’C(soT,AT)N_n)
0
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Note that under the assumptions ¢; € H*(R?, C) and A4; € C*(R, L>(R? R)) there exists
a constant C; < 0o, depending on t, ¢y and Ay, such that fot dsK(ps, As) < C}, see Lemma
3.6.1. This proves, using Lemma m, part (a) of Theorem . If the potential is
switched off, one expects that Cy is of order ¢ since in this case ||¢¢]|c and ||Vl are
expected to decay like ¢71.

We want to explain on a heuristic level why ~,~(¥y, ¢;) is small. The principle argument
follows the ideas and estimates of [60]. The first line in is only small if the correct
coupling parameter by, is used in the mean-field equation (3.3). Then,

NpWp(xy — x9)p1 = NpiWs * [@|* (22)p1 = b1l (22)

converges against the mean-field potential, and hence the first expression of (3.29)) can
be estimated sufficiently well. In order to bound the second and third line of (3.29)), one
tries to bound N2(W, q1gam® ;Ws(x1 — 22)p1p2¥) and N2{ U, ¢ goam®, Ws(x1 — 29)p1g2¥)
in terms of (¥,nV) + O(N~") for some n > 0. For large 3, one needs to use additional

on the

smoothness properties of W. This explains the appearance on ‘5W5 (Vo) — SbGMf; (o)

right hand side of (3.34)). The concise estimates are quite involved and can be found in
Section [3.5.4

3.4.2 Proof for the exponential scaling Vy
Adapting the weight

To control the dynamics generated by Hy,,, it is necessary to modify the counting functional
a<(V,¢) in order to obtain the desired Grénwall estimate. ~;~(V, ¢), which was defined
in (3.29), will not be small if we were to replace W5 by Vy. In particular, ||Vy| =
O(e"), which would appear in the respective estimates, cannot be bounded by any finite
polynomial in 1/N. In order to control the dynamics of the condensate, one needs to
account for the microscopic structure which is induced by Vy, as explained in Section
3.3l The idea we will employ is the following: For the moment, we will consider the most
simple counting functional (W, ¢ ¥,) = 1 — (W, p?*¥,;). This functional counts the
relative number of particles which are not in the state ;. Instead of projecting onto ¢y,
we now consider the functional

1 — (¥, H fo(x1 — z;)pf" Hfﬁ(xl —x;) W),

which takes the short scale correlation structure into account. Neglecting all but two-
particle interactions, this can be approximated by

1— (P, (1 —> gslar — %‘)) 28 (1 > gslar — fz)) )

Jj=2

R (W g7 W) + 2(N = DR ((Pr, gs(21 — 22)p7 Vi) -
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The time derivative of this functional yields to the replacement of Viy by Mz and one obtains
a similar contribution as in Definition [3.4.4l In addition, one obtains several other terms,
which need to be estimated. The strategy we are going to employ is thus to estimate the
time derivative of the modified functional and to show that we obtain a Grénwall estimate.

Note, that, using Lemma (e) with Lemma (i)
2(N = 1) [R ({4, gp(21 — 22)p{" Te))| < ONloellcllgsll < Cllpello N7
holds. Hence, we obtain the a priori estimate
(W0, g ) < (Wr, g 00 + 2(N = DR ({0, gp(r — 22)pf Vo)) + Clloe| N7,

which explains why, for 8 > 1, the new defined functional implies convergence of the
reduced density matrix 'y\(I,lt) to |pe) (@] in trace norm.
We now adapt the strategy explained above to modify the counting functional a<(¥, ¢).

Definition 3.4.7 Let 7 = m’p1py + Mm% (p1ga + qip2). Let 8 > 6 and let the functional
a: L2(R?*MN C) x L*(R?,C) — R be defined by

(P, ) =(U, M) + |Evy (V) = &7 (9)| = NN = R ((¥, gg(z1 — 22)7T))  (3.35)

and the functional v : L*(R?*Y,C) x L?*(R?* C) — R be defined by

Y, 0) = [7a (Y, 0)| + (¥, )| + [7e (P, @) + [7a(P, )| + [7e (¥, @) + |7, (F, 9]

(3.36)
where the different summands are:
(a) The change in the energy-difference
(W, 9) = (¥, Ai(21) W) — (p, Arp).
(b) The new interaction term
W) = = NV = 1)3 (W, Z (01, 22)7 ) )
— N(N = DS ((V, gs(@1 — 22)7 2% (21, 22) V) ,
where, using Mg from Definition [3.3.5,
_ 2(21) + o2(z
Zg(acl,xg) = (Mﬂ(l’l - IQ) - bVN |S0| ( 1]37_|]S_0| ( 2)> fﬁ(l’l - .%'2) (337)
b b
Z%(x1,22) = V(21 — 22) — Nvivl |o|* (1) — NV_Nl o] (2).

(¢c) The mized derivative term

Ye(¥, ) = = AN(N = 1){(¥, (Vigs(z1 — 22)) V1T ¥)).
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(d) Three particle interactions

(¥, ) =2N(N = 1)(N = 2)3 ((V, gs (21 — 22) [Viv (21 — 23), 7] W)
NN = (N = 2)S ((U, ga (w1 — 2) [by [l (23), 7] ¥)) -

(e) Interaction terms of the correction
Ve(¥, ) = %N(N — DV = 2)(N = 3)3 ((¥, gs(1 — w2) [Viv (3 — 24), 7] V))) .

(f) Correction terms of the mean field

N -2

’Yf(\I;ﬂO) = 2N<N - 1)m% (<<\I/,gﬁ(271 - .%‘2) [bVN|§0|2(‘r1)7?} \Il>>) .

Remark 3.4.8 (a) Recall that by, is 4w in the case a > 0 and 0 in the case a = 0. In
the latter case Mg =0, fz = jnr holds.

(b) The condition [ > 6 implies the bound

Ve (W, @) 4+ (Y, 0)| + |76 (T, )| + |77 (T, )| < K(p, A)N°, §>0,
see ([3.103).

(¢c) The functionals a(¥, @) and (¥, @) defined above also appear in the derivation of
the three dimensional Gross-Pitacvskii equation, see [60)].

Lemma 3.4.9 Let VU, the unique solution to i0,Y, = Hy,V; with initial datum ¥, €
LA(R?N,C) N H*(R?N, C), |||l = 1. Let ¢; the unique solution to i0yp; = h§T ¢ with

VN
initial datum po € H*(R?, C), ||¢ol| = 1. Let a(Wy, 1) and (¥4, ¢1) be defined as in (3.35)
and (3.36)). Then

t
Oé<\Ijt790t) S Oé(\Ij(]?QDO) +/ dS’}/(\IJS7QOS).
0

Proof: (see also Lemma 6.3. in [60]) We first calculate

(0. AE) — NV~ R (¥, gs(s — 22)7)))

= — N(N = D)S((Ty, 2% (1, 22)70,))

—~ NN -1R (i«\lft,gg(xl — ) [HVN —~ thvf;,i,? \I/t»)

i=1

= NN = DR (i, [Hyy, gs(v1 — 22)]TV) -
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Using symmetry, we obtain

jt ((,m¥) = N(N = )R ((¥, gs(z1 — 2)7¥)))
=— NN = DS ((U¢, 27 (21, 22)7V4)))
NN = 1S ((Ve, gs(z1 — x2) [Z27 (21, 32), T] V)))
+ 2N(N (N = 2)S (e, gs(21 — 22) [Viv (21 — 23), 7] U))
N(N = 1)(N = 2)S ({W:, gs(a1 — 22) [buy leel*(23), 7] 1))

+ §N(N — DN = 2)(N = 3)3 (W1, gs(w1 — 2) [Viv (w3 — 24), 7] V1))

+ NN = DS ((Ws, [Hyy, g(er — 22)]TT)
N —2 B
+2N(N -1)5—S (€s, go(@1 — 22) [bry [@el* (1), 7] W) -
The second and third lines equal 74 (recall that U is symmetric), the fourth~line equals
Ye and the sixth line equals v;. Using that (1 — gs(21 — 22)) 2%(21, 72) = Z5 (21, 72) +
(Vn(z1 — 22) — Mg(z1 — 22)) f3(z1 — 22) we get
d .
(MY~ NN = )R, g5l — 22)P0)))
<Ya( Wi, 01) + Ve(Vi, 1) + Wf(‘I’t; ©t)
~ N(N (<<xpt, 78 (a1, xz)?\pt») (3.39)

-
N(N = 1S (Y, (Vn(z1 — 22) — Mp, (21 — 22)) f3(71 — 22)7V4)))
N(N = 1)S ((Vy, g1 — 22)T 27 (21, 29) V4))
N(N = 1)S (Y, [Hyy, gs(z1 — 2)] TV .

The first, second and the fourth line yield to the contribution v, 4+ 74 + e + 7. Using
(3.3.5) the commutator in the fifth line equals

[Hvy, gs(71 — 22)] = — [Hyy, f3(71 — T2)]

Ay 4 Ay, f(z1 — 2)]

(Ar+ D) fa(1 — 22)

(2Vifs(z1 — 22)) V1 + (2Vafs(z1 — 22)) V2
=(

(

+

Viv(z1 — 22) — Mg(x1 — 22)) f(x1 — 22)
— 2V195(:131 — l‘g))Vl — (QVQQB(I‘l — ZL’Q))VQ.

The third and fifth line in (3.38)) then yield to
—AN(N = 1), (Vigs(zr — 22)) Vir W) = 7e(V, ¢1).

Using
d

dt
we obtain the desired result.

(Ev (W) = &7 (20)) = 7al Wi 1),
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g

Establishing the Gronwall estimate

Again, we will bound the time derivative of a(Wy, ;) such that we can employ a Gronwall
estimate.

Lemma 3.4.10 Let VU, the unique solution to i0,V, = Hy, V¥, with initial datum ¥, €
LAR?N,C) N H2(R*MN,C), ||| = 1. Let ¢, the unique solution to idyp; = hbGV};got with
initial datum oy € H3*(R?,C). Let &y, (Vo) < C. Let y(Wy, ;) be defined as in (3.36)).

(a) There exists an n > 0 such that

7(‘1'ta Sﬁt) SIC(SOn At) («‘I’t:ﬁ\l’t» + N7+ ‘8VN(\I’0) - glﬁi(@ﬁ)‘) . (3-39)

(b) Let v(Uy, @) fulfill the Bound (3.39) given above. Let p; € H*(R?,C) and let A; €
CH(R, L>*(R?* R)). Then,

—0 (3.40)

tr

]\}iIII H%(ylt) — [ooe) (21|
—00

holds.
Proof:

(a) The proof of part (a) can be found in Section [3.5.5] We will shortly comment on the
strategy to prove the bound given by Eq. . The most important estimate is
v, which can be estimated in the same way as 7;. All other estimates are based on
the smallness of the LP-norms of gz, see Lemma [3.3.6]

(b) We show that Lemma [3.4.10, part (a) implies convergence of the reduced density
matrix ’yfplt) to |¢1) (| in trace norm. Using ||m®||op + [|718]|op < CNI1HE] see (3.54),
together with Equation (2.4) and Lemma [3.3.6] (i), we obtain

lgs(@1 = 22)Fllop < llga(z1 — 22)pa (P2 + 77g2) op + [lg5(21 — 22) P21 [lop
<K(p, A)lgall (I llop + 17" |op) < K(ep, AJNTE.

Therefore, we bound
N(N = 1) [R (T, g3(1 — 2)P0))| < K, AN (3.41)
For § large enough, (3.39)) implies together with (3.41)) that

Y(Ws, 1) < Ko, Ar) ((Wy, ) + N77)
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for some nn > 0. We get with Lemma and Gronwall’s Lemma, using (3.41]) again,
that part (a) implies

a< (U, ) < elo dsKleeAs) (a<(\Ifo, v0)

t
+/ dslc(%,As)e*f(de’C(soT,AT)N,n).
0

By Lemma |3.4.3, we then obtain convergence in trace norm of the respective density
matrices.

0

With Lemma [3.4.10] we then obtain part (b) of Theorem m In the remaining part of
this chapter, we will present the necessary proofs to conclude the main Theorem [3.2.5]

3.5 Rigorous estimates

3.5.1 Control on the kinetic energy of U,
We will prove that ||V1¥,|| is uniformly bounded in N, if initially the energy per par-

ticle Ey(Wo) is of order one. Under the assumption limy_,« (EWB(\IIO) — wai (gpo)> =0
(see Theorem [3.2.5)), it immediately follows that &y, (Vo) < C. Similarly, the condition
limy oo (5VN(\1!0) — Eﬁi (g00)> = 0 implies &y, (¥y) < C. Furthermore, the operator in-

equality —(1 — €)A + 2 > 0, as well the Assumption on V will be applied to show
stability of second kind of the Hamiltonian Hy, U € {Wjg, Viv}. Note that it is sufficient to
consider potentials W5 which scale like Ws(z) = N~'"28W (N”z) to prove Theorem m

part (a).
Lemma 3.5.1 Let Uy € L*(R?N,C) N H2(R*N, C) with || ¥y = 1.

(a) Let 3 >0, Wg(z) = N"128W(NPz) for W € L (R R), W spherically symmetric.
Assume —(1 — €)A + %W > 0 for some € > 0. Let U, the unique solution to i0,¥; =
Hyy, W, with initial datum Vo and let Ew, (Vo) < C. Then

ViU < Klepr, Ay).-

(b) Let V satisfy Assumption . Let U, the unique solution to 10V, = Hy,, ¥, with
initial datum Wy and let let Ey,, (Vo) < C. Then

V1| < K, Ay).

Proof:
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(a) Using L&y, (T,) < | A¢]|so, We obtain Ew, (V) < K(pr, A¢). By rescaling, the in-
equality —(1 — e)A + %W > 0, implies

1
—eA, < —A, + §(N — )Ws(x —9),

with s € R? arbitrary.

We continue with

N 1 N N
€ ;(_Ak) =N _1 ;jgj;@(_EAl)
SNl_ 1 ;]:%:# <—Az + %(N - )Wps(z; — ffj))
=N a0+ Y Wil — ay). (3.42)
k=1 1<j

We then obtain together with the assumption A; € L°(R? R) that

€Wy, —A10) < = {(Wy, Hw, U4)) + CllAtlloo < K(pr, Ar).

==

This yields the desired bound.

(b) is proven in Lemma |4.3.19

3.5.2 Smoothing of the potential 113

In Section we have defined the potential Mgz to control the strongly peaked potential
V. We will employ a similar strategy to estimate the potential W3 sufficiently well when
(3 is large. For this, we define, for 3, < 3, a potential Ug, 3 € Vg, such that [, Ws(x)d*z =
|\Ug, ll1- Furthermore, define hg, 3 by Ahg, 3 = Wz — Up, 3. The function hg, g can be
thought as an electrostatic potential which is caused by the charge Wz —Upg, g. It is possible
to rewrite

(O, We(z1 — 22)Q) = (X, U, (1 — 72)2)
—(Vix, (Vihg, g)(z1 — 22)Q) — (X, (Vihg, 5) (21 — 22) V1)),

for x,w € L2(R* C). We will verify that the LP-norms of hg, s and Vhg, 5 are better to
control than the respective LP-norm of Wjz. With additional control of V€ and VY, it
is therefore possible to obtain a sufficient bound for {(x, Wgs(x1 — x2)2)) for large .
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Definition 3.5.2 For any 0 < 81 < 8 and any W3 € Vg, as in Definition we define

L[, dPaWg(x) NPt for || < N~
_ T JR2 B Y
Usnp(w) = { 0 else.

and

honsl@) = 5 [ Wl =yl (Waly)  Us, s(0)) . (3.43)

R2
Lemma 3.5.3 For any 0 < 8y < 8 and any Wps € Vs, we obtain with the above definition

(a)
Usi.p € Vi,
Ahg, g =Wz —Us, 3.
(b) Pointwise estimates
|hg, s(z)| <CN'In(N), hg, s(x) = 0 for |x| > N=P, (3.44)
Vh, 5(2)] <ON (|jaf? + N~2%) 72| (3.45)

(¢) Norm estimates
1615l < CNTHIn(N),
1, sl < CN"30 In(N) for 1< A < oo,
[Vhs, gllx < CNTE=300 for 1 < A < oo,
Furthermore, for A = 2, we obtain the improved bounds
[ho,sll <CN ™ for >0, (3.46)
IVhg, sl SCN~H(In(N))V2. (3.47)

Proof:

(a) Us, g € Vg, follows directly from the definition of Ug, g.
The second statement is a well known result of standard electrostatics (therefore
recall that the radially symmetric Greens function of the Laplace operator in two
dimensions is given by —%ln |z —y|). Wjs can be understood as a given charge
density. —Up, s then corresponds to a smeared out charge density of opposite sign
such that the “total charge” is zero. Hence, the “potential” hg g, can be chosen to
be zero outside the support of the total charge densityﬁ

4To see this, recall that the solution of Ah(r) = p(r) for radially symmetric and regular enough charge
density p is given by

h(r) = In(r) /OT ' p(r')dr’ + /OO In(r")p(r")r'dr’ + C,

where C' € R. The r.h.s. is zero for r ¢ supp(p) when the total charge vanishes [~ rp(r)dr = 0 and C is
chosen equal to zero.
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(b) We estimate the two terms on the r.h.s. of

biola) = =5 [ Wnle = 9l0Vslo) = Un o))y
separately. |hg, s(x)] = 0 as well as Wy(z) — Ug, 5(z) = 0 for |z| > N~P' implies
that, whenever |hg, g(x)| is nonzero, |z —y| < 1 and therefore —In|z —y| > 0 in

(3.43)). Let 2RN—# < |x|. Since —In|z — y| > 0 in the support of Us together with
the support properties of Wj, one finds that for RN=# < |z|

1 _
o= [ Il = ull Wato)| &y < CIWil ne] - RN9).

which in turn implies
[hs1,6(2)] < C([Wslli + |Usyslli) In N < CN~Hn (N)
for all 2RN 7 < |z|.

Let next |z| < 2RN~?. Here, one finds

1
o [ ke =l Wal y < CIWall [ = ln(la =y
BRN*B(O)
< C’N_Hw/ —In |y|d*y < C’N‘Hzﬁ/ —In |y|d*y
Brn-8(2) Byrn—6(0)

ARN
— ON"1+2 [ P2y - 1)} < CN~'In (N?),
0
which implies for |z| < 2RN—F
[h,,5(2)] < N7Hn(N).

This proves the first statement.
For the gradient, we again estimate the two terms on the r.h.s. of

|Vhg, s(x |_2 /|x y||WB y)| Py + — /l U, (y)d%y

separately. Let first 2RN~# < |z|. Similarly as in the previous argument, one finds

1 1 ” BHI
— W d*y < 1% d> _
/|x_y|‘ ﬁ(y)‘ y_/ 0|35 || 5( )| y_| ’ RN-F
Brn- a(

for RN=# < |z|, which implies that

ClWsly . CN!
(jaf2 + N-28)3 ~ (|af2 + N-29)3

()] d’y <

| —
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for all 2RN—? < |z|. For |x| < 2RN~?, we make use of

C
(o + N=29)

NP <

and estimate
1

I |

RN—8 -1
< ON*! / dr = CN~'* < on —.
: (a2 + N=29)"

d2y

1
—— |[Ws(y)| °y < W]l
|z —y

B

Equivalently, we obtain

1 1
U s )dy < Us sl / a2y
/ ‘x_y‘ BNfﬁl(O) ’x_y’
-1 -1
=CON P < oN < OoN

Y

— 1
(jaf2 + N=29)' = (jaf? + N-29)%

for |z| < N=P1. Since Vhg, g(z) = 0 for |z| > N~P1, the second statement of (b)
follows.

(c) The first part of (c) follows from (b) and the fact that the support of hg g and Vhg, g
has radius < C N2, The bounds on the L?-norm can be improved by

-5 -8
[Vhs, 5% <C - ldmw P << o
BBl = . B1,8 = N2 ) r2 + N-28

C N=200 4 N=20 C

Using, for |x| > 2RN~#, the inequality
|ho,6(x)] < ON~*|In(|z] — RN7)],

we obtain

()[ho,s() "

RN—HB(0)

sl = [ Eotn, sy @lhos@P + [ Eotn
1

<|lhos || Barn-s(0)| + CN~? drr|In(r — RN %) 2
2RN—5

<C (N“ﬁ (In(N))* + N2 1 dr(r + RNﬁ)(ln(r)f) :

RN-5
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Using

/ a4 RNH)(In(r)?

= (%172(2(111(7”))2 —2In(r) + 1) + RN r((In(r))* — 21In(r) + 2))

<C(14+ NP+ N?(In(N))?),

1

RN-8

we obtain, for any 5 > 0,

lhoglla < CN72(1+ NP + N (In(N))?) < CN2.

3.5.3 Estimates on the cutoff

In the previous Lemma we defined an auxiliary potential Up, g and sketched the idea how
one can employ this potential to obtain sufficient bounds. We will use this strategy to
estimate the Contributions and (3.31)). One would therefore like to control the
quantity ||V1q1 V|| sufficiently well to show convergence of the reduced density matrices.
While it is indeed possible to obtain a sufficient bound of ||V1¢; V|| in the case where the
dynamics is generated by the Hamiltonian Hyy,, this term will in fact not be small for the
dynamic generated by Hy, . Due to the presence of the short-scale correlation structure,
we then rather expect ||[Vi¢1V|| = O(1) to hold. This presumption has been shown in
[15] and [39] in the static case. In particular, the results of these papers show that the
interaction energy is purely kinetic in the Gross-Pitaevskii regime, which implies that a
relevant part of the kinetic energy is concentrated around the scattering centers. We must
thus separate the part which is used to form the microscopic structure. For this, we define

the set ./Tl;d) which includes all configurations where the distance between particle z; and
particle z;, j # 4 is smaller than N~%. Tt is then possible to prove that the kinetic energy

concentrated on the complement of ./Tlg»d), ie. |1 A(d)V1q1\I/||, can be controlled sufficiently
1

well, see Lemma [3.5.10] Next, we provide several bounds which will be used to incorporate
this idea in a rigorous manner.

Definition 3.5.4 For any j,k=1,...,N and d > 0 let

ag.’dlz = {(w1,29,...,0n5) € R? 1 |z; — 1| < N7} C R, (3.48)
() d d —(d) = d d ()
AV =Ja) A =rMNA” B =] BY=R™EB".
ki kALA]

Lemma 3.5.5 Let U € L2(R*N C) N HY(R?*Y,C) ||¥|| = 1 and let ||V Y] be uniformly
bounded in N. Then, for all j # k with 1 < j,k < N,
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(@)
1T 0sllop < CllilloaNV2
€500 V3pillop < ClIV N2,

I g@pillop < ClielleN 77

(b) For any € > 0, there exists a constant C., such that

1140 @] < C Nz, (3.49)

(¢) For any € > 0, there exists a constant C. > 0, such that

5@ ¥ <CN'~T* (3.50)

;
holds.
(d) For any k # j

112, illlop = 112y, Prllop = [Ty, Prlllop < Cliplloc N7
'AJ J

(
gk

Proof:

(a) First note that the volume of the sets a}d,z introduced in Definition [3.5.4] are |a§.fl,2| =

TN~2,

1 1/2
g pillor =T z@prllop = IPr1gopilléy < (y|gougo|uj§d)”1m)

where we defined

P
T{— (/mmwhnwm@
:pg,...,xNEIRQ

p
Using ﬂjgd) < fo:z 1 @ as well as <]ljgd)> = ]lz(ld), we obtain

(
a k

N P
1 _2d)L
I1gllpoe < sUD /MQZ%@ < (Nayal)» < ONUZ205,
1 T2,...,x N ER2 k=2 Lk
This implies
1_
g psllop <CllollooN2™
J

The second statement of (a) can be proven similarly. Analogously, we obtain

d —
1Ly llop <l¢lloolafl]V? < CllplloN ™
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(b) Without loss of generality, we can set 7 = 1. Recall the two-dimensional Sobolev
inequality (also called Gagliardo-Nirenberg interpolation inequality): For any p €
HY(R?,C) and for any 2 < m < oo, there exists a constant C,,, depending only on
m, such that [|o]lm < Chl|[Vol|™ ||lo]|= holds. Using Holder and Sobolev for the
x1-integration, we get, for p > 1

||]ljgd)\:[/||2 = «\Ij,]lzgd)\l/» = /d21'2...d2IL‘N/d2£L'1|\I’(ZL‘1,...,Z'N)|2]lAgd)<l'1,...,.I’N)

1/p
§H]1A5d>‘|pfl,oo/d2$2---d2$N (/dQ?Ul’\I’(x17~--axN)‘2p>

SCPN<1_2d>p;1/dzx2mdsz </d2x1|V1\II(x1,...,:EN)|2) ’ (/d2f1|\11(:7;1,...,m>l2)p

Using Holder for the o, . . . zy-integration with the conjugate pair r = p%l and s = p,
we obtain

_94)p=1 p=1, 2
T W[ <C N5 | V0|5 )
Using |V1¥|| < C, (b) follows.

(c) We use that B;d) C Uiy 71,(;0. Hence one can find pairwise disjoint sets C;, C 71,(;0,

—(d . o L
k =1,...,N such that B; ) C |UJp—y Ci. Since the sets Cj, are pairwise disjoint, the
wavefunctions 1, U are pairwise orthogonal and we get

N N
||]lg§_d>‘lf||2 < e P <> 10 2.
k=1 k=1

||[]ljgd>ap2]||0p S||[]la1,27p2]||0p < ||]la1,2p2||0p + ||p2]la1,z||0p
1 _
<2[|pllsolara]? < Cllplls N7

3.5.4 Estimates for the functionals v,, 7, and 7;

Control of v, and v The next well-known Lemma, which can e.g. be found on p.30
in [60], can be applied readily to estimate 7, s .

Lemma 3.5.6 For any multiplication operator B : L*(R?,C) — L*(R? C) and any ¢ €
L*(R?,C) and any ¥ € L*(R*N C) we have

(¥, B(z1)¥) — (¢, Be)| < CO||Blloo({(U,2°W) + N72).
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Proof: Using 1 = py + q1,

(¥, B(z1)¥)) — (¢, By)
= (U, p1B(z1)p1¥)) + 2R(Y, 1 B(z1)p1 V) + (¥, 1 B(21) 1 V) — (@, By)
< (@, Be) (I V| = 1) + 2R( W, 2P Bla)piiy )
+ (¥, 1 B(21)q1 V)
where we used Lemma (c). Since [|p1¥|)* — 1 = || ¥|)?* it follows that
(@, B(21) W) — (@, Bo)| < C||Blloe ({W, %P + (¥, 71 ¥) + (T, AT))
< O|| Bl (2, AT) + N72). (3.51)
O
Using Lemma , setting B = At, we get
V(Ui 00) = Ya(Wr, 1) < Ol Aglloo (W, 7Ty + N77),
which yields the first Bound (3.33)) in Lemma [3.4.6]
Control of 75 To control ~;°, we first derive some bounds on the operator norms asso-
ciated with the counting measures m® and m°, which were defined in Definition m The

difference m(k) — m(k + 1) and m(k) — m(k + 2) is approximately given by the derivative
of m(k) w.r.t. k, which equals

;| 1/(2VkN), for k > N'=2%¢;
m(k)’ = { 1/2(N~1H¢), else. (3.52)
It is then easy to verify that, for any j € Z, there exists a C; < oo such that
m? < C;N~'n~! for z € {a, b} (3.53)
[ lop < C;N~H for @ € {a, b} (3.54)
[ ||op < C;N! for @ € {a, b} (3.55)
Pllop < 17 flop + [[72°]lop < CNTHE. (3.56)

The different terms we have to estimate for 7, can be found in Eq. (3.29). In order to
facilitate the notation, let @ € {Nm?,, Nm?,}. Then w(k) < n(k)™' and @], < CN*
follows.

Lemma 3.5.7 Let 8 > 0 and W5 € Vg as in Definition |3.3.4. Let ¥ € L2(R?*N,C) N
HYR2N C) ,|¥|| =1 and let [|[V1Y| < K(p,A). Let w(k) < n(k)™ and ||@©|,, < CN*
for some & > 0. Then,

(a)
N ‘<<‘I’p1p2Z§(I1, 22)p2 V)| < K(p, A) (N~'+ N"* In(N)) .
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(b)
NI(Y, p1paWp(z1 — 22)Wq1 42V )|

< K(p, A) (((xp,ﬁ\l/» + inf inf (N7 In(N)? + [|@|, N2 + ||@y|?,pN—”)> .

720 51 o0
(c)
N|(Up1g2Z5 (21, 22)0q192V )| < K(p, A.) <<<‘1’, av) + N0 In(N)
+inf {]gVN(\p) — 5% (p)| (gwﬁ(xp) - &gr (@) + N In(N)}).
Proof:

(a) In view of Lemma [2.0.7, we obtain

N ’«‘I’,MPQZE(%$2)Q1p2@‘1’>>| SNHpﬁlzzg(%l,5U2)Q1p2’|op|mﬁ7\PH
<CN||p1p2Zf (21, 22)q1P2lop-

|\p1p2Z§(a:1, T3)q1P2||op can be estimated using p1¢; = 0 and 1’

bw,

bw,
v (Waton = 22) = el = ol )

< lIpip2(NWp (21 — @) — by, d*zlo(21)[*)p2llop + CllellEN ™

< llplloo | N (Ws x []*) — N/RQ Wa(z)d*z|o*|| + Clle 2N

v

op

Let h be given by

1 1
hiz) = -5 5 d*yIn |z — y[NWs(y) + 50w, ],

which implies
Ah(x) = NWs(x) — by, 0(x).

As above (see Lemma [3.5.3)), we obtain h(z) = 0 for z ¢ Bry-s(0), where RN~ is
the radius of the support of Wj.

Thus,

1
|71 S%/]R@ d*x /R2 d*y|In |z — y|]]lBRN73(0)(x)NWB(y) (3.57)
1

_ﬁbwﬁ /RQ dlen(|x|)]lBRN_ﬁ(o)(x) < CN~?In(N). (3.58)
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We integrate by parts twice and use Young’s inequality to obtain
IN(Ws * 0I?) = bw, o[l = [[(AR) x o]
<[Pl 1ALl < K(p, A)N"* In(N).
Thus, we obtain the bound
N ‘«‘I’aplmZg(i’?l,$2)Q1p2@‘1’>>| < K(p,A) (N + N~ In(N)), (3.59)
which then proves part (a).

We will first consider § < 1/2.
With Lemma [2.0.5] (¢) and Lemma [2.0.10] with

012 —C]2W5(331 - 1’2)P2, Q=N" 1/2( )1/2q v
X :N1/2p1(w2)1/ v,

we obtain the bound

(¥, p1p2Ws (21 — 22) 120V |
= [(V, (@ )1/QQ1Q2WB(1’1 - 352)201172(102)1/ W)

<N H<w)l/QQ1\IJH + N’«CD(@)W ‘I’,pl\/\Wﬁ(% - 332)\]93\/\Wﬁ($1 — x3)]

\/‘Wﬁ(l’l - 372)\]92\/\1/1/5(1:1 — x3)|prgs (@) > \If))‘
+ N(N = 1) HgWp(a1 — $2)p2p1(w2)1/2\11||2

< NH[(@) 20 ||” + Ny IWa(a — 22)palL, llga(@2) V2 0
+2N<N - 1) 1||P1Q2(w1) /2W5(SU1 - 352)]021?1‘1’”
+2N<N_ 1) 1||Q1Q2( )1/2W5(x1 —56’2)172171‘1’“

Lemma [2.0.5] () then yields

(0, p1p2Ws (1 — 22)quge@W )| <NTH[(@)' 229 1* + NlllS [WslI? [[7(w2) "2 w2
+2N (N = 1) Wal*lellz (1@ llop + 1@ llop)

Note, that |[Ws||; < CN7L [|[Wp||? < ON =228, Furthermore, using 1 < 7, we have
under the conditions on w

(@) 20| < [[(@2) 20| < [|(R2) /¥ < /(W 70) + 2N 2. (3.60)
In total, we obtain
NIQW, pipaWs(1 — 22) 1@V ) | < Ko, A) ({0, A0) + [|D]lop N2

and we get (b) for the case § < 1/2.
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(b) for 1/2 < 3: We use Up, s from Definition for some 0 < 51 < 1/2. We then

obtain

N<<‘1’>P1P2Wﬁ($1 - $2)ﬁ7Q1C]2\I’>>
=N{V, p1p2Us, p(x1 — 22)Wq192V) (3.61)
—|—N<<\Il’p1p2 (Wﬁ(l‘l — x2> — U5175<$1 — 172)) Q/DQ1QQ\I]>> (362)

Term (3.61)) has been controlled above. So we are left to control (3.62]).

Let Ahg, s = W3 — Up, 5. Integrating by parts and using that
Vlhﬁ1,,3(xl — 33'2) = —Vgh/glwg(l’l — 332) giVGS

N (W, prp2 (Wa(w1 — 12) — Up, p(71 — 22)) Wq1q2 V)|
< N[(Vip1 ¥, paVahg, 5(11 — 22)Wq1q2 V)| (3.63)
+ N[V, p1p2Vahgs, s(11 — 22)Viwqig2 W) - (3.64)

Let t; € {p1, Vip1} and let T’ € {wq; ¥, V wq V}.
For both (3.63) and ([3.64)), we use Lemma [2.0.10] with
019 =N""20,Vohs, s(x1 — 22)pa, x = 60, Q@ = N7

This yields

B63) + (B69) <2 sup (N (3.65)
t1€{p1,Vip1 },I'€{wq1V,V1wiq1 ¥}
2+n 9
+ oy l2Vahs 521 — 22)tip2 0| (3.66)
+ N2 (T, t1pags Vahg, (21 — 22)Vahs, 5(21 — 23)t1qaps DY) ) (3.67)

The first term can be bounded using Corrolary by
N7V @ ¥ [* <N @2, Vig P
NG ¥|* <CN™.
Thus @05) < K(p, A)N 1|2, using that [ Vig¥]| < K(p, A). By [ ¥]? <
K(p, A.), we obtain

2+n 2+4n

N
B88) <K(p, A) | Vo slor — 22)pal?, < Ko, A)
<K(p, A)N"In(N),

lell3 IV R, 511

where we used Lemma in the last step.
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Next, we estimate

(3.67) <N*|pyVohgs, s(w1 — 2)t g2 V|
2N | pahg, p(21 — 22)t1 Voo ||
TN | p(2)) (Vip(2) |y 5 (21 — 2)t1 g2V |12
<2N**||pyhg, (1 xz)HOPHtlvz%‘I’Hz
F2NZ[p(22) ) (Vip(2) [y 5 (1 — 2) o [E1029 |
<K(p, A)NZ s, 12
<K(p, A)NT2 In(N)2.

Thus, for all n € R

N, prpy (Wa(wy — 22) — Up, p(71 — 12)) Wq1G2 V)
<K(p,A) (|@0I2, N7+ N""In(N) + N">" In(N)?) .

Combining both estimates for 5 < 1/2 and 3 > 1/2, we obtain, using N7 ' In(N) <
N2 1n(N),

NV, p1paWis (w1 — 29)Wq192 V) (3.68)
- i f n—261 2 —1+2p1 SN2 N
< K. A) ((0.70) + nf Inf (V725 (N + N5 4 ]2,N0) ).

and we get (b) in full generality.

(c) We first estimate, noting that q;ps|p|?(71)q1q2 = 0,

by N N
N «‘I’;qmzN_61|90|2(952)w91CI2‘I’>> < CllellZ |l @gig2% ||l |

< CllellSlon* ¥ [|a ¥ < K(p, A) (¥, RT).

It is left to estimate N |(V, g1paWs (1 — 22)Wq1q2¥))|. Let Up g be given as in Defi-
nition [3.5.2)
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Using Lemma (c) and integrating by parts we get

N [(¥, q1paWp(z1 — 22)Wq1 42V )|

<N (¥, 1p2Uo (1 — 22) 1 @O ) | + N [ (¥, q1p2(A1ho (21 — 2))q1g20 P )) |
<N UogllooN a1 ¥ |@gig2 P |

+N [(Vigip2V, (Viho g(z1 — 22))Wq192 V)|

+N (U, W1 q1p2(Viho g1 — 22))Vig1g2 V)|

<N |Uogllsollar V|| |wgrg2 V|| (3.69)
AN (1@ Vi, pa(Vihos(21 — 932))@611612‘11»’ (3.70)
N [(Vaaa ¥, Tgopa(Viho s(er — 22)) g1 W) | (371)
N |0, @rqupa(Vihos(zr — x2))q2]1A(ld)v1q1x1;>>] (3.72)
+N [V, w1q1p2(Viho (21 — $2))Q2]ljgd)vlqﬂ1/>>‘ ) (3.73)

Lemma and Lemma [3.5.3] (a) yields the bound
E6Y) < C(u, 7).

For (3.71) and (3.73) we use Cauchy Schwarz and then Sobolev inequality as in
Lemma to get, for any p > 1,

3.71) + (13.73) < N ||V1q1\11|| H]lzgd)pz(vlhoﬂ(ﬂfl — $2))q1q2@\IJH

+ N [[Vig V|| H]ljgd)%(vlho,ﬁ(iﬁ — 1752))%292@1‘1’”

< OGNVl N5 [ Vaps(Viho san — 22)) 25
X |p2(Viho (21 — 25)) q1go 00|77
+ CN Vi ¥ N2 | Viga(Viho gl — 22))gipa@n W] 7
X ||g2(Vihos(21 — xz))Q1P2@1‘I/||l/p~
Using Lemma [2.0.5] Lemma [2.0.7, Corollary and Lemma [3.5.3 we obtain
IVip2(Viho (21 — 22)) 12w ¥|| < [[p2(Aihog(z1 — 22))qrgew ¥ |
+ [lp2(Vihog(21 — 22)) Viq1gow V||
< C([lp2(Ws = Uo,p) (21 — @2)|lop + [P2Vihos(x1 — 2))lop)
< Oflplloe (N7 4+ N7 (In(N))1/?)
and similarly
IV1g2(Vihog(x1 — 22))qip2w1 V|| < ||g2(Arho (21 — 22))q1p2w1 V||
+ [|q2(Vihog(z1 — 22)) Vigipow V||
< C([lp2(Ws = Uo,g)(z1 — @2)|lop + [ Wilopllp2Vihos(21 — 22))lop)
< Ollplloo (N7 4 [[@]|op N~ (In(N))2) .
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Moreover, we estimate

1p2(Vihos(z1 — 22)) 1@V || < Cllollool|Vikoslla < CllgllocN ™ (In(N)) 2
g2 (V1ho (1 — 22))q1p2@¥| < Cllllos||Vihogsll2 < CllellecN " (In(N))2.

Hence, we obtain, for any p > 1,

1—2d p—1 _ ~ _ p=1
BTD + BT3) <CyllollooN™ =55 (N7 4[| @] op N~ (In(N))2) 7
x (N~ (In(N))2) "7

For d large enough, the right hand side can be bounded by N~!, that is

BT+ BE73) < CllefloN"

For (3.70) we use that Vahgg(z1 — x2) = —Vihog(x1 — 22), Cauchy Schwarz and
ab < a? + b? and get

3.70 < ||]l V1q1\11||2 + NQHPQ(VQhD /3(1‘1 — xz))wq1q2\11\| (374)

11 @ V1q¥|]* can be bounded using Lemma [3.5.10}

Integration by parts and Lemma (c) as well as (a+b)? < 2a®+2b? gives for the
second summand

N2||p1(V1h0 5(ZL’1 — 1‘2))Q1q2’&7\1/||2 < 2N2||p1h0 ﬁ(Il — xg)qulqgfﬁ\PHQ

+ 2N [p(a) ) (Vip (@) [hos(21 — 22) 102 ||

< 2N2leh0 5(71 — T2) @2 (P11 + )1 A(d>V1Q1‘I’H (3.75)
+ 2N?||prho g1 — 2)Q2p1w1]1j§d>v1Q1‘1’|| (3.76)
+ 2N2Hp1h0 slz1 — )QZCh@]L d) Vléh‘Isz (3.77)
+ 2N [p(z) ) (Vig (@) ho (21 — x2) 1@, (3.78)

For (3.75) we use Lemma [2.0.7, Lemma (e) with Lemma [3.5.3] (c) and then
Lemma [3.5.101

B.75) < CN?|prhos(zr — 22)]I2, |\]1,4<d>V1Q1‘I’H2
< K(p, A )((xp APTY + N~V/0In(N)

o+ inf { |, (9) = E57 ()] |, () = £3F ()| + N m(N) } ).
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Let s1 € {p1, 1} and let de {w,w,}. Note that ||C/l\||op = |@||op. Then, (3.76) and
(3.77) can be estimated as

B-76). BT < 2N*||Viqr U|1*|[ L0 ds1gaho p(z1 — w2)prho (21 — 22)@2s1dL 40 Vign ¥
1-2dp-1 ~ ~ p1
< CpN* 2205 [V W) Vadsigeho s (21 — w2)prhos(ar — x2)q231d]lz§d)VIQ1\IjH2 2
~ ~ 2
X ||ds1gaho,s(w1 — 29)p1hos(z1 — $2)Q281d]lj<1d)V1Q1\I’Hp

1—-2d

p=1 ~
< CoN*P 25 [V 12|12, | paho s (2 —952)H3p“]lzgd>V1Q1‘I’H2

P

~ op=1 __ 2

X ||V1dsi1gaho g(z1 — z2)p1llop” [|ds1g2ho (21 — 22)p1||5p
1-2d p—1 op—1 2
< K(p, AYN* 7= 5 [|@]|2, | Visthos(1 — 22)pillop” [[ho,s(z1 — z2)p1]ld

1—-2d

p=1, ot s

< Ko, A)N*=52 1@, (IV @1V 1kosl + 1hosl)* 7 10117
~ p—1 1-2dp—1_
< Kl A, ([T + In(N) 5 N2

Here, we used, for s; € {p1,1 —p1},

[Visihog(z1 — 22)p1llop < [Viprhos(zr — 22)pillop + | Vihos(z1 — 22)p1fop
< elles (IIVellllhosll + [ Vhogsl])

and then applied Lemma (e).
For d large enough, we obtain

BT0) + @70 < K(g, A)N 2.
Line (3.78) can be bounded by

B.78) <N?|lhos(z1 — 22)Vapill2, (@@ |* < N?||ho gl Vool 2 @12, g @12
<OVl (enT).

For (3.72) we use Lemma [2.0.10| with 2 = 1, @Vig¥,
1
0172 = NQQ(VQhONB(‘Tl — l’g))pz and X = ’l/ﬁql\p
BT < |10 Viar V| (3.79)
+ 2N q2(V2ho (a1 — 2))Wqup2 V|| (3.80)
+ N2 |{(¥, 1g50(Vaho (21 — 22))pop3(Vsho g(x1 — 23))0q1g2 P Y| (3.81)
Line (3.80) is bounded by

(B.80) <Cllll2NI[(Vahos(x1 — 2))p2lla, 1Da1 13,
<CllellBNV2ho a1 — z2)|* < Cllpl SN~ In(N).
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(3-79)+(3.81)) is bounded by

H]1A§d>V1Q1‘I’||2 + N?|p2(Vahog(x1 — 22))Wq1 g2 9 ||
Both terms have been controlled above (see (3.74])). In total, we obtain
NI(Wp1g2Z5 (21, 72) 02 V)| < K(p, A) (((‘I’v av) + N~Y°n(N)

+inf {|E0, (9) = €7 (4] |Ew, (0) = £57 ()] + N# (V) } ).

Y

Using this Lemma, it follows that there exists an n > 0 such that

(W) < Kl A) (0020 + N7+ [Ew, (B) — E57 (o))

This proves Lemma |3.4.6|

3.5.5 Estimates for the functional ~

Lemma 3.5.8 Let ¥ € L2(R?*N C),||¥|| =1 and let ||V, ¥| uniformly bounded in N. Let
V e L*(R%* R). Then,

D1 T supp(vay) (21 — 22) [l op <Clpllcce™, (3.82)
|V (21 — 22) || <K(p, A)eNVN, (3.83)
Ip1Viv (21 — 22) 0| <K(p, A)VN. (3.84)

Proof: We have
1P1 Lsuppviy (21 = 22) 13, < llZcl Lauppvao 11 < ClipllZe™.
For the second line, we first estimate
Vv (1 — 22) W] <O [[Lauppviy) (21 — 22) P]].
We like to recall the two dimensional Sobolev inequality (see [38], Theorem 8.5)
lelly < Co (lleI* + IV oll) (3.85)

which holds for any p € H'(R? C) and any 2 < p < co. The constant C,, can be estimated
as (see [38], Theorem 8.5)

Cy < [P0~ 1) 5 (0~ 2)f8m) 0] (3.56)
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We will set p = N. By the inequality above, we obtain C'y < C'N. We use this inequality
in the x; variable and obtain together with Holder’s inequality, as in the proof of Lemma

B.5.5

“]lsupp(VN)(xl - *752)\IIH2

1/N
S H]ISUPP(VN)H% /dQLCQ . d2£EN (/ d2£13'1|\11(331, Ce ,.I’N)PN)

< CNe 2N °F /d2x2 dlzy (/ d?x2, |V (21, ..., 2n)]* + /d2x1|‘11(x1, o ,xN)|2> )
< CNe N (|IViU|” + || T)?) .
For the last inequality, we estimate

[P V(@1 — 22) V]| = ||p1 Lsupp(v) (21 — 22) Vv (21 — 22) V||
< C€2N”pl]lsupp(VN)(x1 - 372)H0p”]1supp(VN)($l — x9) V.

Combining all estimates then yields the Lemma.

Remark 3.5.9 For V nonnegative, we were able to derive the improved bound
p1 V(21 — 22) V|| < K(p, AYN"Y2, see Lemma 7.8. in [25].

Control of 7, Recall that
(W, 0) = ~N(N = 1)S ((, Z§ (w1, 22)7 ¥) )
= N(N = DS ((¥, g1 — 22)7 27 (21, 22) V) .

Estimate (3.82)) yields to the bound ||p1Z%(z1,z2)¥|| < K(p, A)NY2. Therefore, the
second line of 7, is controlled by

N?(|gs(z1 — 22)p1 [|op|[Fllop|lP1 2% (21, 22) U |
< K(p, AYN2| gl [Fllop < K(p, A)N3/ZHE5,

The first line of v, can be bounded with (3.37) and fz =1 — gg by

NV = 1|3 (0. Z5 (@1, 22)7 w) )|

< 23 (. (Mstor — ) folor = 22) = 7 (I Solilolon) + D fallletan)) ) 70 )
(3.87)

b G (VM sl — by (o) + fee)?) P (389

b, (bl + bl ()?) gt — )P0 (3.50)

N -1
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Since Msfs € Vs, (3.87) is of the same form as v; (¥, ¢). Using Lemma [3.3.6] (h), the

second term is controlled by
(B-33) < CllelliN (N[ Mp fslly = buy) [7]lop < Clipll N~ In(N).
The last term is controlled by
(B39 < ONllel3llgs(z1 — z2)pilloplIFllop < CllpllZ N7,
Choosing  sufficiently big, we obtain
(W, 0)] < K, A) ({0, 0) + €y (©) = EG () + N7)

for some n > 0.

Control of 7. Recall that
VeV, @) = = AN(N = 1)V, (Vigs(z1 — 2)) Vir¥)).

Using 7 = (p2 + q2)7 = par + p1gam® and Vigs(z1 — x2) = —Vags(z1 — x2), integration by
parts yields to

Ve(T, )| < ANZI(T, gg(w1 — 22) Vi Va(paT + praaim®) V)| (3.90)
+4N2|<<VQ\I/,QB(£E1 —$2)V1]31Q27/7\’La\11>>|. (392)

We begin with

(B-90) <CN*[lgslllIVelloe (IV1FLI + || Vagem® )
<SCN* 7P|Vl (IVi7Y] + [ Vagzm® P])) .

Let s1,t1 € {p1,q1}, S2,t2 € {p2,q2}. Inserting the identity 1 = (p1 + ¢1)(p2 + ¢2), we
obtain, for a € {—2,—-1,0,1, 2},

IViT0|| <C sup  [[FasisaVitita || < Csup [7alopl|Vit1 |
t1,a

81,82,t1,t2,a

<CN~ ¢,
In analogy ||Vagem®¥|| < C||m%||op < C N, This yields the bound
(3.90) < K(p, A)N'FFE,

Furthermore, (3.91)) is bounded by

BIT) <AN*[Va0] [lg5]) [Vl ViPT] < Ol Vil N5 (3.93)
Similarly, we obtain

BT <AN?V29] [lg5] 11V llollgzm™¥ | < ClIVipllac NHHE5.
It follows that |7.(U, )| < K(p, A)NHE5,
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Control of 7; To control 74 and 7, we will use the notation

me(k) = m®(k) —m*(k+1) mi(k) =mk) —m*(k +2)

me(k) = mb(k) — mb(k+ 1) m (k) = mb(k) — mb(k + 2). (3.94)
Since the second k-derivative of m is given by (see for the first derivative)
ity = [ VIR b= A
It is easy to verify that
[ [lop < CN72F for z € {c.d,e, f}. (3.95)

Recall that
14(¥, ) =2N(N = 1)(N = 2)S ((¥, gs(x1 — x2) [Viv (21 — 23), 7] ¥)))
+N(N = DN = 2)3 ({@, gs(z1 — 22) [bvy|0|*(23),7] T)) -
Since p; + ¢; = 1, we can rewrite " as

= ﬁlbplm +m*(pr1ge + qip2) = (mb —2m*)pip2 + m*(p1 + p2).

gs(1 — 22) [VN 1 — x3), (M" — 2Mm*)p1pa + M (py +p2)] \Ij»}
+CN3 ‘«\If,gﬁ(iﬁ — X) [bVNW” x3 ,T} ‘Ij>>|
< ON? [(@, gs(21 — 22)pa [V (21 — 3), M W)

(3.96)
+ CN3 ’((\If, gs(r1 — 22) Vv (21 — :L’g)(fﬁb — 2fr\L“)plp2\I/))‘ (3.97)
+CN? ‘«‘1’796@1 — 2) (" — 2" ) p1p2 Vv (w1 — Ig)\I’»‘ (3.98)
+CN? |(V, gg(z1 — 22)M* D1 Vi (21 — 23) V)| (3.99)
+ CN? (U, gg(x1 — 2) Viv (a1 — 23)Mpy ©)) (3.100)
+ON? [0, gg(x1 — 22) [bvie ol (w3), 7] )] . (3.101)

Using Lemma [2.0.5] (d), we obtain the following estimate:
(B.96) =CN? ’«‘1’, gs(1 — T2)p2 [Viv (1 — 23), prpsim” + prgsm® + qupsim’] ‘1’»’
SON?[{W, Viy(21 — 23)g5(21 — 22)p2Laupp(vi) (21 — 3)
X (pipsm® + p1gsm® + qipsm®) )|
+CN? ’«‘1’7 gs(z1 — 22)p2 (plp:),md + prgzm® + Q1p3mc) V(w1 — 33'3)‘1’»‘ .
Both lines are bounded by
CN?|[Viv (21 — 23) | [|gs(z1 — w2)p2llop
(2||]]‘SUPP(VN)(‘T1 — 23)P1lop + [ Lsupp(v) (1 — x3)p3H0p) (HdeOp + ||mc||0p) :
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In view of Lemma [2.0.5 (¢) with Lemma [.3.6) (i), [|ga(z1 — z2)pallop < [l@llssllgsll <
C|lollee N~#. Using (3.95)), together with

| Loupp(viy) (X1 — 23)P1 | op||Viv(z1 — 23)¥[| < N'V2K(p, A),

we obtain
(3.96) < K(p, A )N/,

We continue with

B97) + B99) + (3.99)

< CN?|| V(21 — 23)¥|[|gs(z1 — 22)polopl| Lsupp(v) (1 — 23)p1 op | (2" — 270%)[|op
+ CN®||gg(z1 — 2)p2lop |M® — 2% |op |p1 Vv (21 — 3) V||

+ CN?||ga(z1 — 22)p1[|opl | lop P2 Vv (21 — 23) ||

< K(p, A)NO/2E75,

Next, we estimate (3.100]). The support of the function gz(x; — x2)Vy (21 —x3) is such that
|21 — 29| < CN7P as well as |z; — 23] < Ce V. Therefore, gs(z1 — 2)Vy(21 — 23) # 0
implies |zg — x3| < CN—P. We estimate
3100 :CNS ’«‘I’,g/g(iLj — xg)VN(QEl — x3)plﬂBCN,3(0) (172 - .T3)ma\11>>
SCON?||p1 V(a1 — 23)gs (1 — 22) V||| Lp,, 40 (22 — 23)m V||
SON? |1 Loupp(vi) (21 = 23)[lopl g5 (21 — 22) Vi (21 — 23) V||| 15
7/2 % ~aq =l <, 1
<SCN"lgsllocl s s 2o IVim™ W] 7 |lm* ][>

ons(0) (T2 — 23)m |

CcN—B
<CN2||ggll oo N2V W || 2 |0 w2
<K(p, A)NP2HE=5/2,

In the fourth line, we applied Sobolev inequality as in the proof of Lemma [3.5.5 then
setting p = 2. Furthermore, we used |Vim®W||V/2||mew||'/? < K(p, A)N71*E, as well as
l95]l0e < C, see Lemma [3.3.6]

Using Lemma 2.0.5] (d), (3.101)) can be bounded by

CN? |(W, gg(z1 — @2) [bry o> (@3), prp2(T — T2) + (P1g2 + @up2)(F — 71) | V)|
< CN?loll, (17 = Pallop + 17 = Tillop) lgs (21 — 22)pollop-

Note that (|77 = aflop + 7= Tillop < 2 jcieaery 177 [lop < C N3 holds. With ||gg(z; —
T2)pallop < CN 77, it then follows that

|(B.101)] < Cllf2 N7,

In total, we obtain, using £ < 1/2,

17a(T, )| < K(p, AYN3P/2,
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Control of 7. Recall that

10, ) =~ N(N = (N = 2)(N —3)

S (W, gp(r = 22) [V (3 — 24), 7] V)

Using symmetry, Lemma (d) and Notation (3.94)), 7. is bounded by

Ye(U, ) SN (W, gs(z1 — 22) [Viv (23 — 24), M p1p2pspa + 2 p1papsqa
+2M praopspa + 4 p1aapsqs ] V)|
ANV (25 = 22) || Lsupp(var) (23 — 2)pslopllgs (21 — 22)p1 [lop

X (17 lop + 172 lop + 172 lop + 1727 [|op).

We get with (3.95), Lemma and Lemma that

(T, )| < K(p, A)NP/2T38,

Control of v, Recall that

1(W,0) = 2N(N = 1) 33 (0, g1 = 22) [y i2(0). 7] W)
We obtain the estimate
7 (W, 0)| < Ko, AYN?lgall [Pllop < K(p, AYN'FE5, (3.102)

Summary of the estimates Collecting all estimates, we get with £ < 1/2

(W, @) + Ml )] + (W, @) + s (W, 9)] < Ko, A) (N9 4 N5) L (3.103)

Choosing  sufficiently large, we obtain the desired decay and hence Lemma [3.4.10

3.5.6 Energy estimates
Lemma 3.5.10 Let ¥ € L(R?*YN,C)N HY(R*N,C), ||¥| = 1 with |V1¥]] < K(p, A.). Let
o € H3(R?,C), ||p|| = 1. Let Ws € Vs as in Definition and let V' satisfy Assumption

3.2.5. Assume —(1 —e)A + 3W >0 on L*(R?,C) for some ¢ > 0. Let the sets Aﬁ‘”,l‘?ﬁd)
be defined as in Definition|[3.5.4. Then, for d large enough,

1140 Vig9|* < K(p, A) («\p,ﬁw» + NS In(N)

o inf { |, (9) = E57 ()], |, () = E6F (9)| + N ¥ m(N) } ).

Y
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Proof: We expanding Ey, (V) — 8,%2 (). This yields

(W) — E57 () = IV + 2 (0, Wi — 22))

1
= [IVell* = Shws %17 + (¥, A1) T) — (@, Avgp)
= €l[1 0 Viq V|| + €l Ly V1| + M (¥, ) + Qa(T, ),

where we have defined

M(W, ) =2R (((qul\ll, 1 A@vlpl\p») (3.104)
JrllllA@lel‘I’H2 —IVell? (3.105)
(W, Ag(z1) W) — (@, Arp), (3.106)
Qa(¥,9) =(1 = 1z Vi¥|* + (1 = O[Ty Vir U * (3.107)
AR, (1= pup) W — — (3.108)

N -1 1
X Wl — aa)ppa®) = 5N [ Wil
R

+(N — 1)§R<<\I/, (]_ — plpg)Wg(l‘l — xg)plpg\lf»

We first consider the first two contributions (3.107) + (3.108). Note that (1 — p1p2) Ay (1 —
pip2) = 1A + P1A1G1ge + 12 A1p1 + 1 Agr. We hence obtain

BI0D) =— (1 = (¥, n A ) + [0 Vapr ¥ + 2R («lel\ll, ]1X§d)v1q1qf>>>

— (1 =)W, (1 — p1p2) Ar(1 — p1p2) ¥))
+(1 =€) ((V, prA1p1g2¥) + 2R (¥, q1q2A1p1¥))))

1 V1o + 2R ((V1p0W, 10 Via W) )

Rearranging terms, we obtain

[B.107) + (B.108) = (¥, (1 — p1ps) (—(1 —)A; + %Wg(xl - xz)) (1 —pip2)¥))
(3.109)

+ (1 =€) ((¥, p1Aip1329) + (¥, p1A 112 V) + (¥, 12 D11 ) (3.110)

[0 Vip W2 + 2R ((Vipt W, 10 Vi ®)) (3.111)

Note that the operator inequality —(1 —€)A+ W > 0 implies by rescaling that (3.109) is
nonnegative. Furthermore, it follows

’l S ]C(QO, A)<<\I,7 Q1\I]>>7
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and, applying Lemma [3.5.5] part (a),
(BIII)| < K(p, A) IV || + )N/,

Define

Ss(¥, ) =(N = (¥, (1 = p1p2)Wp (1 — 22)p1p2 V)| (3.112)

N

-1
+ | —— (¥, p1p2Wia(x1 — 22)p1p2 V)

5 (3.113)

Applying the estimates above, together with the assumptions ||V1V|| < C| ||Vl < C, we
can then conclude the bound

el o Vg O [* <IM(T, )| +[S5(T, 0)| + |Ew, (V) — &7 ()
+K(p, A) ((, ) + N2

Next, we split up the energy difference &y, (V) — Slf/i (),

N -1
Evy (T) = &0 (0) = V10> + — (W, V(@ — 22) W) — [V

_ b%WHZ + (W, A(2) W) — (i, Ag).

In order to better estimate the terms corresponding to the two-particle interactions, we
introduce, for u > d, the potential M, (z), defined in Definition and continue with

Evy (V) — Slf/f] (p) = H]IA(ld)Vl\I/H2 + H]lggd)]lj(ld)vl\sz + H]lBgdﬂlzgd)vl\IfHQ

%((\Il, ]lg(d) Vi (z1 — 22) W)
o 216@ My) (21 = ;)W)

N
1 by,
5 (> 1y My (1 — )W) — ||V<P||2——2N 1?12

j=2

+ (U, A(21) V) — (¢, Ap).
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Using that ¢; = 1 — p; and symmetry, we obtain for 0 < e < 1,

Ev (1) — EE7 ()
= (1o Vi ¥ + [0 Lo V0

+ (1 - 6) <||]1A§d)V1q1\11||2 + ||]lggd)]lﬁ(ld)vl\11”2>

N -1
4 T«‘L ]].Egd)VN<xl — ) V)
N -1

+ =5 (0, Lg (1 = pip2) My (21 = 22)(1 = p1p2) Lo V)

N
1
+ ||]18§d)]ljgd)v1\11||2 + §<<\I/, E ]lggd) (VN — Mu) (xl — xj)\lf»
j=2

N -1 b
+ T«‘I’, ]lggd)plmMu(h - $2)p1p2]18§d>\1/>> - %HQOQHQ

+ 2R ((Vigr ¥, 10 Vipr 0)

+ (V= DR, Ly (1 = prp2) My (21 — 22)p1pal 5o V)

+1 0 Vipr )* = [Vl

+ (U, A(21)¥) — (o, Ap)

=€ <||]1A§oz>V1q1‘If||2 + ||Tiggd>ﬂzgd>vl‘1’||2) + MV, ) + Qu(¥, ).

with
~ N -1
Qu(Ws ) = —5— (U, o (1 = prp2) Mu(1 — 22)(1 = p1p2) L o W)
N—1
+ (1 - 6) <||]lAgd)V1q1‘I/||2 + ||]lggd) ]lj@Vl\Isz) + T«‘I/, ]lggd)VN(xl — Ig)\lf»
(3.114)
1 N
+ ||]18§d)]ljgd)v1\ll”2 + 5«\1/, Z ]lBYi) (VN — MH) (Il — CL’])\IJ» (3115)
j=2
+ (N — 1)%«\117 ]lBgd)(l — plpZ)M,u<x1 — 1’2)p1p2]13§d)‘11>>
N -1 b
+ = (. Lgapipa M (11 — 22)prpal g W) — =X 01

The first term in Q,(¥,¢) is nonnegative. For p > d Lemma [3.5.11| below shows that
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(3.115)) is also nonnegative. Furthermore, we are able to bound, for 0 < € < 1,

N -1
(3.114) :(1 — 6) <||]1Agd)ﬂggd)vqu”2 + ||]lE§d)]lZ§d)V1\If||2> + T«\If, ]lggd)VN(Il — 1‘2)\11»

(1= 2R (V19,1 o Lo Vipy )
1 1
+(1 — 6) (H]IA@]lngvlql\Isz + H]lAgd)]lBgd)lel\If’F)
The third line is positive. In analogy to the proof of Lemma [3.5.5, we obtain
Iy Ty Vapr U < [Tz Vip W) < K(p, AN
for any 6 > 0. This implies
2R <<<V1‘1’, 1ggd>1Agd>V1p1‘I’»> < K(p, AN,

Focusing on the first term, we obtain with Corollary 4.3.15

N -1
(1 — 6) (H]lAgd)]lggd>V1‘I’|’2 + H]lggd)]ljgd)vl\DHZ) + T«\D, ]lg(ld)VN<:U1 — IL‘Q)\I/»

(3.116)
1 al al 1
= (¥ (—(1 —) ) Aplga + Z g5 V(i — xj)> v > 0. (3.117)
k=1 1#£j
Thus, for ;> d, we obtain the bound
5’“(\11, p) =(N —1) ‘«‘I’a ]13§d>(1 - p1p2>M,u(x1 - 132)191]02]135(1)‘1’»‘ (3.118)
N -1 b
+ ‘T«‘I’a ]lggd)plpzMu(% - 172)171292]18@‘1’» - %Hgﬁ”z (3.119)

_i_lc(go’A.)ledJré
Z - Qu(qja(p)

In total, we obtain
e (I V101912 + 1o Dy V1 912) < MW, )]+ 15,2, 0)] + [0, (9) = &7 ()]
Next, we will estimate M (¥, @), S5(¥, @) and S,(T, ).

e Estimate of S5(¥, @) and S,(T, ¢).
We first estimate (3.119)), using the same estimate as in (3.57). Note that

(W, L g@pipe My (21 = 22)p1pal o V) = (p, My, R 1y pipal g V).
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Using [[15w V[ < C.N'=4+< for any € > 0, (see Lemma|3.3.6{(j)) we obtain, together
1
with [[pipa¥[* =1 = 2[|p1g2 |1 — [|q1q2 ¥ |

- € - € 1
|(BIIN] <3l W[ + Cc (N1 4 N27202) 4 S[Np, M« [ipl*0) = N[ My lallo* 1

Falbuy = NIML I + 50, Mix o).
Note that, using Young’s inequality and ,
(o, NMy, * [P 0) — NIIM 11191
/R2 d*zlp(x)]* (N (M, % ) (x) = N[ M1 |p(x)]?)

< NelZlIN (M, * o) = [INMulhlel [ < CllelZ Al N~ In(N)
< K(p, A)N~*In(N).

Since |N||M,|l1 — by, | < C’# (see Lemma D and
(@ Myux |ol*0) < llellscl Ml < CliglllN T,
it follows that

|(BILI)| <K(p, A) ((¥,7°T) + Co(N' 4 N?72429) 4 N™%1In(N) + N~ 'In(N))
<K(p,A) ((,n90) + N~"In(N)), (3.120)

where the last inequality holds for d large enough (recall that we chose p > d).
Using the same estimates, we obtain

< K(p, A) ((U,7%¥) + N2 In(N) + N~'In(N)) .

Line and line (3.112)) are controlled by Lemma which is stated below.
BI1Y). BII8) < Ko, A)((0.AT) + N Vo (N)).
In total, we obtain, for any u > d > 1, the bound
Sa(T, ) <K(p, A) ((T,2T) + N2 In(N) + N~/0In(N))
Su(W, ) <K(p, A) ((¥,20) + N~/ In(N)) .

e Estimate of M (U, ).
First, we estimate (3.104]).

B-104)] <2[(Vig1 ¥, Lz Vipr W) | + 2[(Vig W, Vipr P |
<2 Vigi V[ 1z Vipilop + 22, Aypiy 2 DY),
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By Lemma [3.5.4 we obtain || 1w Vipi[lop < C[[Vip]loN'/?7%. Furthermore, we use
Vi V|| < [[V1P] + [|[Vip1¥|| < K(p, A.) (see also Lemma [3.5.1]) and

(200, Aupi P )| < K, A) [ 2[R0 < K, A)((W,AT) + N 7).
Hence, for d large enough,
(BI0)| < K(p, A)((U,AW) + N2~ 4 N71) < K(p, A)((U,AT) + N7

Line (3.105]) is estimated for d large enough, noting that |[Vip;¥||* = [|[Vel|?||p1 ¥ ||?,
by

BI05) =[11 0 Vimr ¥ — [ Vool
<IN 2 = V]| + g Va2
<O (IVlP (2. ) + [Vl N*2)
<Ko, A) ({0, 7T) + N,

For line (3.106)), we use Lemma to obtain
(3-106) < C[|A |0 ((T,2TY) + N~V/2).
In total, we obtain

MW, ¢) < K(p, A) (T, %) + N~V2).

Lemma 3.5.11

(a) Let Rz and Mg be defined as in Lemma . Let V' satisfy Assumption . Then,
for any ¥ € H'(R*" C)

1
1110, —aai<r, V1”4 5«‘1’7 (Vv — Mpg) (21 — 22)¥)) > 0.

(b) Let Mg be defined as in Lemma . Let ¥ € L*(R?N,C) N HY(R?*N |C). Then, for
sufficiently large N and for 8 > d,

N
1
||]lB§d)]lZ§d)V1\I]H2 + §«\I/, Z ]lggd) (Vv — Mg) (1 — z;)¥) > 0.
=2

Proof:
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(a) We first show nonnegativity of the one-particle operator H#» : H*(R? C) — L*(R? C)
given by

o = At o 3 (Vi = ) = Myl — =)

2k eZn

for any n € N and any n-elemental subset Z,, C R? which is such that the supports
of the potentials Mpz(- — 2;) are pairwise disjoint for any two z;, € Z,.

Since fz(- — z;) is the zero energy scattering state of the potential Viy (- —z) — Wp(- —
z1), it follows that

Fm= 1] fs(-— =)

ZkGZn

fulfills H%" F 52” = 0 for any such Z,,. By construction, fz is a nonnegative function,
so is FBZ" Since 53, ez (Vw(- — 2z1) = Ma(- — 2)) € L=(R?,C), this potential is a
infinitesimal perturbation of —A, thus ces(H?") = [0,00). Assume now that H?» is
not nonnegative. Then, there exists a ground state g € H?*(R?,C) of H?" of nega-
tive energy E < 0. The phase of the ground state can be chosen such that the ground
state is real and positive (see e.g. Theorem 10.12. in [70]). Since such a ground state
of negative energy decays exponentially, that is Ug(z) < Cre=¢2ll Oy, Cy > 0, the
following scalar product is well defined (although F7™ ¢ L*(R?,C)).

(Fg", H?" V) = (F§", EVg) < 0. (3.121)

On the other hand we have since F B)fnﬁ is the zero energy scattering state
(Fir, H"Wg) = (H"Fj" V) = 0.

This contradicts (3.121)) and the nonnegativity of H?" follows.
Now, assume that there exists a 1 € H?(R? C) such that the quadratic form

QW) = Iy, VI + 5 (6, (Vi) = My()e) < 0.

Since Vi and Mj are spherically symmetric, we can assume that i is spherically
symmetric. Subsituting ¢» — a1, a € R , we can furthermore assume that, for all
|z| = Rg, ¥(z) =1 — € for e > 0.

Define ¢ such that ¢(z) = ¢(z) for || < Rg and ¥(x) = 1 for |z| > Rs + € and

¢ > 0. Furthermore, 1) can be constructed such that ||]l|x‘235V1/~1||2 < Cle+é).

Then Q) = Q(¢¥) < 0 holds, because the operator associated with the quadratic
form is supported inside the ball By(Rp).

Using ¢, we can construct a set of points Z, and a y € H?(R% C) such that
(x, H?"x) < 0, contradicting to nonnegativity of H?".
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For R > 1 let

R?*/2% for x > R;
1, else.

Er(z) = {

Let now Z, be a subset Z, C R? with |Z,| = n which is such that the supports of
the potentials Wp(- — z;) lie within the sphere around zero with radius R and are
pairwise disjoint for any two 2z, € Z,,. Since we are in two dimensions we can choose
a n which is of order R?.

Let now xr(2) = {r(2) [1,, ez, Y(x — z). By construction, there exists a D = O(1)
such that yg(x) = ¥(x — z) for |z — z,| < D. From this, we obtain

5 (6, (Vi) = My())9)

:nQ(ZZJ)-l- Z ||]l\a:—zk|ZRﬁVXRH2

ZkEZn
<nQ(v) + Cnle + ) + || VEr|?
=nQ(¢) + Cn(e + €*) + C.
Choosing R and hence n large enough and e small, we can find a Z, such that

(xR, H?"xRr) is negative, contradicting nonnegativity of H?%».
Now, we can prove that

(Xr: H"xR) =[IVXR[* + 7

1
o) —aai<rs, V1I* + 5 (¥, (Viv = Mg)(21 — 22)¥)) 2 0. (3.122)

holds for any ¥ € H?(R*N C). Using the coordinate transformation #; = z; —
To ,T; = x; Vi > 2, we have V,,, = Vz,. Thus (3.122)) is equivalent to \|1‘$1|§RB1V1‘I/||2+
(W, (Vv — Mg)(z1)¥)) > 0 V¥ € H*(R*,C) which follows directly from Q(¢) > 0
for all ¢» € H?*(R? C). By a standard density argument, we can conclude that
Q(¥) >0VV € HY(R?*M,C).

Define ¢, = {(z1,...,2zn) € R¥||x1—x1| < R} and Cy = UY_ycx. For (zy,...,2x) €

Bid) it holds that |z; — ;| > N~ for 2 < i,j < N. Let 8 > d. Assume that
N=% > 2Rg5, which hold for N sufficiently large, since Rg3 < CN=?. Then, it follows

that, for 2 < i,7 < N and ¢ # j, <cz~ F‘lB@) N (cj ﬂB@) = (). Under the same
conditions, we also have ]lz(@ > 1¢,. Therefore,
1

1

N
]ljgd)]lgyi) > 10113@ = ]lcmBgd) = . cm6<d) E 1 uBD = B§d) E 1.,.
k=2

Note that ]].B(d) depends only on zs,...,xy. By this
1

N
H]ljgd)]ll;gd)VﬂIfH? > Z ||]lckV1]].B§d)\I/||2 = (N — 1>H]l‘xl—@lﬁR/@Vl]lBgd)\I/HQ.
k=2
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This yields
BT = (¥ ~ 1) (st Tilagn VP + 5 (Lo . (Vi = M1 = )1 ) ) 2 0.
where the last inequality follows from (a)
O
Lemma 3.5.12 Let W5 € Vs as in Definition [3.3.4 Let ¥ € L2(R*,C) N HY(R*M,C)

and ||[V1¥|| be bounded uniformly in N. Let d in Definition|3.5.4) of 1 4w sufficiently large.
1
LetT' € {W, 1, V}. Then, for all 3 >0,

(a)
N (T, qip2Ws(a1 — 2)pip2T)] < Cllpl2 (P, 2 T).
(b)
NI(L, pipeWs(ar — 22)q1g2D)| < Ko, A) ((¥,29) + N~V In(N)) .
(c)
NI(T, (1= pip2)Wp(ar — z2)pipal )| < Klp, A) ({0, 7%) + N7 (N)).
Proof:

(a) Let first I' = 1 ;@ W. Then,

N ’<<]155d>‘1’, @paWp(r1 — 962)]911)2113@\1’))’
<N [(L g ¥, qipaWisr — 22)pipal o V)| (3.123)

N (O, a2 Wa(an — 22)pipal o W) (3.124)

Using Lemma together with ||paWs(z1 — 2)p2llep < |l@lI% |Ws]l1, the first line
can be bounded, for any € > 0, by

(B-123) < K, ANy V[ [Walli < K(p, A)N'T. (3.125)

The second term is bounded by
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BI2D = | (/IWste — 2o 0. Wior = aallpei o, )
<CNI/IWs(e1 = w2) 2l (llay(@) 301 + 1 10, 911
<ON I/ IWs(er = w2)lpal, ((0,A0) + [ W1 + 2 1o 0]
<ON[WslhliglZ (4%, 22) + [1509]?)
<Cllpl%, ((w,a) + N'-).

Choosing d large enough, N'=9*¢ is smaller than (¥, 72¥)). This yields (a) in the
case I' = 1 4 W. The inequality (a) can be proven analogously for I' = .

Let I' = 1,4W. We first consider (b) for potentials with 8 < 1/4. We have to
1
estimate

N1y, prpaWs (@1 — 22)q1621 g W) < NI(W, prpaWs (@1 — 22) 0142 V)|
' 1

+N (L0 ¥, prpoWs(21 — IQ)CJ1(]2]IW\I/>>|
! 1

SN[QY, prpaWs(21 — 22)q102 V)| (3.126)
+CNH]IE(1d)\IJH 1 W5]| 0o- (3.127)

The last term is bounded, for any € > 0, by
(3127) < C.NN1-dteN—1+28 < N=2

where the last inequality holds choosing d large enough.

Using Lemmam (c) and Lemma2.0.10|with Oy 5 = ¢2Wp(z1—22)pa, @ = N~V/2q ¥
and y = NY?p, U we get

B126) < lga®[* + N?| g2 ¥, prll\/[Wa (w1 — x2)|psll\/IWa (w1 — 5)]

X I\ IWa(xr = z2)[p2ll\/ IWa (21 — x3)[prgs ©))|
+ Nz(N - 1)71HQZWB($1 - 332)]02]91‘1’\!2

< N ®|I” + N2/ W (21 — 22)pa 8, g2 ¥
+ CN|[Wa(x1 — x2)pal|3,-

With Lemma [2.0.5] (e) we get the bound

B-126) <[l [I* + N[l [l [IWllT ln I* + CN[Wal*[lell2-
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Note, that |[Ws]; < CN7L, ||[Wps||? < CN—2+28 Hence

(3-126) < C ((¥, @ TY) + K(p)N~120) .

Note that, for 8 < 1/4, N~1+2% < N=Y/6In(N). Using the same bounds for I' = W,
we obtain (b) for the case § < 1/4.

for 1/4 < :
We use Up, g from Definition for some 0 < 8; < 1/4.

Z5 (w1, w9) — Ws + U, s has the form of Z7 (1, 72) which has been controlled above.
It is left to control

N ‘«]135«1)‘117171172 (Wa(x1 — 2) — Up, (1 — 72)) Q1Q2118§d)‘1’>>‘ :

Let Ahg, 3 = Wz — Ug, 5. Integrating by parts and using that
Vihg, g(x1 — x2) = —Vahg, g(x1 — 2) gives

N ‘((1135@‘1’7191292 (We(z1 — 22) — Up, (21 — 22)) 611412155@‘11»’
=N ‘<<V1p1]18§d)\11,ngghlglﬁ(.fEl — ZL‘Q)qug]lBgd)\Ij»‘ (3.128)

+ N ‘«]lBﬁd)‘If,ppoVQhﬁhﬁ(l’l — $2>V1Q1Q2]IB§C”\I]»‘ . (3129)

Let (a1,b1) = (q1, Vp1) or (a1,b1) = (Vai,p1). Then, both terms can be estimated
as follows:

We use Lemma [2.0.10] with Q = N*”/2a1]lB§d>\If, O12 = N1+n/2QQV2h5175(ZL’1 — X9)P2
and y = bl]lBYi) . We choose n < 2.

N ‘<<]185d)\11’ a1p2V2hlgl’g($1 — $2)b1q213§d)‘11>>

< N ayl o 0 5.130)
24+n )
+ N — 1 ||QZV2h617ﬁ($1 — l'Q)bpo]]_Bgd)\I/H (3131)
1/2
+ N2 )<<]l[5§d)‘1/, b1p2q3Vahg, s(x1 — 22)Vshg, g(x) — l’g)blqu?)]]_Bgd)‘ll»
(3.132)

We obtain (note that 1 z@ does not depend on x1)
1

3.130) < N—"||a118§d>\1/||2 = N—”||]1B,§d)a1\1/||2 < K(p, A)N.
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since both ||[V¢ V|| and ||¢1 V|| are bounded uniformly in N. Since ¢, is a projector
it follows that

NZtn
(13.131]) SN 1 |Vahgs, sl — x2>p2H(2’P||b1]lB§d)\I]”2
NZ+tn ) ) ,
<O g 2 [T ol g W]

<K(p, A)N" In(N)ll¢ %,
where we used Lemma [3.5.3|in the last step.
Next, we estimate
(B-132) <N**||pyVshg, p(x1 — xg)b1q2]18§d>qf||2
<2N*M|pyVahg, g1 — xQ)blqgnggd&H? (3.133)
+2N*|paVohg, 5(1 — 2)b1g2¥|%. (3.134)
The first term can be estimated as
(B-133) <CN*[Vahs, 5(1 — 22)bi |5, |11 V||
<SCN*([Vahs, l* (5 + 1Vl 1 g 11*
<K(p, A)NPIN"2In(N)N22H2 = [0(p, A)N22H200 1 (),

for any € > 0. For d large enough, this term is subleading. The last term can be
estimated as

(3.134) <2N*"||pyhg, s(z1 — 22)b1 Voo |2
F2NZ[[o(22)) (Vip(2) | B, 5 (21 — 22)b1g2 ¥ ||
<CN**|pahg, s(x1 — @) |12, 1101 Vaga |
FON[[o(29)) (Vep(a) |hpy 5 (1 — 22) |5, D129 ||
SCN* (Ve + llellZ) Nhs sl (1 + 1IVel?)
<K(p, A)N"21In(N)2.

Combining both estimates we obtain, for any g > 1,

N ‘<<1B§d>‘1’vp1p2wﬁ<l'1 — 22)q1q2 1 gy, )
<inf inf (K(g, A) ((¥,A¥) + N2+ N7+ N In(N) + N"**In(N)))

n>00<u<1/4

< K(p, A) ((,2T) + N In(N)) .

where the last inequality comes from choosing n =1/3 and p = 1/4. For I' = ¥, (b)
can be estimated the same way, yielding the same bound.

(c) This follows from (a) and (b), using that 1 — p1ps = q1g2 + P1g2 + q1po-
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3.6 Regularity of the solution ¢

In our estimates, we need the regularity conditions
IVetlloo <00, letlloo <00, V]l <00, [[Ag]| < oo

That is, we need ¢; € H?(R?, C) N WH>°(R? C). Then, ||Ale?|, IAle:*|l1 and ||©?]|,
which also appear in our estimates, can be bounded by

Alp* =¢; Mgy + eiAp} +2(Vey) - (Veor)
1Al Il <2l Agellll@elloo + 2 VRl Vepelloo
1Al <4l A
ezl <ll@elloolleell.

Recall the Sobolev embedding Theorem, which implies in particular
H*(R2,C) = WF2(R2,C) Cc C*2(R%C). If ¢ € CYR?%C) N HY(R? C), then ¢ €
Whoe(R?, C) follows since both ¢ and V¢ have to decay at infinity. Thus, p; € H3(R? C)
implies ¢; € H*(R? C) N W1>(R? C), which suffices for our estimates. Since ¢; obeys a
defocusing nonlinear Schrodinger equation, we expect the regularity of the solution ¢; to

follow from the regularity of the initial datum y. For a certain class of external potentials
A, this has been proven in [I1]:

Lemma 3.6.1 Let oo € ¥*(R? C) = {f € L*(R*,C)| X", s, 2705 f|| < o0}, for k > 2.
Let, for b > 0, @; the unique solution to N

i0ppr = (—A + Ay + bloc Py

Let A. € LSS (R, x R2,C) real valued and smooth with respect to the space variable: for
(almost) all t € R, the map x — Ay(x) is C°. Moreover, A; is at most quadratic in space,
uniformly w.r.t. time t:

Va e N? |a| >2,  0%A € L™(R, x R% C).
In addition, t — sup, <1 |As(z)| belongs to L=(R,C). Then
(a) o, € SF(R2, C), which implies o, € H*(R?, C).

(b) lledll = lloll

(c) Let @y € Y3(R?,C). Assume in addition that |Ay]es < 00 and ||Ay]ee < 00. Then,
for any fired t > 0, K(p, Ar) < 0o follows.

Proof: Part (a) is Corollary 1.4. in [II]. We like to remark that ||¢:|gx < C holds,
if A, = 0, see Section 1.2. in [II]. The conditions on A; are for example satisfied if
Ay € C*(R%R) for all t € R, Ai(z) = 0, for all [¢| > T. Part (b) can be verified directly,
using the existence of global in time solutions. Part (c) follows from (a) and the embedding
H3(R?*,C) C H*(R?,C) N WhH>=(R? C).

g
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Chapter 4

Derivation of the Gross-Pitaevskii
Equation for a Class of Non Purely
Positive Potentials
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4.1 Introduction

In this chapter, we will analyze the dynamics of a Bose-Einstein condensate in the Gross-
Pitaevskii regime for interactions V' which need not to be nonnegative, but may have an
attractive part. The theorem we are going to present generalizes the derivation of the
Gross-Pitaevskii equation in three dimensions as conducted in [60].

Let us first define the N-body quantum problem we want to study. The evolution of N in-
teracting bosons is described by a time-dependent wave-function ¥, € L2(R3N C), ||¥,|| =
1. Assuming in addition ¥y € H?(R3",C), the evolution of W, is then described by the
N-particle Schrodinger equation
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The time-dependent Hamiltonian H we will study is defined by

N

H:—ZAj+N2 > VIN(zy— ) + Y Aday). (4.2)

1<j<k<N j=1

In the following, we assume A; € L>°(R3 R) and V € L®°(R? R), V spherically symmetric.
We will also use the common notation V;(z) = N2V (Nz). More generally, one can study
the properties of Bose gases for a larger class of scaling parameters 0 < § < 1, setting
Va(x) = N713PV(NPz). For 0 < 8 < 1 and large particle number N, the potential gets
0-like, which indicates that the mathematical description may become more involved the
bigger [ is chosen. The so-called Gross-Pitaevskii regime $ = 1 is special, since then the
two-particle correlations play a crucial role for the dynamics, see Section and also
Chapter [3] for the discussion of the two-dimensional Gross-Pitaevskii equation.

We will derive an approximate solution of in the trace class topology of reduced
density matrices. Recall the definition of the one particle reduced density matrix 7\(1110)
given by the integral kernel

’y\(l,lo)(x,x’) —/ U (2,29, .., 2n)Vo(2, 29, ..., an)dPTs ... 2. (4.3)
R3N—3

To account for the physical situation of a Bose-Einstein condensate, we assume complete
condensation in the limit of large particle number N. This amounts to assume that, for
N — oo, 7\(1,10) — |¢o) (0| in trace norm for some ¢y € L*(R3,C), [|¢o| = 1. Our main goal
is to show the persistence of condensation over time. Let a denote the scattering length
of the potential %V (see Section for the precise definition of a) and let ¢, solve the

nonlinear Gross-Pitaevskii equation
10,01 = (—=A + Ay) oy + 8malo2or =: K, (4.4)

with initial datum ¢, (we assume ¢; € H?(R3 C), see below). We then prove that the
time evolved reduced density matrix ”y\(I,lt) converges to |p;)(y] in trace norm as N — oo
with convergence rate of order N~7 for some n > 0.

The rigorous derivation of effective evolution equations has a long history, see e.g. [2, 4]
o, [7, 8, @, 4], 17, 18], 19, 20, 25] 26l B0, 31, B2, B34], 49l (0, 51, 53, B4, (5, 59, 60, 61, 65]
and references therein. The derivation of the three dimensional time-dependent Gross-
Pitaevskii equation for nonnegative potentials was first conducted in [19]. Afterward, this
result has been improved by [4, 5, 49, [60]. The ground state properties of dilute Bose gases
were treated in [0, 45] 46l 47, 43, 42}, (57, 64, [72], see also the monograph [41] and references
therein.

As mentioned previously, we will generalize the result presented in [60] to a specific class
of interactions V' which are not assumed to be nonnegative everywhere. Let us stress that
persistence of condensation is not expected for arbitrary V. For strongly attractive poten-
tials, even a small fraction of particles which leave the condensate over time may cluster,
subsequently causing the condensate to collapse in finite time. The dynamical collapse of a
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Bose gas under such circumstances is well known within the physical community and was
mathematically treated in [50]. The breakdown of condensation has also been observed in
experiments [21]. Consequently, the result we are going to prove can only be valid under
certain restrictions on V. The class of potentials we consider is chosen such that V' has a
repulsive core, i.e. there exists a r; > 0, such that V(z) > A, for some \™ > 0 and for all
|z| < 7. This condition prevents clustering of particles. If furthermore the negative part
of V fulfills some restrictions (see Assumption , a result by Jun Yin [72] then implies
that the Hamiltonian we consider in this note is stable of second kind. The author proves
in particular that for such potentials the ground state energy per particle of a dilute, ho-
mogeneous Bose gas is at first order given by the well-known formula 47apN. Among the
steps of the proof in [72], it is shown that the Hamiltonian -without external potential
A4 restricted to configurations where at least three particles are close to each other is a
nonnegative operator. We will adapt this non-trivial operator inequality in our proof to
control the kinetic energy of those particles which leave the condensate, see Lemma
We like to remark that the Assumptions on V stated below imply that the scattering
length a of the potential %V is nonnegative. Consequently, the effective Gross-Pitaevskii
dynamics is repulsive, which reflects the fact that the condensate is stable.

The result presented in [72] implies further that there exists an € > 0, such that

—EZAk ZAk+Z‘/1 ‘—:L'j (45)

1<J
ey Vilw — ;)] < — ZAk+Z\/1 T — ;). (4.6)
1<j 1<j

The first operator inequality bounds ||V;¥,|| uniformly in N, if initially the energy per
particle is of order 1. If the kinetic energy were not uniformly bounded, one cannot expect
condensation, see e.g. [50] for a nice discussion. Under the same assumption, the second
inequality implies ||V (21 — 22)¥,|| < N2, see Lemmal[4.3.17] These two inequalities
are crucial in our proof to control the rate of particles which leave the condensate over
time and thus to extend the result presented in [60].

4.2 Main Result

Notation 4.2.1 During the rest of this chapter, a will always denote the scattering length
of the potential %V, as defined in Section .

Define the energy functional € : H*(R3*",C) — R
E(V) = N(¥, HD)), (4.7)
as well as the Gross-Pitaevskii energy functional £ : H?(R? C) — R
£ (¢) =(Vip, Vo) + (0, (A + Amalol*)p) = (o, (77 — Amalol)p).  (4.8)
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Next, we will define the class of interaction potentials V' we will consider. This class is
essentially the one considered in [72], Theorem 2; see also Corollary 1 and Corollary 2
in [72] for a different characterization of the class of potentials V. Here, we require in
addition that the potential changes its sign only once. This facilitates the discussion of the
scattering state, see Section [4.3.1] In principle, one could ease this additional assumption
by generalizing the proofs given in Section [4.3.1L We will state several lemmata and
definitions below for both two and three dimensions. The two dimensional lemmata are
used in Chapter [3| to prove the validity of the two dimensional Gross-Pitaevskii equation
for potentials which may have an attractive part.

Definition 4.2.2 Let d € {2,3} and let B.(x) = {z € RY|x — 2| < r} and divide R?
into cubes (or rectangles, for d = 2, respectwely) Cy, n € Z of side length bl/\/_ that is
R? = C,,. Furthermore, assume that C,NCp=10 for m # n. Define

77,700

n(by, by) = max #{n : C, N By, (z) # 0}.

Thus, n(by, by) gives the mazimal number of of cubes (or rectangles) with side length by /\/d
one needs to cover a sphere with radius bs.

Assumption 4.2.3 Let d € {2,3} and let V € L*(R%R) spherically symmetric and let
V(z) =V*H(x) =V~ (x), where VT, V= € LX(R% R) are spherically symmetric, such that
V*H(z), V= (x) >0 and the supports of V™ and V'~ are disjoint. Assume that
(a) Let R > ry > 0 and assume supp(V ™) € B,,(0), as well as supp(V ™) € Br(0)\B,,(0).
(b) There exists AT > 0 and r1 > 0, such that V*(x) > AT for all x € B, (0).

(¢c) Define A= = ||V ||s, as well as ny = n(ry, R) and ny = n(ry,3R). Define, for
0<ex<l,

enle) = [ » (|vxgo<x>|2 ¥

We then assume that for some 0 < e < 1

i €n1(2v+(x) —4V- (:v))|<p(x)|2) dz. (4.9)

inf £ > () 4.10
@ecl(R;}}CMR)Zl( r(p)) >0, (4.10)
AT > 8noh . (4.11)

Notation 4.2.4 We will use the constants r1,79, R, X*,A\~, as well as ni,ny throughout
this chapter as defined above.



4.2 Main Result 83

Remark 4.2.5 Condition (4.10) implies a > 0, see Theorem C.1.,(C.8.) in [41)]. As-
sumption implies that there exists € > 0, > 0 such that

_ZAk;+ Z (V" (i — ) = (L+ Vi (25 — 5)) > 0, (4.12)
1<j=1
ZAH Z V(s — ;) 20, (4.13)
1<j=1

see Lemma and Corollary|4.53.15. The Inequality (4.12) can only hold for a > 0, see
[67]] and is thus in accordance with Condition (4.10)). Thus, although the potential V' may

have an attractive part V=, the effective Gross-Pitaevskii Equation (4.4) is repulsive.
It also follows from Assumption[4.2.9 (c)

1
—A+ 5V >0 (4.14)

We now state the main Theorem:

Theorem 4.2.6 Let ¥y € L2(R3N C) N H2(R3N,C) with ||Vo|| = 1. Let ¢y € H*(R3,C)
with ||@o|| = 1. Let A}im Tr|7\(1,10) — o) (wol] = 0, as well as ]%im E(Wg) = E9F(py). Let
—00 —00
U, the unique solution to 10,Y, = HWY, with initial datum Yy and assume that V fulfills
Assumption . Let o, the unique solution to iOyp, = hCFp, with initial datum o

and assume @, € H*(R3 C). Let the external potential A, fulfill Ay € CH(R? L>°(R? R)).
Then,

(a) for anyt >0
Jim 't = len) (el (4.15)
—00

m operator norm.

(b) if foOO(HSOSHOO + IVes]leoc + HASHOO)dS < oo where || - [l610c : L*(R?,C) — RT s the
“local L%-norm” given by

[ell6,10c := sup [|L.—z <1l -
zeR3

then the convergence s uniform in t > 0.

Remark 4.2.7 (a) For potentials V' which satisfy Assumption convergence of the
ground state energies E(V9%) — EGF(09%) — 0 was shown in [T3] for homogeneous
gases. Here, W9° and @9 denote the (approrimate) minimizers of the respective
functionals. In case of a repulsive potential V' > 0, the respective convergence was
shown in [{2]. In [{3] it is shown that p¥"" — |©9%){(@%|.
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ar is a direct consequence of the estimate given in [60)]. We restate a remar
b) Part (b) is a direct f the estimate gi m [00). W tat k
giwen in [60] about the uniform convergence in t:

By Sobolev’s inequality, it follows that ||Vs|leioe < |Veslle < [|A@|l. Thus [|[Vos||6.i0c
can be bounded controlling (ps, (hGP)2 ws) sufficiently well.

On the other hand, ||Vs|loioe < ||V@s|leo- Since we are in the defocussing regime
one expects, after the potential is turned off, that ||¢|lee and ||Vl|le decay like t=3/2.
Whenever this is the case [ ||@slloo + | V@sl6,00c + | Ag|loeds < 0o and we get con-
vergence uniformly in t.

(¢) The condition ¢, € H*(R? C) can be proven for a large class of external potentials,
assuming sufficient reqularity of the initial datum o, see e.qg. [12].

(d) The proof of Theorem implies that the rate of convergence is of order N0 for
some 0 > 0, assuming that |7$3 — |wo) (pol| < CN=2, as well as assuming that the
convergence rate of A}im E(Vg) = E9P(py) to be least of order N=2.

—00

4.3 Proof of Theorem [4.2.6

Notation 4.3.1 In the following, we will denote by K(p:, A¢) a constant, depending on
el r2(rs ) and on HAtHOO,f(f ds||Aslleo. Under the assumptions of Theorem there
exists a constant Cy, depending on t, such that K(pi, Ay) < Cy.

In this chapter we will focus on the modifications one needs to perform in order to generalize
the result of [60] to more general interactions V. Many Lemmata which were proven in
[60] are valid for generic interaction potentials V' and need not to be modified. We will
therefore often omit parts of existing proofs and refer the reader to [60] for the detailed
steps and motivations; see also Chapter [3| for the proof of the two dimensional case.
First, we will recall some important definitions we will need during the proof.

Definition 4.3.2 For any 1 < j# k < N, let

ajp = {(x1, 79, ..., xn) € RN ¢ |x; — 2y < N72/27Y (4.16)
A = U a;r, A =R™MA;  Bji= U gl B, := R*™\B;. (4.17)
k#j k,l#j

In the following , we will state a general criteria under which assumptions on ¥; Theorem
4.2.6| is valid (see (b),(c) and (d) below). Subsequently, we prove that these assumptions
are valid if the potential V' fulfills Assumption |4.2.3
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Lemma 4.3.3 Let ¥y € L2(R3N, C)NH*(R3N, C) with ||Y|| = 1. Let oo € H*(R?, C) with

ol = 1. Let lim %(Pl) = |po) o] in trace norm as well as lim E(Vy) = EF(py). Let
N—o0 0 N—o0

U, the unique solution to 10;V, = HVY, with initial datum ¥y and assume V € L°(R? R)
spherically symmetric. Let oy the unique solution to i0yp; = hOF p, with initial datum .
Assume Ay, Ay € L®(R3,R). If,

(a)

o, € H*(R?,C). (4.18)

(b)
IVi(zy — 20) W] < CNV2, (4.19)

(c)
V10, < C. (4.20)

(d) for some n >0, the following inequality holds:

104, Vaa? W[* + ([0, VW |* < C ({00, 77 0,) + N7) + [E(P,) — 7 (1) -

(4.21)
(¢)
V is chosen such that Lemma is fulfilled. (4.22)
Then, for anyt > 0
. 1
Jim 7y = e (e (4.23)

m trace norm.

Remark 4.3.4 It has been shown in [60] that the Conditions (4.19), (4.20), (4.21) and
(4.22) are fulfilled for nonnegative potentials V€ LP(R3 R). Conditions -
are essentially those conditions which are non-trivial to prove and also lead to the class of
potentials we consider in this chapter.

Proof: We like to recall the scheme of the proof of the equivalent of Theorem for
nonnegative potentials. As in Chapter , Definition , the functionals ~y, (¥, ¢;), with
x €{a,b,c,d,e, f} were used in [60] to obtain a Gronwall estimate H The exact definition
of the functionals used for the three dimensional case can be found in Definition 6.2.

!The functional called v;(U¢, ;) is actually missing in [60]. The definition of this functional can be
found in in equation (6.10) [49]. There, it is furthermore shown that the respective bound |y¢(Wy, )| <
K(pt, A)N7%, 6 > 0 holds, assuming V € LX(R3, R) to be nonnegative.
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and Definition 6.3. in [60]. It is then proven in Lemma A.1. in [60] that the bound
172 (Us, 00)| < Ko, A) (g, 01) + N7°), x € {a,b,c,d,e},d > 0 is valid for nonnegative
potentials V € L(R?, C).

In the following, we will show that the estimates given in [60] remain valid under the
Conditions (4.18)-(4.22)). Note that we will not restate the estimates given in [60], but
only focus on the modifications one needs to perform.

The bound of 7,(W¥y, ;) is the same as given in Lemma and follows from A; €
L>*(R3 R). The required bound for (¥, ;) is derived in Lemma A.4., pp.31-37 in [60].
Following the estimates given in [60], it can be verified line-by-line that the given bounds
are valid, if Conditions (4.18)-([£.22) and A, € L>(R3 R) hold. Furthermore, it can be
verified that the functionals 7, and 7, can be controlled using Conditions —@ , see
Lemma A.l. and pp.38-42 in [60]. The estimate for 7, is valid under Conditions (4.18)
and and can be found in p. 34 in [49)].

The functional 4 can be bounded, using the following estimate: Let m®(k) = m(k) —
m(k + 1), where, for some £ > 0,

> N1-2
m(k):{\/k:/]\/', for k > N1=%

1/2(N7"HE+ N7%),  else.
We control

N[00, 15,951 (21 = 2) Vi — )i pf s, 00)| (4.24)

where gg, 1 is defined in Lemma [4.3.8] This term, which appears in (A.49) in [60] is the
only term in 7, (¥, ), © € {a,b,c,d, e, f} where the estimates given in [60] needs to be
modified, using only the assumptions given in the Lemma above. Using Lemma ([2.0.10))
with

Q=N""215Vi(x; — 22)Vy, O15=N""gg (21 — 533)]1?1773\'1%19?]1837 X =Y,

and € > 0 arbitrary, it then follows

[(24) <NT 1, Vilen — 22) T (4.25)
+CO N gg, 1 (1 — 23) Ly, (27 — 22)ma” pf' 1, Ty |2 (4.26)
—I—C’N7+€|<<\Ift, 1133pftr/n\a%g51,1(1:1 — x3)

X1y, (21 — 5172)9/31,1($1 - 134)77/%%]7?184\1%»‘- (4.27)

For nonegative V and € = 0, it was possible to control using a specific energy
estimate, see Lemma 5.2.(3) in [60]. We do not expect this estimate to hold for potentials
V' which are not nonnegative. For an interaction potential V', fulfilling Condition (4.19)),
we can however bound

[a.25) < CN~~.
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The estimate (4.26) < K(p;, A;) N2+ given in (A.51) [60] is valid under conditions

(4.18)-(#.22). Note that Condition (4.22)) implies ||gg, 1(x1 — 22)Q| < CN7||V1Q] for
Q € L*(R3M,C), see Lemma [4.3.8, This is one key estimate in order to bound (4.26]).
Under the same conditions, it has been shown (c.f. (A.52) in [60]) that

[@27) <K(pr, A)N~5 38+

Therefore, it follows for some 1 > 0 that

< K(pr, A)N™" (4.28)

holds by choosing £ > 0 and € > 0 small enoughﬂ.
O

Proof of Theorem |4.2.6} In the following, we will prove the Inequalities (4.19)), (4.20) and
(4.21)) for interaction potentials which fulfill Assumption Theorem [4.2.6, part (a)

then follows from Lemma together with the estimates given in Section [4.3.1} Part
(b) of Theorem follows from part (a) and the estimates given in [60].

g

4.3.1 The scattering state

In this section we analyze the microscopic structure which is induced by V;. While the
principle estimates are the same as in [60], we need to modify the proofs given there which
relied on the nonnegativity of V. The presentation is analogous to Chapter [3 Section [3.3
which is concerned with the scattering state in two dimensions.

Definition 4.3.5 Let V € L*(R® R) fulfill Assumption . Define the zero energy
scattering state 7 by

(_A:c + %V(x)) j(x) =0,

lim j(z) = 1. (4.29)
|z|—o0
Furthermore define the scattering length a by
= seat (2v) = 1V( )i (z)d? (4.30)
a = scat| o =1 | 3V @i@)d. :

We want to recall some important properties of the scattering state j, see also Appendix

C of [41].

2 Note that the factors N2¢ and N3¢ are due to the definition of m(k). A factor of the form N*¢,
s € {1,2,3} also appears in the other functionals 7, (U, p¢), € {b,c,e, f}. It therefore follows that the
the respective bounds |y, (P¢, )] < CN~" 1 > 0 given in [60] are valid choosing & > 0 small enough. We
like to remark that one cannot choose £ = 0, since the convergence of the reduced density matrices stated
in Lemma does only follow for 0 < £ < 1/2, see [60] for the precise argument.
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Lemma 4.3.6 For the scattering state defined previously the following relations hold:

(a) j is a nonnegative, monotone nondecreasing function which is spherically symmetric
in |z|. For|z| > R, j is given by

(b) The scattering length a fulfills a > 0.
Proof:

(a)+(b) Since we assume —A + 1V > 0, one can define the scattering state j by a variational
principle. Theorem C.1 in [41] then implies that j is a nonnegative, spherically
symmetric function in |z| such that j(z) = 1 — a7 holds for |z|] > R with a € R
defined as in Eq. . By Condition it follows a > 0, see Theorem C.1.,
(C.8.) in [41]. It is only left to show that j is monotone nondecreasing in |z|. Let
t(|z|) = j(x) and define

_ i " lv / t !/ / 2d /

- [ gveeanwrar

where e, denotes the radial unit vector. Note that a = lim,_,o a, = ar. By Gau$-

theorem and the scattering equation , it then follows for r > 0

d a,

Q.

Since ¢(r) > 0 holds for all » > 0, it follows a, > 0 for all r €]0,rs[. If it were now
that 7 is not monotone nondecreasing, there must exist a 7 > ry, such that a; < 0.
V(z) < 0 and t(r) > 0 for all |z| €]ry, R[ then imply a, < a; for all r > 7. This,
however, contradicts a = ag > 0. Thus, it follows that j is monotone nondecreasing.

0

As in Chapter 3 Section we will define a potential W5, with 0 < 8, < 1, such that
%(Vl — W3,) has scattering length zero. This allows us to “replace” V; by Wj,, which has
better scaling behavior and is easier to control.

Definition 4.3.7 Let V € L=(R® R) satisfy Assumption[{.2.5 For any 0 < 81 <1 and
any Rg, > N=P' we define the potential W, via

aN34=1 f N=B1 < |z| < Rg,,
Wi, (z) = { ”

0 else.

(4.31)

Furthermore, we define the zero energy scattering state fg, 1 of the potential %(Vl —Wpg,),
that s

{(—Az + 3 (Vi(x) — Wp, (2))) fa,1(z) =0, (4.32)

f/31,1(w) =1 fO’I“ |ZL‘| = R/Bl'
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In the following Lemma we show that there exists a minimal value Rg, such that the
scattering length of the potential (Vi — Wpg,) is zero.

Lemma 4.3.8 For the scattering state fs, 1, defined by , the following relations hold:
(a) There exists a minimal value Rg, € R such that [(Vi(x) — Wp, (2)) fa,1(x)d*z = 0.
For the rest of this chapter we assume that Rg, is chosen such that (a) holds.
(b) There exists Kz, € R, Kg, > 0 such that Kg, fs, 1(z) = j(Nz) V]z| < N7/

(¢) fz .1 is a nonnegative, monotone nondecreasing function in |x|. Furthermore,

fo1(x) =1 for |x| > Rpg,. (4.33)

(d)

a

(4.34)
(6) RB1 < CN—Br,
For any fixred 0 < 1, N sufficiently large such that Vi and W, do not overlap, we obtain

(f)
[N[Vifag alls = 8mal = [N W, fo, [l = 8mal < ONT%,
(9) Define

951,1('T) =1- f51,1<x>‘

Then,
lgsiilli KON lgaallse <CNTP lgaall < N2 igs, e < 1.
(h)
|N||[Wg,|l1 — 8ma] < CN~HAL

(i) For any Q € HY(R3N,C), we have

9,1 (21 — 22)Q] < N7 V1.

Proof:
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In the following, we will sometimes denote, with a slight abuse of notation, fs, 1(x) =
fa,1(r) and j(x) = j(r) for r = |z| (for this, recall that fsz ; and j are radially
symmetric). We further denote by fj (r) the derivative of fs, 1 with respect to the
radial coordinate r. We first show by contradiction that fg, ;(N~7') # 0. For this,
assume that fg, 1(x) = 0 for all |x| < N7P1. Since fg, 1 is continuous, there exists a
maximal value 79 > N7 such that the scattering equation is equivalent to

(_AZ - %Wﬁl (x)) faa(x) =0
fs,1(x) = 1for |z| = Ryg,, (4.35)
fa,1(z) = 0 for |z] < ro.

Using (4.32)) and Gauss’-theorem, we further obtain

o 2T2 ro<s<r

1

Frual0) = [ R = Wi () o). (4.36)

(4.35) and (4.36]) then imply for r > rq
1 aN 11361 T
/ — d3 - r /2
a0 =g | [, oW 0@ = | [ e a0
N—1+3/31
LM / dr'r?(r' — o) sup |f/31 (s)|!-

T0

Taking the supreme over the interval [ro, 7], the inequality above then implies that
there exists a constant C(r,ry) # 0, hm C(r,ro) = 0 such that sup |[fs ,(s)] <

ro<s<r

C(r,ro)N~1H38 sup | f5,1(s)|. Thus, for r close enough to ry, the inequality above

ro<s<r

can only hold if fﬁl,l( s) = 0 for s € [rg, 7], yielding a contradiction to the choice of
To-

Consequently, there exists a 2o € R3,|zo| < N7%1, such that fs,1(z0) # 0. We can
thus define .

Jj(No)

fp1,1(o)

on the compact set B,,(0). One easily sees that h(z) = j(Nz) on 9B,,(0) and
satisfies the zero energy scattering equation for € By-5(0). Note that the
scattering equations and have a unique solution on any compact set. It
then follows that h(x) = j(Nx) Vo € By-s (0). Since j(NN~A1) # 0, we then obtain

fﬁhl(NiBl) 7é 0.

Thus, fs () = j(Nx )ff(l 1(70) 101ds for all |z| < N=% and for all zy €]0, N~A1].
Lemma [4.3.6] further 1mphes that either fg, 1 or —fs, 1 is a nonnegative, spherically
symmetric and monotone nondecreasing function in |z| for all |x] < N1,

W) = fpa(2)
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Recall that Wjs, and hence fs, 1(x) depend on R, € [N771 oo[. For conceptual

clarity, we denote Wﬁ(?ﬁl)(x) = W, (x) and féﬁl)(w) = fg,1(x) for the rest of the
proof of part (a). For 3 fixed, consider the function

5: [N oo[— R (4.37)

Rg, Pr(Vi(z) — Wi (@) fim) (). (4.38)

BRﬁl (0)

We show by contradiction that the function s has at least one zero. Assume s # 0
were to hold. We can assume w.l.o.g. s > 0. It then follows from Gauss’-theorem that

f/(RB Y(Rg,) > 0 for all Rz > N~P'. By uniqueness of the solution of the scattering
equation (4.32)), for éﬁl < Rpg, there exists a constant K Ra, R, # 0, such that for all

lz| < Rg, we have f( Bl)(m) = Kp, R, fﬁRﬁl)(:c). If K, g, <0 were to hold, we
could conclude from

- 5 2 ) - ((Rs,)
0 <s(Rg,) = 87(Rs,)*f5, 1" (Rs,) = 87(Ra, K, g, St (Rg,)

that f(RB1 (Rz,) < 0. By continuity of fgﬁﬁl) and fé(lﬁﬁl)<R51) > 0, there exists
r €)Rgs,, Rg, [, such that 0 = fﬂ (Fis,) (r) = Kry, mfé(l’:)l(r) , yielding to a contradiction
to s > 0.

We can therefore conclude K Ro, Ra, > 0. From Lemma the assumption

s(N=A1) > 0 and KR[; Ry, 0, we obtain, for all r € [0, N="'] and for all Rs, €
[N=P1 00|, that fﬁRﬁl)(r) > 0 holds. From s # 0, it then follows that, for all
r € [N, oo| and for all Rg, € [N~P', o0, fBRﬁl (r) # 0. Thus, for allr € [N=%1, o0

and for all R, € [N~%1 ool the function fﬁl’1 (7") doesn’t change sign. This, how-

ever, implies Rlim s(Rp,) = —oo yielding to a contradiction. By continuity of s,
B1 — 00

there exists thus a minimal value Rz, > N~% such that s(Rs,) = 0.

Remark 4.3.9 As mentioned, we will from now on fix Rs, € [N7P', 00 as the
minimal value such that s(Rg) = 0. Furthermore, we may assume a > 0 and
Rg, > N=P in the following. For a = 0, we can choose Rz, = N5 such that
fa,1(x) = §(Nx)/j(NN-P). It is then easy to verify that the Lemma stated is valid.

From j(Nz) = fz.1(z )% for all |x| < N=%1 we can conclude that
JINNTH)
Ks, = 4.39
S REEn) )

Next, we show that the constant Kjg, is positive. Since j(NN~A1) is positive, it
follows from Eq. (4.39)) that K, and fs, 1(N ') have equal sign. By (a), the sign of



92

4. Derivation of the Gross-Pitaevskii Equation for a Class of Non Purely
Positive Potentials

fs,1 1s constant for |z| < Rg,. Furthermore, from Gauss’-theorem and the scattering

equation (4.32)) we have
1
' _ Vi i((N2)d® 4.40
i) = sy [, V@i (4.40)

for all 0 < r < N=P1. Since J5,(0) V1(2)j(Nz)d’z is nonnegative for all 0 < r < NP
(see the proof of Lemma |4.3.6)), we then conclude

sgn (f, 1 (N™7)) = sgn (K, ). (4.41)

Recall that fj ,(Rg) = 0. If it were now that Kp, is negative, we could conclude
from [.39) and (£.41) that f5 ,(N~") < 0 and fz,1(N~") < 0. Since Rg, is by
definition the smallest value where féhl vanishes, we were able to conclude from the
continuity of the derivative that f; ,(r) < 0 for all 7 < R, and hence f(Rs,) < 0.
However, this were in contradiction to the boundary condition of the zero energy
scattering state (see (4.32))) and thus Kz, > 0 follows.

From the proof of property (b), we see that fz 1 and its derivative is positive at
N=Fr. From (4.36), we obtain f4 ;(r) = 0 for all » > Rg,. Thus fs, 1(x) = 1 for all
|z| > Rg,. Due to continuity f3 ,(r) > 0 for all » < Rg,. Since fs, ;1 is continuous,
positive at N=%1 and its derivative is a nonnegative function, it follows that f, ; is
a nonnegative, monotone nondecreasing function in |x|.

Since fg, 1 is a positive monotone nondecreasing function in |z|, we obtain

12 foa(N#) = (NN ) Ky, = (1= 550 ) /K

We obtain the lower bound

a
For the upper bound, we first prove that fz(z) > j(Nz)/j(NRg) holds for all
|z| < N=P1. Define m(x) = j(Nx)/j(NRg,) — f5,1(x). Using the scatting equations

(4.29) and (4.32)), we obtain

{Axm(x) = 3Vi(@)m(x) + 3 W, (2) f5,1(2), (4.42)

m(Rgl) = 0.

Since W, () f3,1(z) > 0, we obtain that Aym(z) > 0 for N"'R < |z| < Rg,. That
is, m(z) is subharmonic for N"'R < |z| < Rg,. Using the maximum principle, we
obtain, using that m(xz) is spherically symmetric

_ , 4.43
L - (m(z)) e Rﬁl}(m(x)) (4.43)
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If it were now that max,e(n-1r g, }(m(z)) = m(N"'R) > m(Rg) = 0, we could
assume m(z) > 0 for all N7IR < |z| < N=# (otherwise we would have m(N A1) = 0,

which implies Kg, = j(NRg,) =1 — Vi < 1). Note that m(z) then solves
1

—Aym(z) + 3Vi(z)m(x) =0 for |z| < NP1,
m(N"'R) > 0.

By Theorem C.1 in [41] (note that we can assume a > 0), m is strictly increasing
for N71R < |z| < NP This, however, contradicts MaX|z|e(N-1R, Ry } (M(T)) =
m(N™'R).

Therefore, we can conclude in (4.43) that maxe(n-1r gy} (m(z)) = m(Rg) = 0
holds. Then, it follows that fz(x) — j(Nx)/j(NRg,) > 0 for all N"1R < |z| < N~A1.

Using the zero energy scattering equation
. : 1 : :
—A(far1(2) = J(N2)[§(NRg,)) + SVi(2)(fa1(2) = j(N2) /(N Rg,)) = 0

for |z| < N=P1, we can, together with f5, 1 (N=%1)—j(NN~P1)/j(NRg,) > 0, conclude
that fs,1(x) — j(Nz)/j(NRg,) > 0 for all |z| < Rg,.

As a consequence, we obtain the desired bound Kp = % < j(NRg) <1
1

(e) Since fs, 1 is a nonnegative, monotone nondecreasing function in |z|, it follows that

NN [ Vit =iV [Vi@de > [ Vi) fa s
= [ Wa@ s = a0 [ W)

Therefore, [ Wp, (z)d*x < CN~! holds, which implies that Rg, < CN~F1.

(f) Using
@

IWs, foualls =lIVifaiall = K5 Vi (Nl = KE&TN :

we obtain

’N\|V1f51,1||1 — 87Ta| :|N||W/31f5171H1 — 87T(l| = 87 ‘Kﬁzl o 1‘ < CN71+51.

(g) |Ur>|*ing for |x| < Rpg, the inequality 1 > fs,1(x) > j(Nz)/j(NRg,), it follows for
r| < RBI

0 <gp1(x)=1— fs1(x) <1—j(Nx)/j(NRg,).
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Let j solve

{g x ]l|x\<r2) 3(1;) - 07
J(2R) = ( R).

& Ml»—t

It then follows that @ = scat (3V(2)Ljs<s,) > 0. Furthermore, it follows from
41

Theorem C.1 and Lemma C.2 in [4I] that
N 1— % a\l—2
w2 —dyen - (1- L)
TR i 2R

holds for all z € R?. Consider n(z) = j(z) — j(z). n then solves

n(2R) = 0.
As before (see (4.42)), we can conclude n(z) < 0 for all |z[ < 2R, which implies
j(x) > j(x), for |x| < 2R. Therefore,

a

(1 - L) "R for N|z| < R,

N‘xl 2NR

j(Nz) >

1— N|x‘ else.

This implies, using part (d),

<1 - ﬁ) 22 ) for N|z| < R,

1—- 2 )(1—
O afm) 0~y

r) <1-—
) = 2 e
{Nlﬂcl + CN~! for N|z| < R, (4.44)
" TONT 51 else.
Since gg, 1(z) = 0 for |z| > Rg, we conclude with Rg, < C N~ that
lgsiall SN2,

as well as

lggallszz < CNT2 lggyall < ONTEEA2,
Furthermore, ||gs,1]lcc = [|1 — fa,,1]|lc < 1, since fg, 1 is a nonnegative, monotone

nondecreasing function with fg, ;(z) < 1.
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(h) Using (f) and (g), we obtain with ||[Ws,||; < CN™*

|NHW51”1 - 87Ta‘ < |NHW/81]£5171”1 — 871'61‘ + NHWﬁlgb’LlHl
SCNTFP 4 1o n-51981l0) -

Since gs,1(x) is a nonnegative, monotone nonincreasing function, it follows with
Kgs <1

JINN—2)

< aN—H-,Bl .
KB1

1L sn-mgsllee = 9t (N ) =1 — faa(N7) =1
and (h) follows.
(i) Using the pointwise estimate (4.44)), we obtain for any Q2 € H'(R3", C)
lgp, 1(z1 — 22)Q2| < O(N_HﬁlH]lBCN_ﬁ1 o) (1 — 22)Q| + N7z — 2o 7).

Since |||£L’1 —I2|_1Q|| S 2||V19|| as well as H]chN—ﬂl (0)(1’1 —LUQ)QH S CN_S/BI/ZHVlQH
holds, we obtain part (i).

g

4.3.2 Nonnegativity of the Hamiltonian

Next, we prove several important operator inequalities related to the Hamiltonian H, see
Corollary [4.3.15] These inequalities will be used in order to show the Inequalities (4.19)),

(4.20) and (4.21)).

Lemma 4.3.10 Let d € {2,3} and let U € LE(R,R) fulfill Assumption [{.2.9 and define

N N
k=1

i<j=1

Then
Hy > 0.

In order to prove this Lemma, we first define

Definition 4.3.11 Let d € {2,3}. For R > 2R, where R is defined as in Assumption
let for any 5,k =1,...,N with j # k

big = {(x1, 79, ..., xn) € R™N ¢ |z; — 21| < R}, (4.45)

El = U bj,lm Cl = RdN\El.
J.k#l
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Proof: Let
al 1
HE = Z —Ak]lgk + Z ]15J§U(ZL‘Z - (Ej),
k=1 i#j
al 1
He=> —Nge, + Y Le,5U(wi = ;).
k=1 i#j
Note that
al 1 1
He = —Mle, + T > (e, + Le)5U(wi — ;)
k=1 i#j
is a symmetric operator w.r.t. to exchange of coordinates x1, ..., xy. Therefore, it suffices

to prove (¥, HeW) > 0 for ¥ € L2(R*, C), since we can apply Theorem 3.3 and Corollary
3.1 in [40] to conclude

werranty g 0 YD = dBE gy (O He D)
In order to prove He > 0, we show K; = —A;l¢, + %Zj\; e, 3U(z — 2;) > 0 on
L2(R¥N C). Since
N
‘I’GLE(R}’%{CLII\PII:1<@’ Hew) = \IlGL?(Rdif\rfl,g),H\I/H:l ;«\D’ Kiw)
N b (WKW

PELZ(RIN,C),[|¥|=1

holds, it then follows Hg > 0.
The next Lemmata prove that K; > 0 and Hz > 0. Since Hy = Zf\il K; + Hg, it then
follows Hy > 0.

g

Remark 4.3.12 The reason to split the Hamiltonian as done above is the following: The
interaction ]lgj%U(l’i — x;) is only nonzero, if, for fived configurations (x1,...,xN), x; s
closer than R to xj, but no other particles are closer than R to neither x; nor x;. Therefore,
the set C excludes those configurations, where three-particle interactions occur. The strategy
to separate the configurations of possible three-particle interactions is well known within the
literature, see e.g. [{1],[72] and references therein.

Lemma 4.3.13 Let Ky and Hz be defined as above. Under the assumptions of Lemma
we have
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(a)

(b)

K; >0 on LA(R™ C).

Hz >0 on L*(R™,C).

Proof:

(a)

The proof of Lemma part (b) can be applied to prove part (a) in the case
d = 2. Note for the proof to be valid, it is important that L¢, (x1,...,zx) excludes
those configurations where the distance of two distinct particles z; and zj, ¢,7 # k
to xy is smaller than R, which is the radius of the support of U. For d = 3, it is easy
to verify that the analogous proof of Lemma , as stated in Lemma 5.1. (3) in
[60], can be applied.

Remark 4.3.14 The proof of part (b) originates from Lemma 10. in [72]. The
author, however, does mot introduce the set Cy, but uses a different technique to
exclude three particle interactions. For conceptual clarity, we adapt the proof of
Lemma 10. in [72] to our definition of Hg. Since the proof given by Jun Yin is very
elegant in our opinion, parts of the following proof are taken verbatim from [77].

Recall that

Assume first that N is even, i.e., N = 2Ny with N; € N. Let P = (7, m) be a
partition of 1, ..., NV into two disjoint sets with V] integers in 7; and w9, respectively.
Let

Uiy = Uss = U+ >0, Upy=2UF —4U", (4.46)
with U, = —4U~, U, = 2U*. It then follows

(U1,1, + U1 + U2,2) =U.

A~ =

For each P, we define (for shorter notation, we will assume i # j in the following)

1
Hp = H(W177T2) = Z —QA]']I@]_ + Z ]l@j§U171(SL’7; — Ij)
je™ 4,JEm
+ Z ]l Ulg .’L’Z—$] Z ]l U22 —.’L'j).

1€EM2,JEMTL 1,]EMT2
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Consequently, U, 3 denotes the interaction potential between particles in 7, and 7g.
Note that

=) Al = ZAHJQZ

P jem

Z Z ]léle,l T, —x;) = Z Z ]léjUQ’z(.Ti — ;)

P i,jem P ijems

N
= Z ]lajU+<l’i - ZL’j)

i#j=1

Z Z ]lﬁle,Q(xi —fL’j)

P iem,jem

= Z g, (2U" (s — a;) — AU (3; — 7))

i#j=1 P

Hz =Y Hp/> L (4.47)

Hence, for N even, to obtain Hz > 0, it is sufficient to prove that for VP, Hp > 0.

If N is odd, we divide P = (g, m3), with Ny = (N —1)/2 integers in 7y and (N +1)/2

integers in .
Let A; be a one-particle operator and define, for any partition P = (m,m2), djem

such that djer, = 1if j € m, otherwise 0. Then > > . A; = Zf:l A; Y pljen.

AN
(]

.-lEIﬂH

Therefore,

Note that
e s () 14
djem, = = = = .
2 ST T T

Furthermore, for any two-particle operator A; ;, we obtain, for a,b € {1, 2},

Z Z A Z Az ,J Z 5267&; JETY*

P i€mq,jET,iF£] i£j=1
Let i # j. With

N-2 N—2
1 (x=) 1 3 1 (x3) 1
— 5i7r6‘7r: 2 =—|1-—= 5 e Ty — 2 =—|1+
szp: SUSR#ISHST (¥) 4< N) pzp: 61]62 (¥) 4<
LS _W)_z(l;) LS _W_z(H
Zp — emeVyem (%) - 4 N ) Zp — s j€7r2 - (%) - 4

==

==
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it follows that

1- L X
_ZZA]']I@ D = ZAJ’H} Z’

P jem Jj=1 P

N
Z Z ]léle,l(-ri - C(]j) = i (1 - %) Z ]lij'i'(xZ ZL']) Z,
P i,jem i£j=1 P

N
Z Z ]l@jU272($i - ZE]') = i (1 + %) Z ]l@jU+<xl- — l’j) Z,
Pijem i#j=1 P

N

Z Z ]lngLQ(.ﬁL'i—iL’j) = i <1+%> Z ]lﬁle,Z(xi_xj)Z-
P iem,jeEm i#j=1 P

For N odd and N large enough, the bound of Hp > 0, VP then implies, together
with the Assumption f.2.3/on U, that Hz > 0.

We will now prove Hp > 0, VP. The advantage to consider Hp instead of Hy is
that we can analyze Hp > 0 for fixed configurations of z;’s with ¢ € my. This
pointwise estimate is sufficient, since there is no kinetic energy of the my-particles.
Since permutation of the labels in m; and 75 is irrelevant, we can further assume that
m™ = {1, ,Nl}, T = {N1+1, ,N}

Following the idea of [(2], for any fixed configuration (zy,41,...,%y), we consider
two cases:

e If there are more than m; me-particles in a sphere of radius R with m; > 2nq,
the positive interaction Usg, together with U;; cancels the negative part of
Uy 2. Recall that n; is the number of cubes (or rectangles, respectively) of side
length ry/ v/d which are needed to cover a sphere of radius R. Therefore, if ms
mo-particles are located in such a sphere, it is possible to derive that at least
O(m3/n1) mo-particles are closer than 7, to each other. Therefore, if m; ;-
particles and ms mo-particles are close to each other, the potential energy is of
order O(m?) + O(m3) — O(myms). This energy is positive, if the negative part
of U is small enough.

o [f there are less than 2n; my-particles in a sphere of radius R, it is possible to

use Assumption [4.2.3] (4.9), that is

—1y<pAy + 1 (2U" () — 4U (z)) > 0.

As in Definition 4.2.2] we divide R? into cubes C,, (n € N) of side length \/Lgrl, such
that the distance between to points z;, x; € C,, is not greater than r;. Therefore, for
z;,x; € C,, we have by assumption U(x; — x;) > AT, Next, for fixed z;, i € m, for
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any ¥ € R? we define G(x) as the set of i’s which satisfy i € 7 and |z; — 2| < R,
ie.,

Glx)={iem: |z, —z| < R} (4.48)
We denote |G(z)| as the number of the elements of G(x). Note that for i, 5 € G(x),

it follows that |z; — z;| < 2R.

We denote d(x,C,) as the distance between the cube C,, C R? and z € R?. Since
|G(y)| is uniformly bounded (|G(y)| < Ni), there must exist a point X (C,) € R?
satisfying d(X(C,), C,) < 2R and

|G(X(Cn))| = max{[|G(y)] - d(y, Cn) < 2R} (4.49)

We define G(C,,) = G(X(C,,)). Let 1¢,(x;) denote the projection onto C), in the
coordinate x;. Furthermore, let © denote the usual Heaviside step function. We
prove

7‘[1 = Z ]lEjUZQ(xi — l’j) + Z ]léle,l(xi — [L’j)

i7j€7T2 iyjeﬂ-l

=Y O(G(C) —2n1) > Ao, (x)lg,Upy(w; — ;) > 0
neN JET,iET2

1
%QJ = — ZAj]lEj + Z ]l@j§Uir2(l’i — I‘j)
1ETY
1

> 002m - |G(C)) D e, (25)1e, 5Ura(zi — 25) 2 0.

neN 1€
Note that this implies H, > 0, since H, = 1H; + D iem Haj

Proof of H; > 0:

First, we derive the lower bound on the total energy of Us,. With the definition of
G(C,) = G(X(C,)), we know that the set {z : k € G(C,)} can be covered by a
sphere of radius R. So the number of the cubes which one need to cover this set is
less than n;. We denote these cubes as C),, - - - C,,. (m < n;) and assume the number
of i’s satisfying i € G(C,) and z; € C,, is an,. Because the side length of C,, is
equal to ry/ V/d, the distance between the two particles in the same cube is no more
than ;. Hence, we obtain, for i # j,

Z QTI(ZL’Z'—ZL‘]‘)ZZ Z =
k=11,j€Cp,

1,j€G(Cr)

[(ank)Q - (ank)] and Z Qny, = |G(Cn)|
k=1 k=1

Using Jensen’s inequality, together with m < n;q,



4.3 Proof of Theorem |4.2.6 101

Note that for fixed ¢ € my, the number of cubes C,,, which satisfy i € G(C,,) is less
than ny. Since U, is nonnegative, we then obtain

Z ]lngQ’g(l'i - ZL’j) = Z Z ]lCn(xi)]lEjUQQ(xi — ZEJ')

1,JET2 neN i,jEm

> —Z Z ]lEjUQQ(I‘i—ZL’j)

2 neN; JEM2,i€G(Ch)

2 heN szG Ch)

Since 1 < R, it also follows that n; > 2. We then obtain 15 U2 2(xi—x;) = U a(;
x;), whenever i, j € G(C,,) with |G(C,,)| > 2n;. Using UQ,Q( ) > AT, (z; — x]), we

have with the estimates above

)\+
Z ]l@jUQQ( — l’] > Z@ |G ‘ — 2711) o T

1,]EMa neN

|G(Ca)|*.

Next, we derive the lower bound on the interaction potential between particles in ;.
Let II;(C,,) be defined as the set of i’s such that i € m; and z; € C,,. Let |I1;(C,)|
denote the number of the elements of II;(C,). If z; € C,, and |G(C,,)| > 1, there
must be a k € my satisfying |z; — x| < 2R. Thus, for any C,, we have that

Z ]lEle,l(Ii - IE]‘) = Z Z ]lCn(ﬁi)]l@Ul,l(% — ;pj)

1,JEMT] neN 1,jEm
> Z@ |G | —2n1) Z U171<£L'Z‘—l‘j).
neN 1,J €11 (Ch)

For i,5 € I, (C,,), i # j, the distance between z; and x; is not more than r;. Hence,
> Uialwi— ;) > AF (\m(cn)P - |H1(Cn)\). (4.50)
1,j€I11(Ch)

At last, we derive the lower bound on Up,.

By the definitions of |G(C,,)| and U 2, we have that Vo € C,,

= Upp(r — ) > —4X7|G(Cy)]-
1ET2
This yields to
— Y g Usy (i — ay) = =AM [T (C)[|G(C). (4.51)

JEI1(Cr), i€m
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We now consider

Z U171($i — IL‘j) — Z ]lg]Uiz(xl — l’j) (452)

1,j€I11 (Cr) JEI (Ch), i€m2

> At (|H1<cn>\2 - |H1<cn>|) L (C)IGC)]

Using A\~ < ¢ /\+ we then obtain for |G(C,)| > ny

1
59 > 3 (I - (6] - 5 MEGE] ).
If |I1,(C,)| = 1, we obtain for |G(C,,)| > 2n,

lecar

4n1n2

#.52) >

For |II;(C,)| > 2, we have |II;(C,)[* — [II;(Cy)| > 3T (Cy)|* and therefore, for
|G(C)| > 2my

1

@53 = % (ImCIF - 2Am(Cl516C) 2 =5 o IGCP

Since ny > ny holds, we then obtain for |G(C,,)| > 2n; and for all |II;(C,)| € N

leer

4’[11’”2 )

({52 >

Therefore, we obtain

Ha = 3 6(GIC] - 2m) (5o IGGE = o IG(E1) 20

2nin Adnin
g 12 12

Proof of Hy; > 0:

Since there is no kinetic energy for the my particles, we prove Hy; > 0 for fixed z;,
1 € my. Define

- 1 I
Hoj= =20+ FUta(ws — ;) = Y een —|G(C))) Lo, ()5 Una (@i — ;)
1€ neN 1ET2
(4.53)

Note that

HQJ = 1@7‘227]‘
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and 1z commutes with —A;. Hence, it suffices to prove Hy; > 0. Let
7o ={i € my : AC,, D(x;,C,) < R, |G(C,,)| < 2nq}.

For fixed z; an d z;, if

I
O(2n1 — |G(Ca)) e, () 5Ura(zi — 25) # 0,
it then follows i € 7. Therefore,
1 _ 1.
> 0@ —G(C))D slon(@)Uns(zi —2j) < > SUra(wi — ).
neN 1€ iemh
Since 74, C o, it follows that
[@53) > —24,; +Z (Ul (i — 25) = Uyl — ) -
'L€7r2
By the definition of 7%, it follows that for any z € R?
Z Ljzi—aj<r < 211,
ien),
Under the assumptions on U, we obtain
1 n
(4.53) > n_1 Z/ (—ﬂ\xﬁijSRAj + ?U1,2(xi - 33])> > 0.
1ET,
O

Corollary 4.3.15 Let V fulfill Assumption[f.2.5 Then, there exists a constant 0 < e < 1
such that

(a) Ford =3,
—ZAH S (o) — L+ V(-2 20, (W54)
1<j=1
(1—e Z ~Adg, +) 15 —V1 —x;) > 0. (4.55)
i#]

(b) For d =2, with Vy(z) = NV (eNx) and B(d) defined as in Definition |3.5.4

— ZAk + Z (Vo (i — 25) — (1 4+ €)Viy (2 — x;)) >0, (4.56)
1<j=1
1 — 6 Z Ak]le(cd) + Zﬂ (d) VN ) > 0. (4.57)

i#]
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Remark 4.3.16 These operator inequalities are crucial in order to prove Conditions (4.19)),

(4.20) and (4.21)), see below. We do not except the persistence of condensation if (4.54))
and (4.55)) were not true. In that case, one would rather expect the condensate to collapse

in the limit N — oo in finite time.

Proof: By rescaling Nz — =z, the first inequality (4.54) is equivalent to — Zszl A +
SN (V@ — ) — (1 + )V (2 —x;)) > 0. Setting U(z) = Vt(z) — (14 )V~ (x), U

i<j=1

then fulfills the conditions of Lemma which implies the inequality above.

Setting Z_Dj = U l;éj{(xla To, ..., xn) € RN ¢ |z — x| < NN72/27} the second inequality
is equivalent to

N
1
(1—6)> —Nlp, + > L, 5V (2 = ;) > 0.
k=1 iAj
Note that the set D; defined above fulfills R = N'/?7 > 2R. Hence, Lemma [4.3.13 part

(b) implies the second inequality (4.55), setting U = ﬁV. In the same manner, we obtain
part (b) of the Lemma, rescaling eNa — 2. For this, note that the rescaled set

eNB;d) = U a;f’} = U {(z1,29,...,05) € R? ¢ |z — 1| < NN} (4.58)
k#l#] k,l#j5

is such that e¥ N4 > 2R for all d € N for N large enough. Hence, Lemma 4.3.13] part (b)
can be applied.

O

4.3.3 Proof of Conditions (4.19) and (4.20)

Lemma 4.3.17 Let d = 3, let V' fulfill Assumption and let Ay € L>°(R3 R). Then,
for all ¥ € L2(R3N C) N H*(R3M, C)

(a)
[Vi(z1 — 22) W[ <C(¥, HP) + CON. (4.59)
(b)

IV20|* < (@, HT) +1). (4.60)

=l Q

Proof:

(a) Let, for 0 < e < 1,

N

HO ==Y A+ > (Vi —a5) = (L+ Vi (i — 25)) + Y A(aw).

1<j k=1
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Since V fulfills Assumption [4.2.3] Corollary4.3.15(implies together with A. € L>=(R3 R),
H© > —CN. We then obtain

Zvl z; — ;) < H+ CN.

1<j=1
Furthermore
1
Z Vif(zi —xj) < H + Z Vi (2 — 2;) + N[|Allw < (1+E)H+C’N.
1<j=1 1<j=1

Thus,

Vi(r = 22) U <[Vl ({0, Vi (1 — 22) 0)) + (O, V" (21 — 22) T))

¢ (((‘1’7 Y Vil — )W) + (W, Y Vi (s —%)‘1’»)

i<j=1 i<j=

<C(W,HV) + CN.

(b) We use
LON<HO < (140 ( ZAkJr;Vl — ) +Zl+ Atxk>
Let,uzl—ﬁ>0. Using A. € L>*(R%,R), we then obtain
N
—1Y Ay <H+CN.
k=1

0

Remark 4.3.18 Lemma part (a) can also be derived from part (b), using Sobolev’s
imequality

(@, Vi (21 — 22) T))|

1/3
< Wil ol [ oo [ o ([ dnfoten.onr)

< ON'N72||V V|2 < O((Uy, HU,) + N).

Using Lemma [4.3.17| together with (e, He) H\D” < (', we then prove Conditions and
(#.20).
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Corollary 4.3.19 Let d = 2 and let V' fulfill Assumption . Let Vy(z) = 2NV (eNz)
and let Hy, be defined as in (3.2) with Ay € L*(R* R). Then, for all ¥ € L*(R* C)N
H2 (RQN7 C)

IV <y, w) 1), (4.61)

Proof: The proof of Lemma |4.3.17] part (b) can be straightforwardly be applied in the two

dimensional case.

g

4.3.4 Proof of Condition (4.21))

We will first restate a Lemma which we will need in the following.
Proposition 4.3.20 Let Q € HY(R3N C). Then, for all j # k
115,20 < CN"73|v;Q.

Proof: The proof of this Lemma, which is a direct consequene of Sobolev’s inequality, can
be found in [60], Proposition A.1.

g

Lemma 4.3.21 Assume V' fulfills Assumption . Then, for any ¥ € LA(R3N, C)N
H2(R3*N C) and any ¢ € H*(R3,C) there exists an > 0 such that

(a)
4, Vi ®[* < C (T, A) + N77) + [£(T) — £ ()] -

()
|5, VAP < C ((,RE) + N77) + |£(F) - £97()]

Remark 4.3.22 For nonnegative potentials, the proof of Lemma was given in
Lemma 5.2. in [60]. For potentials which fulfill Assumption[{.2.5 we use Corollary

in order to obtain the same bound.

Proof: Let us first split up the energy difference. Since ¥ € L2(R3M, C) is symmetric,

E(T) = 97 (p) = [IVLW]* + (N = 1){(, Vi (21 — 22) W)
= IVell* = 2all®||* + (¥, A.T) — (o, Ap).
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Let Wpg, be defined as in Lemma for some (3;. Then,

E(W) — E97(p) = 1y ViU + 15, 1g, V0| + L1, ¥, 0
+ (N = 1){¥, 15, Vi(z1 — 22)¥))
\117 Z IL15’1 (‘/1 - W/31> (xl - xj)llj»
J#1
U, g, W, (21 — 2) ) — [ Veo||* — 2a]|¢*|)”
J#1
+ (TAV) — (pA.p).

Using that ¢g; = 1 — p;, we obtain for 0 < e < 1,

E(0) —E9T(p) = € (114, Vi V[* + [[15, 15, V1 ¥[]?) (4.62)
+ 2R (<<V1Q1\I/, ]1A1V1p1\lf>>) (463)
+ L5, Ly, V1P| + 2131 = Wp,) (x1 — ;) V) (4.64)

N -1 a
+ T«‘I’a L, p1p2Wp, (z1 — 22)p1p2ls, V) — 5”@2”2 (4.65)
+ (N = DRV, 1, (1 — pip2)Wp, (21 — 22)p1p21s, V) (4.66)
N -1
+ = (U L (L = pup2) Wi, (21 — 22)(1 = pip2) 1, ¥) (4.67)
+ 14, Vipr ¥* = [ Vool (4.68)
+ (U, A(21)¥) — (0, Ap) (4.69)
+(1=¢) (1a Vi | + 15,15 V1¥?) (4.70)
N -1
+ T«\I/, Iy, Vi(z; — ) W). (4.71)

It has been shown in [60] that for some suitable chosen 0 < 3; < 1 there exists an n > 0
such that

1([&62)| + |([E63)| + |([E-65)] + |[E68)| + |([E69)| < C ((\If,ﬁ\lf) + N7+ [E(T) = E9 ()]

Since ([4.64) > 0, ( - ) > 0, we are left to control (4.70)) and ( - in order to show
€ (H]1A1V1q1‘11||2 + 15,14, V1¥|?) < C ((\If,an) + N7+ [E(T) — E9(p)].

For nonnegative potentials, the trivial bound (4.70) + (4.71) > 0 is sufficient in order to
prove Lemma For potentials fulfilling Assumption [.2.3] we use

N -1
[(70) + @71 =(1 — €) (/1L 15, V1 P[* + [[ 15,14, V1 P[*) + —5 (T, 15, Vi(z1 — 22)¥))

—(1—€)2R ((V1¥,14,15 Vip V)
+(1 =€) (114,15, ViV []* + [ 14,15 Vip1 ¥ %) .
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We will estimate each line separately. The third line is positive. Using Proposition 4.3.20
we obtain

14,15, Vipr || < |15, Vip U] < ONTPY A py 0.
This implies for the second line
2R ((V1 0, 15,14, Vipi U)) | < CN-7/

Focusing on the first term, we obtain with Corollary 4.3.15

N -1
(1 =€) (114 1p Vi¥|* + 15,15 Vi ¥|?) + T«‘I’a 1, Vi(zr — 22) W)

N
1 1
= (T, ((1 —)) Nl + Y g, 5 Vil = xj)\p») > 0.
k=1 i#]
We have therefore shown
114, VigiP|* + [[15,15, V1P|? < C ((U,A0) + N7+ [£(T) — £ (p)]) .
Note that

115, ViaV||* =[14,15, Via V| + || 14,15, Via ¥ |?
<z, 15, Vi1 — p) VPP + 14, Vi ¥|?
<2|[14, 15, V¥ |* + 214,15 Vipr O[> + [[14, Vi V[ *.

Using ||15,15, Vip1 V| < |15, Vipi V|| < CN~7/%||A1py V||, we then obtain the Lemma.

0
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5.1 Introduction

During the last decades, the experimental realization and the theoretical investigation of
Bose-Einstein condensation (BEC) regained a considerable amount of attention. Mathe-
matically, there is a steady effort to describe both the dynamical as well as the statical
properties of such condensates. While the principal mechanism of BEC is similar for many
different systems, the specific effective description of such a system depends strongly on
the model one studies. In this chapter we will focus on a dilute, two dimensional system
of bosons with attractive interaction.

Let us first define the N-body quantum problem we have in mind. The evolution of N inter-
acting bosons is described by a time-dependent wave-function ¥; € L2(R*¥ C), | ¥,]| = 1.
W, solves the N-particle Schrodinger equation

i@t\Pt - HWﬁ,t\Ijta (51)
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where the time-dependent Hamiltonian Hyy, ; is given by

N

Hy,p = — ZA+ > Walay — o) + > Aday). (5.2)

1<j<k<N j=1

The scaled potential Ws(x) = NP2 W (NPz), W € L*(R? R) describes a strong, but
short range potential acting on the length scale of order N ~# (we assume W to be compactly
supported). The external potential A; € LP(R? R) for some p > 1 is used as an external
trapping potential. Below, we will comment on different choices for A; in more detail. In
general, even for small particle numbers N, the evolution equation ({5.1)) cannot be solved
directly nor numerically for W;. Nevertheless, for a certain class of initial conditions ¥
and certain interactions W, which we will make precise in a moment, it is possible to derive
an approximate solution of in the trace class topology of reduced density matrices.

Recall the definition of the one particle reduced density matrix 751,10) of ¥y with integral
kernel

’y&}g(x,x’) :/ Ui (2, 2o, .., xn)Vo(2, 2, ..., an)d?Ts . .. d*TN.
R2N—2

To account for the physical situation of a Bose-Einstein condensate, we assume complete
condensation in the limit of large particle number N. This amounts to assume that, for
N — oo, ’yl(l,lo) — |po){po| in trace norm for some ¢y € L*(R? C), |0l = 1. Define
a = [p» d?xW(x) (throughout this chapter, a will always denote the integral over W). Let

¢ solve the nonlinear Schrodinger equation

10y = (A 4+ Ay) pr + a|90t| Yt = hNLSSDt (5.3)

with initial datum . Our main goal is to show the persistence of condensation over time.
In particular, we prove that the time evolved reduced density matrix 7\(1,12 converges to
|oi) (¢¢| in trace norm as N — oo with convergence rate of order N~" for some explicitly
computable n > 0, see Lemma“ Assuming W € L°(R? R), such that W is spherically

symmetric and —(1 —€)A + W > 0 holds for some € > 0, the convergence 7 ) loe) (4]
in trace norm for all 8 > 0 was shown in Chapter [3| see also [30] for a prior result. Recall
that the operator inequality just stated implies a > 0, see e.g. [13]. The problem becomes
more delicate for interactions which are more general, especially if is focusing, which
means a < 0. For strong, attractive potentials, it is known that the condensate collapses
in the limit of large particle number. To prevent this behavior, our proof needs stability of
second kind for the Hamiltonian Hyy, ;, that is, we assume Hy,; > —CN. If Wj is partly
or purely nonpositive, this assumption gets highly nontrivial for higher 8. For g < 1/2,
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the inequality

‘ (U, Hy, )
1nf _—
VeL2(R2N C),[|||=1 N

>t ([ (1N s Ao+ g [ eadeRews o)) )

peL?(R2,C),ll¢ll=1 ( )
—o(1) = CN?71,

which was proven in [45], shows Hy,, > —CN, if (5.4), which is the ground state energy
of the nonlinear Hartree functional, is bounded from below uniformly in N. Assuming
Ay > —C, this is the case if

. (fRQ d2$|90($)\2(|90|2*w)(x)> S 1
peH' (R2,0) lellPVell?
holds [47]. Assuming Condition ((5.5) together with A, € L] (R* R), A;(z) > C|z|*, s > 0,

loc
stability of second kind was subsequently proven for all 0 < 8 < zi—l [47]. In particular,

(5.5)

2
it was shown that the ground state energy per particle of Hyy, , is then given (in the limit

N — o0) by the corresponding nonlinear Schrodinger functional; see also [46] for an earlier
result which also treats the one- and three-dimensional cases.

Condition (j5.5)) thus restricts the set of interactions W. Indeed, stability of the second
kind fails if

(BT o))

weH (R2,C) el Vel

see [40, [47] for a nice discussion. Let W~ denote the negative part of W and let a* > 0
denote the optimal constant of the Gagliardo-Nirenberg inequality

(/R2 deIVu(x)F) (/R2 d2y|u(y)|2) > %* (/R2 d2x|u(:p)|4> ‘

It is then easy to prove that [p, d*x|W~(z)| < a* implies Condition (5.5). On the
other hand, implies @ > —a*. While is in general a weaker condition than
Jgo @Px|W™(2)| < a*, for W < 0, they are equivalent. Consequently, for nonpositive TV
and for a < —a*, the nonlinear Hartree functional is not bounded from below in the limit
N — oo, which in particular implies that Hy,; is not stable of the second kind. It is
also known that a* is the critical threshold for blow-up solutions, that is, for a < —a* the
solution of may blow up in finite time [10, [T, 12, 29, 69, [71].

The condition Hyy,; > —CN is needed in our proof to control the kinetic energy of those
particles which leave the condensate, see Lemma[5.3.8] In prior works, it was necessary to
control the quantity ||V1q1 V|| sufficiently well in order to show convergence of the reduced
density matrices, using the method of counting as introduced in [61]. While it is possible to

1, (5.6)
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obtain an a priori estimate of ||V1q; V|| for repulsive interactions, it is not obvious how one
could generalize this estimate for nonpositive W. Our strategy to overcome this difficulty
is to control the quantity ||g2V1V,|| instead. Under some natural assumptions (see (A2),
(A4) and (A5) below), it is possible to obtain a sufficient bound of ||gaV1¥,||, if initially
the variance of the energy

Vatiny, o (o) = ~ (Wo. (Hivo — (Vo Hu,oWo))* o) (5.7)

=
is small and Hyy, ; is stable of second kind. For product states Wy = ©®F with ¢ regular
enough, a straightforward calculation yields VarHWB’O(\IIO) < C(1+ N7 4 N72428) gee
Lemma [5.3.8] Therefore, for 5 < 1, there exist initial states Wq, for which the variance
is small. The strategy to control ||g2V1 V|| instead of ||[V1q1¥,|| by means of the energy
variance was already used in [37] where the derivation of the Maxwell-Schrodinger equations
from the Pauli-Fierz Hamiltonian was shown. Adopting this method, we are able to prove
convergence of 7\(1,13 to @) (p¢| in trace norm as N — oo for 0 < f < 1 with convergence
rate of order N~", 7 > 0, if the Assumptions (A1)-(A5) (see below) are fulfilled.

A stronger statement than convergence in trace norm is convergence in Sobolev trace norm.
For external potentials A; € LP(R? R), with p €]2, 0c], we are able to show

lim Tr|vVI—A(y, — (e VI =A| =0, (5.8)

N—oo

if initially the energy per particle N='(W,, Hy, oWo)) is close to the NLS energy

{¢o, (—A + %]po|* + Ag) o). To obtain this type of convergence, we adapt some recent
results of [2, 51], where a similar statement was proven.

The rigorous derivation of effective evolution equations has a long history, see e.g. [2, 4]
o, [7, 8, @, 4], 17, 18], 19, 20, 25] 26l B30, 31, B2, B34], 49 (0, 51, 53, B4, (5, 59, 60, 61, 65]
and references therein. In particular, for the two-dimensional case we consider, it has been
proven, for 0 < § < 3/4 and W nonnegative, that ’y\(I,lt) converges to |p) (] as N — oo
[30). We extend this result to all 8 > 0 in Chapter [ For A(z) = |z|?> and W < 0
sufficiently small such that Hy,; > —CN, the respective convergence has been proven in
[14] for 0 < 8 < 1/6. One key estimate of the proof was to show the stability condition
Hy,: > —CN. The authors note that their proof actually works for all 0 < 3 < 3/4,
if Hy,; > —CN holds. As mentioned, this was subsequently proven by [47] in a more
general setting.

Recently, the validity of the Bogoloubov approximation for the two-dimensional attractive
bose gas was shown in [55] for 0 < § < 1. In contrast to our result, the authors were actu-
ally able to achieve norm convergence and did not need to impose the stability condition
Hy,, > —CN, but only required the bound [, d?z|W~(x)| < a*. They then use some
refined localization method on the number of particles in different excitation sectors. This
strategy enables them to analyze the dynamics without any external field. We want to
emphasize that norm convergence is a stronger statement than convergence in the topology
of reduced densities. However, convergence in Sobolev trace norm as defined in does
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in general not follow from norm convergence.

For 0 < § < 1/4, it can be verified that the methods presented in [59], where the attractive
three dimensional case is treated, can be applied, assuming some regularity conditions on
¢ (the corresponding conditions for the three dimensional system were proven in [10]).
Interestingly, this proof does not restrict the strength of the nonpositive potential nor does

it require stability of second kind, but rather assumes a sufficiently fast convergence of

”yfpo) to |¢o)(po|. Therefore, one can prove BEC in two dimensions for 5 < 1/4 and arbi-

trary strong attractive interactions for times for which the solution ¢; exists and is regular
enough, that is, before some possible blow-up.

5.2 Main result

We will require the following assumptions:

(A1) For 8 > 0, let W5 be given by Ws(x) = N2 W (NPx), for W € L®(R% R), W

spherically symmetric. We assume that there exist constants 0 < e, x < 1 such that

N N
Hg" = (1= €)Y (=Ak) + 3 Walws — ;) + (1= ) Y A(ax) > —CN.
k=1 k=1

i<j

(A2) For any real-valued function f, decompose f(z) = fT(x)— f~(x) with f*(z), f~(z) >
0, such that the supports of f™ and f~ are disjoint. We assume that A, € L>*(R? R).
Furthermore, we assume that A, is differentiable with respect to ¢t and fulfills

Ay € C(R, L®(R% R)), VA, € C(R, L®(R% R)), A4, € C(R, L=(R? R)).
(A3) For any s € R, we denote for k € N the domain of the self-adjoint operator (HW@,s)k

by D((Hw,,s)*). Define the energy variance Varg,, . D((Hw,,s)*) = RT as

1
N2
We then require VarHWﬁvo(\Ifo) < C'N—? for some § > 0.

Varg,, (0) = (0, (Hw, . — (¥, Hy, )" ¥).

(A4) Let ¢, the solution to iy, = hyy ¢y, |l@ol| = 1. We assume that ¢, € H*(R?, C).
(A5) Assume that the energy per particle
N7H{(o, Hy, 0P| < C
and the NLS energy
(o, (=2 + S 1ol + 4o) wo)| < €

are bounded uniformly in NV initially.
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(A5)” Assume that there exists a 6 > 0, such that

a
N (W0, Huw,o%0) = (o, (A + Sleol” + 4o) )| < ON 7.

Remark 5.2.1 (a) Note that (A1) together with (A2) directly implies Héf,’o)t > —CN,
Hégft) > —CN and Hy,; = H(O 0) > —CN. As mentioned in the introduction, (A1)

and (A2) are fulfilled for A(x) > C’|x! s >0 for any 0 < f < 25, assuming (5.5).
H

(b) Assuming ¥y = o5V with p, € W?*(R%,C) N H'(R?,C), |lol| = 1 such that
(0o, Aopo) + (o, A2pe) < C, it follows that VarHWB,O(\DO) < C(N-M6 4 N-2+28),
see Lemma |5.5.1; and hence (A3) is then valid for all 0 < § < 1.

(c) For Ay € {0,|z|*}, (A4) follows from the persistence of reqularity of solutions, assum-
ing go € HY(R%,C), ||A2p| < o0, see Appendiz[5.5.4 However, for regular enough
external potentials, a > —a* and reqular enough py we believe (A4) to be valid, too.

(d) It is interesting to note that both (A1) and (A3) can be fulfilled for 0 < 8 < 1, while
it 1s unclear if they hold for B > 1.

We now state our main Theorem:

Theorem 5.2.2 Let ¥y € L2(R*N,C) N D((Hw,0)?) with ||[Wo|| = 1. Let ¢y € L*(R* C)
with ||¢ol| = 1 and assume A}im (N‘S Tr]fyfl}g — ’gpo><(po“> =0 for some 6 > 0. Let U, the
— 00

unique solution to 10, ¥V, = Hyy, ¢y with initial datum Wo. Let p; the unique solution to
10ppr = hNLSgot with initial datum pq.

(a) (Convergence in trace norm) Assume (A1)-(A5). Then, for anyt >0

A}l_f)n ’Y\I/t |oe) (el (5.9)
mn trace norm.

(b) (Convergence in Sobolev trace norm) Assume (A1)-(A5) and (A5)’. Furthermore,
assume that A, € LP(R?,R) holds for some p €]2,00] and for all t € R. Then, for
any t >0

Jim Tr|VT= A0~ e (e VT = A| = 0. (5.10)

Remark 5.2.3 (a) In our proof we will give explicit error estimates in terms of the
particle number N. We shall show that the rate of convergence is of order N0 for
some § > 0. See (5.21)) for the precise error estimate.
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(b) Under assumption (A2), the domains D(Hy, ;) and D((Hw,)?) of the time-dependent
Hamiltonian Hy,, are time-invariant, see Appendiz[5.5.5 Therefore, the condition
Wy € D((Hw,)?) is sufficient to define and to differentiate the variance of the energy
VarHWB’t(\I/t).

(c) For Ay(z) = |z|?, 0 < 8 < 3/4 and under condition (5.5), the assumptions (A1)-(A5)
can be fulfilled by choosing Wy = (pgaN with pg reqular enough. We are therefore able
to reproduce the result presented in [14] under slightly different assumptions, using
the result of [47] which implies (A1).

(d) For external potentials A; which are bounded from below, assumption (A1) has been
proven for all 0 < B < 1/2, under the condition (5.5) [{J]. We are therefore able

to control the convergence of ’y‘(l,lt) to |oe) (@] in Sobolev trace norm as N — oo for
0<p<1/2.

(e) In our estimates, we need the regularity conditions
[A@]loe < 00, [[Ver[oo < 00, [[otlloc < 00, [Vipr| < 00, [[Ap]| < oc.

That is, we need ¢, € H*(R?,C) N W2>(R% C). Then, ||A|e:|*|| which also appears
i our estimates, can be bounded by

Alpe]? =i Apr + @i Ap; +2(Vy) - (Vipr)
1Al 21 <201 A¢ @il oo + 211V 2l Vet [l oo

Recall the Sobolev embedding Theorem, which implies in particular H*(R?,C) =
WHk2(R2,C) C C*2(R?%,C). If p € C*(R%,C) N H*(R%, C), then ¢ € W>*(R2,C)
follows since both o and Vi have to decay at infinity. Thus, p; € HY(R?, C) implies
¢ € H?(R?,C) N W2=(R2,C), which suffices for our estimates ]

5.3 Proof of Theorem [5.2.2| (a)

Notation 5.3.1 We will denote by K(p;, Ar) a constant depending on time, via | At| oo,
| A7 |0 fot ds||As||leo and ||@¢||ga. As mentioned above, we make use of the embedding
H?*(R*,C) N W?>=(R% C) C H*(R?,C).

Next, we will define a convenient functional for proving the Theorem [5.2.2]

Definition 5.3.2 Let ¥ € L*(R?M,C) N D((Hw,,.)?) and let ¢ € L*(R* C), [l¢| = 1.
Define

a: L*(R*™ C) x L*(R* C) — R*,

a(V,¢) = (¥, qf V) + Varg, (¥). (5.11)

L Actually, ¢y € H3T¢(R?, C) for some € > 0 would suffice for our estimates. Note that it is reasonable
to expect persistence of regularity of ¢; assuming ¢; € L= (R?,C), see also Appendix
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Using a general strategy, we will estimate the time derivative %a(\lft, ¢¢). In particular,
we show that

d
E&(‘I’t, er) < Ko, Ar) (U, ) + N_g)

holds for some § > 0. By a Gronwall estimate, which precise form can be found below, we
then obtain oy (Vy, ) — 0 as N — oo, if a(Vy, ¢g) converges to zero.

Lemma 5.3.3 Let U € L2(R* ,C)ND((Hw,,)?), |¥|| =1 and let ¢ € L*(R?,C), |¢| =
1. Let a(V,p) be defined as above. Then,

lim a(¥V,p) =0 < lim 7\(1,1) = |p){p| in trace norm
N—o0 N—o0
anlei_rgo VarHWﬁ“(\If) = 0. (5.12)

Proof: limy 0o (¥, g7 V) = 0 & limy o0 7‘(1,1 ) = |©)(p| in trace norm follows from Lemma

2.0.11

[l
Definition 5.3.4 Let
a a

ZE(%M = Wps(z; — 1) — N —1 ’<P|2(xj) - m|90|2(95k) (5.13)

Define the functional v : L*(R*",C) x L*(R?,C) — R{ by
(¥, ) =2N |<<‘1’7P1PQZ§(961,$2)Q1p2\1’»‘ (5.14)
+2N|«‘I’>P1PQZ§(9U1,$2)CI1(]2\I’»} (5.15)
+2N |<<‘I’, Q1P2Z§($1,$2)Q1Q2‘I’»| - (5.16)

Lemma 5.3.5 Let ¥, the unique solution to i0;V; = Hyy, +W; with initial datum ¥, €
L2(R*,C) N D((Hw,0)%), |[Woll = 1. Let ¢, the unique solution to idwpy = hi{5¢, with

a,t

initial datum o € H*(R%,C),|l¢ol = 1. Let a(¥y, ;) be defined as in Definition [5.5.4
Then

. (5.17)

d d
1V r) <Y or) + ‘% Vargy,, ()

Remark 5.3.6 The three different contributions of (¥, ) can be identified with three
distinct transitions of particles out of the condensate described by . The first line can
be identified as the interaction of two particles in the state @, causing one particle to
leave the condensate. The second line estimates the evaporation of two particles. The last
contribution describes the interaction of one particle in the condensate with one particle
outside the condensate, causing the particle in the state ¢ to leave the condensate.
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Proof: For the proof of the Lemma we restore the upper index ¢; in order to pay respect
to the time dependence of p{* and ¢f*. The proof is a straightforward calculation of

d
T (W, g7 )

= i(Hw, Ve, qf* U) — iV, qf Hw, V0 — iV, [ A1 + aled]*(@1) + Ai(21), ¢ ]V
= i(N = 1) (W, [Z5 (21, 22), ¢ J¥e) = —2(N — )Im (( ¥y, Z5* (21, 22) g7 V) -

Using the identity 1 = p{* + ¢{", we obtain

007 = ~2(N — 1) (W pf 25 (11, 22)a7 W)
—2(N —1)Im (<<qjtap1 thZ%(xh@)% th\I’t»)
—2(N — 1)Im (<<‘I’t,p1 pth%(%,ﬂ?Q)(h qs" t>>)
—2(N —1)Im (<<‘I/t,p1 QQ Z%(xl,@)(ﬁptpz t>>)
—2(N — D)Im ((W, p" a5 Z5" (21, 22)q{" ¢ Vo)) -

Note that Im ({¥y, p{*q3 75 (21, v2)qf 'p§" W) = 0, which concludes the proof.
U

Lemma 5.3.7 Let VU, the unique solution to i0,¥; = Hyy, ¥, with initial datum ¥ €
LI(R*N,C)ND(Hfy, o), [IWoll = 1. Let ¢, the unique solution to idypy = hj; ¢ with initial

datum @y € L*(R%,C), |0l = 1. Assume (A1)-(A5). Then,

YW 00) < Klpr, A) In(N) V2 (a(¥r, ) + N~ In(N)2 + NP I(N)2) - (5.18)
d

o < K(ps, Ar) (@(Wy, 1) + N7 (5.19)

VarHWB ()

The proof of this Lemma can be found in Section [5.3.2]

Proof of Theorem [5.2.2](a): Once we have proven Lemma [5.3.7, we obtain with Grénwall’s

Lemma that

f& dsK(ps,As)

a(Uy, o) < N w2 (W, )

fst dTK(p7,AT)

t
+ / dsK (o, AJN m2 (N"2In(N) + N~/3In(N)2). (5.20)
0

Note that under the assumptions (A2) and (A4) there exists a time-dependent constant
C; < o0, such that fot dsK(ps, As) < Cy. Furthermore, the assumption

: ) (1) _
Jim (NI — o) (ol ) =
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for some § > 0 then implies together with (A3)

J§ dsK(es,As)
lim N ln(N)1/2 O{<\POJ ()00) = 07

N—oo

since (¥, gf ) < Trlyy” — @) (| < \/8(W, ¢ T}, see [34]. Therefore,

o,
Trhx(plt) — ) (|| KCNzm)'/2 /2

SUPse(0,t] |Ct—Cs]
—|—\/CtN w2 (N=281n(N) + N-1/31n(N)?). (5.21)
This proves Theorem (a).
Il

5.3.1 Energy estimates

Lemma 5.3.8 Let Uy € L2(R*,C) N D((Hw,)?) with |Wo| = 1. Let U, the unique
solution to i0,V, = Hy, oV, with initial datum Wy, [|[Wol| = 1. Let @, the unique solution
to iy = b (%o with initial datum ¢, € L*(R?, C), |l@o| = 1. Assume (A1),(A2), (A4)
and (A5). Then,

(a)
V10| < K(pr, Ar). (5.22)

(b)
1G5 V10,12 < K(r, Ar) (a(Ty, ) + N7V2) (5.23)

(¢) For any p € N, there exists a constant C,, depending on p, such that

2
< /C(gpt, At)CpNﬁ/p (@(\I’n SOt) + N_l/Q) . (5-24)

| ivWate — elatas v

Proof:
(a) Using Assumption (A1) together with (A2), we directly obtain the operator inequality

N
— Z GAk SHW@,t + CN
k=1

Using £N~'(Uy, Hy, W) < |A¢]lso together with (A5), the energy per particle
N=Y(W,, Hy, ¥,) < K(gy, A;) is uniformly bounded in N. Since ¥, is symmetric,
we obtain

N

Ne(Uy, —A T, ) =((T,, (- ZeAk> U, ) < K(pr, A)N.

k=1
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(b) (see also [37] for a similar estimate.) We estimate

N

ellg2V1 W] = ﬁ«\lfﬁ, q2€ ;(_Ak)(hqjt» - ﬁ({\ﬂt, @2(—A2)q2Vy))

< Nl_ ; (W, g2 Hwy 102 V) + C(Vh, 1 V)

= W (R N i 0 ) W)+ 5 (e Ho, ) 0]

— e (W i 2 W) + O, 0 04)

< OVargy, (0) + 5| (%0, g How, po W) + K, A) a0

It remains to estimate

e 10 g o, 1)

< ﬁl«% Go(—A2)pa i) | + [V, 2Wps(x1 — 22)pa¥i))| + m“(‘l’ta G2 Ar(71)p2 V)|
< 51 (92 WlI¥l + 1l?) + [Wsllole L ot0 (o1 = 2202l + ol 2Vl
g A e + I/ A7 Bl AF 0l + G Avp)),

where we used go = 1 — py for all three contributions in the last inequality. Recall
the two-dimensional Sobolev’s inequality, which was introduced in Lemma [3.5.5] and
[38], Theorem 8.5. For any p € H'(R? C) and for any 2 < p < oo, there exists a
constant C),, depending on p, such that

el < Cy (loll* + 11V ll*) (5.25)

holds. The constant C, fulfills C}, < Cp. We use this inequality in the x; variable
and obtain together with Holder’s inequality, to obtain

HﬂBcwfﬂ

1/N
< ||]1BCN—5(O)”N]X1/d2‘r2"‘d2xN </d2x1|\11t(1‘1,...71;N)|2N)

S CNl_QB/dQZEQ...CFCL’N (/d2l‘1|vl\11t(l'1,...,ZL‘N)|2+/d2ZE1|\I/t(ZE17...,.Z’N)|2).
< ON2(IV00e? + (19 %) -

(0)(x1 - xz)‘I’t”Z

With ||[Ws|| = CN~18 we obtain together with (a)
IWslll L, o0 (1 — 22) el < K(ipr, AJNTY2. (5.26)
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Next, we show that ||\/A; Uy and ||\/A; ¢s|| are uniformly bounded in N. Using
the operator inequality (A1) together with (A2) and (A5) directly implies

E«‘I’tZAZF(ka)‘I’t» < (W, Hwy W) + Ko, AN < K(pr, Ag)N.

To control {(p;, A ¢,), let Q = Y. Then
e(or, Af o) < NTH(Qy, Hwy oS0) + Ko, Ayr)
= (1, (—A + %I%F + At) er) + K, Ar)
o (5O = DWa sl = Sl o).
Note that

d a :
St (-84 Gl + A )] <

which implies together with (A5)

a
(1, (—A + 5\%0t|2 + At) er) < K( e, Ar).
Furthermore, we obtain as in (}5.38))

(e, (N = D)W * o] — ale]?) 1)
< NleellZ (IINWs * |oul* — ale|| + [Well1lledll2)
< /C(gpt, At)(N_Q’B hl(N) + N_l)-

This concludes the proof of (b).

(c¢) For 1 < p < 0o, we estimate, using Holder’s- and Sobolev’s inequality

2

2
H\/’NWB(% — 22)| 12V || < |[NWsloo H]chNfa(O)(xl — 12)q1q2 V4

S CNQB/ d2$2...d21‘]\[/ d2$1|(Q1QQ\Pt)<l’1,...,I‘N)|2]IBCN7B(Q)(ZE1 —1‘2)
R2N-2 R2
1/p
< CPNMH]IBCN_ﬁ(O)H% / dPxy .. dPxy </ d2$1|(Q1(12‘I’t)($1, ce 7$N)|2p>
R2N -2 R2

< ¢, N#(0-55") /

R2N-2

p—1

dxy. .. d*zN </ 1 |(Vigrga ) (1, . .. afJUN)|2)
R2

X (/R 71 (12 ¥y) (T4, . . . ,xN)F)l/p (5.27)
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We use Holder’s inequality with respect to the xs, ... xy-integration with the conju-
gate pair r = ﬁ and s = p to obtain

—1

28 p—1 2
B27) < C,N 7 |[Vigige W] > [lqig2 0|7
Note that
HV1(]1C]2‘I’tH2 < 2|’V1P1Q2‘Ift”2 + 2|‘V1(J2‘I’tH2 < K, Ar) (a<\Ijt7§0t) + N71/2) .

Renaming p, we thus obtain with part (b), that there exists a constant depending on
p such that

2
< CoK (s A)NPIP (o, ) + N7V2).

H \/|NW5(9€1 — 29)|q1q2 ¥,

O
5.3.2 Proof of Lemma
For the convenience of the reader, we will restate Lemma [3.5.3]in the following.
Definition 5.3.9 For any 0 < 5y < 3, we define
AN for |x| < N~P,
U, (x) = { G olse. (5.28)
and
1
haa(o) = 5= [ nle = 3l(Wsly) - Un ()P (5.29)
R2
Lemma 5.3.10 For any 0 < 8 < 3, we obtain with the above definition
(a)
(b)
g, 5]l SCNTPrIn(N) for B, > 0, (5.31)
1706l <CNT! for 3> 0, (5.32)
IVhs, sl SCNTH(In(N)"2. (5.33)

Proof: See the proof of Lemma |3.5.3]
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We now prove Lemma [5.3.7]

Lemma 5.3.11 Let ¥ € L2(R*N ,C)ND(Hw,,), ||¥|| = 1 and let ¢ € L*(R%,C), [j¢] = 1.
Assume (A1), (A2) and (A5). Then,

(a)
N ‘((\prlngg(xl, x2)q1p2\11>>{ < K(p,A) (N"'+ N In(N)) . (5.34)

(b)
NI, p1p2Z5 (1, 22)1q2 V) | < K(p, A.) (¥, 1) + N™3 In(N)?). (5.35)

(c)
N ‘((‘Il, Q1p22§($1,$2)Q1Q2‘I’>>| < K(p,A) hl(N)l/Z (0‘(‘1/; ©) + Nﬁl/?) : (5.36)

(d) Let @, the solution to idypy = hYi°¢y, llgoll = 1. Let W, the solution to i0¥, =
Hy, W, with Uy € LX(R2Y C) N D((Hw,0)?), [ Vol = 1 Then,

d
— Vaerﬁvt (Uy)

7 < K(pr, Ar) (a(\pta ©r) + N_l) . (5.37)

Remark 5.3.12 (a) and (b) have essentially been proven in Chapter[d for a slightly dif-
ferent definition of (U, ). It is (c) where the estimates given in Chapter[d fails. Recall,
that we relied on the energy estimates presented in Section [3.5.6] in order to bound the
analogous contribution of (c) as presented in Lemma m To prove the energy estimates,
it was crucial in Equation that —(1—¢€)A; + %W(;El —x9) > 0 holds as an operator
inequality for some € > 0. This forces fRQ W (z)d*x to be monnegative. In this chapter,
we make use of a strateqy which was developed in [37] to derive the Mazwell-Schridinger
equations from the Pauli-Fierz Hamiltonian. Instead of estimating ||Viq1¥||, we control

IV1g2V|| instead, see Lemmal5.3.8
Proof:

(a) We estimate
N |«‘I’,plng(l’l,$2)Q1p2‘1’»‘ < N’|p1p2Z§(9‘717$2)Q1p2‘|op-
[P1p2Z5 (1, 2)q1p2|op can be estimated using pig; = 0 and (2.7).

a

a
¥ e (Wntor = 22) = ot = o)) an

op
< [Ipipa(NWp (a1 — xa) — alp(@1)[*)pallop + CllellZ N
< lelloo IN(Wgx[ol?) = ale*|| + CllpllZ N~
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Let h be given by

1 a
h(z) = / d*yIn |z — y|NWps(y) — %ln|x|.

27r

It then follows
Ah(z) = NWs(x) — ad(x)

in the sense of distributions. Since a = [, d>zW (), this implies (see Lemma5.3.10)),
h(z) =0 for x ¢ Bpy-5(0), where RN " is the radius of the support of Wj. Thus

Ihlh <5 / P / Pylnlz—yllls 0@ NWs)

||
ton [ (e, o)

<ON"21n(N).
Integration by parts and Young’s inequality then imply
IN(Ws x [0f?) — all*ll = [I(AR) x o] (5.38)
<[l APl < K(p, A)NT* In(N).
Thus, we obtain the bound
N [{@, p1p2Z8 (21, 22) upe@ ¥ )| < K(p, A) (N'+ N> In(N)) (5.39)
which then proves (a).

(b) We will first consider the case 0 < 3 < 1/3. Note that pipsZf (71, 22)1q2 =
p1paWs(z1 — 22)q1ga. We estimate

N

N
NI, 0@Ws(21 — z2)pim ¥)| = m— @, > aWalzr — zx)pipr )|
s

N
< v
<l ¥l

— x)p10k Y

N
+ Z @ Ws(x1 — xx)p1peV

k=2
=(¥,q¥) + (N = 1) |g2Wp (21 — z2)pip2 ¥

+(N = (N = 2)(¥, pipaWis (21 — 22)q2gs W (21 — 23)p1ps V)
<(W, T + N[Wel*[loll%

+N?{|paWs (1 — 22)pa |12, V||

<K(p, A) ((W, ) + N727) .

§<<\Ij7 q1\Ij
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In the last estimate, we used Lemma |5.3.10] together with Lemma to estimate
D1 Wa(@1 — z2)pallop < P14/ IWBlI1Z, < lellZllV/IWallP < K(p, AN

This proves (b) for the case § < 1/3.

for 1/3 < B: We use U, from Definition for some 0 < B; < 1/3. We then
obtain

NV, p1paWa(z1 — 22)q1¢2W))
=NV, pip2Up, (71 — 72)q1¢2 V) (5.40)
+N (U, prp2 (Wg(x1 — x9) — Up, (1 — 2)) 1q2¥)). (5.41)

Term ((5.40) has been controlled above. So we are left to control (5.41]).
Let Ahg, 3 = Ws — Up,, as in Lemma [5.3.10] Integrating by parts and using
Vihg, g(x1 — x2) = —Vahg, s(x1 — 2) gives

N [(W, p1p2 (Ws(w1 — 12) — Up, s(71 — 72)) 142V )|
<N [(Vip1¥, poVahg, s(21 — 22)q1q2¥)) | (5.42)
+ N [(W, p1p2Vahg, s(x1 — 22)Viqig2 V)] - (5.43)

Let t1 € {p1, Vip1} and let T € {¢; U, V11V }.

For both (5.42)) and (5.43)), we use Lemma [2.0.10| with Oy 5 = N2, Vohg, s(x1 —
T9)p2, X = H¥ and Q = N~2[". This yields

622 + (F43) <2 sup (N2 (5.44)
t1€{p1,Vip1 },I'€{q1¥,V1q1 ¥}
2+ ,
+ oy 12Vahs sz — 22)tip2 0| (5.45)
+ NQJFU ‘«\D, tﬂ?g(]nghﬁlwg(.ﬁEl — Z'Q)Vghﬁl”g(l'l — x3>t1q2p3ql>>’ ) (546)

The first term can be bounded using ||V V|| < K(p, A.).
Using ||t 7||* < K(p, A.), we obtain

2+n 2+n

N
I|v2hﬂlﬂ(l‘1 - ‘TQ)pQH?Jp < IC(QD,A)N 1

N
(5.45) <K(p, A) lell5 IV A, 511"

N -1
<K(p, A)N""'In(N),

where we used Lemma [5.3.10] in the last step.
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Next, we estimate

(15.46) §N2+n||p2v2h51,5(901 — )1 ¥ |?
<2N*||pahs, s(x1 — 29)t1 Vg V|2
F2NZ[o(22) ) (Vip(2) B, o (21 — 2)t1 02|
<ONZ|pshg, 5z — 22)[12, |61 Vag2 ¥

2N (22) ) (Vip(22) Ry 5 (21 — 22)l[op 1t 022
<K(p, AYN*T|hg, 51> < K(p, AJNT*7 In(N)?%,
Thus, for all n € R
N, pipa (Ws(21 — w2) = Up, (01 — 22)) 1029)
< K(p,A) (N7 + N"™ ' In(N) + N2 In(N)?) .
Hence, we obtain, using N7~!In(N) < N"-?%1 In(N),
N<<\If,p1p2W5(x1 - $2)Q1Q2‘I’>>

< K(p, A) (((xp, @) +inf inf (N7 In(N)?+ N4 N‘")) :

n>0 éZﬁl >0
and we get (b) in full generality by choosing n = ; = 1/3.
First note that

a
N -1
Let Uy be given as in Lemma [5.3.10} Using Lemma [2.0.5| and integrating by parts
we get

N (W, ipoWa(21 — 22)q142 V)|

<N ‘«‘I’, Q1p2U0(fL’1 - $2)Q1Q2‘I’>>‘ + N ’<<‘I’» Q1P2(A1h0,5(1’1 - $2))Q1Q2\I/>>\

N\w,qlm e Paaev)] < Clel2 (v, o).

SN[l [|Uollsllq1g2 || (5.47)
+N |(Vapeqn U, (Vaho (21 — 22)) 102 V)| (5.48)
+N [V, 1p2(Vaho (21 — 22))Voqi g2 V)| . (5.49)

The first contribution is bounded by

(547 < OV, 1 ¥).
The second term ([5.48) can be estimated as

(-48) =N [(A2p2q1 ¥, hos(z1 — 22)q1¢2 V)| (5.50)
+N |(Vapaq1 V, ho (21 — 22)1 Vo W) | (5.51)

+N [(Vapaqi V¥, ho g(x1 — 22)q1 Vap2 W) . (5.52)
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The last contribution (5.49) can be rewritten as

(5.49) <N [V, q1p2(V2ho g(x1 — x2))Vaqu )| (5.53)
TN, ¢1p2(Vaho g1 — 22)) Vopaqn W) - (5.54)

We estimate each contribution separately, using Lemma [5.3.10] together with Lemma
2.0.51 We obtain

(5.50) <N|lgi¥|[[|ho,s(z1 — 22) Aop2lopll 12V ||
<CApllac ¥, 1 V).

Analogously,

(©:52) <Nlla1¥ll[lho,s(z1 = 22) Vapallopl| Veelloo [l V||
<C|IVol3 (T, 1 T).

Next, we control

(5:54) <Nl V|[llp2V2hos(21 — 22)Vapa|lopllgr V]
<OVellsollelloo NIV o5l I P |

<CIVellsollellee (¥, g1 W)

To control (5.51)) and (5.53)), we estimate for t5 € {po, |p(22)){((Vy)(x2)|} and s €
{ho5, Vaho s}

N (¥, tas(x1 — 22) Vo1 V)|
<In(N)Y2(|qr || + In(N) V2N |[tos(z1 — 22) |12, | Vo ¥ |2

<K(p, A.) 1D(N)1/2 (VaerB,'(\m + N7V 4 QU q1\11>>> )
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(d) We estimate

d d

ZVarm, (V)| = N7 2 (W, (o — (U, Hu, 00)” W)
< 2N (W, (Hwye = (W, H 1 90)) (Ae(an) = (W0, Auln) W) ) w0)
<2N7! ‘«‘I’t, (Hw,e — (¥, Hyw,  ¥y) <p1At z1)p1 — Uy, prAi(z1)p1 T, ») )

+2N7! (W, (Hwﬁ,t — (0, HWB,t\I’ (plAt T1)q — <<‘I’t,p1At($1)Q1‘Ift>>> W)

+ 2N (W, (Hw, o — (4, Hi, 1 94) (Nl > Ak — (W, qlAt(le)pl\Ift») W)

+ 2N (U, (Hw,o — (U, Hw, 0 ¥y) (CllAt(xk)% — (¥, 91At($k)Q1‘1’t>>> W)
(PlAt(l'l)pl - <<\I’t7p114t<371)p1‘1’t>>) v, i

[ (prAdea = (@ pAGege)) v

< 4VarHWﬁ’t(\Ilt) + ‘

2

k=1

+ (N_l ZCIkAt(f’?k)pk — (¥4, C]1At(351)p1‘1’t>>) |

+ <Q1At($1)91 — (s, Q1At($1)Q1\I’t»> | :

Note that
H (plAt(xl)pl - «\I/hplAt(xl)pl\Ijt») U, :
_ (/R2 deAt(l'>’(pt($)|2> (g, prU) (1 — (Ty, pr 0, )
< K, A){(Ws, 1 0y)).

Furthermore

2

H (N ZQkAt xe)pr — (e, Q1At($1)p1‘1’t>>> b7

2

N
Z vy, lAt xl QZQkAt(CUk)Pk‘I’ —’ ‘I’t7Q1At($1)p1‘Ift>>

< (W, prAg(1) quga A (02)pa W) + %«‘Ift,plAt(ffl)%At(xl)pl‘I’t» + 1A oo (T, 0 ))

< Kl 40 ((0a0) + 7).
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To control the two remaining terms, let s; € {p1,¢1}. Then, we need to estimate

2

H ('SlAt(xl)(h — (¥, SlAt(xl)QI\IJt») U,

= <<‘I’t>Q1At($1)31At(x1)Q1‘Ift>> - )<<‘I’ta SlAt(fcl)QﬂI’t»
< 2| A2 (We, W),

2

In total, we obtain

d
a\farHWW (\I]t)

< K(pr Ar) (a(Ph, 00) + N7

Combining the estimates (a)-(d), Lemma is then proven.

5.4 Proof of Theorem [5.2.2( (b)

Proof: We make use of the inequality

Te VT = A8 = e VI = &) < C(1+ [Viail)?
<l el + g el + [ V100 + V10 2],

which was proven in [51], see also [2]. Using Theorem [5.2.2) (a), we are left to show
]\}im IV1ig1W¢|| = 0. In general, this does not follow from A}im IV1g2W¢|| = 0. To see this,
—00 —00

consider the symmetrized wave-function

[(x,...,2N8) = \/LNZQQ(:Q) coon(xg) o)

for n, ¢ € L*(R?*,C), |In]| = |l¢ll =1, (n,¢) = 0. Then
1T =N IVagTIIP = N7 Vel?,  [VigfT||? = N7Y|Vn|*.

Note that |[Vn|| can be chosen arbitrarily. However, for A, € LP(R?* R), with p > 2, it
is possible to control ||V1q; V|| in terms of ||g1W¢||, [|[V1ig2¥:|| and the energy difference
IN"H(Wo, Hw,0Vo) — (@0, (—A + £|go]* + Ag) o), assuming Conditions (A2) and (A4).
Together with Assumptions (A1), (A3), (A5) and (A5)’ and Theorem [5.2.2] part (a), it is
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then possible to bound [|V1¢; V|| sufficiently well. First, we consider

V204> = Vi < &«%,Hwﬁ,o%» oo (A Gl + Ao) 0| (5.59)
[ s Ao wa) = (o A (5.50)
o (2 pa(N = DWaey — 22)oima ) = ol oo (5:57)
+N (B, prpaWp (1 — 22)(1 — p1p2) Vi) (5.58)
N (e, (1= prp2) W (21 — 22) (1 — pip2) Ur))| (5.59)
(e, Au(20) W) — (o, Avpr)| - (5.60)

We estimate each line separately. From Condition (A5)’, it follows that (5.55) < CN -,
Using A; € L>(R?,R), we estimate

E50) <t sup (10 Aupsd (V4 680, + 2|0, 5 Ay ()a" 0,)

s€[0,t]

|, af Ayt w)

)

<t sup (114, o(laf* W, | + laf* w1 )

s€[0,t]
Next,
(557 < (e, (N — D)W % [0e 20y (Ur, pip2 V) — alior, [ or) |
<K(¢e, AVINWa[l [[qnWe|” + [{or, (N = 1)Wa * @] — ale*)er) |
<K(pr, Ar) ((Ur, 1 W) + N In(N) + N71).
Note that

(5-58) + (5.59) < C H\/N|W6<$1 — 2)|p1p2 ¥y

< ([t = sl + | 5ot = zalame,

)

2
+C H\/N‘Wﬁ(fﬁl — 2)|q1q2 ¥y

2

+ C H \/N|WB($1 — $2)|p1QQ\I’t

Using Lemma [5.3.8, we obtain

2
< IC(‘Pt, At)CpNﬁ/p (oz(‘llt, SDt) + N_I/Q) .

H \/|NW5(901 — 29)|q1q2 Vs

Furthermore,

H\/N’Wﬁ@l —za)|pr|| < Kl Ar).

op
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Note that it was shown in part (a) that a(\lft, t) K(ps, Ay) N~ for some § > 0. Choosing
p large enough, we then obtain (5.58) + (5.59) < K(p1, Ay)N~7, for some v > 0. We
estimate, using |(Wy, q1 A (21)q1 V) qu‘I’tH(I|At<Pt|| AW,

| <
(B-60)| <Ke, Arpn) [€Te, 1 W) + 21 (s, prAdz1) @ Pe)| + [T, g1 A1) V)|
<[{ee, Ao |(We, @1 ¥1)) + la el (| Awoe| + ([ Ae (1) W)
If A, € L>(R? R) holds, we obtain

1(B-60)| < K(r, A)(lar Vel + [l Pe]?).

On the other hand, using Sobolev and Hélder inequality (see the proof of Lemma [5 ,
together with |(¢r, Arpe)| + [[V1iV]| + ||Ver|l < K(pr, Ar), we obtain, for any 1 < p < oo

B0 < Kl A (1+ 140l 2 ) (lan®ell + llan el
Therefore, if A; € LP(R? C) holds for some p €]2, 00] and for all ¢ € R, we obtain

V112 — [Verl?| < t sup (K(gos, A) (a(ws,sog + /(s 00) + N0 + N_1>) .

s€[0,¢]
Since
IV1a@ell® < [IV2Wll” = Ve + [ Veeel € e, 1 Vo) + 21 Ve qn e[| e
holds, we obtain with part (a) of Theorem [5.2.2] part (b) of Theorem [5.2.2]

5.5 Appendix to Chapter

5.5.1 Energy variance of a product state

Lemma 5.5.1 Let U = %N and assume that ||plle + || — A¢|lee + || — Al + ||Vl +
(¢, Asp) + (p, Ap) < C. Then,

Varg,, (U)<C(N~™'4+ N71F8 4 N—2+20) 5.61
Wﬁ"s

Proof: The proof is a direct calculation using the product structure of ¥ = ®~. We first
i N N N
calculate, denoting T = 3 ;" (—Ax), W=, Ws(x; — ;) and A =3, As(wy),

1 1
72 (W, H 0 == (0, (T + W + A) T)°
Zﬁ(w% —Ap) + wm W *[o*0) + N{p, Asp))?

N —1)?
agr + T o Wik loPe)? + (o, Ap)?

(
+(N = 1){p, —Ap) (@, Wp * []*0) + 2{p, —=Ap){p, As)
+(N = 1){, A}, W5 * || *¢).
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It then follows that
Hiy, s 1
Var,, (U) =(V, —5=9) — 35 (¥, Hw,, ¥)*
]32 (W, T0) — (o, ~Ap)’ (5.6
+m2Re(<<T‘I’, W) — (N = 1){p, =Ap) (p, Ws * [0*p) (5.63)
ety - T oy (5.64)
+ ; (¥, A7) — (o, Ay (5.65)
+$QRG(<<«4‘I’, W) — (N = 1), Ws * [|*0) (@, As). (5.67)

We estimate each line separately.

N -1

6831 - | (a0 + T a0 a0 w) - (-

=2elP + Vel
—_— N .

Note that

S Re((TE W) = 5™ 37 Re((((~ A0, W(ars — 2,)¥)

Re({(=A1) ¥, Ws(z2 — 25)W)

180l [Ws(a1 — 22)l1]|¢lloc
+(N—13\§N 2)

<ON"Aplsolleplloc +

IVol? {0, W * || )
(N —=1)(N—-2)
N

which immediately implies

V o0 o) V 2 4
||§o” pllsollll ;H PlPllells

(o, —Ap) (0, W x 0] *0),
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Next, we calculate
1 N N
~z (v W2 Z Z (W, Wa(a; — z;)Wa(ap — 1) ¥))
k#l=

<<‘If s(x1 — 12)"W))

=2, W1 — )Wy — 24) W)
(N —1)(N —2)(N —3)

(W, Wa(z1 — 22)Wp(x3 — 24) V).

The first term is bounded by

N -1
2N

The second term can be bounded using

5 (0 Wa(z1 — 22)°T) < [lpl3 W3] < N2

f(JJQ) :N71+2,B

[ dmlelen P @ - a2)

<N~ / dar [ (NP P[W (21 = NPa)| < N7 W [ le2
R2

(N—-1)(N-2)

(W, Ws(21 — 22)Ws(w2 — 23) V)

—2) 1
= d 2 2 < W2 4
[ dmalptan) P < FIW IR
It therefore follows that
|(B-64)| < CN** |2, + CN T (JlellZ, + llell2.)-

(5.65) is estimated by

" = ‘%«\Da As('%.l)Q\Ij» + %«qja As(xl)As(x2)\Ij>> - <90> As(10>2

(o, A20) + (p, Asp)?
5 .

<

Furthermore,

IO < |1, 4o (- AW + 27 (0, Auar)(-B)0) — 2. - B, A

o= 2ol Al + IVl (e, Ase)
~ .
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Finally,

(B.67)] <C (1{As(x) T, W (21 — 22) W) + [(T, As(21)Wa(a2 — 23)T)])
<C(lAsellWsllliell + {o; Aso) Wl lloll5)
<CN*[ Aspllllelloe + N7, Asp)l011%)-

5.5.2 Persistence of regularity of ¢;

We study the nonlinear Schrédinger equation in two spatial dimensions (5.3)) with a har-
monic potential

iOvpr = (—A + alee* + |z*) e (5.68)

under the conditions a > —a* and ||¢g|| = 1. The solution theory of is well studied
in absence of external fields. There, the global existence and persistence of regularity of
¢r € HF(R? C) was established, assuming ¢y regular enough [12]. The condition a > —a*
is known to be optimal, that is, for a < —a*, there exist blow-up solutions. It is interesting
to note that global existence of solutions in L>(R?, C) directly implies persistence of higher
regularity of solutions in H*(R?, C), see [12] and below.

Lemma 5.5.2 Let py € H'(R?,C), ||po|| = 1 such that ||V<,00||2—|—|||x]<p0||2—|—%<g00, loo|200) <
C. Let a > —a*.

(a) The nonlinear Schrédinger equation
0oy = (—A 4 alpd]? +[z*) s

admits a solution ¢, € H'(R?,C) globally in time.

(b) Define the norm |[ullsm = /D peo (IVFul]2 + [||z[Ful|?). Then

t
||()0t||2,4 S ||(,00H2’4ecfo ds”@ngo.

(¢) Assume ||pol|lsa < 00. Then, there exist a time-dependent constant Cy, also depending
on |l@ollsa, such that ||¢i||s4 < Ct.

Remark 5.5.3 Part (c) directly implies that p; € H*(R* C). Our proof relies on the
works of [10, [11), (12, 129, 169, [71|], see also the references therein. It also might be possible
to show a polynomial growth in t of the constant Cy, using the refined estimates presented
in [10, [11].

Proof:
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(a)

The global existence in H(R?, C) is well known, see Remark 3.6.4 in [12]. We sketch
the proof for completeness. Let U, denote the generator of the time evolution of
the linear Schrodinger equation id,u; = (—A + |x]*)u,. For any ¢o € L*(R? C), we
consider the Duhamel formula

t
o = Uppg — ia/ dsUy_|0s*0s. (5.69)
0

Note that is is known that there exists a nonempty open interval I, 0 € I such that
has a unique solution ¢, provided the initial datum ¢, fulfills ||¢g||s1 < C
(see Proposition 1.5. in [I1]). Furthermore, for any ¢ € I, |[¢:| = |lpoll = 1. We
may assume that [ is the maximal interval on which a solution of (5.69) exists.
Assume now that ¢, blows up in finite time, i.e. I is bounded. It is then known that
Jom™ " dtll gl = oo [291.

Assume t € [ and consider the NLS energy

[

a
Ents(er) = [Vee|® + §<S0ta loe01) + |||

Under the conditions a > —a*, ||po|| = 1, the two dimensional Gagliardo-Nirenberg
inequality % ||ul|} < ||Vul/?|jul?, v € H(R?,C) implies that Exrs(¢:) > 0. Further-
more %SNLS(%) = 0, see Proposition 1.6. in [II]. This directly implies that there
exists an € > 0 such that

e Ver|* < C.

The two dimensional Gagliardo-Nirenberg inequality implies, together with ||| =
HQOOH ’Vt S P

sup [ sup
[ aali<e [T anval? < oot <o
0 0

Therefore, the solution ¢, of (5.69) exists globally in time and fulfills
e € H'(R?,C), [||z]g]| < oo

Let A(x) = |z|* and define, for any u € L*(R? C), the norm

k
lullea = 4| D (=2 + Ayl
m=0

Note that || - [|x,4 is invariant under U, that is ||Uyul|[x,a = ||u||k,4. We will first show
that ||ul[2.4 and ||u||s 4 are equivalent norms. Let u € H*(R? C). Note that

ulls 4 =lull® + [(=A + Aull? + [[(=A + A)?u|]?
<[lull* + 2|l = Aul* + 2| Aul®
[ ((mA)* + A* + (—AA) + 2A(—A) = 2(VA) - V) u|)?
<C(Jlull® + I = Aull® + [[Au]l* + | (=2)*ul|? + [ A%ul|?
HIA(=A)ul]? + [[(VA) - Vul?) .
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Since VA? = 4|z|?z, AA% = 12A, we obtain,

(u, (~A)A*(=A)u)

(u, (—AAY)(=A)u) + 2(u, (=VA?) - V(=A)u) + (u, A%(=A)%u)
C(|Aull] = Aul| + [[|zPul |V Aull + [|A%u][|(=A)ul)

C(|Aull® + | = Aull* + [[(=A)%u]]* + [ A%ulf?).

[A(=A)ulf*

IN |/\

For the last inequality, we used |||z|*u|]* = {(|z|*u, |z|*u) < ||Au||* + ||A%ul]?, as
well as ||[VAu|| < || — Aul]* + ||[(=A)?u|[?>. We use polar coordinates (7, ). Then,
(VA) -V = 2r0,. Hence,

[(VA) - Vul|? = — 4(u, 0,(r*0,u)) = —4(u, (27’0 +r232) u)
=— 4{u,r* (r7'0, + 02) u) — 4(u, 70, u)
<4{r*u, — (7’_1& + 0 + ﬁaf,) u) — <|x|ﬂu Vu>
C(lAull* + | = Aull® + [[ull* + [ Vull?).
Therefore, [lull2,4 < C|lullgs holds. To show the converse, first note that [lul[%, <

C(llul* + |Aul]® + || — Aul* + ||A%u]* + [|A%u|?). Since —A < —A + |z|* and
|z|> < —A+]|z|? holds as an operator inequality, we directly obtain |Ju||s4 < C/|lul|2.4.

By [Juv][gx < [|ullcol[vll e + lullgrl[v]loo 5 [ - |24 fulfills the generalized Leibniz rule

[uvllz,a <Clluvlse < C(l[ulleolvllsa + lullzallvll)
<C(Jlullz,allvlloo + lulloolv]]2,4)-

From (j5.69)), we obtain

t
lorllan <IUngollon + lal / 0 Usslios P pula.n
0
t
“lcolloa +lal | dslloioulen
0

t
<llgollan +C / ds |0l @ella.a.
0

By a Gronwall inequality, we obtain (b).

(c) We show that ¢; € H*(R?, C) globally in time. Recall the existence of global in time
solutions of

i@tut = (—A + (I‘U,tP)U,t. (570)



136

5. Derivation of the Two Dimensional Focusing NLS Equation

in H?(R?, C), provided that a > —a* and vy € H*(R?,C), ||ug|| = 1 holds. Using the
lens transform [10, [69], for |¢| < 7/2

(SL’) _ 1 U T 671‘@ tan(t)
T = cos(t) ban(?) cos(t) ’

¢ then solves i0;p; = (—A + alps|* + |z|*) @, with initial datum ¢y = ug. We there-
fore see that the existence of a global-in-time solution of in H?(R? C) implies
existence of a solution ¢; in H*(R?, C) locally in ¢ €] — 7/2, 7/2[. By translation in-
variance of time, the solution ¢; then exists globally in H?(R? C). By the embedding
L>(R?,C) C H?*(R? C), we obtain, together with (b), (c).

g

5.5.3 Self-Adjointness
Lemma 5.5.4 Let

N

Hywyo =D (=00 + Y Walae —a;) + Y Auly)

k=1 i<j=1 k=1

and assume (A1) and (A2). Then, for allt € R,

(a) Hw,: is selfadjoint with domain D(Hy,;) = D (Zi\;l(—Ak + Ao(mk))>.

(b) (Hw,.)? is selfadjoint with domain D((Hw,:)*) = D((Hw,0)?). If. in addition,

W € C%(R%,R), then D((Hyw,;)?) = D ((zfj:l(—ak + Ao(xk))2> holds.

Proof:

(a) First note that D(Hy,,0) = D (Zszl(—Ak + Ao(xk))>, since W5 € L°(R?* R). We

write

N t
Hy,t = Hyw, o0+ Z/ dsAs(xy,).
k=10

Abbreviate A, = S0, [7 dsAy(xy,). Since [|AW|| < N [ ds||Ay]|oo|| || holds for all
¥ € L*(R* C), A, is infinitesimal Hy, bounded, which implies by Kato-Rellich
that D(HW[%()) = D(met).

(b) Note that (Hy,0)? is self-adjoint on D((Hy,)?). Consider

(Hw,)* =(Hw,0)* + Hw, 0A: + AHw, 0 + A7
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Under Assumption (A2), HWB,OAt+AtHWB70+Af is a symmetric operator on D((HWB’O)Q).
We estimate, for ¥ € D((Hw,,0)%), ¥ # 0,

H (Hwﬁ oA+ ‘AtHWB o+ (A) ) \I'H

t 2
<oN / dsl| Al H, 0 V]| + N? ( / dsHAslloo) T

N t )
> / dsV i Ay(zx) V¥
k=170

t
+N/ ds|| AA ]| || ]| + 2
0

Note that

t t
. . 2
IN / a5 ]| Ao | Hwy o ¥ = 2N / 51| Aslloor/ (0, (Huw,0)* W)

¢ 2
g\/QNQ ( / dsH/lsHoo) w1+ 5 | (i)
0

t . 1 9
<\/§N/dsAsoo\IJ +—HH \IJH
<VAN [ dsl Al ¥+ 5 | (i)

2

Furthermore, for € > 0

N t
2 Z / dsV A,y (2) V1, 0
2N ?
<
([ asvi) ||‘P\|+2||q,||ZI|Vk

2N ? 1
([ as Ve ) 10+ g (. Fy )+ ON

N t
<23 / 4s|IV Ay V]

Since

1]~ (, Hy, 0 T) < H\I’II + ST QH‘I’H [ Hw, 0@ * < [[]] + —H(HWB 0)* [,

we obtain

11

(it + Aty + (A 9] < (5 + 5 ) 100w, 0701
IN 2

4+ (\@N/ ds||VA||oo + —— (/ ds||V A, Hoo> +CN> k4l

t
N [ asad ol 9l
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Thus, HWB,OAt+AtHWB70+(At)2 is relatively (HWB,O)2 bounded with bound \/Lﬁ—l—;i <
1. By Kato-Rellich, (Hy,)? is self-adjoint with domain D((Hy,)*) = D((Hw,0)?),
for all t € R. By a similar estimate, we also obtain

k=1

D((Hw,0)*) =D ((Z(—Ak + Ao(fﬂk))2> ;

if W e C*(R2,C).
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