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ABSTRACT

Understanding how neural circuits of the brain perform fundamental computations is a central
goal of neuroscience. A classic example of such a computation is the detection of visual
motion, which is critical for all sighted animals to navigate the environment, avoid predators or
detect conspecifics. More than half a century ago, algorithmic models were proposed that
describe the computation of motion direction remarkably well. How this operation is
implemented at the neuronal and biophysical level, however, remains elusive. The visual
system of the fruit fly Drosophila melanogaster lends itself particularly well to addressing this
guestion. Recent advances in genetic and anatomical methodology for Drosophila hold
promise in mapping the neural elements and biophysical mechanisms to proposed algorithmic
structures. Moreover, the small size of the fly brain makes it feasible to understand how the
motion vision circuit interacts with parallel and downstream circuits to ultimately guide

behavioral responses of the animal.

All of the studies presented in this cumulative thesis investigate the Drosophila motion
vision circuit. In particular, they do so by addressing different mechanistic levels. In the first
study, we identified T4 and T5 neurons as representing the direction-selective output stage of
elementary ON and OFF motion detectors (Manuscript 1). This was followed by
characterizing and assessing the functional contribution of their presynaptic input elements,
with a focus on the ON motion pathway (Manuscript 2). Moreover, we tried to refine the
algorithmic architecture of the motion detection circuit and assign specific neuronal cell types

to the elements of that algorithmic structure (Manuscripts 2,3).

The second half of this thesis tries to relate the computation of motion direction to the
challenges that this system faces during natural behavior of the fly. First, we asked how natural
environments have shaped the properties of Drosophila ON and OFF motion detectors
(Manuscript 4). Furthermore, we explored the functional interaction of the motion vision
system with parallel visual circuits and the influence of these interactions on fly behavior
(Manuscripts 5,6). Lastly, we investigated the evolutionary functional conservation of a single
identified visual neuron across two fly species of different sizes (Manuscript 7). Taken
together, the manuscripts contained in this thesis broaden our knowledge on how flies
compute the direction of motion at several different levels — and might shed light onto how

neural circuits compute in general.
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1. INTRODUCTION

1.1 Understanding Brain Function

Brains have evolved to transform information from the environment as well as the animal’'s
internal state into appropriate behavioral actions. To understand how neural circuits of the

brain perform this task is one of the central goals of neuroscience.

Between the reception of a sensory stimulus and a behavioral reaction, the brain
usually performs a high number of complex operations. In order to understand brain function
it is valuable to study these smaller building blocks — often referred to as computations —
individually. One reason for this is that brains perform basic neural computations repeatedly —
independent of sensory modality, processing hierarchy and even organism. Well-studied
examples of such fundamental computations are linear filtering (Carandini et al., 2005),
normalization (Carandini and Heeger, 2011) or decorrelation (Vinje and Gallant, 2000;
Wiechert et al., 2010). The majority of this thesis revolves around the neural implementation
of one such fundamental computation — the correlation of signals over time and space (Parise
and Ernst, 2016). This operation is crucial for all circuits that detect visual motion, as the
direction of motion is not represented explicitly at the photoreceptor level, but must be
extracted by correlating signals from neighboring receptors (i.e. spatially) over time. Studying
the neural circuits for motion detection thus holds promise for providing insight into how brains

work in general.

1.2 Motion Vision as a Model System for Studying Neural Computation

Major insights into how brains perform neural computations often arise from studying simple
innate behaviors or reflexes (Gotz, 1964; Kandel, 2001; Marder and Goaillard, 2006). Neural
circuits that detect the direction of motion are a good example for several reasons. First,
motion detection is important for a multitude of survival-critical tasks such as visual navigation,
predator avoidance, or detection of potential mating partners (Borst, 2014a; Mauss and Borst,
2017). Such essential behaviors are particularly robust and thus well suited for scientific
investigation. Second, motion detection circuits, at least in invertebrates, are most likely
hardwired and not subject to experience-dependent plasticity (Karmeier et al., 2001). This
allows the exact same circuit to be studied in multiple individuals. Third, the problem of motion

detection is at an intermediate level of complexity. It is complex enough that it can serve as



an example of a sophisticated neural computation, but still simple enough that a complete
understanding, ranging from the circuit level down to biophysics, seems plausible within the

next decade.

The study of fly vision has a long tradition (Exner, 1891). Clearly, a reason for this is
that flies heavily rely on vision, which allows them to perform aerial maneuvers at rotational
speeds up to 3000 degrees per second (Land and Collett, 1974). A well-studied visual
behavior of flies is the so-called optomotor response. When a fly is tethered inside a cylindrical
drum with a patterned surface and the drum is rotated in one or the other direction, the fly
shows a turning response following the direction of motion (Fermi and Reichardt, 1963; Gotz,
1964). This behavioral paradigm has been widely used to study several properties of the fly
visual system such as its spatial tuning, contrast sensitivity or light adaptation (Dvorak et al.,
1980; Pick and Buchner, 1979; Srinivasan and Dvorak, 1980). Only a few years later, nerve
cells in the visual system of flies — the lobula plate tangential cells (LPTCs) — were discovered
that respond to motion in a direction-selective way (Dvorak et al., 1975). These cells provided
an entry point to the neural substrate of motion detection and their response properties have
been characterized in great detail (Hausen, 1982; Hengstenberg, 1982). However, dissection
of the neural elements that are upstream of these motion-sensitive interneurons and thus
directly compute the direction of motion had to await the small fruit fly Drosophila to enter

center stage.

1.3 Tools for Investigating Neural Circuits

Investigating the structure and function of a neural circuit critically depends on the available
methodological tools. During the last decades, scientists have developed a vast array of such
tools, both for functional and anatomical dissection of brain circuits, that are being widely used

by the Drosophila community.

1.3.1 Genetic Dissection of Neural Circuits in Drosophila

The fruit fly Drosophila melanogaster, thanks to its long tradition as a genetic model organism
(Adams et al., 2000; Morgan, 1910; Rubin and Spradling, 1982), is a powerful animal system
to study motion detection. The recent decade has witnessed the advent of a large variety of
sophisticated tools to manipulate neural circuits at the cellular and subcellular level (Borst,
2009; Venken et al., 2011). Large libraries of fly lines, for example, based on the binary Gal4-
UAS expression system, were generated that allow for a cell type-specific targeting of any

genetically encodable tool of interest (Brand and Perrimon, 1993; Jenett et al., 2012; Kvon et



al., 2014, Pfeiffer et al., 2008). This system uses heterologous expression of the yeast
transcription factor Gal4 driven by an endogenous enhancer fragment. Hence, the enhancer
fragment’s activity determines the spatial and temporal specificity of Gal4 expression. A
second transgene, the so-called reporter or effector gene, is under the control of an upstream-
activating-sequence (UAS) which is recognized by Gal4. Thereby, this effector transgene is
only expressed in the subset of cells that expresses Gal4. Recently, complementary binary
expression systems that are either orthogonal to the Gal4-UAS system or allow intersectional
genetic strategies were developed to increase the versatility of these tools (Lai and Lee, 2006;
Luan et al., 2006).

Effector genes can come in a variety of different flavors and can be as simple as
fluorescent proteins for visualization of cell morphology (Chalfie et al., 1994). Of special
importance for neuroscientists are proteins that interfere with the electrical signaling or
synaptic release of neurotransmitters and thereby silence their output. One of these tools,
Tetanus toxin (TNT), cleaves synaptobrevin, which is an essential component of the SNARE
complex that is necessary for synaptic vesicle release (Sweeney et al., 1995). Tetanus toxin
is highly potent since a single toxin molecule can cleave multiple targets. However, it was
reported that some synapses are resistant to TNT (Rister and Heisenberg, 2006). Expression
of the transgene shibire®® also blocks the release of neurotransmitters but by a different
mechanism (Kitamoto, 2001). Shibire® is a temperature-sensitive dominant negative allele of
dynamin, a small GTPase that is required for vesicle reuptake. Overexpression of shibire'
thus interferes with neurotransmitter release by depleting the pool of synaptic vesicles. A major
advantage of shibire® is its temperature-sensitivity. This property renders it inefficient at low
(permissive) temperatures, but effective at higher (restrictive) temperatures. Therefore, the
same individual can be used for both control and inactivation experiments. Furthermore, such
conditional manipulations are not susceptible to possible long-term compensation
mechanisms. It must be taken into account, however, that both cellular physiology and
behavior are highly temperature dependent. Neuronal activity can also be suppressed by
overexpressing the inwardly rectifying potassium channel Kir2.1 that hyperpolarizes the cell
(Baines et al., 2001). This is assumed to block not only chemical transmitter release, but also
signaling through electrical synapses, as the hyperpolarization will spread through gap

junctions.

In addition to the aforementioned transgenes, recently developed optogenetic
actuators allow for a light-dependent control of the electrical activity of a cell with high temporal
precision (Boyden et al., 2005; Fenno et al., 2011). Optogenetic tools are light-sensitive ion

channels (commonly channelrhodopsins) or ion pumps (e.g. halorhodopsin). Depending on



the ion selectivity of the protein, they can have either an inhibitory or excitatory effect. A key
advantage of channelrhodopsins over the previously mentioned tools is that their gating by
light permits a millisecond-precise control of neural activity. However, the light must be
delivered to the region of interest and visible light, if detected by the photoreceptors of the
animal, can interfere with visual behaviors. To circumvent this problem, channelrhodopsin
variants were developed with absorption spectra outside of the visible wavelength range of
Drosophila (Klapoetke et al., 2014; Lin et al., 2013).

Another methodological milestone for neuroscience has been the development and
improvement of genetically encoded fluorescent sensors for calcium (Grienberger and
Konnerth, 2012). Calcium can enter the cell directly through neurotransmitter receptors or
through voltage-gated calcium channels. The calcium concentration of a cell can thus be used
as a proxy for the activity of a neuron. Cell type-specific expression of calcium indicators can
therefore be employed to optically monitor the activity of a subset of neurons or subcellular
compartments (Akerboom et al., 2012; Chen et al., 2013; Mank et al., 2008). The microscopic
method of choice for calcium imaging is two-photon excitation microscopy (Denk et al., 1990).
Here, two low energy photons with a wavelength in the infrared spectrum are absorbed quasi-
simultaneously by the fluorophore, which then emits fluorescence in the visible range. Due to
the quadratic relationship between the simultaneous absorption of the two photons and the
light intensity, the localization of excitation is restricted to the focal plane. This property,
together with the fact that the excitation light is in the non-visible range, makes this microscopic
technique ideally suitable for studying visual systems (Helmchen and Denk, 2005; Reiff et al.,
2010). A key advantage of two-photon calcium imaging over whole-cell patch clamp
recordings is that multiple cells can be imaged at once, and cells that are inaccessible to
electrical recordings can be optically imaged. However, calcium indicators are inherently slow.
They act as low-pass filters with time constants of hundreds of milliseconds, thus making it
impossible to resolve fast events. Additionally, calcium is only a very indirect reporter of the
neuron’s membrane voltage, usually related to it in a non-linear fashion. Novel voltage-
sensitive indicators are constantly improving in performance and start being used in vivo, but

still suffer from poor signal-to-noise ratio (Cao et al., 2013; Yang et al., 2016).

Apart from tools to manipulate neural activity, the possibility to perturb the function of
single genes cell type-specifically offers a variety of avenues for understanding neural
computations. Genome-wide RNAI libraries, for example, allow for the cell type-specific
knockdown of any protein of interest (Dietzl et al., 2007; Perkins et al., 2015). These resources
have been widely used in Drosophila neuroscience (Pimentel et al., 2016; Yapici et al., 2008).

However, off-target effects and partially low knockdown efficiency are confounding factors.



Great expectations rest on the recently developed CRISPR/Cas9 system for genome
engineering (Heidenreich and Zhang, 2016). This approach allows for the targeted
modification of any endogenous DNA sequence of interest and has already been successfully
applied in many organisms including Drosophila (Pankova and Borst, 2017; Zhang et al.,
2014).

1.3.2 Anatomical Reconstruction of Neural Circuits

In addition to the wide array of genetic tools that are available to Drosophila researchers, a
second advantage is the small size of its brain, which lies in the order of some hundred
thousands of neurons. This permits a dense reconstruction of its anatomy by newly developed
microscopy techniques. Maps of neural circuits have been assembled by using different
approaches. Light microscopic imaging of single or few neurons at a time, and subsequent
registration of these images onto a common reference brain have created mesoscopic maps,
for example of the neural circuit for Drosophila courtship behavior (Yu et al., 2010). The gold
standard, however, is to use electron microscopy (EM) which has a spatial resolution that is
up to a hundred-times higher than that of light microscopy. Therefore, it allows for the dense
reconstruction of very fine neuronal processes and the detection of individual synaptic
contacts. The ultimate goal for neural circuit anatomists is the entire connectome of an
organism — a map of all its neurons and all synaptic connections between them. The first
nervous system to be completely reconstructed was that of the roundworm Caenorhabditis
elegans that comprises only 302 neurons (Varshney et al., 2011; White et al., 1986). The
visual system of Drosophila alone, however, harbors more than two orders of magnitude more

nerve cells, which makes its reconstruction a daunting task.

Two different methods for acquiring EM images are widely used in neuroanatomy
(Briggman and Bock, 2012). Serial-section transmission electron microscopy (SSTEM)
requires cutting the sample into thin sections, collecting them, scanning each of them
individually with a transmission electron beam and subsequently registering them before
tracing the neuronal connections (Harris et al., 2006). An alternative method is serial block-
face scanning electron microscopy (SBF-SEM). Here, the block-face of the embedded sample
is imaged and the backscattered electrons are detected. Either a diamond knife or a focused
ion beam then removes a thin section of the sample before the next block-face is imaged. The
sections that were previously imaged are lost and cannot, as with SSTEM, be imaged again.
This cycle is repeated until the entire sample is scanned. Registration of SBF-SEM images is
easier than that of sSTEM images as the block-face is always in the same orientation and not

deformed. Furthermore, this process can be highly automated (Denk and Horstmann, 2004;



Xu et al., 2017). Recent technological improvements have also allowed sSTEM to be
automated by collecting the individual sections on a tape (Hildebrand et al., 2017; Kasthuri et
al., 2015). The bottleneck for both connectomic approaches, however, is not the acquisition of
images, but the tracing of the neurites. Manual tracing is very labor intense and limits the
speed at which circuits can be reconstructed. Recently, the application of deep neural nets
has greatly simplified reconstruction efforts and holds promise for future applications
(Dorkenwald et al., 2017). The resultant dense anatomical maps of neural circuits can serve
as powerful guides in formulating or excluding hypotheses about the function of neural circuits
(Denk et al., 2012). This is especially true for the visual system of Drosophila, were large-scale
projects have generated several circuit diagrams for substructures of the optic lobe (Rivera-
Alba et al., 2011; Takemura et al., 2013). However, as discussed later in more depth,
connectivity maps are necessarily incomplete and physiological studies are required to verify

functional circuit architectures.

1.4 Algorithmic Models of Motion Detection

Hypotheses about functional architectures that instruct experimental approaches need not
only come from anatomical circuit structures. Historically, conceptual or algorithmic models
have played and continue to play an at least equally important role (Exner, 1894; Hubel and
Wiesel, 1962; McCulloch and Pitts, 1943). This is especially true for the quest of finding the
neural implementation of motion detection. Visual motion is defined as the spatial
displacement of a visual object (or stimulus) over time. Every circuit that detects motion must
thus fulfill three key requirements: First, it needs to sample the environment with at least two
spatially segregated sensors. Second, the signal coming from one of these inputs must be
temporally delayed with respect to the other input. Finally, to generate direction selectivity, the

signals originating from the two input lines must interact in a non-linear manner.

Two particularly successful models of motion detection that fulfill these requirements
were historically described. Both of them belong to the class of so-called correlation-type
motion detectors. The only difference between the two models lies in the nature of their non-
linear operation and the location of the delayed and direct arm, respectively. The Hassenstein-
Reichardt (HR) correlator was proposed following observations of the turning behavior of the
beetle Chlorophanus viridis to apparent motion stimuli (Hassenstein and Reichardt, 1956).
These experiments led the authors to suggest a model in which the non-linearity is
multiplicative, thus leading to a non-linear amplification of motion signals in the preferred
direction (PD) of the detector (Figure 1A). Subtraction of two mirror-symmetrical subunits of

such a “half-detector” leads to a fully opponent direction-selective signal (Figure 1B). This



means that the detector responds positively if a stimulus moves to one direction and with a
negative sign when it moves to the other direction. The Barlow-Levick (BL) model was
proposed to explain the response properties of direction-selective ganglion cells (DSGCs) in
the rabbit retina (Barlow and Levick, 1965). In contrast to the Hassenstein-Reichardt detector,
it performs a suppression of motion signals in the non-preferred, or null, direction (ND) (Figure
1C). Even such simple models as the Hassenstein-Reichardt correlator describe several non-
trivial aspects of fly visual behavior and electrophysiological signatures of motion-sensitive
cells remarkably well (Borst et al., 2010). First, correlation-type motion detectors, unlike a
speedometer, exhibit a velocity optimum at which the response of the detector is maximal.
Furthermore, this optimum depends on the spatial structure of the visual stimulus. For a
moving sine-wave grating, the optimal velocity is linearly dependent on the spatial wavelength
of the grating such that the detector always responds maximally at a fixed temporal frequency.
The Hassenstein-Reichardt detector makes several further non-intuitive predictions, for
example a transient ringing response that is observed when a static grating starts moving
instantaneously, as well as a velocity-dependent gain control mechanism. All these signatures
of correlation-type motion detectors were experimentally confirmed in motion-sensitive
neurons of the fly, making them powerful algorithmic models to guide experimental

approaches (Borst, 2014b).

A PD B PD C PD
ND ND ND
T T T T

PD ND
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Figure 1. Algorithmic Models of Motion Detection

(A) The elementary subunit of the Hassenstein-Reichardt correlator generates direction-selective output
by multiplying signals from a delayed (t) and a direct input line which leads to an enhancement of signals
moving in the preferred direction (PD).

(B) Subtraction of two mirror-symmetrical units of a Hassenstein-Reichardt half-detector generates a
fully-opponent motion signal.

(C) The non-linear operation of the Barlow-Levick detector is divisive, leading to a suppression of signals
moving in the null direction (ND). Note that the side of delayed line is flipped with respect to the Hassen-
stein-Reichardt detector.



Defining the algorithms that the brain uses to extract motion information from its visual
environment is a valuable goal in itself. The Holy Grail, however, is to find a correspondence
between computational modules and neural mechanisms in the brain. Fully describing the
neural implementation of motion detection in the fly brain minimally requires the completion of
the three following tasks:

- ldentifying the cell types that constitute the detector (i.e. are necessary for generating a
direction-selective signal)

- Uncovering the cellular and biophysical mechanisms that account for the asymmetrical
temporal filtering

- ldentifying the biophysical mechanisms that combine the input signals in a non-linear way to
generate a direction-selective signal

1.5 Neural Circuits for Motion Detection in Drosophila

The neural circuits that compute motion direction reside in the optic lobes of the fly brain. The
fact that the optic lobes are by far the largest sensory neuropils in the fly brain argues for the
importance of this sensory modality for fly behavior and survival (Figure 2A). The optic lobe
can be anatomically subdivided into five different neuropils: retina, lamina, medulla, lobula and
lobula plate. Each of these neuropils exhibits a columnar structure, which is arranged

retinotopically such that each column corresponds to one point in visual space (Figure 2B).

Motion vision begins when photons are absorbed by photoreceptors in the fly’s retina.
Of the eight photoreceptor subtypes found in Drosophila, only R1 to R6 contribute significantly
to motion detection (Heisenberg and Buchner, 1977; Rister et al., 2007; Yamaguchi et al.,
2008) (but see (Wardill et al., 2012), who reported a contribution of R7 and R8). These
photoreceptors provide strong synaptic input via tetrad synapses to lamina monopolar cells
L1 and L2 and somewhat weaker input to L3 cells (Rivera-Alba et al., 2011). Silencing synaptic
output from L1 and L2 in conjunction renders flies completely blind to motion. Rescuing
synaptic transmission from photoreceptors to L1 and L2 restores behavioral responses to
motion stimuli (Rister et al., 2007). Thus, L1 and L2 together provide the major input to
downstream motion detection circuits. At this stage, the motion vision circuit, similar as in the
mammalian retina, splits into two parallel pathways. One of the pathways, fed by L1, is
specialized in detecting moving brightness increments (ON motion) whereas the pathway
postsynaptic to L2 extracts information about moving brightness decrements (OFF motion)
(Joesch et al., 2010). The L3 pathway has long been speculated to be involved in the detection
of form and color (Bausenwein et al., 1992). However, recent anatomical and functional

studies found that neurons postsynaptic to L3 are involved in the detection of motion as well
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Figure 2. Anatomy of the Drosophila Visual System

(A) Frontal view of the Drosophila brain stained against the presynaptic marker nc82.

(B) Schematic of the fly optic lobe emphasizing the columnar structure of its distinct neuropils (from
Borst, 2014a with permission).

(C) Optic lobe of a fly brain with multiple VS and HS cells labelled (green). Note the dendritic arbors that,
together, span the whole lobula plate and the axon terminals arborizing in the central brain.

(D) Single-cell labelling of a putative VS6 cell depicting its large dendritic arbor.

(E) Horizontal section of the fly visual system with multiple VS and HS cells. Whereas VS cells mainly
arborize in lobula plate layer 4, the dendrites of HS cells are restricted to layer 1.

(F) Electrophysiological response of a LPTC to motion in preferred direction (PD) and null direction (ND)
revealing the motion opponency displayed by these cells.

(G) Receptive field of a Drosophila HSE cell. This cell would be maximally stimulated by a rotation of the
fly along the yaw axis or by forward movement (from Schnell et al., 2010).

(H) T4 (red) and T5 (green) cells have their dendrites in the medulla and lobula, respectively, and project
to the four layers of the lobula plate.

(I) T4 and T5 cells respond to different cardinal directions of motion, depending on their layer of projec-
tion in the lobula plate (from Borst, 2014b).

(J) Schematic of the fly visual system. Elementary motion detectors (EMD) tuned to different directions
project to distinct lobula plate layers thus forming a directional tuning map (from Mauss et al., 2017).



(Shinomiya et al., 2014; Silies et al., 2013). In addition to L1, L2 and L3, also other lamina
cells were shown to play a, mainly modulatory, role in motion detection (Meier et al., 2014;
Tuthill et al., 2013; Tuthill et al., 2014). This is not surprising given the high degree of

interconnectedness in the lamina neuropil (Rivera-Alba et al., 2011).

At the other end of the motion detection circuit in the lobula plate, only three synapses
downstream of the lamina monopolar cells, reside the large lobula plate tangential cells
(LPTCs), of which vertical system (VS) and horizontal system (HS) cells are the best-studied
representatives. These cells project to the central brain and were the first direction-selective
neurons to be described in the fly brain (Hausen, 1982; Hengstenberg, 1982; Joesch et al.,
2008; Schnell et al., 2010) (Figure 2C-E). HS and VS cells are fully motion-opponent, in line
with the responses of a full Hassenstein-Reichardt detector (Figure 2F). Different from all cells
in their upstream circuit, LPTCs cover a large part of visual space and are tuned to the optic
flow generated by ego-motion of the fly (Krapp and Hengstenberg, 1996) (Figure 2G).
Notably, LPTCs that arborize in different layers of the lobula plate show different preferred
directions. HS cells, with dendrites restricted to layer 1, respond preferentially to front-to-back
motion. VS cells, which arborize mainly in layer 4, respond preferentially to downward motion.
Furthermore, when using the uptake of radioactively labeled deoxyglucose as a measure for
neural activity, the four layers of the lobula plate were labeled selectively when the fly was
confronted with motion in one of the four cardinal directions (Buchner et al., 1984). Later,
functional imaging of calcium in small dendritic branches of LPTCs revealed signals that were
already direction selective (Single and Borst, 1998). This raised the hypothesis that LPTCs

integrate signals from an array of presynaptic direction-selective small-field neurons.

Which cells are then presynaptic to LPTCs and provide them with direction-selective
input? The T4 and T5 cells, described more than a hundred years ago (Cajal and Sanchez,
1915), have long been strong candidates for playing this role (Figure 2H). First, T4 and T5
cells both come in four different subtypes, each of which sends it axon only to one of the four
layers of the lobula plate (Fischbach and Dittrich, 1989). Second, an electron microscopic
study has identified synaptic connections between a T4 cell and an HS cell (Strausfeld and
Lee, 1991). Third, blocking synaptic transmission from T4 and T5 cells together renders

LPTCs unresponsive to moving gratings (Schnell et al., 2012).

The test of the assumption that T4 and T5 themselves are direction selective, however,
had to await the development of tools for cell type-specific imaging of calcium activity in the
fly visual system (see section on genetic tools above). Expressing the calcium indicator

GCaMP5 selectively in T4 and T5 neurons led to the definitive proof that these cells are indeed
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direction selective. In the first study presented in this thesis (Manuscript 1 - (Maisak et al.,
2013)), we could show that each of the four subtypes of T4 and T5 cells responds, depending
on its layer of projection in the lobula plate, maximally to one of the four cardinal directions.
The directional preference of each of the subtypes is in agreement with earlier deoxyglucose
labeling experiments of lobula plate layers (Buchner et al., 1984) (Figure 21-J). Furthermore,
T4 and T5 cells functionally segregate with respect to their contrast polarity preference. When
imaging calcium responses from a specific T4 or T5 line, respectively, T4 cells responded
selectively to moving bright edges whereas T5 cells responded mainly to moving dark edges.
Thus, T4 and T5 represent the direction-selective output stages of the ON and OFF motion
detection pathways. However, are these cells indeed necessary to drive direction-selective
responses in downstream circuits? To address this question we performed experiments in
which synaptic release of either T4 or T5 cells was blocked and the activity of postsynaptic
LPTCs was measured electrophysiologically (Manuscript 1 - (Maisak et al., 2013)). These
experiments revealed that T4 and T5 indeed provide the main, if not only, direction-selective

input to downstream circuits.

1.5.1 The ON Motion Pathway - Input Elements to T4

Having identified T4 and T5 neurons as representing the output stage of ON and OFF
elementary motion detectors, the next step was to identify and characterize the neurons that
provide synaptic input to these cells. These inputs to T4 and T5 would be strong candidates
for constituting the delayed and direct lines of the motion detector. Throughout this thesis, |
focused on investigating the neural circuit for ON motion detection. Therefore, | will also

discuss this pathway in more detail below.

Early anatomical studies have already speculated on the existence of at least two
separate pathways in the Drosophila visual system (Bausenwein et al., 1992). One of these
pathways starts from L1 and, via medulla cell Mil, impinges onto T4. The second pathway
goes from L2 via Tm1 to T5. A key advance in the anatomical description of the fly visual
system has come from electron microscopic reconstructions of visual system subregions
(Rivera-Alba et al., 2011; Takemura et al., 2013). Using serial-section TEM, Takemura and
colleagues imaged and densely reconstructed a whole medulla column and many neighboring
cells that provide synaptic input to this column (Takemura et al., 2013). In agreement with the
early anatomical studies mentioned above, clustering analyses of this “medulla connectome”
revealed three separate neural pathways (starting from lamina cells L1, L2 and L3
respectively), albeit with considerable crosstalk at early stages. Furthermore, this connectome

identified medulla cells Mi1 and Tm3 as being postsynaptic to L1 and providing the majority
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(> 85%) of input synapses to T4 cells (Figure 3A). When mapping the receptive fields of all
Mil and Tma3 cells that synapse onto a single T4 cell into visual space, a small offset between
the conjunctive receptive field centers of these cells, corresponding to 1° of visual space, was
discovered (Figure 3B). This offset, calculated from Tm3 to Mil, aligned with the preferred
direction of postsynaptic T4 cells in 3 out of 4 cases. Since any motion detector requires a
spatial segregation of its inputs, this finding led the authors to postulate that Mil and Tm3
represent the direct and delayed line of the Drosophila ON motion detector. Furthermore, it
was concluded that a Barlow-Levick-like implementation would require Mil to be delayed with
respect to Tm3, and a Hassenstein-Reichardt detector-like mechanism would require Tm3 to
be delayed with respect to Mil. Notably, a spatial segregation of only 1° of visual angle seems
surprisingly small for a motion detector with such a high degree of direction selectivity as T4
(Maisak et al., 2013).
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Figure 3. Proposed Neural Implementation of the Drosophila ON Motion Detector

(A) Wiring diagram of a single medulla column after ssTEM reconstruction as of 2013. The proposed
neural substrate for ON motion detection is highlighted with a red box.

(B) EM reconstruction of major inputs to a given T4 cell. A small spatial offset between Mi1 and Tm3
inputs that aligns with the arborization layer in the lobula plate was reported.

(C) Linear temporal filters extracted for Mi1 and Tm3 cells. On average, the peak of the Mi1 filter was
delayed by 18 milliseconds with respect to the Tm3 filter.

(D) Proposed architecture of the ON motion detector. Mi1 corresponds to the delayed and Tm3 to the
direct line.

(E) Simulated temporal fregency tuning of the motion detector depicted in (D) after the subtraction stage.
(A-B: modified from Takemura et al., 2013; C-D: modified from Behnia et al., 2014; with permission).

The visual response properties of Mil and Tm3 were subsequently measured using
whole-cell patch-clamp recordings (Behnia et al., 2014). As expected from cells that receive

their strongest input from L1, both cells responded with a depolarization to brightness
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increments. More interestingly, the temporal filter properties, measured by using white noise
stimuli followed by linear filter extraction, revealed a small difference in time to peak with Mil
being delayed by 18 milliseconds with respect to Tm3 (Figure 3C). Taking into account the
proposed anatomical offset between Mil and Tm3, the authors thus concluded that these cells
correspond to the delayed and non-delayed line of a correlation-type motion detector.
Thereafter, the authors used the experimentally determined filters for Mil and Tm3 as inputs
to a Hassenstein-Reichardt correlation-type motion detector model, which resulted in a
direction-selective detector with a temporal frequency optimum of 1Hz — similar to that of T4
cells (Figure 3D,E). However, it is important to note that this result was obtained only after
subtraction of two half-detectors. The output of such a half-detector alone — which would
correspond to a T4 cell — is in fact only weakly direction selective (Salazar-Gatzimas et al.,
2016). Furthermore, the authors’ conclusion is only correlative in nature. To verify this model
requires experiments in which Mil and Tm3 cells are selectively removed from the circuit and
the output of the motion detection circuit is measured. The proposed model leads to a very
clear prediction for such experiments: Removing either Mil or Tm3 from the circuit should lead
to a complete loss of direction selectivity under all conditions. We tested these predictions by
silencing the neural activity of Mil or Tm3 and used electrophysiological responses of LPTCs
and turning responses of walking flies as readouts of the motion detection circuit (Manuscript
2— (Ammer et al., 2015)). The results of this study were inconsistent with the above-mentioned

prediction and therefore challenge the proposed model.

1.5.2 Neural Circuits for OFF Motion Detection

Similar to the ON pathway, the neural components of the OFF pathway have been investigated
in detail. Transmedulla cells Tm1, Tm2 and Tm4 are the strongest postsynaptic targets of
lamina L2 cells (Takemura et al., 2013). Lamina cell L4 reciprocally connects to L2 and
synapses onto Tm2 in an asymmetric manner (Takemura et al., 2011). An anatomical EM
study that reconstructed cells presynaptic to T5 indeed found Tm1, Tm2 and Tm4 as inputs to
T5. Quantitatively, Tm2 provides more input synapses than Tml, and Tm4 is the weakest
input (Shinomiya et al., 2014). Interestingly, in addition to these three cell types, T5 cells
receive the strongest synaptic input from Tm9 cells, which themselves receive input mainly
from L3 (Figure 4A). This is in agreement with functional studies, which suggest that multiple
lamina cell types, including L3, provide input to the OFF motion detection pathway (Jenett et
al., 2012; Meier et al., 2014; Silies et al., 2013; Tuthill et al., 2013). However, unlike for T4, the
T5 inputs and their presynaptic partners were not reconstructed densely. Thus, their
subcellular distribution on the T5 dendrite could not be remapped to their visual receptive

fields, leaving any potential anatomical offset between these inputs unknown.
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Figure 4. Neural Elements and Temporal Properties of the Drosophila OFF Motion Detector

(A) Schematic of the fly optic lobe with major neural elements of the OFF motion pathway. Note that
every cell type exists in every column but is displayed only once for clarity.

(B) Temporal response properties of major inputs to T5 cells. Calcium responses to OFF steps of differ-
ent durations are depicted.

(A-B from: Serbe et al., 2016; with permission)

Both electrophysiological and functional imaging studies characterized the temporal and
spatial response properties of T5 inputs (Behnia et al., 2014; Meier et al., 2014; Serbe et al.,
2016; Strother et al., 2014). All of the cells were shown to be OFF selective and respond to
motion stimuli in a non-directional way. This suggests that direction selectivity indeed arises
in the dendrites of T5 neurons. Additionally, all cells have small receptive fields, corresponding
to the acceptance angle of a single photoreceptor (but see (Fisher et al., 2015a), who reported
that Tm9 is a large-field neuron with a receptive field size of around 60°). In addition, the
temporal properties of all four T5 inputs were measured with different techniques.
Electrophysiological experiments found that the peak of the linear filter of Tm1 was delayed
with respect to Tm2 by 13 milliseconds, which led to the suggestion that these cells correspond
to the delayed and direct line of the OFF motion detector (Behnia et al., 2014). These results
were later confirmed by a study that characterized Tm1 and Tm2 cells with voltage imaging
(Yang et al., 2016). Two calcium imaging studies found that Tm9 cells respond with much
slower kinetics than both Tm1 and Tm2 (Fisher et al., 2015a; Serbe et al., 2016) and Tm4
cells respond similarly to Tm2 (Serbe et al., 2016). Thus, the neurons presynaptic to T5
represent a filter bank with diverse temporal properties (Figure 4B). Serbe and colleagues

also investigated the functional contribution of T5 input elements to OFF motion detection by
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using LPTC recordings and behavioral experiments as readout. These experiments showed
that all of the four input elements are required for OFF motion detection to different degrees
with the strongest contribution from Tm9 (Fisher et al., 2015a; Serbe et al., 2016). However,
finding a correspondence between any of these cell types and a specific element of the OFF
motion detector was not possible so far. Thus, as for the ON pathway, the exact functional

role of the cellular elements presynaptic to T5 neurons remains largely unknown.

1.6 Motion Vision and Behavior

Most of the studies that investigate the fly visual system do so in tethered flies in an artificial
visual environment. However, it is becoming apparent that sensory brain areas are not merely
feedforward systems but receive a wealth of feedback information from higher order and motor
areas. Furthermore, the visual stimuli that a fly encounters in its natural setting are drastically
different from those that are routinely used in the laboratory. Thus, it is becoming increasingly
important to study visual processing in a setting that mimics the natural one as closely as

possible.

1.6.1 Behavioral State-dependent Modulation of Motion Detection

The visual stimuli impinging onto a fly’'s eye are markedly different for a stationary and a
moving fly. In particular, the visual system of a moving fly is confronted with higher image
motion speeds resulting from self-motion when compared with a stationary fly. Thus, from an
efficient coding point of view, it would be highly advantageous to tune the fly’s motion detection
system to the range of expected image velocities (Barlow, 1961). To test this hypothesis, both
electrophysiological and optical recordings of LPTCs were performed in walking and tethered
flying flies, respectively (Chiappe et al., 2010; Jung et al., 2011; Maimon et al., 2010). These
experiments showed that, indeed, the response amplitude of LPTCs increases and their
temporal tuning optimum shifts to higher temporal frequencies when the fly is locomoting
compared to when it is stationary. Furthermore, in walking flies the response gain of tangential
cells is correlated with the turning velocity of the fly (Chiappe et al., 2010). Thereby, the motion
detection circuit shifts its dynamic range to the higher image velocities that it experiences
when the animal is moving. Further studies have found that activation of octopamine receptors
either pharmacologically or by direct release of the neuromodulator itself is necessary and
sufficient for this tuning shift (Jung et al., 2011; Suver et al., 2012).

Theoretically, the response optimum of a motion detector is determined by the

dynamics of its input arms. The temporal frequency shift seen in flying flies, for example, could
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be recapitulated in a Hassenstein-Reichardt detector model when the time constants of the
input filters were changed (Jung et al., 2011). Thus, the experimentally observed shift in tuning
might be accompanied by a concurrent change in the temporal dynamics of the medulla input
neurons to T4 and T5. Therefore, the state-dependent modulation of the motion detector’s
tuning provides a promising entry point to pinpoint the functional role of its inputs elements. In
a manuscript contained in this thesis, we characterized the temporal tuning properties of
LPTCs as well as both ON and OFF motion detectors and all their presynaptic elements with
and without the addition of an octopamine receptor agonist (Manuscript 3 - (Arenz et al.,
2017)). Based on these measurements, we generated a computational model that was able
to reproduce the detector’s tuning under both physiological states and thus allowed us to map
the cell types to specific elements of the algorithmic motion detectors. Importantly, this model
did not require the postulation of any additional delays that might be implemented downstream

of the medulla input neurons.

1.6.2 Motion Detection in Natural Environments

Animals have evolved in natural environments. Thus, their brain circuits have adapted to
extract information from the species’ particular ecological sensory niche. Indeed, much of the
information that would be physically available to an organism is not processed by the brain at
all. Think of the lack of UV-vision or magnetosensation in humans, for example. The reason
for this is that the energy reserve of an animal is limited — and the brain is an especially energy-
expensive organ. Therefore, it is beneficial to allocate the limited neural processing capabilities
to those sensory signals that are most informative to the animal. Sensory systems of animals
thus act as “matched filters” — they extract signals crucial to the animal’s survival and reject
unimportant signals (Barlow, 1961; Warrant, 2016; Wehner, 1987). Consequently, the visual
systems should be tuned to the particular statistics of the natural visual environment that the
animal experiences. The statistics of visual stimuli under natural conditions, however, are
drastically different from the stimuli that are routinely used in laboratories. Natural scenes, for
example, have heavily asymmetric luminance distributions, skewed towards negative
contrasts (Ratliff et al., 2010). Furthermore, low temporal as well as low spatial frequencies
dominate in natural images (Van Hateren, 1992, 1993). A number of studies provide evidence
that visual circuits in both flies and mammals are indeed tuned to the statistics of natural
environments (Clark et al., 2014, Ratliff et al., 2010; Simoncelli and Olshausen, 2001).

In a study contained in this thesis, we investigated whether ON and OFF motion vision

pathways in Drosophila have adapted differently to the ON/OFF statistics of natural

environments (Manuscript 4 - (Leonhardt et al., 2016)). However, why have parallel channels
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for ON and OFF stimuli in the first place? A split into processing channels for positive (ON)
and negative (OFF) changes of the sensory stimulus is found in multiple sensory systems
ranging from olfaction, thermosensation and vision in invertebrate and mammalian model
systems (Chalasani et al., 2007; Liu et al., 2015; Schiller, 1992). Interestingly, ON and OFF
circuits even exist in higher order brain areas such as the fear circuit in the mouse amygdala
(Herry et al., 2008). These examples suggest that an ON-OFF split might confer an
evolutionary advantage to the animal. Indeed, it has been shown that ON-OFF circuits
maximize information content in an energy-efficient manner (Gjorgjieva et al., 2014). For the
motion detection circuit, the split into ON and OFF largely alleviates the problem of the
biophysical implementation of the sign-correct multiplication postulated in the Hassenstein-
Reichardt detector (Eichner et al., 2011). Additionally, segregated processing in ON and OFF
channels allows evolution to act on both of these channels independently, adapting each to
the properties of the natural environment individually. This suggests that the asymmetry
encountered in natural environments might be reflected in functional asymmetries between
these two pathways. We tested this hypothesis by first investigating velocity tuning properties
of Drosophila ON and OFF motion detectors on a behavioral and physiological level. Computer
simulations of a motion estimation model that was trained on natural scenes generated
predictions of the tuning properties of an optimal detector. Comparing experimental and
computational results allowed us to infer that ON and OFF detectors are indeed tuned
differentially, likely as an adaptation to the statistics of natural environments (Manuscript 4 -
(Leonhardt et al., 2016)).

1.7 Beyond Motion Detection Circuits

Fly visual behaviors are manifold, ranging from collision avoidance, fixation, landing behavior,
over course stabilization to tracking of a conspecific (Borst, 2014a; Cook, 1979). In natural
surroundings, multiple stimuli that induce such behaviors when presented in isolation can
occur simultaneously. Thus, natural visual stimuli often engage different neural sub-circuits at
the same time and the behavioral output is usually a result of the superposition and interaction
of their activities. An animal that tracks an object, for example must still be able to do so in the
case of additional optic flow generated by external disturbances. The neural circuits underlying
these behaviors, however, may share many components of their neural hardware. To a single
photoreceptor or even a medulla interneuron, for example, a transient dimming that is detected
by the cell might be caused by a looming predator, a passing conspecific or simply a trunk of
a tree that the fly passes in flight. Similarly, motion-sensitive T4 and T5 cells can be activated
both by optic flow generated by ego-motion or a distant object that the fly wants to track and

land on.
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How T4 and T5 motion detector cells ultimately contribute to two specific behaviors -
the optomotor response and bar fixation behavior - was investigated in another study
contained in this thesis (Manuscript 5 - (Bahl et al., 2013)). Here, we took advantage of
Drosophila’s genetic toolbox and silenced synaptic output from T4 and T5 cells. This allowed
us to elucidate the role of T4 and T5 in both of these behaviors, and gain insight into their
functional interplay. We discovered that T4/T5 blocked flies were motion blind and did not
perform any optomotor response. However, they were still able to fixate a vertical bar, although
with reduced performance. This led to the postulation of a visual circuit that detects local
luminance changes — the so-called position system — which works in parallel to the motion
detection circuit. When the fly fixates a distant landmark, for example, the activity of both of

these circuits support the fly’s behavioral performance.

In addition to local luminance changes, spatial contrast, defined as the local difference
in luminance, generates strong visual percepts in humans (Shapiro and Hamburger, 2007)
(Adelson, 2000). In a further study, we investigated whether flies perceive spatial contrast and
performed a first step in dissecting the underlying circuit mechanisms (Manuscript 6 - (Bahl
et al., 2015)).

1.8 Comparative Studies of Neuronal Function

Insights into how neurons perform certain computations often come from comparative studies.
Circuits that fulfill the same tasks in different animals are often functionally, and in closely
related species even structurally, conserved. One important question is how neurons and
circuits preserve functional properties despite drastic size scaling of their individual
components. The final study presented in this thesis addresses this question by comparing
morphology and electrical properties of HS cells from the blowfly (Calliphora vicina) with their

counterparts in the fruit fly (Drosophila melanogaster) (Manuscript 7 - (Cuntz et al., 2013)).

1.9 Conclusion

All of the studies presented in this cumulative thesis use the Drosophila motion vision circuit
as a model system to investigate fundamental questions about neural computations. The
studies, however, diverge with respect to the mechanistic level that was explored. The first
half of the thesis is dedicated to the identification and characterization of the neurons that
represent the first direction-selective stage in the fly visual system (Manuscript 1) and their
presynaptic elements (Manuscripts 2,3). Moreover, we tried to define the algorithmic

architecture of the motion detection circuit and assign specific neural cell types to the elements
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of that algorithmic structure (Manuscripts 2,3). The second half of the thesis asks how natural
environments have shaped the tuning properties of fly motion detectors (Manuscript 4) and
how motion detection circuits interact with parallel visual circuits to guide fly behavior
(Manuscripts 5,6). Lastly, we investigated how the function of a single identified visual neuron
can be conserved across two species of different sizes (Manuscript 7). Taken together, the
papers contained in this cumulative thesis extend our knowledge on how flies compute the

direction of motion, ranging from the cellular to the behavioral level.
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A directional tuning map of Drosophila elementary

motion detectors

Matthew S. Maisak'*, Juergen Haagl*, Georg Ammer!, Etienne Serbe'!, Matthias Meier, Aljoscha Leonhardt', Tabea Schil]ingl,
Armin Bahl', Gerald M. Rubin?, Aljoscha Nern?, Barry J. Dickson?®, Dierk F. Reiff't, Elisabeth Hopp1 & Alexander Borst

The extraction of directional motion information from changing
retinal images is one of the earliest and most important processing
steps in any visual system. In the fly optic lobe, two parallel process-
ing streams have been anatomically described, leading from two
first-order interneurons, L1 and L2, via T4 and T5 cells onto large,
wide-field motion-sensitive interneurons of the lobula plate'. There-
fore, T4 and T5 cells are thought to have a pivotal role in motion
processing; however, owing to their small size, it is difficult to
obtain electrical recordings of T4 and T5 cells, leaving their visual
response properties largely unknown. We circumvent this problem
by means of optical recording from these cells in Drosophila, using
the genetically encoded calcium indicator GCaMP>5 (ref. 2). Here we
find that specific subpopulations of T4 and T5 cells are directionally
tuned to one of the four cardinal directions; that is, front-to-back,
back-to-front, upwards and downwards. Depending on their pre-
ferred direction, T4 and T5 cells terminate in specific sublayers of
the lobula plate. T4 and T5 functionally segregate with respect to
contrast polarity: whereas T4 cells selectively respond to moving
brightness increments (ON edges), T5 cells only respond to moving
brightness decrements (OFF edges). When the output from T4 or
T5 cells is blocked, the responses of postsynaptic lobula plate
neurons to moving ON (T4 block) or OFF edges (T5 block) are
selectively compromised. The same effects are seen in turning res-
ponses of tethered walking flies. Thus, starting with L1 and L2, the
visual input is split into separate ON and OFF pathways, and
motion along all four cardinal directions is computed separately
within each pathway. The output of these eight different motion
detectors is then sorted such that ON (T4) and OFF (T5) motion
detectors with the same directional tuning converge in the same
layer of the lobula plate, jointly providing the input to downstream
circuits and motion-driven behaviours.

Most of the neurons in the fly brain are dedicated to image processing.
The respective part of the head ganglion, called the optic lobe, consists of
several layers of neuropile called lamina, medulla, lobula and lobula plate,
all built from repetitive columns arranged in a retinotopic way (Fig. 1a).
Each column houses a set of identified neurons that, on the basis of Golgi
staining, have been described anatomically in great detail’~. Owing to
their small size, however, most of these columnar neurons have never
been recorded from electrophysiologically. Therefore, their specific func-
tional role in visual processing is still largely unknown. This fact is con-
trasted by rather detailed functional models about visual processing
inferred from behavioural studies and recordings from the large, electro-
physiologically accessible output neurons of the fly lobula plate (tangen-
tial cells). As the most prominent example of such models, the Reichardt
detector derives directional motion information from primary sensory
signals by multiplying the output from adjacent photoreceptors after
asymmetric temporal filtering®. This model makes a number of rather
counter-intuitive predictions all of which have been confirmed experi-
mentally (for review, see ref. 7). Yet, the neurons corresponding to most

7 Medulla

Figure 1 | Directional tuning and layer-specific projection of T4 and T5
cells. a, Schematic diagram of the fly optic lobe. In the lobula plate, motion-
sensitive tangential cells extend their large dendrites over many hundreds of
columns. Shown are the reconstructions of the three cells of the horizontal
system™. b, Anatomy of T4 and T5 cells, as drawn from Golgi-impregnated
material (from ref. 5). ¢, Confocal image of the Gal4-driver line R42F06, shown
in a horizontal cross-section (from ref. 10). Neurons are marked in green
(Kir2.1-EGFP labelled), whereas the neuropile is stained in purple by an
antibody against the postsynaptic protein DIg. Scale bar, 20 pm. d, Two-photon
image of the lobula plate of a fly expressing GCaMP5 under the control of the
same driver line R42F06. Scale bar, 5 pum. The size and orientation of the image
approximately corresponds to the yellow square in c. e, Relative fluorescence
changes (AF/F) obtained during 4-s grating motion along the four cardinal
directions, overlaid on the greyscale image. Each motion direction leads to
activity in a different layer. Minimum and maximum AF/F values were 0.3 and
1.0 (horizontal motion), and 0.15 and 0.6 (vertical motion). f, Compound
representation of the results obtained from the same set of experiments. Scale
bar, 5 pm. Results in e and f represent the data obtained from a single fly
averaged over four stimulus repetitions. Similar results were obtained from six
other flies.
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of the circuit elements of the Reichardt detector have not been iden-
tified so far. Here, we focus on a set of neurons called T4 and T5 cells
(Fig. 1b) which, on the basis of circumstantial evidence, have long been
speculated to be involved in motion detection*'°. However, it is
unclear to what extent T4 and T5 cells are directionally selective or
whether direction selectivity is computed or enhanced within the den-
drites of the tangential cells. Another important question concerns the
functional separation between T4 and T5 cells; that is, whether they
carry equivalent signals, maybe one being excitatory and the other
inhibitory on the tangential cells, or whether they segregate into
directional- and non-directional pathways'' or into separate ON-
and OFF-motion channels'*".

To answer these questions, we combined Gal4-driver lines specific
for T4 and T5 cells"* with GCaMP5 (ref. 2) and optically recorded the
visual response properties using two-photon fluorescence microscopy"’.
In a first series of experiments, we used a driver line labelling both T4
and T5 cells. A confocal image (Fig. 1¢, modified from ref. 10) revealed
clear labelling (in green) in the medulla (T4 cell dendrites), in the
lobula (T5 cell dendrites), as well as in four distinct layers of the lobula
plate, representing the terminal arborizations of the four subpopula-
tions of both T4 and T5 cells. These four layers of the lobula plate can
also be seen in the two-photon microscope when the calcium indicator
GCaMP5 is expressed (Fig. 1d). After stimulation of the fly with grating
motion along four cardinal directions (front-to-back, back-to-front,
upwards and downwards), activity is confined to mostly one of the four
layers, depending on the direction in which the grating is moving
(Fig. 1e). The outcome of all four stimulus conditions can be combined
into a single image by assigning a particular colour to each pixel depend-
ing on the stimulus direction to which it responded most strongly
(Fig. 1f). From these experiments it is clear that the four subpopulations
of T4 and T5 cells produce selective calcium signals depending on the
stimulus direction, in agreement with previous deoxyglucose labelling®.
Sudden changes of the overall luminance evokes no responses in any of
the layers (field flicker; n = 4 experiments, data not shown). However,
gratings flickering in counter-phase lead to layer-specific responses,
depending on the orientation of the grating (Supplementary Fig. 1).

The retinotopic arrangement of this input to the lobula plate is
demonstrated by experiments where a dark edge was moved within
a small area of the visual field only. Depending on the position of this
area, activity of T4 and T5 cells is confined to different positions within
the lobula plate (Fig. 2a). Consequently, when moving a bright vertical
edge horizontally from back to front, activity of T4 and T5 cells is
elicited sequentially in layer 2 of the lobula plate (Fig. 2b). These two
experiments also demonstrate that T4 and T5 cells indeed signal
motion locally. We next investigated the question of where direction
selectivity of T4 and T5 cells arises; that is, whether it is already present
in the dendrite, or whether it is generated by synaptic interactions
within the lobula plate. This question is hard to answer, as the den-
drites of both T4 and T5 cells form a dense mesh within the proximal
layer of the medulla (T4) and the lobula (T5), respectively. However,
signals within the inner chiasm where individual processes of T4 and
T5 cells can be resolved in some preparations show a clear selectivity
for motion in one over the other directions (Fig. 2¢). Such signals are as
directionally selective as the ones measured within the lobula plate,
demonstrating that the signals delivered from the dendrites of T4 and
T5 cells are already directionally selective.

To assess the particular contribution of T4 and T5 cells to the signals
observed in the above experiments, we used driver lines specific for T4
and T5 cells, respectively. Applying the same stimulus protocol and
data evaluation as in Fig. 1, identical results were obtained as before
for both the T4- as well as the T5-specific driver line (Fig. 3a, b). We
conclude that T4 and T5 cells each provide directionally selective
signals to the lobula plate, in contrast to previous reports''. Thus, both
T4 and T5 cells can be grouped, according to their preferred direction,
into four subclasses covering all four cardinal directions, reminiscent
of ON-OFF ganglion cells of the rabbit retina'®.
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Figure 2 | Local signals of T4 and T5 cells. a, Retinotopic arrangement of T4
and T5 cells. A dark edge was moving repeatedly from front-to-back within a
15° wide area at different azimuthal positions (left). This leads to relative
fluorescence changes at different positions along the proximal-distal axis
within layer 1 of the lobula plate (right). Scale bar, 5 pm. Similar results have
been obtained in four other flies. b, Sequential activation of T4 and T5 cells. A
bright edge was moving from back-to-front at 15°s™ ', Scale bar, 5 pum. Similar
results have been obtained in six other flies. ¢, Signals recorded from individual
fibres within the inner chiasm (left) reveal a high degree of direction selectivity
(right). Scale bar, 5 pm. Similar results were obtained from four other flies,
including both lines specific for T4 and T5 cells. Response traces in b and ¢ are
derived from the region of interest encircled in the image with the same colour.

We next addressed whether T4 cells respond differently to T5 cells.
To answer this question, we used, instead of gratings, moving edges
with either positive (ON edge, brightness increment) or negative (OFF
edge, brightness decrement) contrast polarity as visual stimuli. We
found that T4 cells strongly responded to moving ON edges, but
showed little or no response to moving OFF edges (Fig. 3c). This is
true for T4 cells terminating in each of the four layers. We found the
opposite for T5 cells. T5 cells selectively responded to moving OFF
edges and mostly failed to respond to moving ON edges (Fig. 3d).
Again, we found this for T5 cells in each of the four layers. We next
addressed whether there are any other differences in the response
properties between T4 and T5 cells by testing the velocity tuning of
both cell populations by means of stimulating flies with grating motion
along the horizontal axis from the front to the back at various velocities
covering two orders of magnitude. T4 cells revealed a maximum res-
ponse at a stimulus velocity of 30°s™ ", corresponding to a temporal
frequency of 1 Hz (Fig. 3e). T5 cell responses showed a similar depend-
ency on stimulus velocity, again with a peak at a temporal frequency of
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Figure 3 | Comparison of visual response properties between T4 and T5

cells. a, b, Relative fluorescence changes (AF/F) of the lobula plate terminals of
T4 (a) and T5 (b) cells obtained during grating motion along the four cardinal
directions. Results represent the data obtained from a single fly each, averaged
over two stimulus repetitions. Scale bars, 5 pm. Similar results have been
obtained in ten other flies. ¢, d, Responses of T4 (c) and T5 (d) cells to ON and
OFF edges moving along all four cardinal directions. ON (white) and OFF
(black) responses within each layer are significantly different from each other,
with P <0.005 except for layers 3 and 4 in T5 cells, where P < 0.05.

e, f, Responses of T4 (e) and T5 (f) cells to gratings moving horizontally at
different temporal frequencies. Relative fluorescence changes were evaluated
from layer 1 of the lobula plate and normalized to the maximum response
before averaging. g, h, Responses of T4 (g) and T5 (h) cells to gratings moving
in 12 different directions. Relative fluorescence changes were evaluated from all
four layers of the lobula plate normalized to the maximum response before
averaging. Data represent the mean = s.e.m. of the results obtained in n =8
(c),n=7(d),n==6(e),n="7(f), n=16(g) and n =5 (h) different flies.
Significances indicated are based on two-sample ¢-test.

1Hz (Fig. 3f). Thus, there is no obvious difference in the velocity
tuning between T4 and T5 cells. As another possibility, T4 cells might
functionally differ from T5 cells with respect to their directional tuning
width. To test this, we stimulated flies with gratings moving into 12
different directions and evaluated the relative change of fluorescence in
all four layers of the lobula plate. Using the T4-specific driver line, we
found an approximate half width of 60-90° of the tuning curve, with
the peak responses in each layer shifted by 90° (Fig. 3g). No decrease of
calcium was detectable for grating motion opposite to the preferred
direction of the respective layer. When we repeated the experiments
using the T5-specific driver line, we found a similar dependence of the
relative change of fluorescence on the stimulus direction (Fig. 3h). We
conclude that T4 cells have the same velocity and orientation tuning as
T5 cells. The only functional difference we were able to detect remains
their selectivity for contrast polarity.

Our finding about the different preference of T4 and T5 cells for the
polarity of a moving contrast makes the strong prediction that selective
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blockade of T4 or T5 cells should selectively compromise the responses
of downstream lobula plate tangential cells to either ON or OFF edges.
To test this prediction, we blocked the output of either T4 or T5 cells
via expression of the light chain of tetanus toxin'” and recorded the
responses of tangential cells via somatic whole-cell patch to moving
ON and OFF edges. In response to moving ON edges, strong and
reliable directional responses were observed in all control flies (Fig. 4a).
However, T4-block flies showed a strongly reduced response to ON
edges, whereas the responses of T5-block flies were at the level of
control flies (Fig. 4b, ¢). When we used moving OFF edges, control
flies again responded with a large amplitude (Fig. 4d). However, the
responses of T4-block flies were at the level of control flies, whereas the
responses of T5-block flies were strongly reduced (Fig. 4e, f). These
findings are reminiscent on the phenotypes obtained from blocking
lamina cells L1 and L2 (ref. 13) and demonstrate that T4 and T5 cells
are indeed the motion-coding intermediaries for these contrast polar-
ities on their way to the tangential cells of the lobula plate. Whether the
residual responses to ON edges in T4-block flies and to OFF edges in
T5-block flies are due to an incomplete signal separation between the
two pathways or due to an incomplete genetic block in both fly lines is
currently unclear.

To address the question of whether T4 and T5 cells are the only
motion detectors of the fly visual system, or whether they represent
one cell class, in parallel to other motion-sensitive elements, we used
tethered flies walking on an air-suspended sphere'® and stimulated
them by ON and OFF edges moving in opposite directions'. As in
the previous experiments, we blocked T4 and T5 cells specifically by
selective expression of the light chain of tetanus toxin. During balanced
motion, control flies did not show significant turning responses to
either side (Fig. 4g). T4-block flies, however, strongly followed the
direction of the moving OFF edges, whereas T5-block flies followed
the direction of the moving ON edges (Fig. 4h, i). In summary, the
selective preference of T4-block flies for OFF edges and of T5-block
flies for ON edges not only corroborates our findings about the selec-
tive preference of T4 and T5 cells for different contrast polarities, but
also demonstrates that the signals of T4 and T5 cells are indeed the
major, if not exclusive, inputs to downstream circuits and motion-
driven behaviours.

Almost a hundred years after T4 and T5 cells have been anato-
mically described’, this study reports their functional properties in a
systematic way. Using calcium as a proxy for membrane voltage®, we
found that both T4 and T5 cells respond to visual motion in a direc-
tionally selective manner and provide these signals to each of the four
layers of the lobula plate, depending on their preferred direction. Both
cell types show identical velocity and orientation tuning which
matches the one of the tangential cells*"**. The strong direction selec-
tivity of both T4 and T5 cells is unexpected, as previous studies had
concluded that the high degree of direction selectivity of tangential
cells is due to a push-pull configuration of weakly directional input
with opposite preferred direction®?*. Furthermore, as the preferred
direction of T4 and T5 cells matches the preferred direction of the
tangential cells branching within corresponding layers, it is currently
unclear which neurons are responsible for the null-direction response
of the tangential cells. As for the functional separation between T4 and
T5 cells, we found that T4 cells selectively respond to brightness incre-
ments, whereas T5 cells exclusively respond to moving brightness decre-
ments. Interestingly, parallel ON and OFF motion pathways had been
previously postulated on the basis of selective silencing of lamina neu-
rons L1 and L2 (ref. 13). Studies using apparent motion stimuli to
probe the underlying computational structure arrived at controversial
conclusions: whereas some studies concluded that there was a separate
handling of ON and OFF events by motion detectors'****, others did
not favour such a strict separation'””. The present study directly
demonstrates the existence of separate ON and OFF motion detectors,
asrepresented by T4 and T5 cells, respectively. Furthermore, our results
anatomically confine the essential processing steps of elementary

©2013 Macmillan Publishers Limited. All rights reserved

25



RESEARCH

Control flies b Block flies
a c
20 — TNTetd 207 T4 block 15-]
T4 ctrl —— T5 block
T5 ctrl ]
10 104 104
E 0 psomnne 5 0 54
Q 4
2
s -10 T T 1 -10 T T 1 0-
§ 0.0 0.5 1.0 1.5 0.0 0.5 1.0 1.5
= e f
2 20 — NTet 207 T4block 15
= | —— T4 ctrl —— T5 block
o T5 ctrl 1
o 1041 104 104
0+ ” OAMQ&M 54
-10 T T 1 —10 T T T 1 0- N .
00 05 10 15 00 05 10 15 S S F
Time (s) Time (s) /\é\ P u",\oﬁ
9. h i
60 ON-edge = TNT ctrl 60 T4 block 60

30

Turning response
(degrees per second)
o
1

U

|
(2]
o

T4 ctrl
T5 ctrl

ﬁ 30
*w’L\’\ﬁ‘l;“eae.a 0 0 ]
-30- ﬂ -30- _301
e , -60 60

—— T5 block
30

T T T T T T T
0 2 4 6 8 10 0 2 4 6 8 10 c}«\d\«\ (}«\\okb\oc‘#
Time (s) Time (s) SU4D (O 0
N

Figure 4 | Voltage responses of lobula plate tangential cells and turning
responses of walking flies to moving ON and OFF edges. a, d, Average time
course of the membrane potential in response to preferred direction motion
minus the response to null direction motion (PD — ND response) as recorded
in three types of control flies (stimulation period indicated by shaded area).
b, e, Same as in a, d, but recorded in T4-block flies (green) and T5-block flies
(red). The stimulus pattern, shown to the left, consisted of multiple ON- (a) or
OFF-edges (d). ¢, f, Mean voltage responses (PD — ND) of tangential cells in
the five groups of flies. Recordings were done from cells of the vertical®' and the
horizontal® system. Because no difference was detected between them, data
were pooled. Data comprise recordings from n = 20 (TNT control), n = 12 (T4
control), n = 16 (T5 control), n = 17 (T4 block) and n = 18 (T5 block) cells. In
both T4 and T5-block flies, ON and OFF responses are significantly different

motion detection—that is, asymmetric temporal filtering and non-
linear interaction—to the neuropile between the axon terminals of
lamina neurons L1 and L2 (ref. 28) and the dendrites of directionally
selective T4 and T5 cells (Supplementary Fig. 2). The dendrites of T4
and T5 cells might well be the place where signals from neighbouring
columns interact in a nonlinear way, similar to the dendrites of star-
burst amacrine cells of the vertebrate retina®.

METHODS SUMMARY

Flies. Flies used in calcium imaging experiments (Figs 1-3) had the following
genotypes: T4/T5 line (w~; +/+; UAS-GCaMP5,R42F06-GAL4/UAS-GCaMP5,
R42F06-GAL4), T4 line (w™; +/+; UAS-GCaMP5,R54A03-GAL4/UAS-GCaMP5,
R54A03-GAL4), T5line (w™; +/+; UAS-GCaMP5,R42H07-GAL4/UAS-GCaMP5,
R42H07-GAL4). Flies used in electrophysiological and behavioural experiments
(Fig. 4) had identical genotypes of the following kind: TNT control flies (w*/w*;
UAS-TNT-E/UAS-TNT-E; +/+), T4 control flies (w' /w™; + /+; VT37588-GAL4/
+), T5 control flies (w'/w™; +/+; R42H07-GAL4/+), T4-block flies (w™/w™;
UAS-TNT-E/+; VT37588-GAL4/+), T5-block flies (w'/w™; UAS-TNT-E/+;
R42HO7-GAL4/+).

Two-photon microscopy. We used a custom-built two-photon laser scanning
microscope * equipped with a X40 water immersion objective and a mode locked
Ti:sapphire laser. To shield the photomultipliers from the stimulus light, two
separate barriers were used: the first was placed directly over the LEDs, the second
extended from the fly holder over the arena. Images were acquired at a resolution
of 256 X 256 pixels and a frame rate of 1.87 Hz, except where indicated, using
ScanImage software™.

from each other with P < 0.001. In T4-block flies, ON responses are
significantly reduced compared to all three types of control flies, whereas in T5-
block flies, OFF responses are significantly reduced, both with P < 0.001.

g, Average time course of the turning response of three types of control flies to
ON and OFF edges moving simultaneously to opposite directions (stimulation
period indicated by shaded area). h, Same as in g, but recorded from T4-block
flies (green) and T5-block flies (red). i, Mean turning tendency (*s.e.m.)
during the last second of the stimulation period averaged across all flies within
each group. Data comprise average values obtained in #n = 12 (TNT controls),
n =11 (T4 controls), n = 11 (T5 controls), n = 13 (T4 block) and n = 12 (T5
block) flies. Values of T4 and T5-block flies are highly significantly different from
zero with P<0.001. Significances indicated are based on two-sample t-test.

Electrophysiology. Recordings were established under visual control using a Zeiss
Microscope and a X40 water immersion objective.

Behavioural analysis. The locomotion recorder was custom-designed according
to ref. 18. It consisted of an air-suspended sphere floating in a bowl-shaped sphere
holder. Motion of the sphere was recorded by two optical tracking sensors.
Visual stimulation. For calcium imaging and electrophysiological experiments,
we used a custom-built LED arena covering 180° and 90° of the visual field along
the horizontal and the vertical axis, respectively, at 1.5° resolution. For the beha-
vioural experiments, three 120-Hz LCD screens formed a U-shaped visual arena
with the fly in the centre, covering 270° and 114° of the visual field along the
horizontal and the vertical axes, respectively, at 0.1° resolution.

Data evaluation. Data were evaluated off-line using custom-written software
(Matlab and IDL).

Full Methods and any associated references are available in the online version of
the paper.
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METHODS

Flies. Flies were raised on standard cornmeal-agar medium at 25 °C and 60%
humidity throughout development on a 12h light/12h dark cycle. For calcium
imaging, we used the genetically encoded single-wavelength indicator GCaMP5,
variant G, with the following mutations: T302L, R303P and D380Y (ref. 2).
Expression of GCaMP5 was directed by three different Gal4 lines, all from the
Janelia Farm collection'. Flies used in calcium imaging experiments (Figs 1-3)
had the following genotypes: T4/T5 line (w™; +/+; UAS-GCaMP5,R42F06-GAL4/
UAS-GCaMP5,R42F06-GAL4), T4 line (w; +/+; UAS-GCaMP5,R54A03-GAL4/
UAS-GCaMP5,R54A03-GAL4), T5 line (w™; +/+; UAS-GCaMP5,R42H07-
GAL4/UAS-GCaMP5,R42H07-GAL4). All driver lines were generated by the
methods described in ref. 14 and were identified by screening a database of imaged
lines, followed by reimaging of selected lines*'. As homozygous for both the Gal4-
driver and the UAS-GCaMP5 genes, T4 flies also showed some residual expression
in T5 cells, and T5 flies also in T4 cells. This unspecific expression, however, was in
general less than 25% of the expression in the specific cells. Flies used in electro-
physiological and behavioural experiments (Fig. 4) had identical genotypes of the
following kind: TNT control flies (w*/w™; UAS-TNT-E/UAS-TNT-E; +/+), T4
control flies (w"/w™; + /+; VI37588-GAL4/+), T5 control flies (w*/w™; +/+;
R42H07-GAL4/+), T4-block flies (w*™/w™; UAS-TNT-E/+; VT37588-GAL4/+),
T5-block flies (w*/w™; UAS-TNT-E/+; R42H07-GAL4/+). UAS-TNT-E flies
were derived from the Bloomington Stock Center (stock no. 28837) and VT37588-
Gal4 flies were derived from the VDRC (stock no. 205893). Before electrophysio-
logical experiments, flies were anaesthetized on ice and waxed on a Plexiglas
holder using bees wax. The dissection of the fly cuticle and exposure of the lobula
plate were performed as described previously (for imaging experiments, see ref. 32;
for electrophysiology, see ref. 21). Flies used in behavioural experiments were
taken from 18 °C just before the experiment and immediately cold-anaesthetized.
The head, the thorax and the wings were glued to a needle using near-ultraviolet
bonding glue (Sinfony Opaque Dentin) and strong blue LED light (440 nm, dental
curing-light, New Woodpecker).

Two-photon microscopy. We used a custom-built two-photon laser scanning
microscope® equipped with a X40 water immersion objective (0.80 NA, IR-
Achroplan; Zeiss). Fluorescence was excited by a mode locked Ti:sapphire laser
(<100fs, 80 MHz, 700-1,020 nm; pumped by a 10 W CW laser; both Mai Tai;
Spectraphysics) with a DeepSee accessory module attached for dispersion com-
pensation control resulting in better pulse compression and fluorescence at the
target sample. Laser power was adjusted to 10-20 mW at the sample, and an excita-
tion wavelength of 910 nm was used. The photomultiplier tube (H10770PB-40,
Hamamatsu) was equipped with a dichroic band-pass mirror (520/35, Brightline).
Images were acquired at a resolution of 256 X 256 pixels and a frame rate of
1.87 Hz, except in Fig. 2 (7.5 Hz), using the ScanImage software™.
Electrophysiology. Recordings were established under visual control using a X40
water immersion objective (LumplanF, Olympus), a Zeiss microscope (Axiotech
vario 100, Zeiss), and illumination (100 W fluorescence lamp, hot mirror, neutral
density filter OD 0.3; all from Zeiss). To enhance tissue contrast, we used two
polarization filters, one located as an excitation filter and the other as an emission
filter, with slight deviation on their polarization plane. For eye protection, we
additionally used a 420-nm LP filter on the light path.

Behavioural analysis. The locomotion recorder was custom-designed according
to ref. 18. Briefly, it consists of an air-suspended sphere floating in a bowl-shaped
sphere holder. A high-power infrared LED (800 nm, JET series, 90 mW, Roithner
Electronics) is located in the back to illuminate the fly and the sphere surface. Two
optical tracking sensors are equipped with lens and aperture systems to focus on
the sphere behind the fly. The tracking data are processed at 4 kHz internally, read
out via a USB interface and processed by a computer at =200 Hz. This allows real-
time calculation of the instantaneous rotation axis of the sphere. A third camera
(GRAS-20S4M-C, Point Grey Research) is located in the back which is essential for
proper positioning of the fly and allows real-time observation and video recording
of the fly during experiments.

Visual stimulation. For calcium imaging and electrophysiological experiments,
we used a custom-built LED arena that allowed refresh rates of up to 550 Hzand 16
intensity levels. It covered 180° (1.5° resolution) and 90° (1.5° resolution) of the
visual field along the horizontal and the vertical axis, respectively. The LED arena
was engineered and modified based upon ref. 34. The LED array consists of 7 X 4
individual TA08-81GWA dot-matrix displays (Kingbright), each harbouring
8 X 8 individual green (568 nm) LEDs. Each dot-matrix display is controlled by
an ATmegal68 microcontroller (Atmel) combined with a ULN2804 line driver
(Toshiba America) acting as a current sink. All panels are in turn controlled via an
I2C interface by an ATmegal28 (Atmel)-based main controller board, which
reads in pattern information from a compact flash (CF) memory card. Matlab
was used for programming and generation of the patterns as well as for sending
the serial command sequences via RS-232 to the main controller board. The
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luminance range of the stimuli was 0.5-33cdm ™ For the calcium imaging
experiments, two separate barriers were used to shield the photomultipliers from
the stimulus light coming from the LED arena. The first was a spectral filter with
transparency to wavelengths >540 nm placed directly over the LEDs (ASF SFG 10,
Microchemicals). The second was a layer of black PVC extending from the fly
holder over the arena. Square wave gratings had a spatial wavelength of 30° of
visual angle and a contrast of 88%. Unless otherwise stated, they were moving at
30°s™". Edges had the same contrast and were also moving at 30°s™". For the
experiments shown in Figs 1, 2b and 3, each grating or edge motion was shown
twice within a single sweep, resulting in a total of eight stimulation periods. Each
stimulus period lasted 4 s, and subsequent stimuli were preceded by a 3-s pause. In
the experiment shown in Fig. 2a, a dark edge of 88% contrast was moved for 1 s at
15°s™" from the front to the back at three different positions (22°, 44°, 66°, from
frontal to lateral). At each position, edge motion was repeated 15 times. For the
experiment shown in Fig. 2b, a bright edge of 88% contrast was moving at 15°s ™~
from the back to the front, and images were acquired at a frame rate of 7.5 Hz. For
the experiments shown in Figs 3e, f, all six stimulus velocities were presented once
within one sweep, with the stimulus lasting 4's, and different stimuli being sepa-
rated by 2 s. In the experiments shown in Figs 3g, h, a single sweep contained all 12
grating orientations with the same stimulus and pause length as above. For the
electrophysiology experiments (Fig. 4a—f), multiple edges were used as stimuli
moving simultaneously at 50°s ™. To stimulate cells of horizontal system (HS
cells), a vertical, stationary square-wave grating with 45° spatial wavelength was
presented. For ON-edge motion, the right (preferred direction, PD) or the left edge
(null direction, ND) of each light bar started moving until it merged with the
neighbouring bar. For OFF-edge motion, the right or the left edge of each dark
bar was moving. To stimulate cells of the vertical system (VS cells), the pattern
was rotated by 90° clockwise. For the behavioural experiments (Fig. 4g-i), three
120-Hz LCD screens (Samsung 2233 RZ) were vertically arranged to form a
U-shaped visual arena (w=31cm X d=31cm X h=47cm) with the fly in
the centre. The luminance ranged from 0 to 131 cdm ™2 and covered large parts
of the flies’ visual field (horizontal, *=135°; vertical, +57°; resolution, <0.1°).
The three LCD screens were controlled via NVIDIA 3D Vision Surround Tech-
nology on Windows 7 64-bit allowing a synchronized update of the screens
at 120 frames per second. Visual stimuli were created using Panda3D, an open-
source gaming engine, and Python 2.7, which simultaneously controlled the
frame rendering in Panda3D, read out the tracking data and temperature and
streamed data to the hard disk. The balanced motion stimulus consisted of a
square-wave grating with 45° spatial wavelength and a contrast of 63%. Upon
stimulation onset, dark and bright edges moved into opposite directions at 10° s~ *
for 2.25s. This stimulation was performed for both possible edge directions and
two initial grating positions shifted by half a wavelength, yielding a total of four
stimulus conditions.

Data evaluation. Data were evaluated off-line using custom-written software
(Matlab and IDL). For the images shown in Figs 1e, f, 2a and 3a, b, the raw image
series was converted into four images representing the relative fluorescence change
during each direction of grating motion: (AF/F)gim = (Fytim — Fref)/Frer. The image
representing the stimulus fluorescence (Fy;y,) was obtained by averaging all images
during stimulation; the image representing the reference fluorescence (Fief)
was obtained by averaging three images before stimulation. Both images were
smoothed using a Gaussian filter of 10 pixel half-width. For the images shown
in Figs 1fand 3a, b, AF/F images were normalized by their maximum value. Then,
a particular colour was assigned to each pixel according to the stimulus direction
during which it reached maximum value, provided it passed a threshold of 25%.
Otherwise, it was assigned to background. The response strength of each pixel was
coded as the saturation of that particular colour. For the data shown in Figs 2b, ¢
and 3c-h, the raw image series was first converted into a AF/F series by using the
first three images as reference. Then, a region was defined within a raw image, and
average AF/F values were determined within that region for each image, resulting
in a AF/F signal over time. Responses were defined as the maximum AF/F value
reached during each stimulus presentation minus the average AF/F value during
the two images preceding the stimulus. For the bar graphs shown in Fig. 4c, f, the
average voltage responses during edge motion (0.45s) along the cell’s preferred
(PD) and null direction (ND) were calculated. For each recorded tangential cell,
the difference between the PD and the ND response was determined, and these
values were averaged across all recorded cells. The data shown in Fig. 4g, h were
obtained from the four stimulus conditions by averaging the turning responses for
the two starting positions of the grating and calculating the mean difference
between the turning responses for the two edge directions. For the bar graph
shown in Fig. 4i, the average turning response of each fly during the last second
of balanced motion stimulation was calculated. These values were averaged across
all recorded flies within each genotype.

©2013 Macmillan Publishers Limited. All rights reserved
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Supplemental Fig.1 Responses of T4 and T5 cells to counter-phase flicker. Square-wave gratings (15 deg spatial
wavelength and 88% contrast) with vertical (top) and horizontal (bottom) orientation were phase-shifted every
second by 180 deg for 20 seconds. Response traces are derived from the region of interest encircled in the image

to the left with the same color from a single stimulation period. T4 and T5 cells in layers 1 and 2 only respond to

the vertical grating, cells in layers 3 and 4 selectively respond to the horizontal grating. Similar results were obtained
in n=4 flies. Scale bar = 5 um. Together with the missing response of T4 and T5 cells to full-field flicker, these findings
suggest that T4 and T5 cells receive input signals from neurons with different orientation tuning , depending on
whether they respond to motion along the horizontal (layers 1 and 2) or the vertical (layers 3 and 4) axis 2.

1 Pick, B. & Buchner, E. Visual movement detection under light- and dark-adaptation in the fly, Musca domestica.
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2 Srinivasan, M.V. & Dvorak, D.R. Spatial processing of visual information in the movement-detecting pathway of the
fly. J. Comp. Physiol. 140, 1-23 (1980).
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Supplemental Fig.2 Circuit diagram of the fly elementary motion detector. Visual input from photoreceptors

R1-6 is splitinto parallel pathways, L1 and L2, at the level of the lamina. Two neighboring columns are shown.
The outputs from both L1 and L2 are half-wave rectified, such that downstream elements carry information
about ON (L1-pathway) and OFF (L2-pathway) signals separately. After temporal low-pass filtering (‘LP’)

the signals from one column, they interact in a supra-linear way with the instantaneous signals derived from

the other column. This interaction takes place, separately in both pathways, along all four cardinal directions.
Directionally selective signals are carried via T4 and T5 cells to the four layers of the lobula plate where

T4 and T5 cells with the same preferred direction converge again on the dendrites of the tangential cells (‘LPTCs’).
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SUMMARY

Detecting the direction of visual movement is
fundamental for every sighted animal in order to navi-
gate, avoid predators, or detect conspecifics. Algo-
rithmic models of correlation-type motion detectors
describe the underlying computation remarkably
well [1-3]. They consist of two spatially separated
input lines that are asymmetrically filtered in time
and then interact in a nonlinear way. However, the
cellular implementation of this computation remains
elusive. Recent connectomic data of the Drosophila
optic lobe has suggested a neural circuit for the
detection of moving bright edges (ON motion) with
medaulla cells Mi1 and Tm3 providing spatially offset
input to direction-selective T4 cells, thereby forming
the two input lines of a motion detector [4]. Electro-
physiological characterization of Mi1 and Tm3
revealed different temporal filtering properties and
proposed them to correspond to the delayed and
direct input, respectively [5]. Here, we test this hy-
pothesis by silencing either Mi1 or Tm3 cells and us-
ing electrophysiological recordings and behavioral
responses of flies as a readout. We show that Mi1
is a necessary element of the ON pathway under all
stimulus conditions. In contrast, Tm3 is specifically
required only for the detection of fast ON motion in
the preferred direction. We thereby provide first
functional evidence that Mi1 and Tm3 are key ele-
ments of the ON pathway and uncover an unex-
pected functional specialization of these two cell
types. Our results thus require an elaboration of the
currently prevailing model for ON motion detection
[6, 7]1 and highlight the importance of functional
studies for neural circuit breaking.

RESULTS

A large number of studies provide strong evidence that motion
vision in flies is based on correlation-type motion detectors (Fig-
ure 1A) [8-12]. In recent years, great progress has been made in
revealing the internal structure and identifying some of the
cellular elements constituting the Drosophila motion-detection

@ CrossMark

circuit [13, 14]. In particular, it was shown that motion detection
occurs in two parallel pathways that differ with respect to their
preference for moving brightness increments (ON pathway)
and brightness decrements (OFF pathway) [15, 16]. Genetic ap-
proaches to specifically silence neuronal cell types combined
with electrophysiological and behavioral measurements have
mainly focused on lamina circuits and identified cells that feed
into the ON or OFF pathway, or both [15, 17-19]. T4 and T5 cells
were discovered as the first cells in the Drosophila visual system
that are direction selective and represent the output stages of
ON and OFF elementary motion detectors, respectively [20].
Medulla cells that relay information from the lamina to the
dendrites of T4 and T5 have been characterized anatomically
[4, 21, 22] and, in part, electrophysiologically [5] or by calcium
imaging [23, 24]. However, the functional role of medulla cells
in generating direction-selective responses in postsynaptic T4
or T5 cells is still unknown. In this study, we focus on two medulla
cell types of the ON pathway: Mi1 and Tm3. These two cell types
form the great majority of synaptic inputs to T4 cells (Figure 1B)
[4] and exhibit different temporal filtering properties [5]. Thus, it
has been proposed that Mi1 and Tm3 constitute the delayed
and direct input lines of the Drosophila ON motion detector,
respectively (Figure 1C) [4, 5]. Here, we test this hypothesis
experimentally.

A Candidate Circuit for ON Motion Detection

We first generated a simple computational model for a fully oppo-
nent correlation-type motion detector that computes ON and OFF
motion in separate channels [25]. To test the functional role of
the individual input elements, we simulated their removal from
the circuit by setting their output gain to zero and computed the
response of the detector. As expected, when we blocked either
of the two input arms of the ON channel, the detector lost its direc-
tion selectivity for ON motion completely (Figure 1D). This model
thus generates a clear prediction for our subsequent physiological
and behavioral investigations: if Mi1 and Tm3 indeed constitute
the two input lines of the ON motion detector, then functionally
silencing either of them should lead to a complete loss of direc-
tion-selective responses to moving ON stimuli in downstream
circuits and behavior under all stimulus conditions.

Mi1 Is an Essential Element of the ON Motion Vision
Pathway

In order to measure the output of the motion-detection circuit,
we performed in vivo patch-clamp recordings from direction-
selective lobula plate tangential cells, which receive input from

Current Biology 25, 2247-2253, August 31, 2015 ©2015 Elsevier Ltd All rights reserved 2247
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Figure 1. Voltage Responses of Lobula Plate Tangential Cells in Mi1 and Tm3 Block Flies

(A) Correlation-type motion detector. Two spatially separated input lines interact in a nonlinear way after one of them has been temporally delayed. Two mirror-
symmetrical subunits are subtracted to yield a fully opponent direction-selective response.

(B) Anatomy of the neural input elements to T4 cells. Mi1 (cyan) and Tm3 (yellow) are the cells with the strongest input to direction-selective T4 cells (magenta).
(C) Schematic model suggesting that Mi1 and Tm3 form the delayed and non-delayed arm of a motion detector. The nonlinearity occurs in T4 cells.

(D) Response of a computational simulation of correlation-type motion detectors when removing either the delayed or the direct line. With both input lines intact,
the detector produces direction-selective responses to both moving ON and OFF edges (black). Blocking either of the two input lines of the ON channel abolishes
responses to ON motion (red) while leaving OFF motion (green) responses intact.

(E and F) Voltage responses of lobula plate tangential cells (calculated by subtracting the response for null direction [ND] stimulation from the response to
preferred direction [PD] stimulation) to moving ON or OFF edges when Mi1 cells (E) or Tm3 cells (F) are silenced. Responses of control flies are depicted in black
and of Mi1 or Tm3 block flies in red for ON motion and green for OFF motion (control, n = 16; Mi1 block, n = 21; Tm3a block, n = 23; Tm3b block, n = 20).

(G and H) Contrast dependence of lobula plate tangential cells to moving ON or OFF edges of Mi1 (G) and Tm3 (H) block flies. Control flies are depicted in
black and block flies in red for ON and green for OFF motion stimuli. Null direction responses were subtracted from preferred direction responses (PD — ND)
(control, n = 12; Mit block, n = 14; Tm3a block, n = 9; Tm3b block, n = 10).

Data are presented as mean + SEM. n indicates the number of recorded cells. Significant differences between control and block flies are indicated by asterisks
(two-sided Student’s t test, Benjamini-Hochberg corrected, *p < 0.05). Detailed statistics are provided in Table S2. Recordings from vertical system (VS) and
horizontal system (HS) cells were pooled. See also Figures S1 and S2 and Table S1.

a large number of T4 and T5 cells [26, 27], and stimulated flies
with visual motion on an LED arena [9]. To silence the neuronal
activity of Mi1 or Tm3 cells, we used the Gal4/UAS system [28]
to specifically express the EGFP-tagged inward-rectifying po-
tassium channel Kir2.1 [29]. We generated a specific SplitGal4
line [30] to target Mi1 cells and used two independent Gal4 lines
for manipulation of Tm3 cells [31]. All transgenic lines showed
clear expression of the Kir2.1 channel in the respective cell types
when stained with antibodies against the EGFP tag (Figure S1).
We selectively stimulated the ON and OFF motion vision path-

ways with either multiple ON or OFF edges moving in the same
direction at a velocity of 50° s~'. Control flies responded with
strong direction-selective responses to both moving ON and
OFF edges (Figures 1E and 1F). In contrast, Mi1 block flies
showed a strong reduction in response to ON motion but were
unaffected for OFF motion (Figure 1E). Thus, in accordance
with the predictions from the proposed model [4, 5], Mi1 is an
essential element of the ON motion pathway. Surprisingly how-
ever, when we blocked Tm3 cells, responses to both ON and
OFF stimuli were indistinguishable from those of control flies

2248 Current Biology 25, 2247-2253, August 31, 2015 ©2015 Elsevier Ltd All rights reserved
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Figure 2. Differential Velocity Tuning of Mi1 and Tm3 Block Flies

(A) Average voltage responses of lobula plate tangential cells of control (black) and Mi1 block flies (red) to slow (12.5° s~ ) and fast (300° s~ ') ON edges moving in
the preferred direction.

(B) Velocity tuning curves of lobula plate tangential cells of control (black) and Mi1 block flies to ON edges (red) and OFF edges (green) moving in the preferred
direction (control, n = 13; Mi1 block, n = 11).

(C) Average voltage responses of lobula plate tangential cells of control (black) and Tm3 block (red) flies to slow (12.5° s~ ) and fast (300° s ') ON edges moving in
the preferred direction.

(D) Velocity tuning curves of lobula plate tangential cells of control (black) and Tm3 block flies to ON edges (red) and OFF edges (green) moving in the preferred
direction (control, n = 13; Tm3a block, n = 15; Tm3b block, n = 17).

Data are presented as mean + SEM. n indicates the number of recorded cells. Significant differences between control and block flies are indicated by asterisks
(two-sided Student’s t test, Benjamini-Hochberg corrected, *p < 0.05). Detailed statistics are provided in Table S2. Recordings from VS and HS cells were pooled.

See also Figures S1 and S3 and Table S1.

(Figure 1F). To rule out that the strong stimulus drives the system
to saturation and that possible residual Tm3 activity was suffi-
cient to generate the observed responses, we varied the stim-
ulus strength by reducing the contrast. Compared to control
flies, Mi1 block flies showed a strong reduction to ON stimuli
for all contrasts and a minor reduction to OFF stimuli in the
low-contrast range (Figure 1G). However, responses of Tm3
block flies were again unaffected, even for very low contrasts
(Figure 1H). Thus, we conclude, in disagreement with the pro-
posed model [4, 5], that Tm3 cells are not necessary in general
for the detection of ON motion.

Differential Velocity Dependence of Mi1 and Tm3 Block
Flies

The finding that Tm3 is a dispensable circuit element under the
tested stimulus conditions does not completely rule out its
involvement in ON motion detection. It is possible that Tm3 plays
an essential part under certain other stimulus conditions. In addi-
tion to the contrast tuning curve of a motion detector, another
important characteristic is its dependence on velocity. We deter-
mined the velocity tuning curves by presenting single ON or OFF
edges moving in the preferred direction at velocities that
spanned two orders of magnitude. When blocking Mi1 cells,
we found a strong response reduction for all velocities tested

(Figures 2A and 2B). The peak of the residual response was
similar to that of control flies (Figure 2B). Flies in which Tm3 cells
were silenced showed a drastically different phenotype: For slow
velocities, responses were at control level, whereas responses
to fast-moving ON edges were severely reduced (Figures 2C
and 2D). The maxima of the ON tuning curves of Tm3 block flies
were shifted to 12.5° s " and 25° s, respectively, as compared
to 100° s~ for control flies. For both Mi1 and Tm3 block flies, the
responses to OFF motion remained at control levels. In conclu-
sion, these experiments demonstrate that Tm3 cells are dispens-
able for the detection of slow ON edges but play a pivotal role in
detecting fast ON motion.

Directionally Asymmetric Effect of Blocking Tm3 Cells

In addition to presenting edges moving in the preferred direc-
tion, we tested responses of Mi1 and Tm3 block flies to null
direction stimulation. Control flies responded with a brief tran-
sient depolarization followed by a sustained hyperpolarization
(Figure 3). For Mi1 block flies, we found a strong response
reduction to moving ON edges over all tested velocities (Figures
3A and 3B). For high velocities, Mi1 block flies even showed a
slight tonic depolarization, revealing an excitatory input that is
largely masked in control flies. The source of this input is
currently unknown but may be related to a T4/T5-independent

Current Biology 25, 2247-2253, August 31, 2015 ©2015 Elsevier Ltd All rights reserved 2249

37



CellPress

A
= Control
= Mi1 block
X
[&]
o
o]
=
=
> >
_Iz _Iz
o 0
o N ° o
12.5°s = 300%s 5z
C
= Control
= Tm3a block
~ == Tm3b block
(6]
o
Q0
(52
S
-

mV

300°/s

12.5% —I"?
Dl 5s o

0.2s

B 3 OFF
= Control
2 2 [ — Mi1 block
S
£
o 0
[7Z]
=
g -1
0
& -2
3 = Control
= Mi1 block
4 -
10" 10% 10% 10' 10% 108
Velocity [%/s] Velocity [°/s]
D
3 ON 3 OFF
2 t === Control 2 t === Control
. = Tm3a block = Tm3a block
E 1| === Tm3b block 1| === Tm3b block
9 of--————- O —————=—=—
(7]
c
g -1 i
7]
-3 -3
-4 -4
10° 102 10° 10 102 10°

Velocity [/s] Velocity [*/s]

Figure 3. Voltage Responses of Lobula Plate Tangential Cells in Mi1 and Tm3 Block Flies to Edges Moving in the Null Direction
(A) Average voltage responses of lobula plate tangential cells of control (black) and Mi1 block flies (red) to slow (12.5° s~ ") and fast (300° s ') ON edges moving in

the null direction.

(B) Velocity tuning curves of lobula plate tangential cells of control (black) and Mi1 block flies (red) to ON edges (red) and OFF edges (green) moving in the null

direction (control, n = 13; Mi1 block, n = 11).

(C) Average voltage responses of lobula plate tangential cells of control (black) and Tm3 block (red) flies to slow (12.5° s ~") and fast (300° s ~') ON edges moving in

the null direction.

(D) Velocity tuning curves of lobula plate tangential cells of control (black) and Tm3 block flies to ON edges (red) and OFF edges (green) moving in the null direction

(control, n = 13; Tm3a block, n = 15; Tm3b block, n = 17).

Data are presented as mean + SEM. n indicates the number of recorded cells. Significant differences between control and block flies are indicated by asterisks
(two-sided Student’s t test, Benjamini-Hochberg corrected, *p < 0.05). Detailed statistics are provided in Table S2. Recordings from VS and HS cells were pooled.

See also Figures S1 and S3 and Table S1.

flicker-sensitive pathway [27]. Responses to OFF motion were
unaffected. Surprisingly, we did not find any effect of blocking
Tm3 cells on responses to null direction motion (Figures 3C
and 3D). Thus, the effect of blocking Tm3 cells is not only veloc-
ity dependent but is also dependent on the direction of stimulus
motion.

Furthermore, we compared resting membrane potentials of
control and Mi1 or Tm3 block flies (Table S1) and did not find sig-
nificant differences. This suggests that a possible tonic synaptic
transmission from Mi1 or Tm3 cells does not contribute signifi-
cantly to the resting membrane potential of VS and HS cells,
which otherwise might have influenced the amplitude of visual
responses. Additionally, we did not observe any effect on magni-
tude, velocity tuning, or directional tuning of OFF motion re-
sponses for both Mi1 and Tm3 block flies (Figures 2 and 3),
arguing for a strict separation of ON and OFF pathways at the
level of Mi1 and Tm3.

Effects of Blocking Mi1 and Tm3 on Motion-Driven
Behavior

In addition to the electrophysiological recordings from lobula
plate tangential cells, we tested the functional contribution of
Mi1 and Tm3 cells to motion-driven behaviors by blocking their
synaptic output and measuring the turning responses of tethered

flies walking on an air-suspended ball [32, 33]. We used the tem-
perature-sensitive silencing tool shibire'® [34], which allowed us
to block synaptic transmission conditionally by precisely control-
ling the ambient temperature in our behavioral setup. Thereby,
we could rule out developmental effects that may have been
caused by silencing Mi1 and Tm3 with Kir2.1 [29]. In order to
test the differential impairment of ON and OFF motion channels,
we used a balanced motion stimulus [19] and determined veloc-
ity tuning curves. This stimulus consists of multiple bright and
dark edges moving simultaneously in opposite directions. Flies
turn with the direction of moving edges [19]. Thus, wild-type flies
with intact ON and OFF motion pathways are expected to show
little or no turning responses, whereas flies with an impairment of
the ON pathway turn with the direction of moving OFF edges and
vice versa [19, 20]. Indeed, control flies showed only small
turning responses for all velocities (Figures 4A-4D, black traces).
Flies with silenced Mi1 cells, however, turned strongly with the
direction of moving OFF edges, reflecting an impairment of the
ON motion pathway in accordance with the electrophysiological
experiments (Figure 4A). This was true for the whole range of
tested velocities (Figure 4B). In contrast, Tm3 block flies showed
only small turning responses to slowly moving edges but simi-
larly strong responses as Mi1 block flies at high stimulus veloc-
ities (Figures 4C and 4D). The differential effect of silencing Mi1
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Figure 4. Behavioral Responses of Mi1 and Tm3 Block Flies
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(A) Average turning speed of shibire control (black) and Mi1 block flies (red) to slow-moving (20° s~') and fast-moving (320° s~ ) opposing ON and OFF edges.

Arrows at the left indicate the direction of moving ON and OFF edges.

(B) Velocity tuning curves for control (black and gray) and Mi1 block flies (red) to moving opposing edges (shibire control, n = 14; Mi1 control, n = 12; Mi1 block, n = 16).
(C) Average turning speed of shibire control (black) and Tm3 block flies (red) to slow-moving (20° s~ ) and fast-moving (320° s ') opposing ON and OFF edges.

Arrows at the left indicate the direction of moving ON and OFF edges.

(D) Velocity tuning curves for control (black and gray) and Tm3 block flies (red) to moving opposing edges (shibire control, n = 14; Tm3a control, n = 12; Tm3b
control, n = 12; Tm3c control, n = 13; Tm3a block, n = 12; Tm3b block, n = 15; Tm3c block, n = 12).

In (A) and (C), response traces of Gal4 controls were omitted for clarity. Data are presented as mean + SEM. n indicates the number of measured flies. Significant
differences between both genotype controls and block flies are indicated by asterisks (two-sided Student’s t test, Benjamini-Hochberg corrected, *p < 0.05).

Detailed statistics are provided in Table S2. See also Figures S1 and S4.

and Tm3 was again strongest for low velocities and decayed for
high velocities, as was seen before in the recordings from lobula
plate tangential cells. The velocity range in which Mi1 and Tm3
block flies responded in a similar manner, however, was shifted
to higher values compared to the electrophysiological measure-
ments. This discrepancy is reminiscent of the difference in the
temporal frequency optimum between lobula plate tangential
cells and the optomotor response of walking flies [35] and is
therefore likely to be due to the same mechanisms [36, 37].
The behavioral phenotype of Tm3 block flies resembles the
preferred direction-specific effect that we observed in the elec-
trophysiological experiments. It is currently unclear whether
the hyperpolarization in tangential cells that is caused by null
direction stimulation has a direct effect on the turning behavior
of walking flies. Our results suggest that the depolarization that
is induced by movement in the preferred direction is the domi-
nant, if not the only force that drives turning behavior. Taken
together, the findings from behavioral experiments are in agree-
ment with the electrophysiological measurements and suggest a
functional specialization of Mi1 and Tm3 cells with respect to
their velocity-dependent input to T4 cells.

DISCUSSION
Direction-selective responses to moving bright edges first arise

in T4 cells, but it is still unclear how these responses are shaped
by T4’s presynaptic inputs. Our results provide insight into this

question and demonstrate that Mi1 is an essential element for
the detection of ON motion over all contrasts, velocity ranges,
and directions of motion. This is consistent with Mi1 being one
of the two input lines of an elementary motion detector. In
contrast, Tm3 is dispensable under slow-motion stimulus condi-
tions but necessary for the detection of fast movement in the
preferred direction. Consequently, a Tm3-independent mecha-
nism must exist that computes the direction of motion for slowly
moving ON edges. Thus, ON motion is detected by at least two
functionally specialized, complementary mechanisms: one de-
tector for slow and another for fast motion, both sharing Mi1 cells
as a common component. The combined action of these
mechanisms allows the fly to detect visual motion over a larger
range of velocities and more robustly. Additionally, modulatory
or adaptive mechanisms would then be able to affect fast- and
slow-motion-detection mechanisms independently.
Mechanistically, our findings give rise to two alternative
hypotheses. First, Mi1 alone may be sufficient for generating di-
rection-selective responses in T4 cells at slow velocities. In this
scenario, the delay could be implemented by differential tempo-
ral filtering of Mi1 inputs that arrive at distal versus proximal loca-
tions of T4 cell dendrites. The asymmetric filtering may be due to
the passive electrical properties of T4 cell dendrites which would
impose a larger delay on signals arriving more distally, possibly
in interaction with active dendritic conductances [38, 39]. This
would offer a functional explanation for the finding that the
anatomical orientation of T4 dendrites correlates with their
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directional preference [4]. Indeed, such a role for dendritic
morphology in conferring direction selectivity has been found
in the Hb9™ subtype of retinal ganglion cells [40]. For these cells,
compatible with our findings, dendritically mediated direction
selectivity is only apparent at slow velocities, with inhibition-
mediated direction selectivity dominating at high velocities.
Alternatively, the delay may be implemented by Mi1 cells that
have spatially offset receptive fields and target the same T4
cell dendrite but synapse onto receptors with different temporal
transduction properties. Mi1 is reported to be cholinergic [41]
and both fast nicotinic and slow muscarinic acetylcholine
receptors are expressed in T4 cells [21]. These two scenarios
would allow a single cell type (Mi1) to act as both the direct
and delayed line, depending on the postsynaptic transduction
mechanisms.

As a second hypothesis, additional inputs to T4 cells, other
than Mi1 and Tm3, might be essential for the detection of ON
motion at low velocities. Indeed, an ongoing connectomic study
encompassing a larger volume of the medulla reports additional
cells apart from Mi1 and Tm3 providing input to T4 cells (http://
emanalysis.janelia.org). The strength of these newly described
inputs was severely underestimated in the previous study [4],
raising the possibility that they play an essential role in gener-
ating direction-selective signals in T4. Interestingly, such a
scheme has recently been proposed for the OFF pathway, with
Tm2 being the instantaneous input line of a motion detector
that receives the delayed input from Tm1 and Tm9 cells, which
are hypothesized to possess different temporal filtering charac-
teristics [21]. Notably, for the first hypothesis, the delay needs to
be implemented postsynaptically to Mi1, whereas the second
hypothesis is compatible with a cell-intrinsic delay mechanism.
Clearly, a definite understanding of the underlying cellular and
biophysical mechanisms will require identification of the sign
and temporal characteristics of all T4 synaptic inputs as
well as blocking their synaptic output under different stimulus
conditions.

Furthermore, our results revealed that the effect of blocking
Tm3 cells is dependent on the direction of stimulus motion,
with preferred direction responses being selectively affected.
This directionally asymmetric effect is reminiscent of the behav-
ioral phenotype that was observed when blocking certain
subtypes of lamina cells [18]. Most interestingly, when blocking
lamina cells C3, turning responses of tethered flying flies were
selectively impaired only when presenting motion from back to
front, but not from front to back. As an additional parallel to
our Tm3 results, this effect was only present at high stimulus
speeds [18]. C3 cells, as Mi1 and Tm3, receive strong input
from lamina cells L1 and L5 and form, albeit few, input synapses
to T4 [4]. The direction-dependent effect of blocking C3 cells was
linked to wiring asymmetries of this cell type. Such an anatomical
asymmetry has not yet been reported for Tm3 cells, as the direc-
tionality of wiring was not comprehensively analyzed in the
recently published medulla connectome [4]. We hypothesize
that such an anatomical asymmetry might exist and that it could
account for the direction-dependent effect of blocking Tm3 cells
that we observed.

In addition to the specific effects of blocking Mi1 or Tm3 onre-
sponses to ON motion, we found only a very mild effect on OFF
responses. This suggests that Mi1 and Tm3, in contrast to many

lamina cells [17] and in agreement with an increase of rectifica-
tion from distal to proximal medulla layers [24], feed almost
exclusively into the ON pathway.

In conclusion, our study is the first functional demonstration
that Mi1 and Tm3 cells are indeed crucial elements of the
Drosophila ON motion detector, as previously suggested [4, 5].
However, while Mi1 is a necessary component under all stimulus
conditions tested, the functionally segregated requirement of
Tm3 with respect to stimulus velocity and direction suggests
that additional yet unidentified cells or circuit mechanisms are
involved as well.
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Figure S1 related to Figures 1-4: Expression Patterns of Gal4 Lines
Panels in the upper row show horizontal sections of brains dissected from flies with identical genotypes as in
the electrophysiological experiments. Expression of Kir2.1 is visualized by staining for the EGFP tag that is
fused to the Kir2.1-channel. Lower three panels show horizontal sections (top), single cell flip-outs (middle) and
frontal sections (bottom) of brains of all fly lines used in this study. For characterization of expression patterns,
UAS-GFP was driven by the respective Gal4 lines (see Supplemental Experimental Procedures for details).
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Figure S2 related to Figure 1: Representative Raw Voltage Traces of Control and Block Flies

Voltage responses of single VS or HS cells to multiple edges moving at a velocity of 50 °/s at full contrast.
Traces are shown for ON and OFF edges moving in either the preferred direction (PD) or null direction (ND). (A)
Single HS cell recording from a control fly. (B) Single HS cell recording from a Mil block fly. (C) Single HS cell
recording from a Tm3a block fly. (D) Single VS cell recording from a Tm3b block fly. Grey shaded area indicates
the stimulation period. Specific genotypes are listed in Supplemental Experimental Procedures.

44



Preferred Direction Null Direction

12.59s 300 9/s 12.5°9s 300 °/s
A
-35 -35 -35 -35
S - S -
z 40 z o0 40
_ 8 -45 8 -45 -45
[} 5 2
= § -50 % -50 -50
c P )
o g -55 £ -55 -55
(@) 5 5
E -60 £ -60 -60
= 65 — = 65 —_ 65 —
200ms 5s 200ms
B -30 -30 -30
s -35 S -85 35
E E
v = -40 T 40 -40
[5} 2 2
o 2 -45 WMWWM g -45 -45
s ¢ Ry o ——
o é -50 E -50 -50
s % -55 E -55 -55
= -60 R = 60 N -60 N
200ms 5s 200ms
-65 -65 -65
C
s -35 -35
> > -40 -40
X = 40 £
[5} s 8 -45 -45
2 g e g 50 50
s -
c c -55 -55
® 8 -55 g
E 2 o
= E E -60 -60
= o — = s —_— 65 —
-65 200ms 5s 200ms
D
g -35 g -35 -35
R = -40 = -40 -40
[5} g g
o s -45 § 45 -45
o] o <]
a e -50 S 50 -50
™ g g
c 5 -55 5 -55 -55
S g g
s -60 S -60 -60
65 200ms 65 5s 65 200ms

Figure S3 related to Figures 2 and 3: Representative Raw Voltage Traces of Control and Block Flies
Voltage responses of single VS or HS cells to single ON edges moving in the preferred direction (left panels) or
null direction (right panels) at velocities of 12.5 °/s or 300 /s at full contrast. (A) Single VS cell recording from a
control fly. (B) Single VS cell recording from a Mil block fly. (C) Single VS cell recording from a Tm3a block fly.
(D) Single VS cell recording from a Tm3b block fly. Grey shaded area indicates the stimulation period. Specific
genotypes are listed in Supplemental Experimental Procedures.
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Figure S4 related to Figure 4: Representative Single Fly Responses of Control and Block Flies

Turning responses of single flies to multiple opposing edges moving at a velocity of either 20 °/s or 300 °/s. (A)
Turning response of a single shibire control fly. (B) Turning response of a single Mil control fly (black) and Mil
block fly (red). (C) Turning response of a single Tm3a control fly (black) and Tm3a block fly (red). (D) Turning
response of a single Tm3b control fly (black) and Tm3b block fly (red). (E) Turning response of a single Tm3c
control fly (black) and Tm3c block fly (red). Grey shaded area indicates the stimulation period. Specific geno-
types are listed in Supplemental Experimental Procedures.
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Figure 1 E, F

Genotype mean (mV) | s.e.m. (mV) n (cells)
Control -51.88 0.61 16
Mil -51.67 0.76 21
R55D08 (Tm3a) -53.00 0.50 23
R59C10 (Tm3b) -51.89 0.66 20
Figure 1 G, H
Genotype mean (mV) | s.e.m. (mV) n (cells)
Control -51.75 0.65 12
Mil -51.64 0.63 14
R55D08 (Tm3a) -53.44 0.69 9
R59C10 (Tm3b) -51.75 0.98 10
Figure 2,3
Genotype mean (mV) | s.e.m. (mV) n (cells)
Control -51.58 0.81 13
Mil -51.50 0.70 11
R55D08 (Tm3a) -52.07 0.52 15
R59C10 (Tm3b) -52.06 0.71 17

Table S1 related to Figures 1-3: Resting Membrane Potentials of Lobula Plate Tangential Cells

Mean and s.e.m. of the resting membrane potentials of all recorded cells are listed. n denotes the number of
recorded cells. Resting membrane potentials were corrected for a liquid junction potential of -12 mV. We did
not find any statistically significant difference (p < 0.05) between controls and all tested genotypes when
applying an unpaired two-sided Student'’s t-test. Specific genotypes are listed in Supplemental Experimental
Procedures.
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Table S2 related to Figures 1-4: Detailed Statistics for all Figures

n-numbers, p-values and t-values for all statistical tests applied throughout the study. Statistical significance
was tested by using a two-sided Student’s t-test followed by a Benjamini-Hochberg correction (* p<0.05).
Table S2 is supplied as a seperate Excel spreadsheet.



Supplemental Experimental Procedures

Fly Stocks

Flies were reared on cornmeal agar medium under standard conditions (25° C, 60% humidity,
12hr dark/light cycle). For electrophysiology flies were used 5-30 hours post-eclosion. For

behavioral experiments flies were aged 1-3 days. Only female flies were used in all experiments.

Genotypes of all fly strains used in the experiments:

Figures1-3

w'/w ; 10xUAS-Kir2.1-EGFP / + ; + (Control)

w"/w; 10xUAS-Kir2.1-EGFP / VT7747AD ; VT49371DBD / + (Mil block)
w'/w ; 10xUAS-Kir2.1-EGFP / + ; R55D08-Gal4 / + (Tm3a block)

w'/w ; 10XUAS-Kir2.1-EGFP / + ; R59C10-Gal4 / + (Tm3b block)

Figure 4

w*/ w ; 20xUAS-shibire® / + ; + (Shi control)

w'/w; VT7747AD / + ; VT49371DBD / + (Mil control)

w'/w; +/+; R55D08-Gal4 / + (Tm3a control)

w'/w; +/+; R59C10-Gal4 / + (Tm3b control)

w'/w’; +/+; R13E12-Gal4 / + (Tm3c control)

w /W ; 20xUAS-shibire®™/ VT7747AD : VT49371DBD / + (Mi1l block)

w*/w ; 20xUAS-shibire® / + ; R55D08-Gal4 / + (Tm3a block)
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w*/ w ; 20xUAS-shibire® / +; R59C10-Gal4 / + (Tm3b block)

w*/ w ; 20xUAS-shibire® / +; R13E12-Gal4 / + (Tm3c block)

Figure S1

For analysis of expression patterns:

w'/w ; UAS-mCD8-GFP, UAS-syt-HA / VT7747AD ; VT49371DBD / + (Mil)

w'/w ; UAS-mCD8-GFP, UAS-syt-HA / + ; R55D08-Gal4 / + (Tm3a)

w'/w ; UAS-mCD8-GFP, UAS-syt-HA / + ; R59C10-Gal4 / + (Tm3b)

w'/w ; UAS-mCD8-GFP, UAS-syt-HA / + ; R13E12-Gal4 / + (Tm3c)

For single cell flip-outs:

W, pBPhsFIp2::PEST /w™; VT7747AD / +; VT49371DBD / UAS-FRT>>FRT-myr::GFP (Mil)
w, pBPhsFIp2::PEST /w™; +/ + ; R55D08-Gal4 / UAS-FRT>>FRT-myr::GFP (Tm3a)

w’, pBPhsFIp2::PEST /w’; +/ + ; R59C10-Gal4 / UAS-FRT>>FRT-myr::GFP (Tm3hb)

w, pBPhsFIp2::PEST/w; + / + ; R13E12-Gal4 / UAS-FRT>>FRT-myr::GFP (Tm3c)

Immunohistochemistry and confocal microscopy

Antibody stainings were performed as previously described [S1]. We generated single cell flip-
outs using a recently published method [S2]. Briefly, brains were dissected in PBS, fixed in 4%
PFA (containing 0.1% Triton-X) for 25 min, washed 3x in PBT (PBS containing 0.3% Triton-X)
and blocked with 10% NGS in PBT. Primary antibodies were diluted in PBT containing 5%
NGS and incubated for 48 hrs at 4°C. After washing 3x in PBT, brains were incubated in
secondary antibody solution for 48-72 hrs at 4°C. After washing 3x in PBT and 1x in PBS,

brains were mounted in Vectashield (Vector labs). Following antibodies were used in this study:



Primary antibodies: rabbit anti-GFP (Torri Pines, 1:2000), mouse anti-nc82 (DSHB, 1:25);
secondary antibodies: goat anti-rabbit 488 (Invitrogen, 1:500), goat anti-mouse 633 (Invitrogen,
1:500). Imaging was performed on a Leica SP5 confocal microscope with a 63x objective (HCx
PL APO, 1.40 NA, Leica) for horizontal sections or a 20x objective (HC PL APO, 0.70 NA,
Leica) for vertical sections at a resolution of 1024x1024. Images were processed in ImageJ 1.46f
(NIH). Single z-slices are shown for horizontal views and maximum intensity projections for

single cell flip-outs and frontal views.

Electrophysiology

Flies were anesthetized on ice, waxed to a plexiglas holder, inserted into an opening cut into
aluminum foil and mounted in a recording chamber. A part of the posterior side of the head
cuticle and the muscle that covers the cell bodies of LPTCs was removed with a needle and fine
forceps. Extracellular saline (103 mM NaCl, 3 mM KCI, 5 mM TES, 10 mM trehalose, 10 mM
glucose, 7 mM sucrose, 26 mM NaHCO3;, 1 mM NaH,P0,4,1.5 mM CaCl, and 4 mM MgCl,, pH
7.3, 280 mOsm) was bubbled with 95% O, and 5% CO, and perfused over the preparation. The
brain of the fly was visualized with an upright microscope (Axiotech Vario 100, Zeiss) equipped
with a 40x water-immersion objective (LumPlanFL, NA 0.8, Olympus), an Hg-light source
(HXP-120, Visitron Systems) and polarization filters for contrast enhancement. A glass electrode
filled with collagenase (Collagenase 1V, Gibco, 0.5 mg ml in extracellular saline) was used to
expose the somata of LPTCs. Somata of VS and HS cells were patched with a glass electrode (5-
9 MQ) filled with internal solution (140 mM potassium aspartate, 10 mM HEPES, 4mM Mg-
ATP, 0.5 mM Na-GTP, 1 mM EGTA, 1 mMKCI and 0.03 mM Alexa 568-hydrazide sodium, pH

7.26, 265 mOsm). Recordings were performed with an NPI BA-1S amplifier (NPI electronics) in
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current-clamp bridge mode, low-pass filtered with a cut-off frequency at 3 kHz and digitized at
10 kHz. Data acquisition was performed with Matlab (version R2011a, MathWorks). Cell types
were identified on the basis of their typical response profiles to moving gratings. In addition, the

majority of recorded cells were dye filled and their identity verified anatomically.

Visual stimulation

Visual stimulation was performed with a custom-built LED arena that had dimensions of 170° in
azimuth and 90° in elevation and a spatial resolution of approximately 1.4° per LED. The arena
allowed refresh rates of up to 600 Hz and had a maximum luminance of 80 cd m 2. Data analysis
was performed with Matlab (version R2011b, MathWorks) using custom-written scripts.
Multiple moving edges were presented as standing square wave gratings with a wavelength of
42°. During stimulation, either all the bright or all the dark edges of the grating moved at a
velocity of 50° s™ for 0.45 s. To measure contrast tuning curves we varied the contrast of the
gratings from 6% to 100% while keeping the mean luminance constant. To determine velocity
tuning curves we used single edges at full contrast that covered at distance of 90° moving at the
following velocities: 6.25, 12.5, 25, 50, 75, 100, 150, 200, 300, 500, 700 and 900 ° s™. Different
velocities were presented in randomized order. Edges moved in the horizontal direction when

recording from HS cells and in the vertical direction when recording from VS cells.

Data Analysis
For all stimuli, we averaged voltage traces during the whole stimulation period and calculated

the mean and standard errors over cells.



Behavioral experiments

Flies were cold anesthetized before the experiment. Head, thorax, and wings were glued to a
needle with near-UV bonding glue (Sinfony Opaque Dentin) and blue LED light (440 nm, dental
curing-light, New Woodpecker). Flies were then placed on an air-suspended polyurethane ball in
a virtual environment projected onto three monitors spanning approximately 270° (vertical) and
114° (horizontal) of the fly’s visual field. This stimulation system offered less than 0.1° of
angular pixel size, a value well below Drosophila’s optical resolution capability. We used six
such setups for recording fly locomotion as described previously [S3]. On two setups, stimuli
were presented at a screen refresh frequency of 120 Hz; on four setups, the refresh frequency
was 144Hz. We never observed qualitative or quantitative differences between these setups in
any of the experiments. All monitors were equilibrated in brightness and contrast. Temperature
within the immediate surround of the fly was controlled using a custom-built closed-loop
thermoregulation system. We employed the following temperature protocol for all experiments
and genotypes: Temperature was kept at 25°C for the first 5 minutes and then, within 10

minutes, raised to a restrictive temperature of 34°C.

Visual Stimulation

Our balanced motion stimulus resembled the one used in previous studies [S4, S5]. Briefly, we
presented flies with a stationary square wave grating that had an initial spatial wavelength of 45°
visual angle and Michelson contrast of 50%. Each individual trial lasted 9s. Between 2s and 7s,
bright edges moved in one direction at a fixed velocity while dark edges moved in the other
direction at the same velocity. In contrast to previous versions, we reset the stimulus to the initial

state after edges had traversed 20° of visual angle. This allowed us to keep the stimulus duration
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fixed for varying edge velocities. Additionally, we applied a random phase shift after each reset
in order to rule out symmetry effects. This was done for 6 velocities (20, 40, 80, 160, 320, and
640° s™) and 2 possible edge directions (dark edge leftwards/bright edge rightwards and vice
versa), resulting in 12 conditions that were repeated 50 times per fly. The stimulus was rendered

in real-time using Panda3D, an open source game engine, and Python 2.7.

Data Analysis

We analyzed the data as described previously [S5]. Briefly, optical tracking sensors were
equipped with lens and aperture systems to focus on the sphere behind the fly. The tracking data
were processed at 4 kHz internally, read out via a USB interface and processed by a computer at
100 Hz. This allowed real-time calculation of the instantaneous rotation axis of the sphere. We
resampled the rotation traces to 20Hz for further processing and applied a first-order low pass
filter with a time constant of 100ms to each trace. For all flies, we manually selected 20
consecutive trials out of the 50 available that fulfilled the following criteria: First, the
temperature was at a stable 34°C. Second, the average turning tendency of the fly was
approximately 0° s™. Third, the average forward velocity of the fly was at least 5mm s,
indicating a visually responsive state. Flies were selected without blinding. Application of the
criteria excluded, on average, 20% of all measured flies. For further processing, we subtracted
responses for the two symmetrical edge directions in order to reduce the impact of walking
asymmetries. Trials were then averaged. For statistical purposes, we calculated the turning
tendency of each fly for each velocity condition as the mean of the turning response between 3s
(walking onset) and 7s (stimulus offset). Other evaluation time frames produced qualitatively

equivalent results. All data analysis was performed using Python 2.7 and the NumPy library.



Modeling

Modeling the motion detection pathway followed Eichner et al., 2011 [S6]. Briefly, stimuli were
represented as brightness values between 0 and 1 at the level of 40x40 photoreceptors with an
angular resolution of 5° at a temporal resolution of 10 ms. Signals of lamina cells L1 and L2
were calculated by high-pass filtering (time-constant 250 ms) the photoreceptor input plus 10%
of their DC level. The ON (L1) signal was obtained by half-wave rectifying the signal at a
threshold of 0, the OFF (L2) signal was inverted and half-wave rectified at a threshold of 0.05.
These signals were then processed by separate ON- and OFF-motion detectors. Within each
detector (Figure 1A), the output signal of the lamina cell at one location was low-pass filtered
(t =50 ms) and subsequently multiplied with the instantaneous signal of the lamina cell from the
adjacent location. This was done twice in a mirror-symmetrical way and the results subtracted

from each other. Finally, the output signals of all ON- and OFF-motion detectors were added.

Statistics

Throughout the paper we tested for statistical significance by using a two-sided Student’s t-test
followed by a Benjamini-Hochberg correction (* p<0.05). Detailed statistics are documented in

Table S2.
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SUMMARY

Detecting the direction of motion contained in the
visual scene is crucial for many behaviors. However,
because single photoreceptors only signal local
luminance changes, motion detection requires a
comparison of signals from neighboring photorecep-
tors across time in downstream neuronal circuits. For
signals to coincide on readout neurons that thus
become motion and direction selective, different
input lines need to be delayed with respect to each
other. Classical models of motion detection rely on
non-linear interactions between two inputs after
different temporal filtering. However, recent studies
have suggested the requirement for at least three,
not only two, input signals. Here, we comprehen-
sively characterize the spatiotemporal response
properties of all columnar input elements to the
elementary motion detectors in the fruit fly, T4 and
T5 cells, via two-photon calcium imaging. Between
these input neurons, we find large differences in tem-
poral dynamics. Based on this, computer simulations
show that only a small subset of possible arrange-
ments of these input elements maps onto a recently
proposed algorithmic three-input model in a way
that generates a highly direction-selective motion
detector, suggesting plausible network architec-
tures. Moreover, modulating the motion detection
system by octopamine-receptor activation, we find
the temporal tuning of T4 and T5 cells to be shifted
toward higher frequencies, and this shift can be fully
explained by the concomitant speeding of the input
elements.

INTRODUCTION

The detection of visual motion arising from ego-motion is crucial
for course stabilization in flies [1]. Sets of large tangential cells in
the lobula plate of the fly optic lobe respond selectively to the
optic flow resulting from whole-body rotation around different
axes. As single photoreceptors respond to local luminance

@ CrossMark

changes in a non-direction-selective way, the intervening cir-
cuitry of the optic lobe [2-5] (Figure 1) must serve to extract
the feature of visual motion by spatiotemporal comparison of
the responses of neighboring photoreceptors.

Two competing algorithmic models of motion detectors have
been proposed (Figure 1A). Both models rely on asymmetric
temporal filtering of two input signals that are then fed into a
non-linearity. They differ by the type of non-linearity employed
and the location of the delay filter. In the Barlow-Levick (BL) de-
tector (Figure 1Aii) [6], the delay is located on the preferred side
and the non-linearity is inhibitory, leading to a suppression of sig-
nals moving in the null direction (ND). In the Hassenstein-Reich-
ardt (HR) detector (Figure 1Ai) [7], the delay is located on the null
side and the non-linearity is excitatory, leading to an enhance-
ment of signals moving in the preferred direction (PD). In the
full HR detector (Figure 1Aiii), two of those subunits, or half-
detectors, are arranged in a mirror-symmetric fashion and sub-
tracted from each other to yield a fully opponent detector (for
review, see [8)).

How do the proposed elements of these algorithmic models
map onto the neural circuits of the fly, and how does direction
selectivity arise? The fly optic lobe consists of four neuropils
downstream of the retina: the lamina, medulla, lobula, and lobula
plate (Figure 1B). Photoreceptors synapse onto lamina monopo-
lar cells. These lamina cells feed into two separate pathways en-
coding for different contrast polarities [9-11]: the ON pathway
encodes brightness increments, and the OFF pathway encodes
brightness decrements. In each pathway, the direction of visual
motion is computed separately [12, 13]. In both pathways, lam-
ina neurons connect onto a distinct set of medulla neurons. In
the ON pathway, these medulla neurons have axon terminals in
layer 10 of the medulla, where they overlap with the dendrites
of T4 neurons [4]. In the OFF pathway, transmedulla neurons
project to the lobula, where they synapse onto the dendrites of
T5 neurons [5]. T4 and T5 neurons each fall into four subclasses,
which respond selectively to visual motion in one of the four car-
dinal directions (front-to-back, back-to-front, up, and down) and
project their axons according to this preference to one of the four
layers of the lobula plate [14]. There, T4 and T5 cells converge
and provide direct excitatory cholinergic input onto wide-field
lobula plate tangential cells [15]. In addition, T4 and T5 cells syn-
apse onto lobula plate intrinsic (LPi) neurons, which in turn inhibit
tangential cells in the adjacent, oppositely tuned layer [16], mak-
ing tangential cells fully motion opponent. Hence, T4 and T5
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neurons would represent the half-detector units of the fully oppo-
nent motion detector model just before the subtraction stage.
Although the HR detector describes the responses of lobula
plate tangential cells well, the responses of T4 and T5 neurons
are more directionally selective than would be expected for the
half-detectors of the HR model [14, 17].

In the ON pathway, medulla intrinsic neuron 1 (Mi1) and trans-
medullary neuron 3 (Tm3) were originally suggested as the main
inputs onto T4 neurons from electron-microscopic reconstruc-
tions [4]. These data showed a small spatial offset of about a fifth
of acolumn, about 1° in visual space, between Mi1 and Tm3 syn-
apsing onto the same T4 neuron, with Tm3 located toward the
null side of the T4 neuron. Based on this spatial offset, two
possible implementations of the motion detector were sug-
gested: a HR correlator with Tm3, or a BL detector with Mit,
as the delayed arm. Subsequent patch-clamp recordings
showed a small temporal delay of ~20 ms for Mi1 with regard
to Tm3, as well as a similar temporal offset of Tm1 with respect
to Tm2 in the OFF pathway [18]. This led to the suggestion of HR
correlator implementations with Mi1 and Tm1 as the delayed and
Tm3 and Tm2 as the direct arms in the ON and the OFF pathway,
respectively [18, 19].

However, new findings from several recent studies question
this model. First, new electron-microscopic circuit reconstruc-
tions show additional synaptic input from Mi4 and Mi9 cells onto
T4 cells (Lou Scheffer, personal communication; https://web.
archive.org/web/20150218101857/http://emanalysis.janelia.org/
flyem_tables.php), and from the transmedulla neurons Tm4 and
Tm9 onto T5 cells [5]. Second, when all four input cell types in
the OFF pathway were considered, large differences in their tem-
poral response kinetics to flashes of dark bars were revealed [20].
Whereas Tm1, Tm2, and Tm4 respond like band-pass filters with
different time constants, Tm9 has the response characteristic of a
pure low-pass filter, together forming a filter bank that lends itself
well to the construction of motion detectors. Third, whereas
blocking the synaptic output of Mi1 severely reduces responses
of tangential cells to moving ON edges, blocking Tm3 output
only affects responses to edges moving at higher angular veloc-
ities but leaves responses to lower velocities unchanged [21].
This again argues against Tm3 being one of the two arms of the
motion detector under all conditions. Similarly, in the OFF
pathway, all four cell types were shown to contribute to the detec-
tion of moving OFF edges. Blocking their synaptic output
decreased the responses of downstream tangential cells and

reduced the optomotor response to OFF edges [20]. However,
no blocks of single cell types or of two types in combination
fully abolished the responses to dark edges, suggesting either
redundancy or a more complicated implementation than previ-
ously suggested. Fourth, recent experiments based on the
sequential stimulation of individual laminar cartridges revealed
that the elementary motion detectors in the ON pathway, T4
neurons, implement ND suppression [17] in addition to PD
enhancement [22] (Figure 1Aiv). Spatiotemporal receptive fields
of T5 neurons are consistent with a similar model in the OFF
pathway [23]. This more elaborate motion detector implementa-
tion could explain the high direction selectivity. However, in
contrast to both HR and BL detectors, it relies on at least three
input elements.

Taken together, in both pathways, evidence mounts for a neu-
ral implementation that is more complicated than either the BL or
the HR model alone, and there is a multitude of combinations
possible to place the known columnar input elements into the
proposed algorithmic three-arm model of the Drosophila motion
detectors.

In order to dissect the roles and contributions of individual
cell types, it would be helpful to modify their temporal response
dynamics and observe the effect on the downstream motion
detectors. One remarkable property of tangential cells is that
their velocity tuning is not fixed but dependent on the behav-
ioral state of the fly, as has been observed in Drosophila and
Lucilia. In walking [24] as well as in tethered flying flies
[25, 26], the temporal-frequency tuning shifts toward higher fre-
quencies, corresponding to higher velocities, potentially match-
ing the expected change of the stimulus statistics from resting
to active locomotion. The behavioral effect can be mimicked in
resting flies by pharmacological activation of octopamine re-
ceptors with octopamine [26] or the octopamine agonist
chlordimeform (CDM) [25, 27]. The physiological source of
this neuromodulation is octopaminergic neurons that project
to the medulla, lobula, and lobula plate [28, 29]. They become
activated during flight and are both necessary and sufficient for
the increase in responses to higher temporal frequencies [26].
Importantly, this change in the temporal tuning could be repro-
duced in computer simulations by decreasing the low-pass
filter time constant in the HR detector [25], indicating that iden-
tifying the input elements that change their kinetics under
octopamine activation might help to pinpoint their functional
roles in the detector.

Figure 1. Theoretical Models for Visual Motion Detection and the Underlying Neuronal Circuitry

(A) Algorithmic models of motion detectors based on variations of a common theme of spatiotemporal correlations of local luminance changes detected by
photoreceptors. (Ai) In the Hassenstein-Reichardt (HR) correlator (of which a half-detector is shown here), a delay (7) on the first of two arms activated by motion in
the preferred direction (PD) causes coincidence of the two signals from neighboring photoreceptors (separated by an angle, 4¢). A multiplicative non-linearity
results in a PD enhancement. (Aii) In the Barlow-Levick (BL) detector the delay is located on the opposite arm, and the non-linearity is suppressive/inhibitory,
causing a null-direction (ND) suppression. (Aiii) In the full HR correlator, two mirror symmetric subunits from (Ai) are subtracted, resulting in a fully opponent
detector, which not only depolarizes in PD but also hyperpolarizes in ND. (Aiv) A recently proposed model, based on the responses of T4 neurons to apparent
motion stimuli, combines PD enhancement and ND suppression along the PD axis.

(B) Schematic of the circuitry of the Drosophila optic lobe showing neuron classes suggested to be involved in visual motion detection. Local luminance changes
are detected by photoreceptors in the retina and relayed via lamina monopolar neurons (classes L1-L5) and medulla neurons (Mi1, Tm3, Mi4, Mi9, Tm1, Tm2,
Tm4, and Tm9) to T4 and T5 neurons. The latter are the first neurons in the visual pathway that respond selectively to motion. Both T4 and T5 form four subtypes
that respond to one of the cardinal directions and project accordingly to the four layers of the lobula plate, thus forming a map of visual motion directions. In the
lobula plate, they synapse onto large-field tangential cells (horizontal system [HS] and vertical system [VS] cells), as well as onto lobula plate intrinsic (LPi) cells
that in turn form inhibitory synapses onto tangential cells in the adjacent layer of opposite PD. This inhibition corresponds to the subtraction stage in the full HR
correlator (Aiii) and endows lobula plate tangential cells with full motion opponency.
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Figure 2. Response Properties of the ON- and OFF-Pathway Medulla Columnar Elements

(A) Two-photon calcium imaging of immobilized flies.

(B) Schematic of vertical (left) and horizontal (right) white-noise stimulus illustrated by three frames.

(C) Terminals of Tm2 neurons expressing the genetically encoded calcium indicator GCaMP6f. Regions of interest (ROls) for the analysis of calcium indicator
fluorescence changes encompass single terminals.

(D) Average aligned spatiotemporal receptive field of all Tm2 cells from (C) for a white-noise stimulus consisting of vertical bars. Along the vertical axis, the center-
surround structure of the OFF-center receptive field is visible in the heat color code (vertical dashed line at the time of the peak of the response). The section along
the time axis through the receptive field center reveals the temporal response kernel.

(E-H) Receptive fields of Mi1 (E), Tm3 (F), Mi4 (G), and Mi9 (H) for vertical (upper left) and horizontal (lower right) white-noise bar stimulation. From these, the two-
dimensional receptive fields were constructed as a two-dimensional difference of Gaussians (Supplemental Experimental Procedures).

(I) Temporal kernels resulting from the reverse correlation of the calcium response with the white-noise stimulus for Mi1, Tm3, Mi4, and Mi9.

(J) Temporal kernels in frequency-space (constructed from the temporal kernels in (l) revealing Mi1 and Tm3 as band-pass filters and Mi4 and Mi9 as
low-pass filters. (For the measurements of the spatial receptive fields: Mi1: N = 5 flies, n = 35 cells; Tm3: N = 6, n = 37; Mi4: N = 5, n = 33; Mi9: N = 7,

n = 29. For the determination of the temporal kernels twice as many measurements, from the horizontal and vertical one-dimensional noise stimulus, could
be used.)

(legend continued on next page)
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In this study, we comprehensively characterize the spatiotem-
poral response profiles of all known columnar input elements of
both the ON and OFF motion detectors in the fruit fly Drosophila
melanogaster and take advantage of the motion detectors’
state-dependent tuning characteristics. Using computer simula-
tions, we test which combinations of input elements result in the
observed properties of T4 and T5 neurons and thereby narrow
down their possible cellular implementation. In particular, we
address the question of whether the response dynamics of the
input elements are sufficient to yield realistic motion detectors,
or whether additional mechanisms on the synaptic or dendritic
level are required to further modify the dynamics of the input
signals.

RESULTS

Characterization of the Columnar Input Neurons to

T4 Cells

The functional role of the input neurons to the elementary motion
detectors and their correspondence to elements of any detector
model depend crucially on their spatiotemporal response char-
acteristics. For this reason, we characterized the spatial extent
of the receptive fields as well as the response dynamics of all pu-
tative input elements to the T4 and T5 cells: Mi1, Tm3, Mi4, and
Mi9 in the ON pathway, and Tm1, Tm2, Tm4, and Tm9 in the OFF
pathway. Expressing the genetically encoded calcium indicator
GCaMP6f [30] with cell-type-specific Gal4-driver lines, we
imaged calcium signals in single terminals in layer 10 of the
medulla or the proximal lobula for the ON- and OFF-pathway
elements, respectively.

To precisely map the receptive fields of the input elements, we
used a one-dimensional white-noise stimulus consisting of 2.8°
wide horizontal or vertical bars covering the full extent of the
arena (Figures 2A-2D; Figure S1; Supplemental Experimental
Procedures). The spatiotemporal receptive fields were then
determined from the neuron’s calcium response by reverse
correlation. The spatial components of these are the one-dimen-
sional horizontal and vertical projections of the underlying two-
dimensional spatial receptive field of the cell. In all cases, they
strongly resembled a difference of Gaussians (DOG; also called
a “Mexican hat”). Because they were similar for both the hori-
zontal and vertical dimensions, we fitted a two-dimensional
DOG to reconstruct two-dimensional spatial receptive fields
(Figures 2E-2H and 2K-2N). The temporal component of the
spatiotemporal receptive field reflects the temporal filtering
properties of the neuron (impulse response). The extracted tem-
poral filters were validated by predicting held-out test sequences
of neuronal responses from the stimulus for two example neuron
types (Mi1 and Tm9) (Figure S2; see Supplemental Experimental
Procedures).

All four cell types in the ON pathway, Mi1, Tm3, Mi4, and Mi9,
showed locally confined receptive fields that appeared isotropic
in the horizontal and vertical dimensions (Figures 2E-2H). Mi1,
Mi4, and Mi9 cells revealed a receptive field center with a half-

width diameter of approximately 6°-7°, corresponding to about
one optical column. In contrast, the receptive field center of
Tm3 was substantially larger, with a half-width diameter of about
12°. Mi4 and Mi9, and to a lesser degree Mi1, also revealed a sig-
nificant antagonistic surround, giving them spatial band-pass
characteristics. This antagonistic surround had a half-width
diameter of approximately 20° for both Mi4 and Mi9 (Table S1).
Because the area and thus the volume under the curve are pro-
portional to the square of the radius, the amplitude ratio of sur-
round to center should equal the inverse of the ratio of the
squares of their half-widths for the center and the antagonistic
surround to cancel perfectly. Notably, this relation is fulfilled for
both low-pass elements, and the integrals of their surrounds
perfectly match their respective centers, thus predicting no re-
sponses to wide-field flicker stimuli. At the same time, the spatial
band-pass filter enhances responses to edges within the visual
scene. In the case of Mi1, the integral of the surround reached
about 50% of the one of the center. For Tm3, surround inhibition
was completely absent, such that those cells have a pure low-
pass characteristic in the spatial domain.

The temporal component of the spatiotemporal receptive field
centers yielded the impulse responses, which reflect the tempo-
ral filtering properties of the respective cell type. Mi1 and Tm3
showed band-pass filter characteristics, as can be seen in their
biphasic impulse responses (Figure 2I) and in their response
spectra (Figure 2J). In contrast, Mi4 and Mi9 appeared as pure
low-pass filters (Figures 21 and 2J). Surprisingly, and in contrast
to the other elements of the ON pathway, Mi9 showed the in-
verse contrast preference, with an increased calcium response
to darkening in its receptive field center (OFF response). How-
ever, apart from the polarity, the time course and filter character-
istics of Mi9 were very similar to those of Mi4 (Figures 21 and 2J).
Thus, the four ON-pathway elements can essentially be grouped
into two classes: two fast-transient cells (Mi1 and Tm3) and two
slow-sustained cells (Mi4 and Mi9). Within each class, the cells’
impulse responses revealed only small differences.

Characterization of the Columnar Input Neurons to

T5 Cells

We next performed analogous experiments on the OFF-pathway
elements Tm1, Tm2, Tm4, and Tm9. Mirroring the situation in the
ON pathway, all four neurons of the OFF pathway had locally
confined isotropic receptive fields (Figures 2K-2N). In agreement
with previous reports [18, 20], they were all excited by luminance
decrements. Accordingly, they revealed an OFF receptive field
center. The receptive fields of all four cells also had an antago-
nistic surround component, giving them a spatial band-pass
characteristic. In contrast to Mi4 and Mi9, however, the surround
inhibition, with respect to the center, was weaker, which should
render them more responsive to wide-field flicker. As a parallel to
the ON-pathway elements, three of the neurons, Tm1, Tm2, and
Tm9, showed a receptive field center with a half-width diameter
of about 7°, whereas one element, Tm4, had a larger receptive
field center, with a half-width diameter of approximately 10°.

(K-P) Characterization of the inputs to T5 cells in the OFF pathway. Spatial receptive fields of Tm1 (K), Tm2 (L), Tm4 (M), and Tm9 (N). Temporal kernels in the
time (O) and frequency domain (P) for the four input elements in the OFF pathway. (Tm1: N = 8 flies, n = 71 cells; Tm2: N =9, n = 93; Tm4: N = 5, n = 35;

Tm9:N=5,n=32)

Graphs depict the mean. Shaded areas around the line, where displayed, represent +SEM. See also Figures S1 and S2 and Tables S1 and S2.
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The half-width of the antagonistic surround amounted to about
25° for Tm1, Tm2, and Tm9 and to 35° for Tm4 (Table S2). As
for Mi1, and in contrast to Mi4 and Mi9, the antagonistic surround
strength for all OFF input elements reached about 50% of the
center, as calculated above on the basis of the amplitude and
half-width ratios.

As for the ON-pathway elements, we assessed the temporal
filter dynamics by measuring the impulse responses within the
receptive field centers (Figures 20 and 2P). This revealed a clear
band-pass characteristic for Tm1, Tm2, and Tm4 with rather
short low-pass time constants of about 100-270 ms. In contrast,
the impulse response of Tm9 reflected a pure low-pass filter with
amuch longer time constant of about 500 ms. Within the group of
band-pass filters, Tm1, Tm2, and Tm4 responses have different
time courses (Figure 20) and response spectra (Figure 2P),
corroborating a previous study [20]. Thus, as a striking difference
from the ON-pathway elements, where two fast and two slow
cells are found, the OFF pathway comprises three fast and
only one slow cell.

Application of the Octopamine Agonist CDM Changes
the Temporal Frequency Tuning of T4 and T5 Cells

It has previously been shown that activation of the octopamine
system modulates the temporal-frequency tuning of lobula plate
tangential cells [25, 26]. This effect could be implemented
directly at the level of the tangential cells, or indirectly, by modi-
fying the temporal tuning properties of its presynaptic input neu-
rons, i.e., the T4/T5 cells. The latter case would give a handle to
manipulate the elementary motion detectors and potentially
allow narrowing down of their cellular implementation.

We first confirmed that the activation of the octopamine sys-
tem with the octopamine agonist CDM [31] at a concentration
of 20 uM [25] shifts the temporal tuning of tangential cells in
the lobula plate of immobilized Drosophila to higher frequencies
(Figure S3), corroborating earlier findings using octopamine [26].

Next we focused on T4 and T5 neurons. We performed two-
photon Ca?* imaging in Drosophila expressing the genetically
encoded calcium indicator GCaMP6m in the subset of T4/T5
neurons that are upward motion selective and project their axons
to layer 3 of the lobula plate (T4c/T5c) (Figure 3A). Visual stimu-
lation was presented on a semi-cylindrical LED arena and
consisted of full-contrast square-wave gratings with a spatial
wavelength of 24°, moving at 12 different velocities ranging
from 1.2°/s to 480°/s, corresponding to temporal frequencies
from 0.05 to 20 Hz, in PD and ND. Responses of T4 and T5 neu-
rons were quantified as relative change of fluorescence (DF/F)
amplitudes within small regions of interest in lobula plate layer 3
(example traces in Figure 3B). We found a temporal-frequency
optimum of 1 Hz for motion in PD (Figure 3C, black traces). Appli-
cation of CDM shifted the temporal-frequency optimum from
1 Hz in control to about 2.5 Hz (Figure 3C, magenta traces).
Recording Ca®* signals from the dendrites of either T4 or T5
cells, we found that T4 and T5 cells, considered separately, ex-
hibited a similar temporal-frequency tuning, under control condi-
tions as well as after application of CDM, and a similar shift in
their tuning with CDM (Figures 3D and 3E).

In order to distinguish changes in the response to isolated
motion stimuli from changes in the temporal integration of peri-
odic signals, we also tested the velocity tuning of T4 and T5 neu-
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rons to moving edges. For this, we presented bright and dark
edges of full contrast moving at different speeds ranging from
3°/s to 300°/s in PD (Figures 3F and 3G). Corroborating previous
results [14], T4 neurons responded selectively to bright edges,
whereas T5 neurons were found to be selective for motion of
dark edges. Measuring the calcium responses in the axon termi-
nals in the lobula plate, we found that under control conditions
the responses were highest to edges moving at the slowest
velocity of 3°/s for both ON and OFF edges, i.e., T4 and T5 neu-
rons, respectively (Figures 3F and 3G, black traces). As was seen
for the grating stimuli above, application of CDM shifted the
optimal stimulus condition to higher velocities of 12°/s (Figures
3F and 3G, magenta traces).

Therefore, the shift of the temporal tuning properties of lobula
plate tangential cells during flight or mimicked by the application
of octopamine-receptor agonists (Figure S3 [25, 26]) is already
present at the level of the T4 and T5 cells, thus affecting the tun-
ing of the elementary motion detectors.

Octopamine-Receptor Activation Speeds the Input
Elements of T4 and T5 Cells

Different possible mechanisms could explain this shift of tempo-
ral tuning in T4/T5 cells. On the one hand, octopamine signaling
could affect the synaptic inputs onto T4 and T5 neurons by
changing the kinetics of neurotransmitter receptors or the den-
dritic integration of those signals in T4/T5 neurons. Different
input elements with different response kinetics could differen-
tially contribute to the postsynaptic signals in different states
through changes in their response amplitude or via their synaptic
weight. On the other hand, the kinetics of some or all input ele-
ments could speed up. We set out to test the latter hypothesis,
i.e., that the response characteristics and tuning of the elemen-
tary motion detectors result directly from the temporal dynamics
of the respective input elements.

For this, we characterized the spatiotemporal receptive fields
of allinput elements in both the ON and OFF pathways after acti-
vation of the octopamine system with CDM and compared them
to control conditions. Application of CDM left the spatial recep-
tive fields of all four input neurons in the ON pathway unaffected
(Figure 4A). However, it accelerated the response kinetics of all
four cell types to different degrees, with much stronger effects
on the fast band-pass elements Mi1 and Tm3 than on the slow
low-pass filters Mi4 and Mi9 (Figures 4B and 4C, magenta
traces; Figures S4A, S5Ai, and S5Bi). As for control conditions,
response kinetics of Mi1 and Tm3, as well as of Mi4 and Mi9,
remained similar to each other after addition of CDM. In the
OFF pathway, the results were very similar. The spatial receptive
fields appeared unchanged by CDM for any of the columnar
input neurons (Figure 4D). However, in the temporal domain,
addition of CDM to the bath sped up the impulse responses
significantly (Figures 4E and 4F, magenta traces; Figures S4B,
S6Ai, and S6Bi), as was seen in the ON-pathway band-pass
elements.

Computer Simulations Based on the Input Elements’
Temporal Filters Suggest Candidate Motion Detectors
The input elements to the motion-detecting neurons T4 and T5
can be roughly grouped into two classes: temporal low-pass
filters with large time constants, and band-pass filters with
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Figure 3. Application of CDM Shifts the Temporal-Frequency and Velocity Tunings of T4/T5 Cells to Higher Velocities

(A) T4/T5 neurons of the upward motion-selective subtype “c” projecting their axons to layer 3 of the lobula plate, expressing the genetically encoded calcium
indicator GCaMP6m. The circles mark ROls in the lobula plate; the red circle corresponds to the example calcium traces in (B).

(B) Example of calcium responses (fluorescence changes) in the axon terminals of T4/T5 cells in response to square-wave gratings moving at temporal fre-
quencies of 1 Hz (Bi) and 5 Hz (Bii) in control (black) and after application of CDM (magenta).

(C) Population average of responses of T4/T5 axon terminals to square-wave gratings moving in the PD (up). Application of CDM leads to a shift of the temporal
tuning optimum (Ngont = 36 flies, Ngont = 80 ROIs; N/ngpm = 15/39).

(D and E) Characterization of the temporal-frequency tuning in T4 (D) and T5 dendrites (E). As observed for the axon terminals, application of CDM (magenta) shifts
the temporal-frequency tunings of both T4 and T5 cells to higher frequencies, as compared to control (black) (T4: Neont = 27 flies, Ngont = 52 ROIs, N/ngpm = 9/14;
T5: N/Neont = 18/27, N/ncpm = 7/9).

(F and G) Population average of responses of T4 and T5 axon terminals in the lobula plate to bright (F; T4) and dark edges (G; T5), moving at different velocities, in
control (black) and after application of CDM (magenta) (Neont = 9 flies, Neont 14 = 21, Noont 15 = 37 ROIS; Ncpm = 6, Ncom_ 14 = 16, Ncpm_15 = 17).

Graphs depict the mean. Shaded areas around the line represent +SEM. See also Figure S3.
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significantly shorter time constants. We used the above-deter-
mined spatial receptive fields and response kinetics of the input
elements and asked whether these could predict the responses
of their postsynaptic targets, the elementary motion detector
T4/T5 cells, without the necessity of additional filters or delays
implemented either at the level of the synapses between the in-
puts and the T4/T5 cells or within the dendrites of the T4/T5 cells
itself. In addition, we asked whether the observed shift in the
temporal tuning in T4/T5 cells after application of the octopamine
agonist CDM could be fully explained by the change of filter
properties of the respective input neurons.

Although GCaMP6f has relatively fast kinetics when compared
with other calcium indicators, it still possesses a decay time con-
stant on the order of hundreds of milliseconds [30, 32]—long
enough to significantly prolong the calcium signals of cells that
have temporal dynamics on the same order of magnitude. In
order to correct for this temporal filtering by the calcium indicator
itself, we deconvolved the impulse responses in the frequency
domain with a GCaMP6f low-pass filter (Figures S5 and S6).
These corrected spectra were used as an approximation of the
underlying filter properties of the input cells by fitting first-order
filters to the average corrected frequency responses (Tables
S1and S2). We then used these values as well as the spatial filter
characteristics in our computer simulations of a motion detector.
Because the synaptic transmitters and postsynaptic receptors,
and therefore the sign of the synaptic inputs, are not known,
we decided not to make any assumptions about the sign of the
synapses and ignored the response polarities of the determined
receptive fields in our simulations.

Our simulations were based on a motion detector that com-
bines PD enhancement and ND suppression, resembling a
hybrid of a HR half-detector and a BL detector, as described
in Haag et al. [17] (Figure 1Aiv). In this detector, three inputs
with receptive fields offset by 5° each along the PD axis are
processed such that an enhancing input A on the null side
(left) forms a multiplicative non-linearity with the central,
direct input (B), whereas a suppressing input (C) on the
preferred side (right) implements a divisive non-linearity. The
response of this detector equals the product of the input sig-
nals on the enhancing and the direct arm, divided by the signal
from the suppressing arm (see the Supplemental Experimental
Procedures).

There are 24 possible permutations that map the four input
elements of each pathway onto the three positions of this detec-
tor, each one resulting in a detector with different tuning proper-
ties. Without making any further assumptions, we asked whether
some of these combinations would yield more direction-selec-

tive motion detectors than others. Each simulated detector
was tested with moving square-wave gratings, and the re-
sponses were quantified in three ways (Figure 5A): (1) To assess
how well the particular detector model discriminates between
motion along PD and ND across velocities, we simulated
square-wave gratings moving in PD and ND at different speeds
covering more than three orders of magnitude. From the simu-
lated responses, we calculated a direction selectivity index
(DSI) as the relative difference between PD and ND responses,
averaged over all grating velocities/temporal frequencies.
(2) To judge the frequency tuning, we determined the temporal
frequency evoking the maximum response in PD (temporal-fre-
quency optimum, o). (3) To characterize the direction tuning
beyond PD and ND, emphasizing tuning sharpness, we simu-
lated gratings moving in 12 equally spaced directions at the
fopt Of each detector, as determined above. From those simu-
lated responses, the normalized length of the tuning vector
(Lgir) was calculated [33]. This tuning vector length of the
hybrid detector was furthermore compared with the ones of
the constituting HR and BL modules (Figures 1Ai and 1Aii,
respectively).

In general, detectors with the low-pass filters Mi4 and Mi9 on
both the outer enhancing and suppressing arms, flanking one of
the band-pass elements Mi1 or Tm3, performed extremely well:
they showed a rather high degree of direction selectivity and
tuning sharpness (Figure 5B), in good agreement with the
experimental data from T4 cells (compare with [14]), and their
temporal-frequency optimum matched that of T4 cells as well
(Figure 5B, right; compare with Figures 3C and 3D).

In addition, most combinations with one central low-pass
neuron, Mi4, or, particularly, Mi9, flanked by the two band-
pass elements Mi1 and Tm3, also achieved high direction-
selectivity values. The PD (see arrows in Figure 5B, left) of these
detectors is inverted as a consequence of the position of the
delay in the HR and BL sub-modules. However, when consid-
ering both sub-modules separately (blue and red bars, respec-
tively, in Figure 5B, right), the BL alone showed very low tuning
sharpness (Lgir) and thus contributed little to the hybrid detector.
This affects the tuning specificity of the hybrid detector, as
can be seen when comparing, for example, Tm3xMi9/Mi1 with
Mi9xTm3/Mi4. Both detectors are built on the same HR detector
(using the same cells), but the one that employs Mi4 for the
BL part of the model has a higher tuning sharpness. The same
is true for all other pairs of this kind: given one pair of cells for
the HR module, the implementation that places two low-pass fil-
ters on the outer arms of the detector always has the sharper
tuning.

Figure 4. Activation of Octopamine Receptors Accelerates the Temporal Filters of the ON- and OFF-Pathway Medulla Columnar Elements
(A) Spatial receptive fields of Mi1 (Ai), Tm3 (Aii), Mi4 (Aiii), and Mi9 (Aiv) for vertical (upper left) and horizontal (lower right) white-noise bar stimulation under control
conditions (black traces) and after application of CDM (magenta traces and two-dimensional receptive fields).

(B) Temporal kernels for Mi1 (Bi), Tm3 (Bii), Mi4 (Biii), and Mi9 (Biv) revealing the faster time course after application of CDM (magenta) as compared to control

(black).

(C) Temporal kernels in frequency-space, constructed from the temporal kernels in (B). Application of CDM (magenta) leads to a shift of the center frequency of the
band-pass filters as compared to control (black). (For the measurements of the spatial receptive fields [controls are as in Figure 2]: Mi1: Ngpm = 5, Nncpm = 31; Tm3:
N/ncpm = 6/34; Mid: N/ngpm = 5/38; Mi9: N/ncpwm = 7/37. Again, the temporal kernel results determined from the horizontal and vertical one-dimensional noise

stimuli were pooled, resulting in twice as many measurements.)

(D-F) Analogous to (A)-(C), the spatial receptive fields (Di-Div), temporal kernels (Ei-Eiv), and frequency spectra (Fi-Fiv) of the OFF-pathway elements Tm1, Tm2,
Tm4, and Tm9. (Controls are as in Figure 2; Tm1: CDM: Ncpm = 8, Ncpm = 67; Tm2: N/ngpm = 9/93; Tm4: N/ngpm = 5/28; Tm9: N/ncpw = 5/42.)
Graphs depict the mean. Shaded areas around the line represent +SEM. See also Figure S4 and Tables S1 and S2.
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central (“B”), and suppressing (“C”) input can be occupied by any but different input elements. Those input elements are described by their temporal filtering
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each. The simulated detectors are stimulated with square-wave gratings moving at different temporal frequencies in PD and ND. Middle: the direction selectivity
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938 Current Biology 27, 929-944, April 3, 2017

68



Similarly, detectors thatincorporated two elements with similar
temporal response properties (such as Mi1 and Tm3) ontwo adja-
cent positions tended to perform worse, especially with respect
to the Ly; value, indicating poor tuning sharpness. This can be
easily explained by the fact that both the HR and BL modules of
the hybrid detector rely on temporal differences in their respec-
tive two input arms. Inputs with more similar kinetics thus render
the corresponding module less effective in creating direction
selectivity. In fact, the best detectors were those where both
halves showed high direction selectivities on their own (Figure 5B,
right), provided the PDs of both modules were aligned.

Interestingly, almost all combinations showed a shift in their
tuning toward higher temporal-frequency optima by about a fac-
tor of 2 when the filter properties after application of the octop-
amine agonist CDM were used, matching the experimental
data. As a control that the direction selectivities in our simula-
tions were not dependent on the used deconvolution filter, we
repeated the simulations with the raw temporal kernels derived
from the calcium responses. The same arrangements of input
elements led to the motion detectors with the highest direc-
tion-selectivity values (Figure 5C), consistent with the notion
that it is the relative filter properties that are crucial. Deconvolu-
tion merely changes the temporal frequency of the visual stim-
ulus that leads to the maximum response (Figure 5D).

In the above simulations, we followed an unbiased approach
with all inputs separated by 5°, thus having receptive fields
arising from neighboring neuro-ommatidia. However, electron-
microscopic reconstructions have shown a spatial offset be-
tween Tm3 and Mi1 cells projecting to the same T4 cell of about
1° in this order along the PD of the postsynaptic T4 cell [4]. The
smaller spatial offset could counterbalance the small differences
in temporal kinetics between these cells. Repeating the above
simulations of the three-arm detector under these constraints
still resulted in poorly direction-selective detectors for these
combinations, with Ly, values of 0.38 (for Mi9xTm3/Mi1, as
compared to 0.41 for a 5° offset) or less. In fact, when consid-
ering only a simple two-arm detector (HR or BL type), any detec-
tor that consisted of Tm3 and Mi1 with a spatial offset of 1°
resulted in Ly;, values of less than 0.06 for both types of detectors
(in comparison to 0.13 for a 5° offset).

Although the evidence is weaker for the structure of the motion
detector implementation in T5, we constructed analogous mo-
tion detectors for the OFF pathway with the measured receptive
fields and response kinetics of the columnar inputs onto T5 neu-
rons (Figure 5E). In contrast to the ON pathway, only one out of

the four input elements, Tm9, constitutes a low-pass filter,
whereas the other three, Tm1, Tm2, and Tm4, exhibit band-
pass characteristics. Most input element combinations resulted
in motion detectors with low direction selectivity. Notably, the
highest direction selectivity resulted from detectors with the
low-pass filter Tm9 on the suppressing arm. Naturally, detectors
with the fastest input (principally Tm2) in the central position
flanked by two slower elements achieved higher direction selec-
tivities, as with this arrangement the PDs of the HR and BL sub-
units are aligned. Arrangements with the sole low-pass filter,
Tm9, in the central position resulted in detectors with poor direc-
tional tuning, both measured as DSI across all frequencies and
Lair, resulting from a virtually ineffective BL half (Figure 5E, right).
Interestingly, combinations with the band-pass filters Tm1 and
Tm4 constituting either half of the detector tended to perform
comparatively poorly—and sometimes even showed a complete
breakdown of direction selectivity—in at least one of the simu-
lated physiological states. This can be explained by the fact
that the small differences in the temporal response kinetics of
these neurons were not stable between control and under
CDM (Figure S6). As was seen for the ON pathway, using the
spatiotemporal filters extracted under CDM in the simulations
led to an increase of the temporal-frequency optimum by about
a factor of 2 across all detectors (Figure 5E, middle, magenta
dots). Again, the simulations were robust to the deconvolution
applied to account for the filtering by the calcium indicator (Fig-
ure 5F). The best arrangements were the same irrespective of
whether the raw or deconvolved filters were used, and only the
temporal-frequency optimum was affected (Figure 5G).

Taken together, we find distinctly different response kinetics of
the input elements in both the ON and the OFF pathway, from
band-pass filters to pure low-pass filters. These map naturally
onto hybrid elementary motion detectors implementing PD
enhancement and ND suppression. The best-performing detec-
tors arise when the fastest element occupies the central arm,
flanked by slower inputs on the enhancing and suppressing
arms. In the ON pathway, two low-pass inputs, Mi4 and Mi9,
are found to fill this role. In the OFF pathway, the single low-
pass element, Tm9, appears to be best positioned on the sup-
pressing arm to achieve the highest direction selectivity.

DISCUSSION

To understand how motion detection is implemented on the den-
drites of T4 and T5 cells, we describe in this study the response

of the detector is assessed across all temporal frequencies based on the area under the temporal-frequency tuning curves in PD and ND as the direction
selectivity index: DSI = (EPD — =ND)/ (£PD + ZND). The dotted line indicates the temporal-frequency optimum (fop) for responses in PD. Right: illustration of the
normalized tuning vector length (Lgi) as @ measure for direction selectivity and tuning sharpness. Ly is calculated as the vector sum of all responses according to
the direction of stimulus motion, normalized to the sum of all response vector lengths.

(B-D) Characterization of the simulated motion detectors for the ON pathway.

(B) Direction selectivity (left), temporal-frequency optimum (middle), and normalized tuning vector length (right) for all possible permutations of the four
ON-pathway input elements on the three positions of the simulated detector. The magenta dots indicate the effect of CDM application on direction selectivity
and temporal-frequency tuning resulting from the accelerated temporal filters of the input elements. Arrows indicate the PD with respect to the corresponding
cell arrangements. For the tuning vector length, the hybrid detectors (black open bars) were compared to their constituting HR (“AxB”; blue) and BL modules
(“B/C”; red).

(C and D) Direction-selectivity indices (C) and temporal-frequency optima (D) of all detectors based on the deconvolved filter kernels as shown in (B) plotted
against the detectors based on the raw calcium kernels.

(E-G) Same as (B)—(D) but for the OFF pathway.

See also Figures S5 and S6.

Current Biology 27, 929-944, April 3, 2017 939

CellPress

69



CellPress

properties of the elementary motion detectors in Drosophila, the
T4 and T5 neurons, as well as all of their known columnar synap-
tic input neurons, under two different tuning regimes. With this
comprehensive characterization, we are able to narrow down
the cellular implementation of the motion detectors and suggest
probable wiring diagrams.

All of these input elements possess spatially restricted recep-
tive fields with centers spanning one to two ommatidia. All, with
the exception of the ON-pathway band-pass neuron Tm3, have
pronounced antagonistic surrounds. Particularly for the low-
pass filter elements Mi4 and Mi9, the strong antagonistic sur-
round fully counterbalances the excitatory center. This should
not only eliminate sensitivity to large-field flicker stimuli but
more importantly curtail the otherwise tonic responses of pure
low-pass filters to moving edges, and thus strongly improve
direction selectivity. The locally confined receptive fields are in
agreement with previous studies [18, 20, 34] but in contradiction
to [35], which described Tm9 as a wide-field neuron. In both
pathways, one neuron shows a larger receptive field (Tm3 in
the ON pathway, and Tm4 in the OFF pathway). The larger recep-
tive field sizes of Tm3 [18] and Tm4 neurons are consistent with
the multi-columnar input these neurons receive based on elec-
tron-microscopic reconstructions [4, 5].

All elements of the OFF pathway respond to light OFF in the
center of their receptive fields, consistent with [20]. In the ON
pathway, Mi1, Tm3 [18], and Mi4 analogously show an ON-
center response. Mi9, however, despite being an element in
the ON pathway, responds positively to OFF stimuli. This could
suggest a sign reversal through an inhibitory synapse onto T4.
However, it is not known what neurotransmitter is released by
Mi9, and thus whether it excites or inhibits T4 neurons.

Within each of the two pathways, we find a diversity of tempo-
ral filter characteristics from fast band-pass filters to pure low-
pass filters with slow-sustained responses. These differences
in temporal dynamics make them ideal components for motion
detection without the need of postulating further processing by
slow synaptic signaling or electrotonic filtering within the den-
drites of T4 and T5 cells. Where the response kinetics of these
cells have been previously described, our data are consistent.
In particular, Mi1, Tm3, Tm1, Tm2, and Tm4 have previously
been shown to respond transiently to sustained stimuli, i.e., to
possess band-pass characteristics [18, 20, 34]. Tm3 appears
faster than Mi1 [18] (but see [36]), and Tm2 faster than Tm1
[18, 20, 36]. However, these temporal differences are often
very small. On the other hand, Tm9 in the OFF pathway has
been described as a low-pass filter [20, 35], which matches
our results. In the ON pathway, we find that the previously un-
characterized cell types Mi4 and Mi9 also show pure temporal
low-pass response characteristics. Thus, in both pathways,
input elements with slow-sustained and fast-transient responses
are found, which then converge onto the dendrites of T4 and T5
cells, respectively. Yet the relative distribution differs. In the ON
pathway, two input elements show pure low-pass characteris-
tics (Mi4 and Mi9), whereas in the OFF pathway, Tm9 constitutes
the only pure low-pass filter. Two of the three input elements that
constitute pure low-pass filters, namely Mi9 in the ON and Tm9in
the OFF pathway, receive their lamina input primarily from the
lamina monopolar neuron L3 [37]. As L3 has been shown to
respond in a slower and more sustained fashion [38] than,
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e.g., the transient L2 [10, 11], this could explain the low-pass
characteristics of Mi9 and Tm9. L3, like all lamina neurons,
responds positively to light decrements, and it releases the
excitatory neurotransmitter acetylcholine, explaining the OFF
response of Tm9 and Mi9. The response dynamics of Mi4 are
likely to be heavily shaped by the strong reciprocal connections
with Mi9 [37]. These reciprocal connections, and thus likely the
cells themselves, would have to be inhibitory, as these cells
show opposite response polarities.

Based on the spatial receptive fields and response kinetics,
we could ask which input neurons could play which role in the
motion detector. Previous computer simulations based on the
measured dynamics of Tm cells in the OFF pathway have shown
that most combinations of two elements result in classical (full)
HR detectors with similar temporal tuning optima roughly match-
ing the tuning of tangential cells [20]. In that study, only the com-
bination of Tm2 and Tm4 could be excluded, as their filter time
constants were too similar to each other to result in a functioning
detector. However, subtraction of oppositely tuned half-detec-
tors not only leads to motion opponency but increases direction
selectivity of otherwise poorly tuned half-detectors. Conse-
quently, the tuning of lobula plate tangential cells represents a
rather indirect readout. By comparing simulations of the half-
detector stage with recordings from T4 and T5 neurons, we
can exclude the majority of possible combinations of input ele-
ments based on their temporal-frequency optimum or directional
selectivity (see below).

Based on visual stimulation of single individual columns, T4
neurons have recently been shown to implement both PD
enhancement and ND suppression [17]. The receptive fields of
these interactions are spatially offset along the PD axis in this
order. The corresponding hybrid of an HR half-detector and a
BL detector requires a minimum of three columnar inputs:
a fast central input, flanked by two outer inputs providing signals
that are delayed relative to the central one.

In our computer simulations for the ON pathway (Figure 5),
the majority of detectors with the highest direction selectivity
fall into two groups: (1) the two low-pass filter elements Mi4
and Mi9 on the outer enhancing and suppressing arms, and
either of the fast band-pass elements Mi1 and Tm3 on the cen-
tral arm, matching the above layout, and (2) the inverted
arrangement, with one central low-pass filter, flanked by the
band-pass filter elements Mi1 and Tm3. This also resulted in
an inverted PD.

In the latter case, however, the BL subunit considered alone
contributed very little to the directional tuning (Figure 5B, right),
as the low-pass-filtered central excitatory input tends to outlast
the corresponding suppression from the band-pass outer arm.
This reduces the tuning sharpness of these detectors. Further-
more, this implementation does not match the arrangement of
PD-enhancement and ND-suppression receptive fields along
the PD in this order found for T4 cells [17]. Additionally, this
arrangement would require Mi1 and Tm3 on the outer arms of
the model, which is in stark contrast to their reported 1° spatial
offset [4].

Among the more direction-selective detectors was also one
combination with Tm3 on the central and Mi1 on the suppressing
arm. However, the resulting BL subunit considered alone shows
very poor directional tuning, and the direction selectivity arises
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Figure 6. Proposed Implementation of the
Elementary Motion Detectors in the ON
Pathway

(A) T4 neurons implement both PD enhancement
and ND suppression with receptive fields offset in
this order along the PD axis. This requires one
central fast arm being flanked by two delayed or
stronger low-pass-filtered inputs. The relatively
fast kinetics of Mi1 or Tm3 would suggest either or
both for the central input. Mi4 and Mi9, on the
other hand, show pure low-pass characteristics in
their temporal kernels fitting the requirements of
the two outer arms. The signs of both outer-arm
synapses depend on the arrangement of Mi4 and
Mi9 to accommodate their respective response
polarity and match them to the required enhancing
and suppressive inputs.

(B) Simulated detector responses for gratings
moving across the visual field in 12 different
directions, separated from each other by 30°. Top:
directional tuning for the two sub-modules of this
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detector. Top left: the pure HR (half) detector Mi9xMi1 shows some direction selectivity but has a low tuning sharpness. Top right: the pure BL detector Mi1/Mi4
shows a substantial response in the ND direction (180°). Bottom: directional tuning for the hybrid detector Mi9xMi1/Mi4. This hybrid detector is very sharply tuned
to rightward motion (left), whereas its direction selectivity remains high across stimulus frequencies (right).

virtually exclusively from the HR subunit. Even taking the
reported small anatomical offset of about 1° between these cells
into account [4] did not compensate for the small temporal differ-
ences but actually resulted in even worse directional tuning. This
indicates that sizable differences not only in the temporal but
also in the spatial domain are a prerequisite for direction selec-
tivity. Similar considerations are true for all combinations that
place neurons with similar response kinetics on neighboring
arms. In general, the most effective hybrid detectors result
from combinations of cells that are arranged such that the
respective HR and BL sub-detectors are as direction selective
as possible and aligned in their PD.

For detectors where two low-pass filters flank a central band-
pass filter element, both Mi1 and Tm3 seem feasible to fill the role
of the latter. However, a previous study blocking the synaptic
output of Tm3 found an effect on the response of tangential cells
to moving ON edges only at high but not at low to moderate
velocities [21]. Hence, although we do not exclude a functional
role for Tm3 in ON motion detection, this finding argues against
Tma3 as the (sole) central arm of the detector in the ON pathway,
as the interference especially with the central arm should fully
abolish the detection of motion.

Taken together, an implementation of the ON elementary
motion detector as depicted in Figure 6 seems most likely: Mi1
as the fast central input, flanked by the low-pass elements Mi4
and Mi9 constituting the suppressing and enhancing arm in
either order. Depending on the location, these neurons need to
be either both excitatory or both inhibitory to accommodate their
respective response polarity and fulfill the required role of
enhancing and suppressing input. Considering their opposite
polarity and reciprocal connection, it is more likely that both
neurons are inhibitory. This would place Mi9 on the enhancing
arm (“A” in Figure 6A), and Mi4 on the suppressing arm (“C” in
Figure 6A). Importantly, with the observed range of temporal
response characteristics in the input elements, it is not
necessary to postulate further delays at the synaptic or dendritic
level.

In the OFF pathway, the algorithmic structure of motion detec-
tion is less clear. On the one hand, spatiotemporal receptive field
measurements of T5 neurons reveal excitatory and inhibitory
sub-fields that are offset along the PD axis and appropriately
tilted in space and time to support PD enhancement and ND
suppression [23]. This would suggest a similar architecture as
for T4. On the other hand, other studies have only reported PD
enhancement for T5 [22, 39]. Nevertheless, we performed anal-
ogous simulations based on the measured T5 input kinetics
and receptive fields assuming a similar detector architecture.
The two detectors with the highest direction selectivity incorpo-
rated the low-pass filter, Tm9, into their suppressing arm (Fig-
ure 5E). Lacking a second pure low-pass filter input in the OFF
pathway, the central and enhancing arms were occupied with
band-pass filters. Because the PDs of PD enhancement and
ND suppression need to be aligned, the fastest element of the
combination, principally Tm2, must be located in the central
position. This is also illustrated by the two worst combinations
(Figure 5E, right), where even though the BL module on its own
performs quite well, the oppositely oriented HR module destroys
the direction selectivity of the hybrid detector. As above, hybrid
detectors with the low-pass filter, Tm9, on the central arm
perform poorly, as the constituting BL half contributes little to di-
rection selectivity in those combinations (Figure 5E, right;
e.g., Tm2xTm9/Tm4).

According to our simulations, and if the structure for T5 resem-
bles the hybrid detector proposed for T4, the arrangement of a
central Tm2, flanked on the null side by an enhancing Tm1 and
on the preferred side by a suppressing Tm9 input, achieves by
far the best direction selectivity. This implementation would pre-
dict inhibitory/suppressing input from Tm9 onto T5, which could
be experimentally tested. Consistent with this arrangement, out
of all four T5 columnar inputs, blocking the synaptic output from
Tm4 cells results in the lowest reduction in OFF-edge responses
in tangential cells [20]. Nevertheless, those blocking experiments
indicate that Tm4 plays a role in the detector that awaits
resolving.
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In this study, we have shown that the activation of the octop-
amine system by CDM shifts the temporal-frequency and veloc-
ity tuning of T4 and T5 neurons to higher temporal frequencies/
velocities, mirroring the temporal tuning shift in tangential cells
of the lobula plate observed under active locomotion or octopa-
minergic activation [24-27]. At the level of T4 and T5 neurons,
we find a temporal-frequency optimum of about 1-1.5 Hz for
moving gratings under control conditions, corroborating previ-
ous studies [14, 17, 22]. Application of CDM shifts the tempo-
ral-frequency optimum to 2.5 Hz. T4 and T5 cells show a velocity
optimum for moving edges at 3°/s or lower under control condi-
tions, which shifts to about 12°/s under CDM. The much higher
velocity optimum observed in tangential cells [40] results from
the summation of synaptic inputs from the larger number of T4
and T5 neurons swept by the edge during the same time interval
at higher velocities.

In parallel to the temporal-frequency tuning shift in T4 and T5
neurons, the temporal response properties of the input elements,
in particular of the band-pass filter elements, accelerate. Indeed,
the shift in the tuning of T4 and T5 neurons (Figure 3) can be fully
accounted for by the speeding of their input elements (Figures 4
and 5). This further supports the hypothesis that the temporal
kinetics of the input elements alone, without any further filtering
at the synaptic or T4/T5 dendritic levels, represent the delay
stage of the elementary motion detectors.

Interestingly, we observe that whereas the order of input
elements with respect to their filter characteristics generally re-
mained the same under CDM, Tm1 became faster than Tm4 (Fig-
ure S6). As a consequence, simulated motion detectors using
combinations that relied on temporal differences between these
two cell types suffered a strong reduction or complete break-
down of direction selectivity under CDM (Figure 5). Considering
cell-to-cell variability and such changes under different physio-
logical conditions, detectors relying on small differences in the
dynamics of their input elements [18, 39] will not be robust.

Octopaminergic neurons broadly innervate the optic lobes,
specifically the medulla, lobula, and lobula plate [26, 28, 29].
They activate during flight and are necessary and sufficient for
the observed change in the temporal tuning profile of tangential
cells [26]. Although the molecular and cellular mechanisms of
action on the medulla neurons and T4/T5 cells, as well as the pre-
cise physiological activation of the octopamine system, are
beyond the scope of this study, a few points are worth noting.
Four different types of octopamine receptors exist in Drosophila
that are all G protein-coupled receptors but act via different
pathways and thus will have different effects [41, 42]. Of those
four types, only the octopamine receptors Oamb and to a lesser
degree Oct1BR appear to be expressed in the optic lobes [42].
The expression pattern of these octopamine receptors is not
known at the cellular level. Considering that all input elements
in both the ON and the OFF pathway are accelerated in their
responses, albeit to different degrees, it is entirely possible
that those changes are indirect and inherited from neurons in
the lamina or even the retina. For example, an accelerated
response in L1 and L2, and to a smaller degree in L3, could
explain the observed response changes in the medulla neurons
described here. So far, octopaminergic neurons have not been
shown to innervate the retina and lamina directly [26, 28, 29],
yet octopamine might nevertheless directly or indirectly affect
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photoreceptors or lamina neurons. For example, lamina wide-
field neurons, projecting from the medulla back into the lamina
and forming synaptic inputs to lamina neurons [43], are modu-
lated by the behavioral state and octopamine signaling [44].
Although it cannot be excluded that octopamine acts at multiple
levels, including on T4/T5 neurons directly, we have shown that
the observed tuning shift in T4/T5 neurons can be fully ac-
counted for by the changes in the temporal dynamics of their
input elements.

Pharmacological activation, like any optogenetic or other
exogenous activation of the octopamine system, is unlikely to
capture all subtleties of the physiological changes during active
locomotion, yet it can serve as a tool to manipulate the tuning of
the visual motion detection system. At the same time, consid-
ering the match between pharmacological manipulation and
physiological state changes observed at the level of lobula plate
tangential cells [24-26], it is highly likely that the speeding of the
filter characteristics in the medulla neurons described here is
relevant under physiological conditions.

We have shown that it is possible to construct a hybrid HR/BL
detector (as proposed in [17]) with the measured filters for the
cellular elements for both the ON and the OFF pathway across
different network states. From these, we can predict anatomical
arrangements that would give rise to the observed response
characteristics of the elementary motion detectors. Although
we cannot rule out additional synaptic or dendritic filter mecha-
nisms, we show that the temporal dynamics of the input ele-
ments alone are sufficient to explain the response properties of
the elementary motion detectors across different tuning regimes.
Future studies using the genetic toolbox of Drosophila to activate
or block individual input neurons and studying the effects on
visual responses in the T4 and T5 cells, as well as neurotrans-
mitter and receptor expression pattern analyses and electron-
microscopic reconstructions of the wiring, will be required to
verify and further confine the proposed circuitry.

EXPERIMENTAL PROCEDURES

Experimental procedures are described in detail in the Supplemental Experi-
mental Procedures.
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Figure S1. Related to Figure 2. Example acquisition of spatiotemporal receptive fields via
stochastic stimulation and reverse correlation of calcium signals for the neurons Tm9 and
Mi4.

(A) 2-photon image from a fly expressing GCaMP6f in Tm9 axon terminals in the lobula.
Highlighted in color are seven manually drawn regions of interest (ROls) around individual
terminals from neighboring columns.

(B) Snapshot of one frame of the one-dimensional horizontal noise stimulus.

(C) Calcium trace from a single ROl in response to 10 minutes of white noise stimulation.

(D) Spatiotemporal receptive fields obtained by reverse correlation of the calcium signals in
each ROI with the stimulus.

(E) Cross-sections through the receptive fields along the space axis reflecting the retinotopic
organisation of the lobula.

(F) Cross-sections through the receptive fields along the temporal axis revealing the low-pass
characteristics of Tm9.

(G-J) Same for Mi4.
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Figure S2. Related to Figure 2. Prediction of calcium responses in Tm9 and Mi1 terminals
from the linear spatiotemporal receptive fields.

(A) Schematic of the model. The linear prediction of individual axon terminal responses (of Tm9
or Mi1) to a white noise stimulus is given by the convolution of the stimulus with the respective
spatio-temporal receptive field of the cell. A linear-nonlinear model (LN) is built by remapping
the output of the linear prediction with a static nonlinearity.

(Bi) Actual response of an exemplary Tm9 axon terminal (black) and the prediction of the LN
model (red). (Bii) Scatter plot of the linear prediction against the actual response for all cells
recorded. The static nonlinearity (red) is obtained by averaging the point cloud within discrete
bins along the x-axis for each axon terminal. (Biii) Coefficient of determination for the linear
model (L, black) and the linear-nonlinear model (LN, red). The linear model prediction alone
accounted for 60% and the LN model for 62% of the response variance. Circles represent meas-
urements of individual terminals, the bar shows the standard deviation and the mean among all
cells measured (N =4, n=22).

(C) Same as in (B), but for Mi1 (N = 4, n = 78). The L model alone accounted for 59% and the LN
model for 61% of the response variance.
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Figure S3. Related to Figure 3. Temporal frequency tunings of lobula plate tangential
cells change with the application of the octopamine agonist CDM.

(A) Voltage responses of HS and VS tangential cells in the lobula plate (population average, N
= 15 flies, n=15 cells) to square-wave gratings moving in the preferred or null direction in
control (black) and after application of CDM (magenta) for gratings moving at a temporal
frequency of 1 Hz (left) or 5 Hz (right). The period of motion of the grating is indicated by the
grey-shaded region.

(B) Average voltage responses over the stimulation period for square-wave gratings at differ-
ent temporal frequencies. Responses, measured as average voltage deflections over the
whole stimulus period, peaked at 0.5 Hz in both the preferred (as maximum average depolari-
zation) and null (@as maximum average hyperpolarization) direction. Application of the octo-
pamine agonist chlordimeform (CDM; magenta) at a final concentration of 20 uM resulted in
increased responses to higher temporal frequencies from 2-20 Hz.
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Figure S4. Related to Figure 2 and 4. Analysis of the temporal filters of the inputs to T4 and
T5.

(A) T4 inputs. We quantified the shape of the temporal filters, as well as their change after
application of CDM, by three measures (B): the time-to-peak for the first peak (t(l)peak, (Ai))
and, for the biphasic filter kernels of band-pass filters, to the second peak (t(z)peak, (Aii)), as
well as the full-width at half-maximum for the first peak (Wpeak, (Aiii)) of the temporal kernel.
Measurements after application of CDM are presented in a darker color shade (right bars)
than for the control condition (left bars) of the respective cell. Statistical comparisons
between control and CDM condition (based on a paired t-test) are shown in (Aiv), highlighted
in red color when statistical significance is observed (with a gradient in the red nuance from
light to dark red indicating p values of p<0.05, p<0.01 and p<0.001).

(C) Same, for T5 inputs.
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Figure S5. Related to Figure 5. Model fitting on the frequency spectra of the ON pathway
elements.

(Ai) Frequency spectrum derived from calcium imaging experiments for the ON pathway columnar
neurons Mi1, Tm3, Mi4, Mi9. (Aii) Frequency spectrum after deconvolution with a low-pass filter repre-
senting the dynamics of the calcium indicator GCaMP6f. Dashed lines represent the fitted frequency
responses of 1st order band-pass or low-pass filters.

(Bi, Bii) Like (Ai, Aii), for the spectra determined from the recordings after application of CDM.
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Figure S6. Related to Figure 5. Model fitting on the temporal filter frequency spectra of the OFF
pathway elements.

(Ai) Measured frequency spectra based on calcium imaging experiments for the OFF pathway
elements Tm1, Tm2, Tm4 and Tm9. (Aii) Frequency spectra after deconvolution with a filter describing

the dynamics of the calcium indicator. Dashed lines represent the fitted frequency responses of 1st
order band-pass or low-pass filters.

(Bi, Bii) Same as (Ai, Aii), after application of CDM.
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Supplemental Experimental Procedures
Flies/preparation

Flies were raised and kept on standard cornmeal-agar medium on a 12 hour light/12 hour dark
cycle at 25°C and 60% humidity. For patch-clamp recordings from tangential cells, Canton S
flies were used. For calcium imaging experiments, the genetically-encoded calcium indicators
GCaMPo6f or GCaMP6m [S1] were expressed using the Gal4/UAS- or LexA/lexAop-system in
cell-type specific driver lines, resulting in the following genotypes:

Short name Genotype

Mil>GCo6f w-; RI9F01-AD/UAS-GCaMPo6f; R71D01-DBD/UAS-GCaMP6f
Tm3>GCo6f w-; UAS-GCaMPo6f; RI3E12-Gal4

Mid>GC6f w-; R48A07-AD/UAS-GCaMP6f; R13F11-DBD/UAS-GCaMP6f
Mi9>GC6f w-; R48A07-AD/UAS-GCaMPo6f; VT046779-DBD/UAS-GCaMP6f
Tm1>GCo6f w-; UAS-GCaMPo6f; VT12717-Gal4

Tm2>GCo6f w-; UAS-GCaMPo6f; VT12282-Gal4

Tm4>GCo6f w-; UAS-GCaMPO6f; R35H01-Gal4

Tm9>GCo6f w-; UAS-GCaMPo6f; VT65303-Gal4

T4/T5>GC6m | w-; Sp/Cy0O ; VT50384-lexA, lexAop-GCaMP6m/TM6b

The transgenic fly lines driving split-Gal4 expression in the medulla neurons Mil, Mi4 and
Mi9, respectively, were generated and will be described in [S2] (with the Mil driver line
corresponding to their transgenic fly line SS00809, Mi4 to SS01019, and Mi9 to SS02432).

For electrophysiological and calcium imaging experiments, flies were prepared as previously
described [S3, S4]. Briefly, flies were anaesthetized on ice or with CO,, fixed with their backs,
legs and wings to a Plexiglas holder with the back of the head exposed to a recording chamber
filled with fly external solution. The cuticula at the back of the head on one side was cut away
with a fine hypodermic needle and removed together with muscles and air sacks covering the
underlying optic lobe. To gain access to tangential cells for electrophysiological recordings, the
neurolemma covering the brain was partially digested by applying 0.5mg/ml collagenase IV
(Gibco) with a glass electrode to the brain until the tangential cell somata were exposed. Where
indicated, the octopamine agonist chlordimeform (CDM, Sigma Aldrich) was added as a 2mM
stock solution (in external solution) directly to the bath to yield a final concentration of 20 M.
Diffusion was allowed for 15 min before recordings recommenced.

Patch-clamp recordings from vertical and horizontal system tangential cells were performed
as previously described [S4].

2-Photon calcium imaging

Calcium imaging was performed on custom-built 2-photon microscopes as previously
described [S3] controlled with the Scanlmage software in Matlab [S5]. Acquisition rates were
between 3.8 and 15 Hz, image resolution between 64x64 and 128x128 pixels. Before starting
the acquisition, we verified that the receptive fields of the cells were located on the stimulus
arena by showing a search stimulus consisting of moving gratings.



Visual stimulation

For the study of visual responses of lobula plate tangential cells and T4/T5 neurons, visual
stimuli were presented on an LED arena, based on a design by [S6], covering approximately
180° in azimuth and 90° in elevation. Stimuli covered the whole extent of the arena and were
presented at full contrast. Square-wave gratings had a spatial wavelength of 24°, and moved
with velocities of 1.2-480°/s in the preferred and null direction, corresponding to temporal
frequencies ranging from 0.05 to 20°/s. Single stimulation periods of moving gratings lasted
for 3.8 s, separated by periods of 5 s where the grating remained stationary. For the edge
velocity tuning, bright or dark edges of full contrast were presented, moving at velocities of 3
to 300 °/s in the preferred (up) and null direction (down) of T4c/T5c neurons, separated by 6 s.
All stimuli were presented in a pseudo-random order with 3-5 repetitions per stimulus.

The spatio-temporal response properties of the Mi and Tm columnar input elements were
determined on a custom-built projector-based arena that allowed for greater stimulus
flexibility. Stimuli were projected with 2 commercial micro-projectors (TI DLP Lightcrafter
3000) onto the back of an opaque cylindrical screen covering 180° in azimuth and 105° in
elevation of the fly’s visual field. The projectors were programmed to use only the green LED
(OSRAM L CG H9RN) which emits light between 500nm to 600nm wavelength. This
increased the refresh rate from 60 to 180 Hz (at 8 bit color depth). To prevent overlap between
the spectra of the GCaMP signal and the arena light, we placed two long-pass filters (Thorlabs
FELO0550 and FGL550) in front of each projector restricting the stimulus light to wavelengths
above 550nm. A band-pass filter in front of the photomultiplier (Brightline 520/35) allowed
only the portion of the light within the GCaMP emission spectrum to be detected. Additional
shielding of stray light from the arena with black foil effectively suppressed any leak of the
arena light into the photomultiplier signal. The maximum luminance achieved by our
stimulation system is 276 + 48 cd/m?. For all stimuli used here, we set the medium brightness
to a 8-bit grayscale value of 50, which corresponds to a medium luminance of 55 + 11 c¢d/m?.

Stimuli were rendered using a custom written software in Python 2.7. To account for the
curvature of the arena screen, our software pre-distorts the generated images such that the
projected image appears as a regular grating on the screen. For that, the software takes
advantage of functions from Panda3D, a framework for 3D rendering for Python.

Gaussian noise stimulus

To generate the horizontal white noise stimulus, we partitioned the cylindrical screen into 64
bars, so that each bar covered an angle of approximately 2.8° in azimuth. For each bar, samples
were drawn at a frame rate of 60 Hz from a Gaussian distribution, so that the standard deviation
was at 25% contrast around a mean intensity value of 50 on the 8-bit grayscale of the display
devices. We then filtered the random samples for each bar with a Gaussian filter with a standard
deviation of 5 Hz in the frequency domain which leads to a stimulus auto-correlation function
that is a Gaussian with approximately 45ms standard deviation. Since the calcium indicator
dynamics of GCaMP and the data acquisition frame rate (12 Hz in this case) place a lower
bound on the temporal precision of the signal we can extract from calcium imaging
experiments, we restricted the frequency content of the stimulus in this way to the relevant
domain. The whole stimulus sequence was 10 minutes long and was exported as a video file in
H.264 format with lossless compression. For the vertical noise the same stimulus was rotated
by 90° and scaled such that 54 bars covered the height of the screen, accounting for the aspect
ratio of the screen being approximately 1.2.
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Data acquisition and analysis

Data analysis was performed offline using custom-written routines in Matlab and Python 2.7
(with the SciPy and OpenCV-Python Libraries).

For the electrophysiological experiments, baseline-subtracted voltage responses of tangential
cells were averaged across trials, and the response to gratings was quantified as the average
voltage over the whole period of the respective stimulus presentation. Preferred direction was
front-to-back for HS and down for VS cells, null direction the corresponding opposite direction.
For Suppl. Figure S3 voltage responses over the individual stimuli were averaged across all
cells.

Calcium imaging: Images were automatically registered using vertical and horizontal
translations to correct for the movement of the brain. Fluorescence changes (AF/F values) were
then calculated by dividing every registered frame by the average of the registered first 5 images
of the recording. Regions of interest (ROIs) were selected on the average raw image by hand:
in layer 10 of the medulla for the ON, in the lobula for the OFF pathway elements, outlining
single terminals. For T4 and T5 neurons, ROIs were routinely chosen in the lobula plate,
encompassing small regions with single to few axon terminals, or selected to cover single
neurites between medulla or lobula and lobula plate. For Figure 3D&E, ROIs were drawn in
the medulla for T4 and in the lobula for T5 neurons to separate those 2 cell types. Averaging
the fluorescence change over this ROI in space resulted in a AF/F time course. Neuronal
responses were quantified as the maximum AF/F value over the stimulation period plus the
subsequent 0.5 s, subtracted by the average of the baseline period covering the 2 frames before
the respective stimulus onset. To average across cells/ROlIs, responses were first normalized to
the maximum response of each ROI to the corresponding stimulus set. For edges, normalization
was performed separately to ON and OFF stimuli to take any selection bias for T4 or T5 cells
within the ROI into account.

White noise reverse-correlation

For the input elements, spatio-temporal receptive fields were calculated following standard
reverse-correlation methods (Figure S1) [S7, S8]. First, the mean value was subtracted from the
raw signals of single ROIs by using a low-pass filtered version of the signal (Gaussian filter
with 120 seconds standard deviation) as a baseline for a AF/F-like representation of the signal.
This effectively removed slow baseline fluctuations caused by bleaching and very slow changes
in the average calcium level from the signals.

We then calculated the stimulus-response reverse correlation function

T
K(x, 1) = f dt S(x,t — 1) - R(t)
0

where S denotes the stimulus and R the response of the neuron.

The resulting spatiotemporal fields were normalized in z-score and as a quality control only
receptive fields with peak amplitudes above 10 standard deviations from the mean were taken
for further analysis (for Mi9 the threshold was lowered to 7). Cross-sections through the
receptive fields along the space axis were fit with a Gaussian function to determine the position
of the peak.



Since one imaging frame is built up continuously over one sample time, ROIs lying at different
y-coordinates in the image will in fact be imaged at slightly different times. Since the stimulus
is presented at a higher frame rate of 60 Hz, this leads to a notable peak shift between the
impulse responses of different ROIs. We corrected for this by translating the spatiotemporal
receptive field of each ROI by a) the time difference between the start of a frame and the
effective sampling point estimated by the y-coordinate of the center of mass of the respective
ROI and b) the start time of the white noise stimulus within the very first frame acquired during
stimulation.

Spatio-temporal receptive fields resulting from different ROIs (that were retinotopically
shifted) were then centered about each other to generate a mean receptive field. To ensure
receptive fields of input elements were fully covered, cells with a receptive field center less
than 10 pixels (28°) from the edge of the arena were excluded.

Frozen noise

Filter kernels were validated by testing their ability to predict the neuronal responses from the
stimulus. For this, neurons were again stimulated with a white-noise stimulus, only this time
part of the stimulus consisted of 15 repetitions (each 30 seconds long) of a white-noise sequence
(‘frozen noise’) to eliminate noise in the neuronal responses. As above, spatio-temporal filter
kernels were then reconstructed from responses to single repetition stimulus sequences (20
minutes long). Analogously to above, only receptive fields with a peak higher than 20 standard
deviations were included for further analysis. Subsequently the averaged response during the
held-out test portion of the stimulus was predicted for each recorded cell individually. Linear
predictions were obtained by convolution of the spatio-temporal filter kernels with the frozen
noise stimulus along the time axis. Filter kernels were thresholded versions of the spatio-
temporal receptive fields (all values below 5% of the peak amplitude as well as regions further
away than 15° from the receptive field center were set to zero). Both, the predicted response
trace and the actual mean response to the frozen noise stimulus, were normalized in z-score in
order to make different cells with varying calcium indicator expression levels and therefore
different absolute signal values comparable. The static nonlinearity for the LN model was
estimated for each cell by averaging all values from the actual mean response corresponding to
values of the predicted response within bins of size 0.5 from -2.5 to +2.5 z-score (see scatter
plots Bii and Cii in Suppl. Figure S2). Prediction accuracy of the linear filter was assessed
through the correlation of the predicted versus actual response of the neuron [S9].

Spatial receptive field model

The one-dimensional spatial receptive fields (Figure 2 E-H and K-N, top and right) are cross-
sections through the peak of the spatiotemporal receptive fields along the space axis and are
averaged over the 12 samples (200ms) around the peak. For almost all columnar neurons
measured we found a small-field, antagonistic center-surround organization of the spatial
receptive field using both the horizontal and the vertical white noise stimulus.

Mathematically, receptive fields of this kind can be described as a difference of Gaussians
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without loss of generality for the horizontal one-dimensional receptive field along the azimuth
¢. Here, o,., and oy, are the standard deviations of center and surround, respectively, and
Aver = Agyr/Acen denotes the relative strength of the surround in relation to the amplitude of
the center Gaussian (which is normalized to 1).

To reconstruct a two-dimensional receptive field from the measured one-dimensional
projections, we chose the same mathematical approach as above, only in 2D:

(p2+92) (p2+92)

RE,p(p,9) =€ 20cen’ —App e 20’

For simplicity, throughout the analysis we used the small-angle approximation tand = 9 for
the vertical axis or the elevation 9 even if receptive fields span angles larger than 5°. Thus, we
neglected perspective distortions induced by the arena screen not being spherical, but
cylindrical. Accounting for additional distortions induced by the relative displacement of the
fly’s body in relation to the elevation of the receptive field on the arena would require even
more detailed mathematical description, yet we did not observe any severe irregularities in the
spatial receptive fields.

It is important to note that receptive field estimation via a one-dimensional stimulus as
performed here yields in fact a projection of the underlying two-dimensional spatial receptive
field:

[o9]

RF;p(9) :f RF,p (@, 9)dy

— 00

Hence, we fitted the above function RF,p (@, ) such that its projections along the horizontal
and vertical axis would agree with the given one-dimensional receptive field projections
measured via reverse correlation. The fitting procedure was implemented using standard least-
square algorithms (SciPy 0.16.1). The resulting values for A,.;, 0. and oy, and the
corresponding coefficients of the fit are given in Table S1 and S2 for each neuron type.

Temporal filter model

The time-reversed impulse responses shown in Figure 2&4 are cross-sections through the center
of the spatiotemporal receptive fields along the time axis and are averaged over the three center
pixels. For the frequency domain representations in Figure 2&4, impulse responses were
Fourier-transformed, averaged, and the resulting amplitude spectrum (absolute value) was
divided by the power spectrum of the stimulus for frequencies below 5.5 Hz (below the Nyquist
frequency). This is equivalent to deconvolving the impulse response with the stimulus auto-
correlation and thereby correcting for non-white input signals [S7]. All frequency-space-
representations are plotted on a double logarithmic scale expressing all signal gains in decibel
according to convention in filter theory.

The complicated relationships between calcium, calcium indicator, voltage and
neurotransmitter release of a cell render it impossible to precisely characterize each of these
aspects having access to only the calcium indicator fluorescence as a read-out. However, we
can assume under certain conditions that the calcium indicator itself essentially acts as a simple
low-pass filter on the calcium signal [S10], which is a kind of distortion that we are able to
correct for by applying deconvolution.



GCaMPe6f is designed to have especially fast kinetics. However, we can find decay constants
in the order of several hundreds milliseconds that vary depending on the system under
observation [S1]. As an approximation we chose a time constant of 350 ms for a plausible low-
pass filter that distorted the calcium signals in our system, which lies in the range of reported
decay constants for GCaMP6f [S1, S11].

We corrected the frequency domain representations of the temporal filters of all cells by
dividing the spectra with the frequency response of a 1* order low-pass filter with this time
constant. Since this was restricted to frequencies below the Nyquist frequency, we did not have
to apply additional techniques to avoid the impact of poor signal-to-noise ratios at higher
frequencies.

For quantitative description and further simulations, we sought to describe the response
characteristic of each cell under each condition with a simplified model that catches the main
properties. For that, we fitted simple 1* order filters to the corrected frequency responses of all
cells. We did this separately for each condition, i.e. for control and CDM condition and for the
raw filters (corrected by the stimulus power spectrum only) and the deconvolved filters
(corrected by the GCaMP filter) respectively.

In particular, we approximated Mil, Tm3, Tm1, Tm2 and Tm4 as band-pass filters and fitted a
band-pass model consisting of a 1% order high-pass and a 1" order low-pass filter to the
frequency responses (Figures S5, S6). The band-pass model was parametrized by a
multiplicative amplitude and the two time constants of the filters. Parameters were optimized
using a standard implementation of the Levenberg-Marquardt algorithm (SciPy). Similarly,
Mi4, Mi9 and Tm9 frequency responses were fit using a 1* order low-pass filter model.

Computational modeling

Neural simulations (Figure 5 and 6) were based on a motion detector that combines preferred-
direction enhancement and null-direction suppression, resembling a hybrid of a Hassenstein-
Reichardt half-detector and a Barlow-Levick detector, as suggested in [S12].

Stimuli were simulated in a 2-dimensional space covering 90° in both azimuth and elevation
with 1° resolution. Each hypothetical motion (half-)detector had three neighboring input lines
(termed A, B and C) which were offset by 5° from each other along the horizontal axis (for
simplicity). Each input line consisted of a spatial and a temporal filter that was applied to the
stimulus before further processing. The spatial filter was modeled as a 2D convolution with a
Mexican hat filter kernel using the above definition (see “Spatial receptive field model”) and
the fitted parameters from table S1 and S2. The temporal filter consisted of either a 1** order
band-pass or as a 1* order low-pass filter with the time constants from the table correspondingly.
Subsequent rectification simulated the polarity selectivity of the input lines to the downstream
motion detector. To implement the nonlinear interaction between the three input lines in the
most simplified, we modelled the nonlinear action as A - B/(C + 0.1) involving only one free
parameter to avoid division by zero. 270 of these elementary motion detectors were arranged
on a 2-dimensional grid, separated by 5° from each other.

To evaluate the performance and tuning of the simulated detectors across stimulus frequencies,
we measured the mean response of the simulated (half-)detectors to moving gratings at different
speeds. Vertically oriented square wave gratings of 24° wavelength were swept over the
detector array with 50 different velocities corresponding to 50 different contrast frequencies
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logarithmically spaced between 0.01 Hz and 20 Hz. The gratings moved for 5s to the right
followed by a pause of 0.5s and 5s of motion in the opposite direction. The time step for all
simulations was 10 ms. The direction of the stimulus that elicited the strongest response across
all frequencies was termed the preferred direction (PD) of the respective motion detector.
Consequently, the other direction was the null direction (ND).

The direction selectivity of the resulting tuning curve was evaluated by defining a direction
selectivity index (DSI)

psy = PP —LND
2. PD+YND

where the sum goes over all frequencies simulated. This definition produces DSI values
between 0 and 1, where 1 means perfect, and O means no direction selectivity. Secondly, the
optimal frequency f,,, was defined as the stimulus frequency that elicited the strongest
response in PD direction.

The above measure only quantifies the response difference between the two opposing directions
of motion along the main axis of the detector. However, it cannot distinguish between detectors
that differ in their response properties to intermediate directions of motion. Hence, we
additionally assessed the directional tuning specificity of each detector by measuring its
response to differently oriented moving gratings. We stimulated the model with square wave
gratings of 24° wavelength, rotated by different angles from 0° to 360° in steps of 30°, and
measured the mean response of the detector array at the optimal frequency f,,, as determined
above. From the corresponding simulated responses, the direction selectivity was quantified as
the length of the normalized response vector:

2o V(@)
Yolv (@)l

Ldir -

where U(¢) is a vector proportionally scaled with the mean detector response and pointing in
the corresponding stimulus direction of motion given by the rotation angle ¢ of the stimulus.
This quantity Lg;,- has been suggested as a robust measure of direction selectivity that includes
both relative response magnitude and tuning width of a direction selective neuron [S13].

For the bar plots in Figure SB&E (right column) the simulations were repeated also for all
possible implementations of a two-arm detector whose nonlinear interaction was either
modelled as A - B for a classical Hassenstein-Reichardt-(half-)detector or as B/(C + 0.1) for a
Barlow-Levick-detector.

All simulations were performed using Python 2.7.

Statistics

Throughout this article, values are reported as mean + standard error (SEM). In order to quantify
the significance of the effect of CDM application on the temporal response characteristics of
the medulla cells, we defined three different measures for the impulse responses: a) the time to

the first peak tz()?ak is the time between the onset of the impulse response (defined as the time

when it has reached 15% of its maximum value) and the time when it has reached its maximum
©)

pea
the impulse response and the peak of the subsequent undershoot or overshoot, which is defined
only for the band-pass filters; ¢) lastly, we defined a peak width w,,,, as the width of the first

value; b) the time to the second peak ¢, is similarly defined as the time between the onset of



peak at half maximum. We quantified these values for each fly and tested the change between
control and CDM condition for significance using a paired t-test.
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Asymmetry of Drosophila ON and OFF motion
detectors enhances real-world velocity estimation

Aljoscha Leonhardt!3, Georg Ammer!>3, Matthias Meier!, Etienne Serbe!, Armin Bahl»2 & Alexander Borst!

The reliable estimation of motion across varied surroundings represents a survival-critical task for sighted animals. How neural
circuits have adapted to the particular demands of natural environments, however, is not well understood. We explored this
question in the visual system of Drosophila melanogaster. Here, as in many mammalian retinas, motion is computed in parallel
streams for brightness increments (ON) and decrements (OFF). When genetically isolated, ON and OFF pathways proved equally
capable of accurately matching walking responses to realistic motion. To our surprise, detailed characterization of their functional
tuning properties through in vivo calcium imaging and electrophysiology revealed stark differences in temporal tuning between
ON and OFF channels. We trained an in silico motion estimation model on natural scenes and discovered that our optimized
detector exhibited differences similar to those of the biological system. Thus, functional ON-OFF asymmetries in fly visual
circuitry may reflect ON-OFF asymmetries in natural environments.

Motion cues resulting from movement through space constitute an
important source of information about the external world, supporting
course stabilization, navigation or tracking of landmarks!. Biological
motion detectors have evolved in environments of astounding com-
plexity. Visual landscapes from which animals derive such cues are
cluttered and produce rapidly fluctuating signals. Exploiting a priori
knowledge about scene features is therefore critical for organisms to
reliably extract the spatiotemporal correlations that indicate motion.
Basic statistical properties such as the shape of power spectra are
known to be conserved between natural scenes?. Higher order fea-
tures such as textures, edges or contrast distributions yield additional
cues and exhibit consistent statistics across visual environments.
Examples of neural adaptation to natural scene statistics abound,
operating at various levels of visual processing hierarchies®~’.

Segregated processing of positive (ON) and negative (OFF) changes
in sensory magnitude is a common trait among modalities ranging
from olfaction to motion detection in the insect and mammalian
visual systems!$9. Splitting time-varying signals into two streams,
covering opposite directions of change, is thought to confer various
advantages to sensory circuits. For instance, ON-OFF systems maxi-
mize information transfer when resources are constrained®. In the
case of motion detection, the ON-OFF split may drastically simplify
the biophysical implementation of operations such as sign-correct
multiplication!®11,

Luminance distributions in real-world environments are heavily
asymmetric with regard to positive and negative contrast®!2. Visual
systems take this into account: in the mammalian retina, for example,
more ganglion cells are dedicated to processing negative than positive
spatial contrast, consistent with naturally encountered skewness!3.
Theoretical studies on motion detection have proposed that, in ON-OFF
asymmetric environments, higher order correlations carry valuable

information about scene motion'*. Indeed, flies and humans alike
appear to be capable of extracting higher order cues!>1°, suggesting
that both apply this strategy for motion estimation. However, little
is known about the neural mechanism by which either visual system
gains access to higher order correlations.

As a result of the availability of powerful genetic tools and extensive
connectomic!®17 as well as functional!8-24 characterizations, knowl-
edge about the neural substrate of Drosophila motion detectors has
grown exponentially in recent years®. Briefly, signals impinging on the
photoreceptors are split into two polarity-specific channels, with one
processing brightness increases (from L1 to T4 via at least Mil and
Tm3) and the other processing brightness decreases (from L2, L3 and
L4 to T5 via Tm1, Tm2, Tm4 and Tm9). Local ON and OFF motion
signals are then extracted on the dendrites of T4 and T5, respectively,
in a manner that is well explained by the Hassenstein-Reichardt cor-
relation model®!1:21, Large tangential cells in the lobula plate pool
these signals and influence behavioral output!-%2526,

Given the ON-OFF asymmetries encountered in natural environ-
ments, we set out to determine how the specific features of natural
scenes have shaped ON and OFF motion detectors in the fly visual
system. In contradistinction to previous studies, we were able to
directly assess the behavioral performance of neural pathways by
isolating them genetically. We found that asymmetries of natural
environments had direct correspondence in tuning asymmetries
of the fly motion detection system.

RESULTS

ON and OFF motion detectors reliably estimate velocity

Flies react to visual wide-field motion by turning with the environ-
ment!1%27. During navigation, this optomotor response stabilizes the
animal’s course in the face of external perturbations or internal noise.
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Massachusetts, USA. 3These authors contributed equally to this work. Correspondence should be addressed to A.L. (leonhardt@neuro.mpg.de).

Received 19 November 2015; accepted 29 January 2016; published online 29 February 2016; corrected online 7 March 2016 (details online); doi:10.1038/nn.4262

706

VOLUME 19 | NUMBER 5 | MAY 2016 NATURE NEUROSCIENCE

97



© 2016 Nature America, Inc. All rights reserved.

®

Figure 1 Flies stabilize their path in naturalistic a
environments using a combination of ON

and OFF motion detectors. (a) lllustration

of behavioral setup. Tethered flies walk in a
virtual closed-loop environment. During certain
time periods, their trajectories are perturbed
externally. (b) Path stabilization under different
contrast conditions. Retinal velocity describes
environment rotation relative to the fly's eye.
During epochs shaded in gray, a constant
rotation bias of 80° s-1 was added. Upper
dashed line indicates imposed velocity.

Control flies (TNT control in black, N=19;
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T4/T5 control in gray, N = 12) reduced the imposed retinal velocity effectively whereas T4/T5 block flies (in green, N = 13) did not. Left,
unmodified image contrast. Right, artificial reduction of root-mean-square (RMS) contrast to 12.5% of initial value. Exact genotypes are listed

in Supplementary Table 1. (c) Quantification of stabilization performance across contrasts. Retinal velocity was averaged between 2 and 3 s.
Dashed lines correspond to zero and full correction of the perturbation. Shaded areas around traces and vertical bars signify bootstrapped 68%
confidence intervals around the mean. Asterisks indicate significant differences of block flies from both genotype controls after Bonferroni-corrected
two-tailed t tests (* P < 0.05); exact test statistics are reported in Supplementary Table 2.

Any deviation from a straight path results in retinal flow that is coun-
teracted by matching direction and, ideally, velocity of perceived drift
through locomotion. Responses of behaving fruit flies and wide-field
motion-sensitive neurons to simplified motion stimuli such as sinusoidal
gratings have been studied extensively?7-28. Tethered flying flies placed
in such artificial environments do indeed correct for externally applied
biases?®. However, flies generally solve this problem in vastly more com-
plex environments. So far, nothing is known about the quantitative extent
of their ability to perform path stabilization in naturalistic contexts.

We addressed this question by allowing tethered flies to stabilize
their walking trajectories in virtual environments. To cover many
possible surroundings, we generated a library of panoramic images
spanning the entire visual field of the fly. Randomly selected images
were projected onto a virtual cylinder whose orientation was con-
trolled in closed loop through the angular trajectory of flies walking
on an air-suspended ball (Fig. 1a). In addition, we superimposed
fixed-velocity rotations and recorded the relative motion between
the fly and its environment. Our approach therefore simulated trans-
lation-free walking through a distant visual scene in the presence
of external course perturbations. As expected, control flies actively
reduced retinal slip speed by rotating in the direction of and with
similar velocity as their visual environment (Fig. 1b). A combination
of neural, motor and setup-intrinsic delays resulted in characteristic
over- and undershoots on the order of hundreds of milliseconds, trail-
ing both onset and offset of the motion bias. Notably, control flies
rarely achieved a retinal velocity of zero, which would indicate full
compensation of the involuntary rotation.

Although combined synaptic silencing of cell types T4 and T5
abolishes behavioral and electrophysiological sensitivity to grat-
ing motion?730, it is unclear whether naturalistic stimuli can pro-
vide additional cues exploited by secondary circuits. When we used
Gal4-controlled3! expression of the light chain of tetanus toxin3?
(TNT) to genetically disrupt synaptic output of all T4 and T5 cells,
which are known to implement local motion detection?!27:3%, we dis-
covered a marked impairment of stabilization performance. This was
the case across the full range of artificially reduced image contrasts
tested (Fig. 1b,c). The effect did not stem from gross motor defects;
the flies’ walking speed was at control level (Supplementary Fig. 1).
Contrast reductions also negatively affected the stabilization ability
of control flies. This replicated a previously described property of
motion-sensitive lobula plate tangential cells in a behavioral setting:
response gain of these cells is diminished for natural images artifi-
cially reduced in contrast®3. In summary, we found that flies actively

stabilized their path in complex visual scenes and that T4 and T5 cells
were necessary neural elements for this feedback behavior.

Previous work confirmed that T4 and T5 cells are predominantly
sensitive to motion defined by luminance increases and decreases,
respectively?!. Full-field motion of naturalistic scenes, especially at
large viewing distances and in cluttered environments, creates a rich
gamut of both ON and OFF motion. Arrays of ON or OFF detectors
may therefore be equally capable of reporting the direction and velocity
of realistic global motion. However, nothing is known about the indi-
vidual contributions of ON and OFF detectors to velocity estimation
in such contexts. Moreover, the transformation from stimulus veloc-
ity to response strength for all read-outs of the fly motion system is
highly sensitive to geometrical features of the stimulus: the fly motion
detector is generally not a pure speedometer’®. Even though most
gain regimes would eventually lead to stabilization, the optomotor
response should ideally match true retinal velocity to correct the fly’s
course quickly and efficiently?®. Indeed, tangential cells exhibit a lin-
earized and reliable velocity-response curve when stimulated with
natural images as opposed to periodic stimuli such as gratings33.
We sought to test whether this is reflected by optomotor behavior.

To this end, we assessed Drosophila’s behavioral ability to track
scene velocity in open loop (Fig. 2a). Velocity-response curves were
stochastically probed by presenting randomly chosen images moving
at constant velocities drawn from a Gaussian distribution on each
individual trial. Estimation performance was then defined as the linear
correlation between environment rotation and average turning
response of the fly. A correlation coefficient of r = 1.0 indicates a
perfectly reliable linear mapping of global motion onto behavioral
response across all scenes, as would be required of a functional speed-
ometer. Following visual stimulation, flies responded with robust
turning responses that increased until stimulus offset and decayed
right after (Supplementary Fig. 2). To our surprise, control flies
performed the velocity estimation task exceedingly well (Fig. 2b).
For our image set, individual flies reached correlation coefficients
above 0.8 across hundreds of trials. Not all behavioral complexity
was captured by the linear model: trials with turning responses close
to 0° s71, for instance, were rare (Fig. 2b). However, several effects
suggested that our simplified measure was indeed valid. First, as
anticipated, flies with disrupted T4 and T5 activity exhibited corre-
lation coefficients and response gain close to zero (Fig. 2c—e). Second,
the correlation coefficients of control flies were heavily decreased
by the reduction of image contrast (Fig. 2d). This reflected increas-
ing task difficulty at the lower end of the contrast spectrum. Third,
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Figure 2 ON and OFF channels are equally capable of estimating

the velocity of natural scenes. (a) Sketch of experimental approach.
Flies were subjected to a set of natural images rotating at random
velocities drawn from a Gaussian distribution (s.d. = 50° s~1) in open
loop. (b) Velocity estimation performance of control flies. Each dot
represents the average rotational response for one trial at full contrast.
Trials were pooled across flies of all control groups (n= 1,936 trials
from N =13 TNT control flies, n=1,879/N = 12 for T4/T5 control,
n=2,070/N = 13 for T4 control, n=1,331/N = 12 for T5 control);

the linear fit is for illustrative purposes only. The shaded curve to

the right shows a kernel density estimate of rotational responses.

(c) Velocity estimation performance of block flies, displayed as in b
(n=1,755/N =11 for T4/T5 block, n=1,976/N = 12 for T4 block,
n=1,778/N =12 for T5 block). (d) Quantification of velocity estimation
performance across artificially modified image contrasts. Performance was
measured as the Pearson correlation between environment rotation and
integrated response. Although T4/T5 block flies were strongly impaired
at all contrasts, silencing T4 or T5 individually had no measurable effect
on estimation performance. (e) Quantification of response gain across
contrast range. Gain was measured as the slope of a linear regression
model mapping environmental rotation onto rotational response. Vertical
bars signify bootstrapped 68% confidence intervals around the mean.
Asterisks indicate significant differences for block flies from both Gal4
and UAS controls after Bonferroni-corrected two-tailed t tests (*P < 0.05);
exact test statistics are reported in Supplementary Table 3.

we once again found a contrast-dependent decrease of response gain
as determined by the slope of a linear fit (Fig. 2e). It should be noted
that these gain values depend on the choice of averaging window.
For this reason, and because control systems tend to overcompensate
in the absence of feedback, large gain values in open loop do not
necessarily entail full compensation in closed loop (Fig. 1c).

To determine potentially differential contributions of ON and
OFF detectors to velocity estimation in naturalistic contexts, we then
silenced only T4 or T5 using TNT. In a previous study using the same
lines?!, we found that blocking T4 or T5 led to a strongly reduced
ability to detect bright or dark edges, respectively, at both the electro-
physiological and behavioral level. In stark contrast to these effects, we
found no impairment of velocity estimation for our naturalistic image
set. Correlation coefficients for both T4 block and T5 block flies were
not substantially different from control groups, even at low contrast
levels (Fig. 2¢,d and Supplementary Fig. 2). Finally, we alternatively
quantified estimation performance as the root-mean-square error of a
Bayesian estimator trained on the behavioral data, the results of which
supported similar conclusions (Supplementary Fig. 3).

Taken together, we found that combined silencing of T4 and T5
completely abolished flies” ability to track the velocity of global motion
in naturalistic scenes. Notably, ON and OFF channels appeared
to be redundant for this task. Either was sufficient to recapitulate
naturalistic behavior.

Tuning properties of ON and OFF channels are asymmetric
Given that ON and OFF channels seemed equally capable of per-
forming reliable velocity estimation across various visual scenes, it
is plausible to assume that they share temporal tuning properties.
Previous studies reported comparable temporal frequency optima for
sinusoidal gratings?!. Calcium imaging, however, lacks the temporal
resolution required for a precise characterization of pathway kinetics.
Moreover, considering the polarity specialization of T4 and T5, we
sought to characterize the channels using pure ON or OFF stimuli
as opposed to sinusoidal gratings defined equally by brightness
increments and decrements.

First, we confirmed that T4 and T5 respond exclusively to bright
and dark edges, respectively. The T4 driver line used for imaging
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in a previous study?! showed marginal coexpression in T5 cells;
the converse applied to the T5 driver line. Our earlier work had
revealed minor sensitivity for OFF edges in T4 cells as well as small
responses for ON edges in T5 cells, measured in the confines of the
lobula plate, where both cell types intermingle. We speculated that
this was a result of either Gal4 coexpression or actual physiological
crosstalk between ON and OFF circuitry. Moreover, a physiological
characterization of T4 input elements suggests that T4 should only
be mildly selective for ON motion?“. To conclusively decide between
the alternatives, we performed two-photon calcium imaging using a
combined T4 and T5 line in conjunction with the calcium reporter
GCaMP6f3* (Fig. 3a). Separation of T4 and T5 signals was then
achieved by restricting the region of interest to the cells’ dendrites
in the medulla or lobula, respectively (Fig. 3b). Dendrites showed
strong calcium increases following visual edge stimulation that were
perfectly polarity specific (Fig. 3¢,d). This allowed us to characterize
the temporal tuning properties of T4 and T5 by means of highly time-
resolved electrophysiological recordings from downstream cells.
We determined velocity tuning curves for ON and OFF edges mov-
ing at speeds spanning two orders of magnitude by recording from
the large-field motion-sensitive cells of the horizontal and vertical
systems®28 in the lobula plate. These cells are the primary recipients of
feedforward ON and OFF signals, receiving direct input from T4 and
T5 for stimuli moving in preferred direction and indirect inhibitory
input via lobula plate interneurons for null direction motion3%3. Cells
depolarized when stimulated with ON or OFF edge motion along their
preferred direction. Unexpectedly, tuning curves as well as general
kinetics differed substantially between ON and OFF (Fig. 3e). Both
channels showed increasing response strength up to a certain velocity,
after which responses fell off (Fig. 3f). For ON edges, however, this
peak was located at approximately 100° s71, whereas OFF responses
reached their maximum at edge velocities of ~300° s~1. This held true
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Figure 3 Physiological characterization of ON a
and OFF channels reveals tuning asymmetries.
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regardless of whether we quantified average or maximum voltage.
Moreover, both onset and offset latencies were larger for ON edges
than for OFF edges across the full range of velocities tested (Fig. 3g).
We also observed a constant polarization that closely reflected sur-
round luminance (Fig. 3h); for instance, the field illumination pre-
ceding the onset of an OFF edge led to steady-state depolarization
of the cell, which gave way to hyperpolarization after the dark edge
had traveled through the fly’s visual field (Fig. 3e). In a second set
of experiments, we examined whether such differential pre-stimulus
polarization could explain the observed ON-OFF asymmetries. Flies
were presented with edges starting from an intermediate background
luminance that was equal for both polarities (Supplementary Fig. 4a).
Notably, edge velocity tuning curves were not affected by this altera-
tion, whereas differences in onset kinetics vanished (Supplementary
Fig. 4b,c). This suggests that luminance adaptation has a strong effect
on the dynamics of tangential cell responses, but does not influence
temporal tuning.

In summary, we observed strongly differential velocity tuning for
ON and OFF pathways, with the former responding maximally to
slower velocities than the latter. To determine whether the observed
tuning differences are behaviorally relevant, we performed balanced
motion experiments on walking flies. Multiple resetting ON and
OFF edges distributed across the visual field moved simultaneously
in opposite directions over several seconds!®2123 (Fig. 4a). This was
done for a large velocity range and offered a behavioral read-out of the
weighting between ON and OFF pathways. Here, a turning tendency
of zero implies equal ON and OFF responses. Consistent with electro-
physiological results, we found that the balance between ON and OFF
responses was clearly modulated by edge velocity (Fig. 4b). At low
speeds, ON responses dominated the overall turning behavior and con-
trol flies continuously rotated in the direction of bright edges (Fig. 4c).
At higher velocities, this turning tendency was reversed, indicating
dominant OFF responses. ON and OFF were only completely in balance
atan edge velocity of around 80° s71. To test whether these imbalances
also occur at the transient time scales dominating walking behavior,

we then shortened the stimulus duration to 500, 250 or 100 ms.
These opposing edge pulses produced robust responses whose
amplitude diminished with decreasing stimulus length. Notably, all
tuning curves had shapes that were comparable to the steady-state
condition (Supplementary Fig. 5).

We also performed blocking experiments using this assay (Fig. 4c).
Removing T4 and T5 from the circuit resulted in abolished turning
tendencies across all velocities. For individual blocks, we recovered
effects whose general direction had been described before?!: T4 block
flies always rotated in the direction of OFF edges and T5 block flies
consistently followed motion of ON edges (Fig. 4b). Notably, these
block effects were most pronounced at different velocities. For T4
block flies, the curve peaked at 160° s~!. For T5 block flies, the maxi-
mum was found at 80° s~1. This roughly confirmed the edge tuning
curves from tangential cell recordings (Fig. 3f) under the assump-
tion that each individual block was reasonably complete, leaving only
one pathway intact. From this, we generated linear predictions for
wild-type behavior. Post hoc tuning curves were calculated by either
subtracting edge tuning curves measured as average voltage or sum-
ming the behavioral curves of T4 block and T5 block flies (Fig. 4d).
Both models successfully predicted response signs and approximate
zero crossing of control flies, corroborating the notion that tangential
cells combine T4 and T5 signals in an approximately linear regime
and then control turning behavior directly.

Despite their comparable performance during naturalistic velocity
estimation, the ON and OFF pathways represented by T4 and T5 are
tuned to different velocity regimes at both the electrophysiological
and behavioral level. We next explored whether this tuning asym-
metry is critical for their estimation fidelity.

Optimized detectors are ON-OFF asymmetric

The Drosophila motion detection system is well described by a two-
quadrant ON-OFF detector: the combination of two motion detectors,
one processing only ON signals akin to the physiological T4 chan-
nel and one processing only OFF signals akin to the physiological
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Figure 4 Asymmetry between ON and OFF a
channels persists at the behavioral level.

(a) Schematic drawing of balanced motion
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Exact test statistics are reported in Supplementary Table 5.

T5 channel!. Each subunit then computes motion according to the
well-established Hassenstein-Reichardt correlation model based
on the multiplication of differentially filtered, spatially separated
signals!!l. Counter-intuitively, such models are capable of explain-
ing complex phenomena such as the reverse-phi effect observed for
motion accompanied by contrast reversals!%1%:36, Critical for this is
the inclusion of a weighted tonic signal (DC component) in addition
to the high-pass signal modeling processing in lamina monopolar
cells. Parameters for the model are generally chosen such that the
ON and OFF subunits of the detector remain symmetric!®!°. Our
results concerning edge velocity tuning, however, speak in favor of
asymmetric tuning. Moreover, work on natural scenes has repeat-
edly shown that realistic environments are strongly asymmetric with
regard to ON and OFF2>1213, What does an ON-OFF detector look
like that is tuned to naturalistic environments?

Various estimation objectives may be prioritized, depending on
the given task?®37. For this study, we operationalized detector fit-
ness analogously to previous studies!? and equivalently to our own
behavioral experiments as the linear correlation between the veloc-
ity of a rigidly translating natural image and time-averaged detector
output. Given that Hassenstein-Reichardt detectors directly explain
many aspects of fly optomotor behavior!?, and considering that
flies achieve extremely high correlation values in the corresponding
experimental setting (Fig. 2), this seemed to be a sensible target for
the model. We optimized by exhaustively scanning the parameter
space spanned by low-pass filter time constant and DC component of
simplified ON and OFF detectors (Fig. 5a). This was done in a cross-
validated manner. We chose a small set of parameters for optimiza-
tion in which ON-OFF asymmetries had been observed previously.
Our own results on edge tuning (Fig. 3e,f) indicated that there were
large temporal tuning differences between ON and OFF pathways.
Physiological characterization of medulla interneurons Mil and Tm3
for T4 as well as Tm1 and Tm2 for T5 has revealed distinct differ-
ences with regard to the strength of DC signals present at the input
of motion detectors?4. Thus, we looked for combinations of low-pass
filter time constants and DC weightings that would maximize velocity
estimation performance of isolated ON and OFF detectors for a large

set of natural scenes from the van Hateren image database®. Velocities
were drawn from a Gaussian distribution whose width was based on
turning speed distributions determined in our closed-loop experi-
ments. Optimized parameters were modulated in physiologically
plausible ranges; all other settings were chosen based on previous
modeling work!? and not tuned for any particular result.

The resulting fitness landscape as a function of low-pass time con-
stant and DC component was smooth and strongly asymmetric with
respect to ON and OFF (Fig. 5b). Indeed, when we extracted the
parameter sets that maximized fitness for independent ON and OFF
detectors, we found that optimal settings were ON-OFF asymmet-
ric with respect to both parameters (Fig. 5¢). Specifically, the best
time constants for ON detectors were larger than those achieving
maximum correlation for OFF detectors. The best DC weights had
higher values for ON detectors than for OFF detectors and opposite
signs (Fig. 5¢).

To ascertain whether parameter asymmetry improved velocity
estimation over that achieved by symmetric models, we compared
equally weighted combinations of independently optimized ON
and OFF detectors to optimized detectors that were constrained
to be symmetric. The cross-validated performance improvement
was small but significant (#(98) = 4.08, P < 0.001), suggesting that
detector asymmetry is an advantageous strategy (Fig. 5d). The dif-
ferences between ON and OFF parameters of optimal asymmetric
models were substantial (Fig. 5¢). We therefore looked for functional
disparities between the average optimized models. Simulated tem-
poral frequency tuning curves for sinusoidal gratings were highly
similar, with slightly shifted response optima (Fig. 5f). The asym-
metric and the symmetric model also produced comparable output
for a dynamically moving grating (Fig. 5g). When we simulated edge
velocity tuning curves as we had measured experimentally (Figs. 3
and 4), the symmetric model exhibited identical tuning for ON and
OFF edges, as was expected from identical temporal parameters. Our
asymmetric model, however, correctly replicated the shift between
optima for ON and OFF edges with the detector being tuned to higher
OFF than ON edge velocities (Fig. 5h). In addition, the asymmetric
model predicted a difference in overall strength between ON and
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OFF edge responses (Fig. 3f) even though subunits were summed
at equal gain. The modeled edge optima occurred at higher veloci-
ties than those we had determined experimentally. As optimized
parameters for the detectors depended on the s.d. of the distribution
from which test velocities were drawn, their absolute scale was
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somewhat arbitrary; conditional on behavioral state, turning speed
distributions may differ substantially. The direction of the asymmetry,
however, was consistent with experimental findings.

We then determined natural image features necessary for asym-
metries to appear in tuned ON-OFF detectors. To this end, we
repeated the optimization procedure for image sets in which we had
manipulated specific statistical properties. First, for the unaltered set,
the best asymmetric ON and OFF detectors showed large differences
for both low-pass time constant, as well as absolute DC level (Fig. 6a).
Second, we randomized the phase structure of every image, thereby
removing all higher level features such as textures or edges, as well as
making scenes largely ON-OFF symmetric!3, while retaining the typi-
cal power spectrum of natural scenes. Here, the asymmetry of time
constants disappeared (Fig. 6b). Third, we artificially reinstated the
natural luminance distribution in phase-randomized images (Fig. 6c).
This manipulation rescued the time constant asymmetry, suggesting that
a skewed luminance distribution is the critical constraint forcing filter

Figure 6 Luminance asymmetry in natural scenes is critically responsible
for asymmetry of ON-OFF parameters in optimized motion detector.

(a—d) Left, example picture from image set used for optimization. Middle,
kernel density estimate of pixel luminance distribution for example
picture. The vertical line indicates average image luminance. Right-
hand panels, optimized parameters for ON (blue) and OFF (red) detector
trained on corresponding image set. (a) Unmodified image set used for
earlier optimizations (Fig. 5). (b) Phase-scrambled image set in which
the phase structure of each image was replaced by that of a random
image, effectively rendering the luminance distribution symmetric.

(c) Luminance-remapped image set in which the luminance distribution
of natural images was remapped onto phase-scrambled images.

(d) Luminance-remapped image set in which the luminance distribution
of phase-scrambled images was remapped onto natural images. Dots
represent individual observations and black bars indicate group averages
(N = 50 cross-validations for all image sets). No significance tests were
performed in this figure.
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Figure 7 LPTCs are sensitive to higher order correlation stimuli.

(a) Space-time plots of glider stimuli used to probe LPTC sensitivity to triple
correlations. (b) Schematic drawing of in vivo electrophysiology preparation
and setup. (c) Average responses to full-field three-point glider stimulation
of pooled vertical and horizontal system cells (n= 16 cells from N=12
flies). Gray shaded area shows duration of stimulus presentation. Shaded
areas surrounding traces signify bootstrapped 68% confidence intervals
around the mean. (d) Quantification of integrated responses (averaged

over the first second of stimulus presentation); “3p/conv” or “3p/div”
indicate three-point converging or diverging glider orientation, respectively,
and superscript the stimulus parity. All recordings were done in wild-type
Canton S flies. Depicted responses are the difference between glider
presentation in preferred and null direction. Dots represent individual
observations and black bars show group averages. Asterisks indicate
significant differences from zero after two-tailed t tests (*P < 0.05);

exact test statistics are reported in Supplementary Table 6.

properties to diverge between ON and OFF channels. Finally, replac-
ing the skewed luminance distribution of natural images with a sym-
metric one again abolished the temporal tuning differences (Fig. 6d).
Notably, the DC asymmetry did not depend on higher order statistics
of the stimulus. This particular tuning difference may be advanta-
geous for ON-OFF detectors regardless of image statistics.

Taken together, our optimization findings demonstrate that, in real-
istic environments, the ON and OFF channels of motion detectors
that were optimal under our criterion were tuned asymmetrically.
The specific parameters that best estimated motion in natural scenes
reproduced tuning properties of the biological fly motion detector
we determined experimentally. At no point did we use our previous
experimental findings as a constraint during optimization; the pro-
cedure arrived at this specific asymmetry independently.
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Higher-order motion sensitivity derives from ON-OFF asymmetry
Theoretical considerations indicate that spatiotemporal correla-
tions of orders higher than two become informative indicators of
visual motion in environments that are ON-OFF asymmetric'4.
Hassenstein-Reichardt detectors exclusively capture two-point cor-
relations. Experimental work, however, confirmed that Drosophila
responds to triple correlations!2. This suggests that such correlations
are either computed explicitly by secondary circuits or implicitly
extracted by detectors that treat ON and OFF motion differentially. We
assessed whether an asymmetric detector can account for Drosophila’s
sensitivity to higher order motion.

First, we tested whether tangential cells respond to higher order
motion cues given that these neurons receive their primary direction-
selective input from T4 and T5 (ref. 30). We made use of previously
characterized three-point glider stimuli'?>!> (Fig. 7a), which enforce
the mean sign of correlations across three spatiotemporal points.
They have four possible forms: converging or diverging, depending
on their spatiotemporal orientation, and either positive or nega-
tive parity. Notably, they are guaranteed to contain on average zero

Figure 8 Behavioral sensitivity to higher order correlations depends

on T4 and T5 and is predicted by an asymmetric ON-OFF model.

(a) Illustration of behavioral experiment. (b) Two-point glider responses.
Left, average response traces for two-point glider stimuli. Here, as in all
following panels, the gray shaded area indicates stimulus presentation.
Right, rotational responses for two-point gliders representing phi and
reverse-phi motion are abolished in T4/T5 block flies. (c) Control flies
respond to three-point gliders in a specific pattern. Blocking T4 and T5 in
conjunction eliminates these responses completely. (d,e) Silencing T4 or
T5 modulates responses by reversing rotation for converging or diverging
gliders, respectively. (f) Asymmetric and symmetric models account

for two-point glider responses. (g) Only the asymmetric model correctly
predicts three-point glider responses of control flies. (h,i) Simulating
individual T4 and T5 blocks in the asymmetric ON-OFF model by setting
the gain for either ON (red) or OFF (blue) channel to zero replicates the
behavioral effects. Shaded areas surrounding traces signify bootstrapped
68% confidence intervals around the mean. Dots represent individual flies
and bars show group averages. Asterisks indicate significant differences
of block flies from both Gal4 and UAS controls after Bonferroni-corrected
two-tailed ttests (N = 18 for TNT control, N =12 for T4/T5 control,

N =12 for T4 control, N =12 for T5 control, N = 14 for T4/T5 block,

N =13 for T4 block, N =17 for T5 block; *P < 0.05). Exact test statistics
are reported in Supplementary Table 7.
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directed two-point correlations, allowing the isolated characterization
of responses to higher order motion. When we recorded from tan-
gential cells of both the horizontal and vertical system (Fig. 7b), they
responded to single instantiations of three-point gliders with complex
dynamics (Fig. 7¢). Their time-averaged voltage signals replicated the
response pattern observed for behaving flies'? (Fig. 7d). Given that fly
locomotion is thought to reflect integrated tangential cell responses?®,
the combination of T4 and T5 thus appeared to be sufficient for
higher order motion sensitivity.

We then examined the necessity of T4 and T5 for three-point glider
responses. Tethered walking flies were presented with a complete set
of two-point and three-point gliders (Fig. 8a). Next, we silenced T4
and T5 in isolation as well as simultaneously. For control flies, turn-
ing responses to two-point correlations were as expected for standard
phi and reverse-phi stimuli: flies turned strongly in the direction of
positive correlations (positive glider parity) and reversed this tendency
for negative correlations (negative glider parity; Fig. 8b). Blocking T4
and T5 in conjunction completely abolished sensitivity to all two-point
gliders. This is, to the best of our knowledge, the first demonstra-
tion that reverse-phi motion, defined by spatiotemporal anti-corre-
lations, depends on the combined activity of ON and OFF motion
detectors!®1%:36, We then replicated the previously reported behavioral
response pattern for three-point gliders!2. Flies in which both T4 and
T5 were silenced failed to respond to any of the higher order motion
stimuli, indicating that T4 and T’5 are also necessary for motion detec-
tion beyond two-point correlations (Fig. 8¢). Blocking T4 or T5 in isola-
tion had no effect on two-point responses (Supplementary Fig. 6a—c).
We were, however, surprised to find that isolated T4 or T5 blocks
resulted in particular three-point glider phenotypes. Silencing the ON
pathway specifically reversed the flies’ turning tendency for converging
gliders while slightly boosting diverging glider responses (Fig. 8d).
For OFF block flies, the opposite pattern emerged (Fig. 8e).

Finally, we probed our symmetric and asymmetric detector mod-
els for higher order motion sensitivity. Both produced comparable
two-point glider responses (Fig. 8f). For three-point gliders, both
detectors generated nonzero output, but only the asymmetric model
qualitatively matched the pattern we observed in our electrophysi-
ological experiments as well as in walking flies (Fig. 8g). Notably,
when evaluating detector responses to individual glider instantiations,
we found complex and strongly fluctuating responses that resem-
bled tangential cell responses (Supplementary Fig. 6d,g). Responses
became smooth and regular only after integration of many repetitions
(Fig. 7 and Supplementary Fig. 6e,f,h,i). We then simulated T4 or
T5 silencing by setting ON or OFF gain to zero. These models reli-
ably predicted the specific response reversals (Fig. 8h,i) observed in
behavior (Fig. 8d,e). We therefore posit that T4 and T5 are capable
of extracting triple correlations on their own. ON and OFF edges
have been found to contain a particular combination of triple cor-
relations!2. The reverse also held: three-point gliders elicited strong
signals of opposite sign in pure ON or OFF detectors (Fig. 8d,e,h,i).
Only if the pathways were perfectly symmetric did these responses
cancel out. If they were asymmetric, as in our optimized detector or
the Drosophila visual system, then residual responses remained. Our
optimized models correctly predicted the sign and relative magnitude
of these effects, suggesting that the asymmetries we found in silico
track the asymmetries of the biological system.

DISCUSSION

We studied the roles of ON and OFF motion pathways for velocity
estimation in natural scenes. Drosophila stabilized their walking
trajectories in a closed-loop virtual environment whose statistics
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resembled those of natural scenes. Genetically silencing cells T4 and
T5 rendered flies unable to perform this path correction. In an open-
loop setting, flies reliably tracked whole-field motion of naturalistic
images. Interrupting the activity of ON or OFF pathways did not affect
this capability, suggesting that the two channels subserve redundant
functions in information-rich natural scenes. In physiological and
behavioral experiments, we found that ON and OFF motion estimators
exhibit diverging temporal tuning. When we optimized the estima-
tion performance of an ON-OFF motion detector, we obtained asym-
metric models whose temporal tuning properties resembled those
found for the biological system. This suggests that Drosophila motion
detectors are tailored to an ON-OFF asymmetric visual world, with
each channel covering the most informative temporal range. In a
final set of experiments and without specific tuning of the model,
we found that Drosophila’s sensitivity to certain types of higher order
motion has a straightforward explanation in this framework of
differentially tuned pathways.

One could interpret the shifted tuning ranges of T4 and T5 as a solu-
tion for maximizing information transfer by avoiding coding redun-
dancy. However, for the asymmetric detector, pathways were optimized
independently, forcing both to adequately encode the input velocity
distribution. We therefore favor the interpretation that features reliably
indicating scene velocity operate on time scales that differ between ON
and OFF signals. The skewed luminance distribution of real images
(Fig. 6a) offers an intuition for this notion: ON signals are dominated
by infrequent and large positive deflections, whereas OFF signals are
generally smaller and more regular. As neither RC filters nor lamina
cells act as perfect differentiators, these differences plausibly persist
at later levels of motion detection, where they may be exploited by
appropriately tuned mechanisms!3. Notably, detector performance was
generally better for OFF detectors than for ON detectors (Fig. 5b),
possibly reflecting the sparseness of informative ON signals.

During conditioning of detector parameters on natural images,
we also optimized the weight of the tonic DC signal. We found
nonzero optima for both pathways, as postulated in previous stud-
ies on reverse-phi responses!?. Electrophysiologically, ON pathway
interneurons Mil and Tm3 did indeed show static responses to abso-
lute brightness levels with the amplitude ratio between high-pass and
DC signal qualitatively matching our findings?%. In contrast to our
prediction, OFF intermediaries Tm1 and Tm2 did not exhibit inverted
tonic signals. However, other cells presynaptic to T5 still await char-
acterization!”. How DC signals can be reconciled with our demon-
stration that T4 and T5 responses are fully polarity specific remains
unclear. In particular, theoretical considerations on the basis of the
response properties of Mil and Tm3 predict sensitivity to OFF edges
for T4 (ref. 24). This is not borne out by our experiments (Fig. 3).

Theoretical studies have proposed that responding to higher order
correlations allows motion detectors to exploit natural ON-OFF
asymmetries!>14. The asymmetry between ON and OFF pathways
reported here does indeed confer sensitivity to triple correlations.
Only under the assumption that ON and OFF steps are processed
equally do spurious two-point correlations vanish. However, whether
Drosophila’s higher order motion responses are an epiphenomenon
of detector asymmetries or whether detector asymmetry represents a
way of accessing higher order correlations is up for debate. Moreover,
it remains to be seen whether the findings at hand generalize to other
forms of higher order motion perceived by Drosophila3®.

Our previous characterization of cell types T4 and T5 revealed only
minor differences in temporal frequency tuning for gratings?!. It is
currently not well understood how physiological tuning curves for
edges and gratings relate to each other. Given the drastically different
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kinetics of the two stimuli, large ON-OFF differences for one may
lead to only small ON-OFF differences for the other. In addition, we
suggest that edges provide a better approximation of visual kinetics
in the real world than artificial gratings that are periodic as well as
constant in mean luminance, contrast and geometry. Moreover, meas-
urements from tangential cells in behaving flies have indicated grating
response optima that are shifted toward higher frequencies compared
with quiescence?:3%40, How this state dependency translates to the
tuning for edge velocity is unclear. Indeed, our linear prediction of
opposing edge responses from physiological edge tuning underes-
timates the true crossing point between ON and OFF dominance
(Fig. 4d). A shift toward higher preferred velocities, as observed
for grating optima, could account for this discrepancy. Notably, our
behavioral data demonstrate that basic characteristics of temporal
ON-OFF asymmetries are preserved in active flies.

The ON-OFF asymmetry we describe represents one of many
examples for the adaptation of sensory systems to the environment
in which they evolved>®1341. Contrast asymmetries between ON and
OFF are a widespread feature shared by most visual niches. It therefore
seems probable that the sensory asymmetries found in Drosophila are
conserved across species. ON-OFF divergence has previously been
described for several computations in vertebrate visual systems42-44.
It will be interesting to examine the effects on optimal tuning exerted
by features of the mammalian retina, such as contrast normalization®®.
Finally, motion energy models have been successfully used to explain
the psychophysics of motion perception in higher organisms*.
Given that Hassenstein-Reichardt detectors and motion energy
models are generally mathematically equivalent?’, our optimization
results could also emerge for an appropriately rectified ON-OFF
motion energy detector.

T4 and T5 are critically involved in behaviors other than the opto-
motor response. Recently, studies have implicated motion detectors
in object fixation?’, depth perception*® or looming responses*’. Given
the variety of tasks and resulting visual statistics, optimal tuning needs
to be examined under various constraints. Finally, we believe this
ecological perspective on biological motion detection could have a
decisive role in the continued mapping of the fly visual system. The
abundance of information-bearing features in natural visual scenes
may necessitate complex filter banks and multi-cell processing
stages!720:23:50, Real-world demands will then be critical constraints
when assigning function to cells in the Drosophila optic lobe.

METHODS
Methods and any associated references are available in the online
version of the paper.

Note: Any Supplementary Information and Source Data files are available in the
online version of the paper.

ACKNOWLEDGMENTS

A. Nern and G.M. Rubin (Janelia Research Campus) generated and kindly provided
the splitGal4 line targeting T4 and T5. We are grateful for fly work and behavioral
experiments performed by R. Kutlesa, C. Theile and W. Essbauer. We thank A. Arenz
and A. Mauss for carefully reading the manuscript, T. Schilling for fly illustrations,
and all of the members of the Borst laboratory for extensive discussions. The
Bernstein Center for Computational Neuroscience Munich supplied computing
resources for our simulations. A.L., G.A., M.M., E.S., A. Bahl and A. Borst are
members of the Graduate School for Systemic Neurosciences, Munich.

AUTHOR CONTRIBUTIONS

AL, G.A.and A. Borst designed the study. A.L. performed behavioral experiments,
associated data analysis and all modeling work. G.A., M.M. and E.S. performed
electrophysiological experiments. G.A. performed calcium imaging. A.L. and

G.A. analyzed physiological data. A. Bahl designed the behavioral apparatuses and
performed behavioral experiments. A.L. wrote the manuscript with help from all
of the authors.

COMPETING FINANCIAL INTERESTS
The authors declare no competing financial interests.

Reprints and permissions information is available online at http://www.nature.com/
reprints/index.html.

1. Borst, A. Fly visual course control: behavior, algorithms and circuits. Nat. Rev.
Neurosci. 15, 590-599 (2014).

2. Ruderman, D.L. & Bialek, W. Statistics of natural images: Scaling in the woods.
Phys. Rev. Lett. 73, 814-817 (1994).

3. Simoncelli, E.P. & Olshausen, B.A. Natural image statistics and neural representation.
Annu. Rev. Neurosci. 24, 1193-1216 (2001).

4. Field, D.J. Relations between the statistics of natural images and the response
properties of cortical cells. J. Opt. Soc. Am. A 4, 2379-2394 (1987).

5. Laughlin, S. A simple coding procedure enhances a neuron’s information capacity.
Z. Naturforsch. C 36, 910-912 (1981).

6. van Hateren, J.H. & van der Schaaf, A. Independent component filters of natural
images compared with simple cells in primary visual cortex. Proc. Biol. Sci. 265,
359-366 (1998).

7. Yu, Y., Schmid, A.M. & Victor, J.D. Visual processing of informative multipoint
correlations arises primarily in V2. eLife 4, e06604 (2015).

8. Gjorgjieva, J., Sompolinsky, H. & Meister, M. Benefits of pathway splitting in sensory
coding. J. Neurosci. 34, 12127-12144 (2014).

9. Borst, A. & Helmstaedter, M. Common circuit design in fly and mammalian motion
vision. Nat. Neurosci. 18, 1067-1076 (2015).

10. Eichner, H., Joesch, M., Schnell, B., Reiff, D.F. & Borst, A. Internal structure of

the fly elementary motion detector. Neuron 70, 1155-1164 (2011).

. Hassenstein, B. & Reichardt, W. Systemtheoretische Analyse der Zeit-, Reihenfolgen-
und Vorzeichenauswertung bei der Bewegungsperzeption des Russelkafers
Chlorophanus. Z. Naturforsch. B 11, 513-524 (1956).

. Clark, D.A. et al. Flies and humans share a motion estimation strategy that exploits
natural scene statistics. Nat. Neurosci. 17, 296-303 (2014).

. Ratliff, C.P., Borghuis, B.G., Kao, Y.-H., Sterling, P. & Balasubramanian, V. Retina
is structured to process an excess of darkness in natural scenes. Proc. Natl. Acad.
Sci. USA 107, 17368-17373 (2010).

14. Fitzgerald, J.E., Katsov, A.Y., Clandinin, T.R. & Schnitzer, M.J. Symmetries in
stimulus statistics shape the form of visual motion estimators. Proc. Natl. Acad.
Sci. USA 108, 12909-12914 (2011).

15. Hu, Q. & Victor, J.D. A set of high-order spatiotemporal stimuli that elicit motion
and reverse-phi percepts. J. Vis. 10, 9.1-9.16 (2010).

16. Takemura, S.-Y. et al. A visual motion detection circuit suggested by Drosophila

connectomics. Nature 500, 175-181 (2013).

. Shinomiya, K. et al. Candidate neural substrates for off-edge motion detection in
Drosophila. Curr. Biol. 24, 1062-1070 (2014).

18. Joesch, M., Schnell, B., Raghu, S.V., Reiff, D.F. & Borst, A. ON and OFF pathways

in Drosophila motion vision. Nature 468, 300-304 (2010).

19. Clark, D.A., Bursztyn, L., Horowitz, M.A., Schnitzer, M.J. & Clandinin, T.R. Defining
the computational structure of the motion detector in Drosophila. Neuron 70,
1165-1177 (2011).

20. Silies, M. et al. Modular use of peripheral input channels tunes motion-detecting

circuitry. Neuron 79, 111-127 (2013).

. Maisak, M.S. et al. A directional tuning map of Drosophila elementary motion
detectors. Nature 500, 212-216 (2013).

22. Meier, M. et al. Neural circuit components of the Drosophila OFF motion vision

pathway. Curr. Biol. 24, 385-392 (2014).

23. Ammer, G., Leonhardt, A., Bahl, A., Dickson, B.J. & Borst, A. Functional
specialization of neural input elements to the Drosophila ON motion detector.
Curr. Biol. 25, 2247-2253 (2015).

24.Behnia, R., Clark, D.A., Carter, A.G., Clandinin, T.R. & Desplan, C. Processing
properties of ON and OFF pathways for Drosophila motion detection. Nature 512,
427-430 (2014).

. Haikala, V., Joesch, M., Borst, A. & Mauss, A.S. Optogenetic control of fly optomotor
responses. J. Neurosci. 33, 13927-13934 (2013).

26.Schnell, B., Weir, P.T., Roth, E., Fairhall, A.L. & Dickinson, M.H. Cellular
mechanisms for integral feedback in visually guided behavior. Proc. Natl. Acad.
Sci. USA 111, 5700-5705 (2014).

27.Bahl, A., Ammer, G., Schilling, T. & Borst, A. Object tracking in motion-blind flies.
Nat. Neurosci. 16, 730-738 (2013).

28. Joesch, M., Plett, J., Borst, A. & Reiff, D.F. Response properties of motion-sensitive

visual interneurons in the lobula plate of Drosophila melanogaster. Curr. Biol. 18,

368-374 (2008).

. Warzecha, A.-K. & Egelhaaf, M. Intrinsic properties of biological motion detectors
prevent the optomotor control system from getting unstable. Phil. Trans. R. Soc.
Lond. B 351, 1579-1591 (1996).

30. Schnell, B., Raghu, S.V., Nern, A. & Borst, A. Columnar cells necessary for motion

responses of wide-field visual interneurons in Drosophila. J. Comp. Physiol. A
Neuroethol. Sens. Neural Behav. Physiol. 198, 389-395 (2012).

1

—

1

N

1

w

1

~

2

—

2

o

2

el

714

VOLUME 19 | NUMBER 5 | MAY 2016 NATURE NEUROSCIENCE

105



© 2016 Nature America, Inc. All rights reserved.

®

3

—

32.

33.

34.

3

3

o

37.

38.

39.

40.

o

.Brand, A.H. & Perrimon, N. Targeted gene expression as a means of altering

cell fates and generating dominant phenotypes. Development 118, 401-415
(1993).

Sweeney, S.T., Broadie, K., Keane, J., Niemann, H. & O’Kane, C.J. Targeted
expression of tetanus toxin light chain in Drosophila specifically eliminates synaptic
transmission and causes behavioral defects. Neuron 14, 341-351 (1995).

Straw, A.D., Rainsford, T. & O’Carroll, D.C. Contrast sensitivity of insect motion
detectors to natural images. J. Vis. 8, 32.1-32.9 (2008).

Chen, T.-W. et al. Ultrasensitive fluorescent proteins for imaging neuronal activity.
Nature 499, 295-300 (2013).

Mauss, A.S. et al. Neural circuit to integrate opposing motions in the visual field.
Cell 162, 351-362 (2015).

. Tuthill, J.C., Chiappe, M.E. & Reiser, M.B. Neural correlates of illusory motion

perception in Drosophila. Proc. Natl. Acad. Sci. USA 108, 9685-9690 (2011).
Dror, R.O., O'Carroll, D.C. & Laughlin, S.B. Accuracy of velocity estimation by
Reichardt correlators. J. Opt. Soc. Am. A Opt. Image Sci. Vis. 18, 241-252
(2001).

Theobald, J.C., Duistermars, B.J., Ringach, D.L. & Frye, M.A. Flies see second-order
motion. Curr. Biol. 18, R464-R465 (2008).

Jung, S.N., Borst, A. & Haag, J. Flight activity alters velocity tuning of fly motion-
sensitive neurons. J. Neurosci. 31, 9231-9237 (2011).

Chiappe, M.E., Seelig, J.D., Reiser, M.B. & Jayaraman, V. Walking modulates speed
sensitivity in Drosophila motion vision. Curr. Biol. 20, 1470-1475 (2010).

4

—

4

N

43.

44.

4

o

4

o

47.

48.

49.

50.

ARTICLES

. Dyakova, O., Lee, Y.-J., Longden, K.D., Kiselev, V.G. & Nordstrém, K. A higher

order visual neuron tuned to the spatial amplitude spectra of natural scenes.
Nat. Commun. 6, 8522 (2015).

. Komban, S.J. et al. Neuronal and perceptual differences in the temporal processing

of darks and lights. Neuron 82, 224-234 (2014).

Chichilnisky, E.J. & Kalmar, R.S. Functional asymmetries in ON and OFF ganglion
cells of primate retina. J. Neurosci. 22, 2737-2747 (2002).

Pandarinath, C., Victor, J.D. & Nirenberg, S. Symmetry breakdown in the ON and
OFF pathways of the retina at night: functional implications. J. Neurosci. 30,
10006-10014 (2010).

. Carandini, M. & Heeger, D.J. Normalization as a canonical neural computation.

Nat. Rev. Neurosci. 13, 51-62 (2012).

. Adelson, E.H. & Bergen, J.R. Spatiotemporal energy models for the perception of

motion. J. Opt. Soc. Am. A 2, 284-299 (1985).

van Santen, J.P. & Sperling, G. Elaborated Reichardt detectors. J. Opt. Soc. Am.
A2, 300-321 (1985).

Schwegmann, A., Lindemann, J.P. & Egelhaaf, M. Depth information in natural
environments derived from optic flow by insect motion detection system: a model
analysis. Front. Comput. Neurosci. 8, 83 (2014).

Schilling, T. & Borst, A. Local motion detectors are required for the computation
of expansion flow-fields. Biol. Open 4, 1105-1108 (2015).

Burge, J. & Geisler, W.S. Optimal speed estimation in natural image movies predicts
human performance. Nat. Commun. 6, 7900 (2015).

NATURE NEUROSCIENCE VOLUME 19 | NUMBER 5 | MAY 2016

106

715



© 2016 Nature America, Inc. All rights reserved.

®

ONLINE METHODS

Fly strains and genetics. We raised Drosophila melanogaster on cornmeal-agar
medium under standard conditions (60% humidity, 18 °C for behavioral and
25 °C for physiology experiments, 12-h light/12-h dark schedule) for the full
duration of their developmental cycle. Female flies were used in all experiments.
For physiological experiments, we selected flies 5-20 h post-eclosion. Flies in
behavioral experiments were 1-3 d old. Behavioral experiments targeting T4 or
T5 used the following driver lines, as described previously?!: T4-Gal4 (VT37588)
and T5-Gal4 (R42H07). When targeting T4 and T5 simultaneously, we employed
anew, highly specific driver line: T4/T5-splitGal4 (R59E08-AD; R42F06-DBD),
kindly provided to us by A. Nern and G.M. Rubin at Janelia Research Campus.
For visualization of expression patterns (Supplementary Fig. 1), we crossed
driver lines to UAS-mCD8GFP reporter flies. For experiments, Gal4 flies were
then crossed to either wild type Canton S flies or UAS-TNT-E flies resulting in
Gal4 control or block flies, respectively. Crossing UAS-TNT-E flies to Canton S
flies generated UAS control flies. For calcium imaging, we combined two different
Gal4 lines (VT25965 and VT37588) that in conjunction expressed at comparable
levels in T4 and T5. These were crossed to UAS-GCaMP6{3* flies. Genotypes
derived from these crossings and their aliases as used throughout the text are
listed in the supplementary material (Supplementary Table 1).

Immunohistochemistry. Antibody stainings (Supplementary Fig. 1) were per-
formed as described previously>!. We used the following antibodies and dilu-
tions. Primary antibodies: rabbit anti-GFP (Torri Pines, TP401, 1:2,000), mouse
anti-nc82 (DSHB, AB_2314866, 1:25); secondary antibodies: goat anti-rabbit 488
(Invitrogen, A-11008, 1:500), goat anti-mouse 633 (Invitrogen, A-21053, 1:500).
Imaging was performed on a SP5 confocal microscope (Leica) at a resolution of
1,024 x 1,024. Images were processed in Image] 1.46f (US National Institutes of
Health). Single z-slices are shown for horizontal views.

Behavioral experiments. We performed behavioral experiments as described
previously?1?327. Briefly, tethered flies were placed on an air-suspended poly-
urethane ball in a virtual environment consisting of three computer screens
covering a substantial part of the animal’s visual field (approximately 270° in
azimuth and 120° in elevation). Experiments were run on six set-ups in parallel;
two of them displayed visual stimuli at 120 Hz and the remaining four at 144 Hz
with all screens calibrated to display at comparable contrast and brightness. We
never observed any differences in behavior between refresh rates. All stimuli were
rendered in real-time using the graphics engine Panda3D, allowing visual feed-
back based on flies’ instantaneous walking behavior. Due to high pixel density
on all computer screens, stimulus pixel size was well below the resolution limit
of Drosophila. The immediate surround of the ball was temperature-controlled
by means of a closed-loop thermoregulation system. Each experiment used the
same temperature protocol: Temperature was kept at 25 °C for the first 5 min and
then linearly raised to 34 °C within 10 min.

All behavioral experiments ran for 60-90 min and comprised 50-60 repeated
trials, except for open-loop velocity estimation experiments (Fig. 2) that lasted 280
trials. In each trial, we randomized stimulus presentation order. Movement of the
ball was tracked at 4 kHz and down-sampled to 20 Hz for offline analysis. For each
fly, we manually selected a continuous range of 100-200 (Fig. 2) or 25 trials (other
experiments) based on the following criteria: First, the temperature was at a constant
34°C. Second, the average forward walking speed of the fly was above 0.3 cm s,
indicating healthy locomotion and visual responsiveness. Third, the average
turning tendency of the fly was stable and close to 0° s™1. These criteria excluded
approximately 20% of all flies we measured. During analysis, we averaged traces
across trials, resulting in a single walking trace per fly per experimental condition.
Where applicable (Figs. 1, 4 and 8, and Supplementary Fig. 5), we then sub-
tracted responses to mirror-symmetric stimulus presentations to minimize the
impact of small rotational biases in turning behavior. Traces were filtered using
a first-order low-pass filter (7= 100 ms). In open-loop experiments (Fig. 2), we
generated a regression model for each fly that mapped rotation of the environ-
ment to the turning response of the fly (averaged over 1 s after stimulus onset)
using least-squares fitting. Response gain was then defined as the slope of this
model. The intercepts clustered around 0° s, indicating trajectories that were on
average straight. For additional analysis (Supplementary Fig. 3), we constructed
Bayesian decoders that minimize the squared error of their estimates. This was
done on a fly-by-fly basis. We first split the data set consisting of pairs of image

velocity and turning response as for the correlation analysis (Fig. 2) into training
and test sets at a ratio of 3:1, approximated the posterior distribution through
application of Bayes’ rule to the joint probability generated from appropriate his-
tograms, and estimated image velocity as the expected value of the posterior for a
given response. Finally, we assessed decoding performance of resulting mapping
functions by calculating the root-mean-square error after application to the test
set. The behavioral data analysis pipeline was implemented in Python 2.7 using
pandas 15.1, NumPy 1.6, SciPy 0.15, matplotlib 1.3 and Numba 0.18.

Electrophysiology. Electrophysiological in vivo patch-clamp recordings from
lobula plate tangential cells closely followed previously described protocols?!:22:28,
Recordings were low-pass filtered with a cut-off frequency of 3 kHz and digi-
tized at 10 kHz. Data acquisition was based on Matlab R2011A (MathWorks).
We identified cell types based on their response profile when stimulated with
moving gratings. In addition, cells were dye-filled and anatomically verified
whenever possible.

We visually stimulated flies using a custom-built LED arena spanning approxi-
mately 180° in azimuth and 90° in elevation of the fly’s visual field with a spatial
resolution of 1.5° per individual LED. The LED refresh rate was in the kHz range;
stimulus images were then updated with up to 600 Hz. Maximum luminance
was 80 cd m~2. During offline data analysis, recorded traces were down-sampled
to 2 kHz and averaged across 2-5 trials per cell. We randomized the order of
stimulus presentation within trials. Cells that did not respond reliably to grating
stimulation were excluded from further analysis. Before we extracted response
maxima and minima for edge responses (Fig. 3), electrophysiological traces were
filtered with a second-order Savitzky-Golay kernel that was 40 samples wide.
The electrophysiological data analysis pipeline was implemented in Python 2.7
using pandas 15.1, NumPy 1.6, matplotlib 1.3 and Numba 0.18.

Calcium imaging. We employed a custom-built two-photon laser scanning
microscope as described previously?!:22. We prepared flies analogously to elec-
trophysiology experiments. Images were recorded at a resolution of 256 x 128
pixels and a frame rate of 3.74 Hz. Raw images were then converted into rela-
tive fluorescence change (AF/F) series by using the mean of three frames before
stimulation onset as a baseline. For summary images, the resulting images were
averaged across time; for time-resolved traces, we defined relevant regions
of interest and collapsed signals within the defined borders by averaging
across pixels. We used the LED arena described above for visual stimulation.
Data acquisition and analysis were performed in Matlab R2011a (MathWorks)
using Scanlmage 3.8.

Image sets. Two image sets were used throughout the study. First, for all behav-
ioral experiments involving natural images, we generated a small library of 60
panoramic images spanning approximately 360° in azimuth using a consumer-
grade camera (iPhone 5s; Apple). The resolution of each image was 10,800 x 2,460
pixels. Images were taken in various natural environments covering different
visual statistics: woods (30%), open rural spaces (30%), urban landscapes (20%),
and laboratories (20%). We used raw images without processing or calibration
and converted them to gray scale by averaging across color channels. Critical
image statistics such as RMS contrast (that is, the s.d. of pixel values), luminance
distribution, and power spectrum were comparable to other scientific image
libraries. Second, for all in silico experiments, we made use of calibrated images
from the van Hateren natural image database®. No image category was excluded
and we performed no further sorting, yielding 4,167 images at a resolution of
1,536 x 1,024 pixels. One pixel corresponded to one arc minute of visual angle.
We normalized the set through subtraction of and division by the mean pixel
value for each image!2>. Kernel density estimates (Figs. 2 and 6) were generated
using a routine in the SciPy library. Gaussian kernels were used, and we deter-
mined bandwidth via Silverman’s rule.

We scaled the contrast of our in-house image set by subtracting the image’s
mean luminance, applying the specified multiplicative factor, and then adding
the initial mean luminance (Figs. 1 and 2). Phase-scrambling of the van Hateren
image set was achieved by performing a Fourier transform, replacing the phase
spectrum with that of a Gaussian random image of equal mean luminance, and
finally recovering the phase-randomized image via the inverse Fourier transform
(Fig. 6b). The luminance-remapped scrambled set was generated by replacing
each pixel value of a phase-randomized image with the value corresponding to
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the same luminance-ordered rank in the original image (Fig. 6c). Analogously,
we generated the luminance-remapped natural set by drawing pixel values from
the corresponding phase-scrambled image (Fig. 6d).

Visual stimuli. On every trial of the closed-loop course stabilization experi-
ment (Fig. 1), a random image was chosen from our in-house image library and
projected onto a virtual cylinder surrounding the fly. In order to cover the visual
field without significant distortion, the panorama was mirrored across the fly’s
elevation axis. Each trial lasted 5 s. The rotational component of the walking tra-
jectory was used as a feedback signal for the azimuthal orientation of the virtual
cylinder, effectively giving flies control over their angular orientation relative
to the environment. Feedback gain was set to unity. Between 1.5 s and 3.5 s, we
additionally rotated the virtual environment at a constant 80° s™! in clockwise or
counter-clockwise direction. Contrast was scaled in accordance with the proce-
dure described above to 12.5%, 25%, 50% and 100% of the original RMS value.

For open-loop velocity estimation experiments (Fig. 2), images were chosen
and projected as above while feedback gain was set to zero. On each trial, a ran-
dom velocity was drawn from a Gaussian distribution centered at 0° s~! with a
s.d. of 50° s71. Trials lasted 3.5 s. Between 1.5 s and 2 s, the virtual environment
rotated with the constant velocity drawn earlier. The border where the image on
the cylinder wrapped around was placed such that it remained in the back of the
fly on most trials. Here, we added the 6% contrast condition.

We used single bright and dark edges for characterizing the physiological
response properties of ON and OFF channels (Fig. 3). During electrophysiol-
ogy experiments, we presented edges moving at 12 constant velocities across
two orders of magnitude (6.25, 12.5, 25, 50, 75, 100, 150, 200, 300, 500, 700
and 900° s~!). When recording from vertical system or horizontal system cells,
edges traveled along the vertical or horizontal axis, respectively, and in the pre-
ferred direction of the cell. Edges used during calcium imaging always moved at
25° 571 and either downwards or from front to back (no differences between the
two directions were observed). Physiology stimuli (Fig. 3) had a Michelson con-
trast of 100%, starting from either a dark (ON) or bright (OFF) background. For
additional experiments (Supplementary Fig. 4), edges started from an equal back-
ground luminance of 10.7 cd m™2. As the stimulation device only allowed discrete
steps, ON edges then had a contrast of 76% and OFF edges a contrast of 100%.

The behavioral balanced motion stimulus resembled previous iterations!%21:23,
Briefly, we presented flies with a stationary square wave grating that had an initial
spatial wavelength of 45° and Michelson contrast of 50%. Each individual trial
lasted 9s. Between 2 sand 7 s, bright and dark edges moved in opposite directions
at the same velocity. In contradistinction to previous experiments, we reset the
stimulus to the initial state after edges had traversed 20° of visual angle, allowing
us to keep stimulus duration fixed regardless of edge velocity. After each reset,
we applied a random phase shift in order to minimize the effect of initial grating
position relative to the fly. This was done for six velocities (20, 40, 80, 160, 320
and 640° s71) in clockwise and counter-clockwise direction. Pulse experiments
(Supplementary Fig. 5) were performed analogously, with edge movement being
limited to the indicated duration (500 ms, 250 ms or 100 ms).

Glider experiments (Figs. 7 and 8) were performed as described previously!2.
Briefly, the visual field was divided into vertical stripes that had an azimuthal
extent of 6° (behavior) or 4.5° (electrophysiology). Each bar could either be
dark or bright; Michelson contrast for these experiments was 50% (behavior) or
100% (electrophysiology). Initial bars were seeded with a random binary pattern.
Depending on the glider, bars were then updated according to the correspond-
ing deterministic rule. The glider update frequency was either 24 Hz (behavior)
or 10 Hz (electrophysiology). For electrophysiological experiments, we used a
single pre-generated glider sequence. Here, preferred direction was defined as the
update direction that would depolarize cells for two-point gliders.

Modeling. The ON-OFF detector used in this study (Figs. 5, 6 and 8) was derived
from a previously published two-quadrant model!?. Briefly, we modeled pho-
toreceptor signals as time series with a resolution of 10 ms (for optimization
experiments) or 1 ms (for other experiments) per step. Lamina processing was
then approximated as the linear sum of a high-pass-filtered signal (first-order
RC filter with 7= 250 ms) and an unfiltered tonic component (DC) with variable
weight. This was followed by a half-wave rectification step. For the pure ON detec-
tor, signals were rectified with the threshold set to exactly zero. For the pure OFF
detector, the signal was inverted and then rectified with the threshold set to exactly

zero. Further processing was identical for both: The signal was first-order low-pass
filtered with variable time constant Tand then multiplied with an unfiltered signal
from the other spatial location. This was done twice in a mirror-symmetrical
fashion, followed by subtraction, yielding a fully opponent direction-selective
signal. For the full ON-OFF detector, an ON detector and an OFF detector were
summed with equal weight. Unlike previous versions!?, our simplified detector
did not make use of shifted rectification thresholds or unequally weighted detector
halves. Outside of natural image experiments, stimuli were rendered at a spatial
resolution of 0.1°. We modeled the spatial acceptance profile of photoreceptors as
Gaussians with a half-width at maximum of 5°. The symmetric detectors (Figs. 5
and 8) had, by definition, zero DC component and identical filter time constants
for the ON and the OFF channel as determined by the optimization procedure.
The asymmetric detector had DC components and time constants that were
allowed to differ between ON and OFF during optimization.

The detector characterization (Fig. 5) depicts results from a combination of
20 detectors separated by 6.5°. The spatial wavelength of all gratings was 20° with
velocity being defined by temporal frequency. Simulations for grating and edge
tunings ran for 10 s each; output was averaged across detectors and time. For the
velocity profile (Fig. 5g), we used a time series drawn from a Gaussian distribu-
tion with s.d. =20° s~! that was first-order low-pass filtered with 7= 500 ms. Units
were discarded for display purposes. Modeled edge stimuli lasted for 15 s, with
movement starting after 2 s. The starting condition was fixed at 1.0 and followed
by ajump to 1.2 for ON edges or 0.8 for OFF edges. Detector output was averaged
for the duration of edge motion, which depended on velocity. We simulated 50
velocities on a logarithmic scale from 10°s~! to 1,000° s~1. Glider stimuli (Fig. 8)
were rendered as idealized signals mapping 21 virtual stripes to the 21 virtual
photoreceptors of an array of 20 detectors, without any spatial overlap. The array
was seeded with a random combination of binary dark and bright values (arbitrar-
ily defined as 1.0 and 3.0, respectively) and then updated according to previously
described rules!? at a frequency of 5 Hz. Glider simulations ran for 5 s each
and were averaged across 500 instantiations and time (Fig. 8f-i). We approxi-
mated compressive characteristics of the visuo-motor transformation by multi-
plying two-point and three-point responses with slightly different gain values
(2,500° s7! and 3,500° s71, respectively) when translating detector output into
turning tendency. All simulations were implemented in Python 2.7 using NumPy
1.6 and Numba 0.18.

Detector optimization. Optimization of detector models was based on an exhaus-
tive cross-validated search on a two-dimensional parameter grid. We generated
50 random training-to-test splits from the 4,167 images of the van Hateren data
set with a training-to-test ratio of 4:1. All images received a luminance bias of 3.0
and were clipped at zero in order to ensure that only positive signals arrived at
detector inputs while keeping mean values constant. The optimization procedure
was then performed independently for each training fold.

We scanned a parameter space comprising 40 x 21 combinations of low-pass
time constants (from 10 to 400 ms in 10-ms steps) and DC contribution (from
—-20% to +20% in 2% steps). For each parameter set, three detectors with the
corresponding parameter settings were simulated: a pure ON detector, a pure
OFF detector, and a symmetric ON-OFF detector where ON and OFF chan-
nels used the same parameters. Fitness of a given detector was determined as
follows, based on previous studies!? and analogously to behavioral experiments
(Fig. 2): on each iteration, we drew a random image from the training set and a
random velocity from a Gaussian distribution centered at zero with s.d. = 25°s™1.
We then generated two time series corresponding to a simulated pair of pho-
toreceptors separated by 6.5° traveling across the horizontal middle row of the
image at the constant velocity drawn before and for a duration of 1,000 ms.
The signals were fed into each of the three detectors. Detector output was aver-
aged across time. We repeated this procedure 50,000 times per parameter set.
Detector fitness was then defined as the Pearson correlation between input
velocity and average detector output. During testing, we assembled two detectors
per test set. The optimal symmetric detector was the best-performing detector
constrained to use equal ON and OFF settings and zero DC. The optimal asym-
metric detector was the linear combination of the best performing ON detec-
tor and the best performing OFF detector. The performance of both was then
evaluated on the corresponding test set; here, detector evaluations were repeated
100,000 times. This was done for the natural, phase-scrambled and luminance-
remapped image sets.
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We implemented the optimization procedure in Python 2.7 using NumPy 1.6,
SciPy 0.15, Numba 0.18, and IPython 3.0. Parallel operations were distributed
across 128 CPUs on a Beowulf cluster consisting of eight physical machines.

Code availability. Python and Matlab code used throughout analysis, modeling,
and optimization is available upon request to the authors.

Statistics. All statistical tests were two-tailed Students ¢ tests at a significance level
of 0.05, assuming unequal variance unless stated otherwise. Where necessary,
conservative Bonferroni correction was applied in order to correct for multiple
hypothesis testing. Normality of data was confirmed visually and not formally
tested. We did not predetermine sample sizes using statistical tests, but numbers

are in line with established work!220:21:23.27 Qur confidence intervals were com-
puted according to a bootstrapping procedure based on 1,000 re-samplings of the
data set. We did not differentiate levels of significance; only single asterisks are
used regardless of P value. Statistical procedures were used as implemented in
SciPy 0.15. All experiments and data analysis were performed without blinding
to conditions or genotypes.

A Supplementary Methods Checklist is available.

51.Yu, J.Y., Kanai, M.l.,, Demir, E., Jefferis, G.S.X.E. & Dickson, B.J. Cellular
organization of the neural circuit that drives Drosophila courtship behavior. Curr.
Biol. 20, 1602-1614 (2010).
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Supplementary Figure 1
Auxiliary data for Gal4 lines used throughout the study.

(a-d) UAS-mCD8GFP or UAS-GCaMP6f were driven by Gal4 driver lines used throughout the text and visualized using confocal
images of the optic lobe. (a) GFP expression of splitGal4 line labeling T4 and T5. (b) GFP expression of Gal4 line labeling T4. (c) GFP
expression of Gal4 line labeling T5. (d) GCaMP6f expression of combined Gal4 line labeling T4 and T5. See Online Methods for Gal4
line names and details of the immunohistochemistry procedures. (e-h) Locomotor integrity for each behavioral experiment was
quantified as the mean forward velocity across conditions, with values close to control level indicating a general ability to respond to
visual stimuli. (e) Walking speeds for closed-loop experiments (Fig. 1). (f) Walking speeds for open-loop experiments (Fig. 2). (9)
Walking speeds for opposing edge experiments (Fig. 4). (h) Walking speeds for glider experiments (Fig. 8). Dots represent individual
flies. Black bars mark the group mean for each genotype.
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Supplementary Figure 2
Walking traces for open-loop velocity estimation experiment.

Binned response traces for all genotypes used throughout the stochastic open loop velocity estimation experiment (Fig. 2). In order to
generate velocity-specific traces, stimulus velocities were sorted into bins spanning 5° s~ centered about the value indicated above
each column. The corresponding traces were then averaged for each fly. Shaded areas indicate the bootstrapped 68% confidence
interval across flies (N as in main figure; Fig. 2). Nota bene, traces were not low-pass filtered and the sampling base for each fly
decreases with distance from zero velocity due to the stimulus distribution. The black line in the top leftmost panel indicates the period
over which we averaged in order to generate responses for main experiment (Fig. 2). See Online Methods for details. (a) Responses
for pooled controls as in main experiment (Fig. 2b). (b-h) Responses for individual genotypes.
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Supplementary Figure 3
Bayesian analysis of open-loop behavioral data.

Using open-loop behavioral data (Fig. 2), we generated Bayesian decoders according to the procedure outlined in the Online Methods.
For details about quantification and subject numbers, refer to main experiment (Fig. 2). (a) Mapping error across image contrast values,
quantified as the root-mean-square error after application to the test data set. With higher contrasts, the quality of the estimate
improves; this resembles results based on linear correlation. For T4/T5 block flies, the error stays flat. T4 or T5 block cannot be
distinguished from wild-type behavior. (b) Visualization of resulting mapping functions, transforming fly responses into Bayesian
estimates of input image velocity. Each line corresponds to a single fly. No significance tests were performed.
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Supplementary Figure 4
Physiological edge velocity tuning for fixed starting luminance.

Lobula plate tangential cell responses to ON and OFF edges for equalized initial mean luminance (N=16 by pooling 12 vertical
system/4 horizontal system cells). See legend of main experiment (Fig. 3) as well as Online Methods for details. (a) Response traces
for edges moving at various velocities. Note that the timescale depends on edge velocity. (b) Quantification of velocity tuning. (c)
Quantification of response dynamics (with latency being defined as the time to maximal response during stimulation for onset or time to
minimal response after stimulation for offset). (d) Quantification of polarization before and after stimulus presentation. No significance
tests were performed.
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Opposing edge responses for varying stimulus durations.
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Presentation and quantification are analogous to main experiment (Fig. 4; see Online Methods and associated legend for details).
Depicted flies were T4/T5 control flies. (a-c) Turning responses for edge pulses of 500 ms (N=12), 250 ms (N=12), and 100 ms (N=14)

duration, respectively. (d) Quantification of turning responses.
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Supplementary Figure 6
Extended data for higher-order motion experiments and simulations.

(a-c) T4 block flies and T5 block flies show 2-point glider responses at control level. (a) Control responses for 2-point gliders of positive
or negative parity. (b) Block fly responses. (¢) Summary of average turning tendency. Shaded area indicates stimulation period (see
Online Methods and legend of main experiment for details; Fig. 8). (d-i) Time- and instantiation-resolved output of the asymmetric
detector for converging 3-point gliders. Black traces are arbitrarily scaled detector responses for five random starting conditions of the
pattern. (d) Single traces for positive parity. (€) Average time-resolved output for positive parity across 100 instantiations of the
stimulus. (f) Low-pass filtered trace from e (first order with time constant of 500 ms followed by multiplicative scaling with a factor of
four, approximating the behavioral response). (g) Single traces for negative parity. (h) Average time-resolved output for negative parity
across 100 instantiations of the stimulus. (i) Low-pass filtered and scaled trace from h (procedure as in f).
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Supplementary Table 1

Alias Genotype Experiments
T4/T5 block w*/w’; UAS-TNT-E/Gal4-R59E08-AD; Figs. 1, 2, 4, 8, S1,
+/Gal4-R42F06 S2, S3, S6
T4/T5 imaging w’; UAS-GCaMP6f; Gal4-VT25965/Gal4- Fig. 3, S1
VT37588
T4 block w*/w'; UAS-TNT-E/+; +/Gal4-VT37588 Figs. 2, 4, 8, S1, S2,
S3, S6
T5 block w*/w’; UAS-TNT-E/+; +/Gal4-R42H07 Figs. 2, 4, 8, S1, S2,
S3, S6
TNT control w/w'; UAS-TNT-E/+; +/+ Figs. 1, 2, 4, 8, S1,

T4/T5 control

T4 control

T5 control

Canton S

w*/w’; +/Gal4-R59E08-AD; +/Gal4-R42F06

wHw’; +/+; +/Gal4-VT37588

whiw'; +/+; +/Gal4-R42H07

W5 +/+; ++

S2, S3, S6

Figs. 1, 2, 4, 8, S1,
S2, S3, S5, S6

Figs. 2, 4, 8, S1, S2,
S3, S6

Figs. 2, 4, 8, S1, 82,
S3, S6

Figs. 3, 7, S4




Supplementary Table 2

12.5% contrast

19

n
UAS control | t 9.27
p| 28se10 |
n 12
Gal4 control | t 11.2

50% contrast

19

n
UAS control | t 14.4
b | assets |
n 12
Gal4 control | t 13.7

Extended statistics for Fig. 1. For each contrast condition, we determined significance by comparing
the block group to both control groups (UAS control and Gal4 control) using a two-tailed Student’s t
test. Blocks were declared significantly different if and only if both control groups were significantly
different at a level of 0.05. For multiple comparisons, Bonferroni correction was applied. Red fields
indicate significant differences after Bonferroni correction.The number indicated by n is the number of

individual flies.
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25% contrast

n 19
UAS control | t 12.2

o[ 389013 |

n 12
Gal4 control | t 16.4

100% contrast

19

n

UAS control | t 12.9
o] aseet2 |
n 12

Gal4 control | t 13.9
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c=6.25%
c=125%
c=25%
c=50%
c=100%

Supplementary Table 3

Correlation coefficient (Fig. 2d)

Gain (Fig. 2e)

Genotype - T(‘:‘ ﬂozc)k T(i :Ozﬁk Genotype - T(‘; :g:)k T(5r1 :cgk
n 12 12 12 n 12 12 12
UAS control | t -3.98 0.673 -0.862 UAS control | t -4.13 0.175 -1.34
_ 0.508 0.398 _ 0.863 0.193
n 12 13 12 n 12 13 12
Gal4 control | t -6.20 -1.95 -0.923 Gal4 control | t -5.99 -1.81 -0.987
_ 0.0631 0.368 _ 0.0853 0.336
Genotype - T4 block | T5 block Genotype - T4 block | T5 block
(n=12) | (n=12) (n=12) | (n=12)
n 12 12 12 n 12 12 12
UAS control | t -9.15 0.968 -1.49 UAS control | t -8.66 0.0732 -1.58
_ 0.344 0.150 _ 0.942 0.129
n 12 13 12 n 12 13 12
Gal4 control | t -14.7 -2.38 -1.57 Gal4 control | t -10.5 -1.55 -0.614
0 Earr o I o150 | ose
Genotype - T4 block | T5 block Genotype - T4 block | T5 block
(n=12) (n=12) (n=12) (n=12)
n 12 12 12 n 12 12 12
UAS control | t -13.2 0.108 -0.545 UAS control | t -11.3 -0.161 -0.828
N R 0
n 12 13 12 n 12 13 12
Gal4 control | t -19.1 -2.53 0.0875 Gal4 control | t -14.4 -1.82 0.969
_ 0.0198 0.931 _ 0.0810 0.344
Genotype - T4 block | T5 block Genotype - T4 block | T5 block
(n=12) (n=12) (n=12) (n=12)
n 12 12 12 n 12 12 12
UAS control | t -31.5 -0.499 -2.02 UAS control | t -19.3 -1.38 -2.35
_ 0.624 0.0608 _ 0.185 0.0300
n 12 13 12 n 12 13 12
Gal4 control | t -28.2 -1.49 -0.832 Gal4 control | t -17.3 -0.927 0.328
o Rl o | ous 0
Genotype - T4 block | T5 block Genotype - T4 block | T5 block
(n=12) | (n=12) (n=12) | (n=12)
n 12 12 12 n 12 12 12
UAS control | t -24.0 -1.89 -2.25 UAS control | t -16.0 -1.68 -2.00
_ 0.0803 0.0362 _ 0.110 0.0596
n 12 13 12 n 12 13 12
Gal4 control | t -22.3 -2.17 -0.458 Gal4 control | t -19.2 -1.23 0.404
_ 0.0495 0.652 _ 0.235 0.692

Extended statistics for Fig. 2. Test details were as in Supplementary Table 2. ¢ denotes contrast.
Red fields indicate significant differences after Bonferroni correction.The number indicated by n is the
number of individual flies.
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Supplementary Table 4

Feature

ON vs. OFF

Extended statistics for Fig. 3. We compared response features between ON and OFF edge pres-
entation. Responses were always averaged across velocities and then tested using two-tailed
Student’s ttests at a significance level of 0.05. Red fields indicate significant differences. The number
indicated by n is the number of individual cells pooled from vertical and horizontal system cells.
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Supplementary Table 5

Difference from zero Difference from control
Genotype T4/T5 block
yp (n=12)
n 12 12 12
o Genotype UAScontrol | t | -2.66 14,9 6.80
v=20"°/s p| oo |EIHONNGESEN
versus 0
n 13 12 13
Gal4 control | t -2.08 -13.5 8.60
p| ooso: |EEESMNNSTE
T4/T5 block
genewee | | n=r2) -
n 12 12 12
o Genotype UAS control | t | -2.20 131 | 885
v=40°s p| oo |GSHENEGER
versus 0
n 13 12 13
Gal4 control | t -2.90 -12.4 9.65
»] sases [126e10] s6ses |
T4/T5 block
Gorowee | | er2) -
Genotype TNT control | T4/T5 control | T4 control | T5 control n 12 12 12
o/ yp (n=12) (n=13) (n=12) (n=13) UAS control | t | -0.324 -11.8 1.3
v =280"°/s | o70s | o765 | -as | oz b oo 10711 43010
versus 0
p| 0497 0.459 0.178 0.808 n 13 12 13
Gal4 control | t 0.921 -9.70 127
Genotype _
n 12 12 12
Genotype §
- 160 °/ UAS control | t 3.18 6.82 12.3
V=160 /s o rses | ase [rrese
versus 0
n 13 12 13
Gal4 control | t 6.02 -5.98 15.0
o] 12005 | as6es [omeerz
Genotype _
n 12 12 12
Genotype §
_ 320 0/ UAS control | t 3.99 6.06 14.2
V=320 s o s [ ases [z
versus 0
n 13 12 13
Gal4 control | t 4.66 -6.45 19.0
it [ rtes |7ates]
Genotype T4/T5 block | T4 block
typ! (n=12) (n=15)
Genotype TNT control | T4/T5 control | T4 control | T5 control n 12 12 12
P (n=12) (n=13) (n=12) (n=13) UAS control | t 2.25 -2.21 4.54
o
v = 640°/s t 2,50 -1.54 -1.15 2.64 0.0439 0.0368
p| 00297 0.149 0.274 0.0216 n 13 12 13
Gal4 control | t 1.18 -4.80 5.05

Extended statistics for Fig. 4. For each velocity condition, we determined significance by comparing
control groups to zero or block groups to both corresponding control groups (UAS control and Gal4
control) using a two-tailed Student’s t test. Blocks were declared significantly different if and only if
both control groups were significantly different at a significance level of 0.05. v denotes velocity. For
multiple comparisons, Bonferroni correction was applied. Red fields indicate significant differences
after Bonferroni correction. The number indicated by n is the number of individual flies.
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Supplementary Table 6

. Random
Stimulus (n=16)
t -0.426
versus 0
p 0.676

Extended statistics for Fig. 7. We compared glider voltage responses to zero. Responses were
tested using two-tailed Student’s ttests at a significance level of 0.05. Red fields indicate significant
differences.The number indicated by n is the number of individual cells pooled across cells from the
horizontal and vertical systems.
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2-point

3-point/conv.

3-point/div.

Supplementary Table 7

Positive parity

Negative parity

Genotype

UAS control | t

Gal4 control | t

Genotype

UAS control

- T4 block | T5 block Genotype - T4 block | T5 block
(n=13) | (n=17) (n=13) | (n=17)
n 18 18 18 n 18 18 18

-16.2 -2.41 -1.33 UAS control | t 21.3 1.29 -0.169
n 12 12 12 n 12 12 12
7.93 182 | 154 Galdcontrol | t | 808 479 | 191

o [JESER oos14 | o136 o SRl 00860 | o0.0679

Gal4 control

Genotype

n 18 18 18
UAS control | t -6.44 -14.0 6.83
v st2e6 [ 130013 [ 2017 |
n 12 12 12
Gal4 control | t -12.4 -23.7 7.00

Genotype

UAS control

UAS control

Gal4 control

Gal4 control

t -9.25 4.52 -8.51
' [asten [ 10104 | 1aes
n 12 12 12
t -6.82 0.991 -9.76
;

Extended statistics for Fig. 8. Test details were as in Supplementary Table 2. Red fields indicate
significant differences after Bonferroni correction. The number indicated by n is the number of individu-

al flies.

Nature Neuroscience: doi:10.1038/nn.4262

122



Manuscript V
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Object tracking in motion-blind flies
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Different visual features of an object, such as its position and direction of motion, are important elements for animal orientation,
but the neural circuits extracting them are generally not well understood. We analyzed this problem in Drosophila, focusing on
two well-studied behaviors known as optomotor response and fixation response. In the neural circuit controlling the optomotor
response, columnar T4 and T5 cells are thought to be crucial. We found that blocking T4 and T5 cells resulted in a complete loss
of the optomotor response. Nevertheless, these flies were still able to fixate a black bar, although at a reduced performance level.
Further analysis revealed that flies in which T4 and T5 cells were blocked possess an intact position circuit that is implemented
in parallel to the motion circuit; the optomotor response is exclusively controlled by the motion circuit, whereas the fixation

response is supported by both the position and the motion circuit.

Optomotor and fixation responses of flies have been studied exten-
sively. Experiments on tethered Drosophila walking or flying inside a
rotating drum revealed a strong and persistent optomotor response
along the direction of the rotating drum!-3 (open loop). The effect
of large-field stimuli on visual course control can also be seen in free
flight, where the structure of the flight path of Drosophila depends on
the visual pattern of the surrounding environment?. When the pattern
is rotating, the fly’s behavior exhibits distinct, circular flight paths
around the center of the arena®. Fixation behavior was first observed
in tethered flying house flies in which the fly’s torque was fed back
into a servo motor controlling the position of a black bar®7 (closed
loop). Under these conditions, flies keep the bar in front of them
most of the time. Moreover, it was shown that bar fixation interacts
with the expansion avoidance reaction of Drosophila when presented
with translatory full-field optic flow®. Fixation behavior has also been
studied in freely walking and flying Drosophila®-12. On the basis of
their different dynamics and spatial sensitivity, the optomotor and
fixation responses were proposed to represent the output of differ-
ent visual processing pathways!3. Similar conclusions were drawn
from experiments in which the tangential cells of the lobula plate
were either genetically or surgically removed!4-17, or in mutants with
reduced optic lobes!3; in general, flies seem to be impaired more
strongly in their response to large-field rotating patterns than in their
reaction to single, moving bars. However, none of the techniques used
provided a sufficiently high resolution to make any definitive state-
ments about the involvement of individual cell types of the fly optic
lobe in one or the other pathway.

To dissect the neural circuits underlying the optomotor and fixa-
tion responses, we built on recent progress in our understanding of
the visual processing stream!® leading from the photoreceptors R1-6
via lamina and medulla to directionally selective motion responses
in the lobula plate tangential cells (LPTCs; Fig. 1a). Recording from
LPTCs via whole-cell patch?%2! combined with selective blockade
of individual columnar cells revealed that lamina cells L1 and L2
provide the main input to the motion detection circuit, functionally

segregating into an ON and an OFF pathway, respectively?223.
The L1 and L2 pathways, which have been described anatomically?2,
converge again on the dendrites of the tangential cells in the lobula
plate via T4 and T5 cells; blocking the synaptic output from T4 and
T5 cells completely abolishes the motion response in tangential cells,
but leaves some residual response to full-field flicker?6. To test the
behavioral performance of these flies, we used a procedure in which
a tethered fly walks on a small sphere supported by an air stream??27.
A computer reads the movement of the sphere, controls the visual
stimulus presented to the fly and adjusts the ambient temperature.
Moreover, we used the Gal4-UAS system?8 to genetically express a
temperature-sensitive allele of shibire?® in a small subset of neurons
in the fly brain. This permitted a selective shut down of the desired
part of the neuronal circuit during the experiment by switching
from the permissive temperature for shibire’ (25 °C) to its restrictive
one (34 °C).

RESULTS

Optomotor and fixation response

We tested the optomotor and fixation response of flies in which
shibire's was expressed in T4 and T5 cells (T4/T5 block flies). As the
behavior of flies turned out to be highly dependent on temperature
(Supplementary Fig. 1), all of our control experiments were carried
out with flies of a different genotype using the same temperature
protocol. For controls, we used flies with two different genotypes:
flies that carried the shibire' effector allele, but no Gal4 driver gene
(shi* control), and flies that carried the Gal4 driver gene, but no
shibire® effector gene (T4/T5 control). We examined the temperature
dependency of the block: T4/T5 block flies behaved similar to control
flies at 25 °C, as well as when the temperature was slowly elevated
to 34 °C. However, clear differences emerged approximately 5 min
after reaching 34 °C (Supplementary Fig. 1). To exclude any motor
deficits in T4/T5 block flies, we analyzed their general walking and
turning activity, which were not different from those of control flies
(Supplementary Fig. 2).

Max Planck Institute of Neurobiology, Martinsried, Germany. Correspondence should be addressed to A. Bahl (bahl@neuro.mpg.de) or A. Borst (borst@neuro.mpg.de).

Received 6 February; accepted 28 March; published online 28 April 2013; doi:10.1038/nn.3386

730

VOLUME 16 | NUMBER 6 | JUNE 2013 NATURE NEUROSCIENCE

125



© 2013 Nature America, Inc. All rights reserved.

®

Figure 1 Optomotor response and fixation a
response of control and T4/T5 block flies.

(a) Schematic of the fly’s optic lobe. In each
lamina column, photoreceptors R1-6 synapse
onto lamina cells L1 and L2, forming parallel
pathways for motion detection. The output
signals of both pathways converge via T4 and
T5 cells on the dendrites of LPTCs. (b,c) Turning
speed of control (shi®s control (dashed black
line) and T4/T5 control (solid gray line); b) and
T4/T5 block (solid red line; c) flies in response
to clockwise and counterclockwise rotation of
a grating pattern (contrast = 22%, gray shaded
areas; 20 trials per fly, n = 10 flies per group).
Inset, optomotor response as function of grating
contrast (clockwise minus counterclockwise
rotation response divided by 2; averaged in 1 s
after stimulus onset). (d) Average optomotor
response (average over contrasts). ***P < 0.001,
two-sided t test compared with both control
groups. The response of the T4/T5 block
group was not significantly different from zero
(P=0.47, two-sided t test). (e,f) Bar position
over time during closed-loop fixation (single
trial of one shi®s control fly (e), single trial for
one T4/T5 block fly (f)). Vertical dashed lines
indicate the frontal area (£10°). (g,h) Average
probability density as function of bar position
for control (40 trials per fly, n= 10 flies per
group; g) and T4/T5 block (40 trials per fly,

n =12 flies; h) flies. (i) Integration of the
probability density curves between £10° gives
the percentage of time the bar is held in the
frontal visual field (fixation in front). Upper
horizontal dashed line represents the chance
level (5.6%, no fixation). *P < 0.05, two-sided
t test compared with both control groups.

The value of the T4/T5 block group was
significantly different from chance
(P<0.001, two-sided t test). All data
represent mean +s.e.m.

o

Turning speed (° s“)

1l
Il

Time (s)

We first confronted the flies with a large-
field grating moving clockwise and counter-
clockwise (Fig. 1b-d). Both types of control
flies exhibited a strong and reliable optomotor
response over a wide range of pattern contrasts (Fig. 1b,d). Instead,
T4/T5 block flies no longer followed the motion of the panorama, no
matter how high the pattern contrast (Fig. 1c,d). We next performed
closed-loop fixation experiments and coupled the flies’ turning ten-
dency to the position of a single black bar such that whenever the fly
turned into one direction, the bar moved into the other (Fig. le-i).
Control flies robustly moved the bar to the front and kept it there
(Fig. 1e,g,i). When we tested the flies in which the output from T4
and T5 cells was blocked, we were surprised that they were still clearly
able to fixate the bar, although with a somewhat broader position dis-
tribution than control flies (Fig. 1f,h,i). Taken together, these results
indicate that T4 and T5 cells are a necessary part of the neural circuit
controlling the optomotor response to large-field motion, but are not
needed for fixation behavior.

Probability density (% per °) ¢rQ

Dissection of motion and position system

Does that mean that fixation behavior relies on a separate set of
motion-sensitive neurons tuned specifically to small moving objects,
or does fixation behavior rely on a purely position-dependent sys-
tem that is insensitive to motion? To tease apart the response to the
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direction and the response to the position of a moving bar, we used a
classical approach3? and moved a single bar in open loop around the
fly, first in a clockwise and then in a counterclockwise direction, and
measured both responses (R, and R, respectively) as a function
of bar position (¥)3!.

Assuming that the turning response R of the fly to the rotating
bar reflects a superposition of a position system P and a motion
system M (with v = d'¥'/dt denoting the angular velocity of the bar),
we can write

R=P(¥,v) + M(¥,7)

For the two directions of bar rotations, we obtain

Ry = P(W,v)+M(W,v)
Reew =P(¥,—v)+ M(¥,—v)
To simplify these equations, two classical assumptions can be made3?.

First, the position system is velocity independent (P(\¥,v) = P(\V)).
Second, the motion system is linear in v (M(¥,v) = M(¥)-v). Following
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Figure 2 Open-loop analysis of the fixation

[=p

a Controls T4/T5 block
response. (a,b) Responses of control (a) and .
T4/T5 block (b) flies to a single black bar moving = 7, 101 — 501
clockwise (thicker lines) and counterclockwise S 501 c 7/\\\.. < o5 c
around the fly. Responses are plotted as a function § -y A § M
of the azimuth position of the bar; that is, during > o 0 R’ g °
counterclockwise rotation, time progresses from i £ -50 W ) g —25 D)
right to left. (c,d) Summation of the clockwise and »3_100 ] i 2 _s0 4
counterclockwise responses divided by 2 revealed 180 90 0 90 180 180 90 0 90 180
the position-dependent response component, P(¥), Bar position (%) Bar position (°)
of control (c) and T4/T5 block (d) flies. (e) The position c d e
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minus the integral of P(-180° < ¥ < 0°) divided by 2). ~ 204 7 ~ 104 gmﬁ
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responses divided by 2 yielded the motion-dependent 10 b 00 & L
response component, M(¥)-v, of control (f) and T4/T5 180 —50 0 90 180 180 —%0 0 90 180
block (g) flies (a positive value indicates a tendency to Bar position (%) Bar position (%)
turn with the stimulus). (h) The motion response f g h
(the integral of the curve M(0° < ¥ < 180°)-v plus 60 30 o 61
the integral of M(-180° < ¥ < 0°)-vdivided by 2). 'R - %mg
The response of the T4/T5 block group was not < < 15 4 §’T 41
significantly different than zero (P= 0.06, two-sided 5: ,; <o 2 ]
ttest). All data represent mean +s.e.m.; 35 trials per fly, s B\ s oA /\ LY 5L
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with both control groups. N

these assumptions, the position system as well as the motion system
can be recovered

P(W) = (Reyy + Rocy)/2
M(¥)-v = (Reyy — Reyy) /2

We performed such experiments on control and T4/T5 block flies
(Fig. 2). With a starting position behind the flies, control flies fol-
lowed the direction of motion of the bar, turning clockwise (+)
during clockwise motion and counterclockwise (-) during coun-
terclockwise motion (Fig. 2a), which is slightly different from what
has been measured in flying Drosophila under similar conditions?.
According to the formal decomposition outlined above, we recov-
ered a position-dependent response component, P(\') (Fig. 2¢c.e),
and a motion-dependent response component, M(\¥) (Fig. 2fh). The
responses of T4/T5 block flies to such stimuli were markedly different
from those of control flies; in general, T4/T5 block fly responses had
smaller amplitudes and were almost identical for both directions of
bar motion (Fig. 2b). Decomposing the reaction into the position-
and motion-dependent components revealed that the response of
these flies to the position of the bar, P(\V), was still present, although
reduced in amplitude (Fig. 2d,e). However, the response to the motion
of the moving bar, M('¥), was completely abolished (Fig. 2g,h). We
conclude that T4/T5 block flies are blind to the motion of a single bar,
but can still detect its position. Thus, the ability of motion-blind flies
to fixate a bar in closed loop (Fig. 1£,h,i) is a result of the remaining
position response.

What is the visual cue used by the position system that allows the
detection of bar position: is it mere stationary contrast, its temporal
change or its local motion? To address these questions, we presented
control flies with an appearing black bar (10° width) at +90° azimuth
which stayed there for 4 s before disappearing again (Fig. 3). The time
during which the bar appeared and disappeared amounted to 0.5 s
approximating the local luminance change when a black bar (width =
10°and v =20 °s~!) moves into a 10°-wide window and, after 4 s, moves

out again. Control flies exhibited a strong, but transient, response toward
the position at which the bar was appearing as well as where it was dis-
appearing, but, during the stationary phase of the bar, no response was
detectable (Fig. 3a). We then determined the response values as func-
tion of bar position. In control flies, the shape of the resulting response
functions (Fig. 3¢,i) looked similar to P(¥) as obtained in the previous
experiment (Fig. 2¢,d). We next repeated the experiments on T4/T5
block flies. Like control flies, T4/T5 block flies responded transiently to
both the appearance as well as to the disappearance of the bar, but not
when the bar was stationary (Fig. 3b). Moreover, the shape of the posi-
tion-dependent response functions was almost identical to the ones of
control flies (Fig. 3d,g,j). We conclude that the position system is insen-
sitive to a stationary image but uses the change of luminance over time
as its input signal®2. Furthermore, the position system is not affected
by blocking the output of T4 and T5 cells.

Turning responses to local motion and luminance changes

We observed a clear reduction of the performance of T4/T5 block flies
compared to controls when we characterized their position response
under closed-loop fixation conditions (Fig. 1e-i) and when we used a
rotating bar (Fig. 2). However when we used local luminance changes,
we found no difference between T4/T5 block and control flies (Fig. 3).
This discrepancy suggests that the detection of motion somehow
enhances the fly’s response toward the position of the bar. We consid-
ered two possible mechanisms. First, the motion and position system
may not be fully separable on the neuronal level. In this case, local
motion might directly modify the position system to enhance the
position response. Second, the motion system may have a stronger
response to front-to-back than back-to-front motion. In the behaving
fly, this would lead to a stronger compensation of bar motion away
from the front, thereby improving fixation33. In both cases, T4/T5
block flies would no longer be able to detect the motion of the bar
and their position response would be reduced. Furthermore, both
arguments indicate that our assumptions (Fig. 2), which were adopted
from classical experiments3?, might not be fully correct.
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ns indicates not significant, P> 0.05, two-sided ¢ test compared with both control groups. Responses of T4/T5 block flies at 45° were not significantly
different to control responses (P > 0.05; two-sided ¢ test compared with both control groups). Responses of shits control and T4/T5 block flies during
steady state were not significantly different from zero, but the response of T4/T5 control flies was (P=0.37, 0.11, 0.02, respectively; two-sided t test).

To test these ideas, we investigated the turning responses to local
front-to-back motion, back-to-front motion and luminance changes
in isolation (Fig. 4). We created a virtual environment consisting of a
gray cylinder with a 10° window at two azimuthal positions (either ¥ =
30° or ¥ = 60°). Outside, a 10° black bar rotates at 40 ° s! around the
cylinder. Whenever the bar passes the window, it briefly allows the
fly’s motion system to detect the direction of bar motion (either front
to back or back to front), inducing a turning tendency (Mgyp and
Mgry) in the same direction. Moreover, when the bar passes through
the window, it produces local luminance changes such that luminance
first decreases and then increases again. This change in luminance is
detected by the fly’s position system, leading to an additional turning
tendency toward that position (Pgrg and Pgrg). Thus, the turning
response to local front-to-back and back-to-front motion can be
described as the sum of both turning tendencies.

Rprp = MpTB + PRTB
RpTp = MpTE + PRTE

To tease apart the different response components, we need the
response of the position system alone. We approximated the local

luminance change when the rotating bar passes the window with a
non-moving stimulus. The whole window starts at background lumi-
nance, darkens and then brightens again. This stimulus should only
activate the position system, resulting in a turning tendency toward
the position of the local luminance change (R = Py).

When measuring the turning response of control flies to the three
different stimulus conditions, all turning responses were found to be
different. The response to the front-to-back stimulus (Rpyg) was posi-
tive and large in amplitude (Fig. 4a,c), the response to the back-to-front
stimulus (Rgrg) was biphasic and weak (Fig. 4d.f), and the response
to local luminance changes (Ry) was positive and weak (Fig. 4g,i).
In contrast, the responses of T4/T5 block flies to front-to-back
motion, back-to-front motion and local luminance changes were all
identical (Fig. 4b,e,h,j). We found no differences in the responses to
local luminance changes of controls and T4/T5 block flies (Fig. 4i),
which is consistent with our earlier observations (Fig. 3). Taken
together, these results indicate that the position system only detects
changes in local luminance and that local motion does not influence
its response properties. Thus,

Rp =P, =Pprp = P3TF
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Figure 4 Open-loop responses to local bar motion and to local luminance changes. (a—i) Turning responses of control (a,d,g) and T4/T5 block (b,e,h)
flies to local front-to-back motion (a,b), local back-to-front motion (d,e) and local luminance changes (g,h) at ¥ = 30° and ¥ = 60° (gray shaded
areas). The corresponding average turning responses are shown in c, f and i (Rgrg, Rgrr and R, respectively; averaged between t=0.1 s and

t=2.1 s after stimulus onset). (j) Comparison of responses to the different stimuli of T4/T5 block flies. (k) Comparison of isolated motion responses
(Mr1g = Rprg — R and Mgrr = Retr — RL). Motion responses of T4/T5 block flies were not significantly different from zero (P> 0.05, two-sided t
test). All responses were measured as the response with the bar at ¥ = +30° or ¥ = +60° minus the response with the bar at ¥ = -30° or ¥ = -60°,
respectively, divided by 2. All data represent mean + s.e.m.; 60 trials per fly of n=10, 12 and 11 flies (at ¥ = 30°) and of n=10, 11 and 11 flies
(at W = 60°) per group (shits control, dashed black lines; T4/T5 control, solid gray lines; T4/T5 block, solid red lines). ns indicates not significant
(P>0.05), *P< 0.05, **P< 0.01 and ***P < 0.001; two-sided t-test compared with both controls (c,f,i) or comparing Mgrg to —Mgrr within the
groups (k); one-way ANOVA in j.

This finding allowed us to isolate the responses of the motion system  Analyzing the data of control flies in this way revealed a strong
to front-to-back and back-to-front stimulation. asymmetry in the motion system for the frontal part of the visual field
(¥ = 30°), where its response to front-to-back was approximately
twice as strong as that to back-to-front motion (Fig. 4k). In the lat-

Mgt = RpTB — R eral part (‘¥ = 60°), we observed a similar tendency (Fig. 4k). This
MpTE = RgTF — R, finding implies that M (¥, v) # -M (¥, —v) and suggests that it is
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Figure 5 Closed-loop fixation response a Controls b T4/T5 block c
during open-loop background motion. —~ Front ~ Front
(a-f) Fixation responses of control (a,d) and T4/ g 16 g 16 ~ 40
T5 block (b,e) flies during clockwise (a,b) and 2 2 §
counterclockwise (d,e) rotation of the z z é *
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of P(¥) obtained in the previous experiment
with the rotating bar (Fig. 2). Thus, P(\V)
actually overestimates the response of the
pure position system (Pp) in control flies.

P(\{,)controls =(Ray + Reew)/2
=(MM,v)+ M(W¥,-v)+2-P1)/2
>pL

On the other hand, for T4/T5 block flies, the motion responses were
zero (Figs. 2h and 4k). Under these conditions, P(W¥) corresponds to
the response of the position system alone (Py).

T4/T5block

P(¥) =(Rey + Reey )12

=(MMW,v)+ M(Y,—v)+2-Pp)/2
=P

Taken together, these results indicate that the visual pathways of the
motion and position system are indeed separable at the neuronal level.
However, fixation is shaped by an interaction of both systems at the
level of behavior.

Object tracking with background motion

Do both control systems also superimpose when the fly encounters a
more natural situation where it has to track an object while the whole
background is in motion? To answer this question, we fed back the
fly’s turning tendency on the position of the black bar, as in the usual
fixation procedure (closed loop), and displayed a large-field sine-
grating rotating in one or the other direction without giving the fly
control over it (open loop) (Fig. 5). If both responses superimpose at
the level of the fly’s turning tendency, the large field stimulus should
create a permanent offset, leading to a shift of the position where the
fly fixates the bar.

We tested whether the presence of the sine-grating alone would alter
the fixation response. To our surprise, the fixation response clearly
improved for both control and T4/T5 block flies when the back-
ground was a static sine-grating (Supplementary Fig. 3), although
the grating had the same average luminance as the uniformly gray
background used in previous fixation experiments (Fig. 1e-i). This
indicates that the fixation response is modulated by the spatial prop-
erties of the background, yet the detailed mechanism of this effect
remains unknown.

Bar position (°) Bar position (°)

With the sine-grating background moving clockwise or counter-
clockwise, control flies were still able to fixate the bar, but the peak
of the position histogram was shifted in the direction opposite to the
direction of the moving large-field stimulus (Fig. 5a,d). The motion
system produced a tendency to turn in the direction of the moving
background, whereas the position system induced turning toward
the position of the bar. When the bar was shifted opposite to the
direction of background motion, both responses summed to zero.
Under the same conditions, T4/T5 block flies did not shift the fixation
peak, but rather kept the bar in front of them, regardless of whether
the large-field stimulus was moving clockwise or counterclockwise
(Fig. 5b,e). These results suggest a superposition of the large-field
motion system and the position system at the level of behavioral out-
put, as has been proposed.

Electrophysiology in horizontal and vertical system cells
In our behavioral experiments, we found that a turning response
could be elicited by local luminance changes and that this response
was not changed when blocking T4 and T5 cell output (Figs. 3 and 4).
In electrophysiological recordings from LPTCs sensitive to horizontal
and vertical motion (horizontal and vertical system cells, respectively),
the response to full-field flicker is only moderately reduced when T4
and T5 cell output is blocked?®, indicating that horizontal system and
vertical system cells receive additional input from an unidentified
flicker pathway. To investigate whether horizontal system or vertical
system cells use this information to mediate the position response,
we performed electrophysiological recordings from horizontal system
and vertical system cells in the immobilized fly (Fig. 6). We presented
gratings moving in different directions, full-field OFF and ON flicker,
as well as appearing and disappearing black bars at different positions
along the azimuth. Vertical system cells responded strongly in a direc-
tion-selective manner to vertical motion (Fig. 6a), whereas horizontal
system cells responded most strongly to horizontal motion (Fig. 6b).
Both cell types also responded strongly to full-field OFF and ON
flicker. However, cellular responses to appearing and disappearing
vertical bars were orders of magnitude weaker. Moreover, horizontal
system cells slightly hyperpolarized when the black bar appeared, but
depolarized when it disappeared.

These recordings conflict with the behavioral responses that
we observed in several ways. First, flies robustly turned toward the
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Figure 6 /n vivo electrophysiological recordings a
from vertical system (VS) and horizontal system
(HS) cells in the immobilized fly. (a,b) Voltage
traces obtained from vertical system (a) and
horizontal system cells (b) while presenting
vertical (a) or horizontal (b) grating motion

into the preferred direction (PD) and the

null direction (ND) of the cell, full-field OFF
and ON flicker, and a vertical dark bar that b
appeared and disappeared (fast or slow in 0.5 s
or 1.5 s, respectively) at ¥ = 30° in the front
of the fly (responses at ¥ = 60° and ¥ = 90°
were similar in amplitude; data not shown).

All data represent mean + s.e.m. obtained from
n = 8 vertical system cells and n = 6 horizontal
system cells from wild-type Canton S flies.

VS cell response
Voltage (mV)

HS cell response
Voltage (mV)

location of an appearing and a disappearing black bar, and this posi-
tion response was on the same order of magnitude as the optomo-
tor response to full-field grating motion (Figs. 1b and 3a). Second,
assuming that horizontal system and vertical system cells convey
position information, we would not expect the fly to remain capable
of tracking objects when the background is moving (Fig. 5); the tiny
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voltage responses to local luminance changes would vanish in the
much stronger voltage response to the background motion. These
discrepancies between electrophysiological responses of horizontal
system and vertical system cells and behavioral responses render it
unlikely that horizontal system and vertical system cells are part of
the fly’s position circuit.
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Figure 7 Model simulations of the fly’s course control system. (a) Outline of the model. The visual scene was analyzed in parallel by a motion and a
position system. Their output signals, plus noise, were summated and low-pass filtered to yield the fly’s turning speed. To simulate closed-loop fixation
behavior, this signal was used to control the bar position. (b) Turning responses of the model to full-field clockwise and counterclockwise grating
rotation. (c,d) Bar position over time (c) and the resulting activity pattern of the array of position detectors (d) during a single run of closed-loop fixation.

(e) Model responses to a bar rotating in open-loop clockwise, followed by cou

nterclockwise. (f) Position component, P(¥) (calculated by summing

the two responses obtained in e and dividing them by 2). (g) Motion component, M(¥) (calculated by subtracting the two responses obtained in e and

dividing by 2). (h) Probability density as function of bar position obtained fro
during superimposed open-loop background sine-grating motion (solid lines,

m 20 runs of closed-loop bar fixation. (i,j) Closed-loop fixation behavior
10 ° s-1 clockwise (CW) rotation of the grating; dashed lines, =10 ° s~1

counterclockwise (CCW) rotation of the grating). Model responses were calculated with an intact motion system (black lines) and with the gain of the

motion system set to zero (red lines).
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Modeling

Our results suggest the existence of two course control systems oper-
ating in parallel. Can such a system track a single object effectively
and quantitatively account for the observed behavior of the flies? To
address this question, we modeled the two course control systems and
tested them under the conditions that were used in the experiments
(Fig. 7). We implemented the large-field motion system as an array
of elementary motion detectors of the Reichardt type34 weighted by a
spatial sensitivity profile similar to M(¥), as obtained in the experi-
ments (Fig. 2f), and with a 50% stronger weight on front-to-back
than on back-to-front motion, as we observed (Fig. 4k). The output
signals of all motion detectors were summated. The position system
was modeled as an array of squared high-pass filters. From the array,
the location of the maximum response was extracted at each time
point. The response amplitude toward this position was determined
from a spatial sensitivity profile similar to the experimentally deter-
mined one (Fig. 2¢,d). Both signals were multiplied by a gain factor,
added together with white noise and low-pass filtered to obtain a
turning signal. This could either be interpreted as the output signal
under open-loop conditions or fed back into the bar position when
simulating closed-loop fixation behavior (Fig. 7a).

Stimulating the model with grating motion under open-loop con-
ditions resulted in a syndirectional optomotor response (Fig. 7b).
When tested under closed-loop conditions, the model revealed a pro-
nounced fixation behavior, bringing and keeping the bar in a frontal
position (Fig. 7¢,h). Comparing the bar position (Fig. 7c) with the
output of the squared high-pass filters over time (Fig. 7d) revealed the
effective detection of bar position. Moving the bar in open loop, first
clockwise, then counterclockwise, led to a response profile that was
consistent with the respective experimental data (Fig. 7e). We added
and subtracted both responses to reveal the position-dependent and
motion-dependent components (P(\Y) and M(\P'), respectively) and
obtained similar profiles as in our experiments (Fig. 7f,g). We then
tested the system for closed-loop fixation during open-loop back-
ground grating motion. As seen in the experiments, the maximum of
the fixation histograms moved opposite to the direction of the drifting
grating and the histograms became broader (Fig. 7i).

We then tested the model with the gain of the large-field motion
system set to zero, simulating the blockage of T4 and T5 cell output;
the model was still able to keep the bar in front, yet with a broader
distribution (Fig. 7h). When the model was presented with the clock-
wise and counterclockwise rotating bar, the responses were identical
for both directions of bar motion and only depended on the bar’s posi-
tion (Fig. 7e). Moreover, the resulting position-dependent response
function, P(¥), was reduced in amplitude compared with the control
(Fig. 7f). Finally, in the case of closed-loop fixation with background
motion, the model kept the bar in front, no matter the direction in
which the background was moving (Fig. 7j). In summary, all of the
effects that we observed in the experiments were reproduced by the
model with one set of parameters.

DISCUSSION

Behavioral and electrophysiological studies in larger fly species have
proposed that fixation behavior is mediated by a special class of
lobula plate neurons that are selective for small moving objects33-38.
These cells are thought to receive retinotopic input from the same
set of columnar, motion-sensitive neurons as the large field-
sensitive tangential cells. Their selectivity for small moving objects
arises from additional inhibition that they receive from other large-
field neurons of the lobula plate3-4!. In contrast, we found that trans-
genic Drosophila in which the T4 and T5 cells were blocked were
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still able to fixate and track individual objects, even though their
lobula plate tangential cells were motion blind and flies consequently
did not show an optomotor response?¢. Our genetic and behavioral
experiments revealed a control system that is purely sensitive to the
position of the object and not to the direction in which it is mov-
ing, with the exact same spatial sensitivity profile as that revealed
by the mathematical examination of behavioral results in wild-type
houseflies performed many years ago3’. Although the reduction in
fixation strength observed in T4/T5 block flies might, at first sight,
be interpreted as a partial overlap between the motion and the posi-
tion circuit at the neuronal level, our analysis indicates that this is
not the case; as a result of its asymmetry with respect to the direc-
tion of motion (front to back as compared to back to front), the
motion circuit contributes to the fixation response at the behavioral
level, but is separate from the position circuit at the neuronal level.
An asymmetry in turning was also observed in the responses to rotat-
ing stripes®30 (Fig. 2), but, from these findings, one cannot con-
clude that the response of the motion circuit is asymmetrical. Even a
perfectly symmetrical motion response, combined with the position
response, would lead to the very same behavior. Our investigation of
the two response components revealed that the asymmetrical turning
response has two sources: a turning response to the position of the
rotating bar and an asymmetrical motion response to its direction
of motion. The powerful genetic tools available in Drosophila*? will
allow the future identification of the specific neural components of
the position circuit.

METHODS
Methods and any associated references are available in the online
version of the paper.

Note: Supplementary information is available in the online version of the paper.
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ONLINE METHODS

Behavioral experiments. The locomotion recorder>?’ consisted of an air-
suspended sphere floating in a bowl-shaped sphere holder. The sphere had
a diameter of 6 mm and a weight of 40 mg; it was made from polyurethane
foam and coated with polyurethane spray (spheres were kindly provided by
V. Jayaraman, Janelia Farm). The airflow is adjusted to ~0.7 | min~! by a rotary
vane pump (G6/01-K-EB9L Gardner Denver Thomas GmbH) such that the
sphere rotated freely in the holder, but did not jump out. A high-power infrared
LED (800 nm, JET series, 90 mW, Roithner Electronics) was located in the back
to illuminate the fly and the sphere surface. Two optical tracking sensors were
equipped with lens and aperture systems to focus two 1-mm? equatorial spots
(at £30°) on the sphere at a distance 15 cm behind the fly. The tracking data
were processed in a custom-designed circuit?’ at 4 kHz internally, read out via
a USB interface and processed by a computer at ~200 Hz. This allowed real-
time calculation of the instantaneous rotation axis of the sphere. A third camera
(GRAS-20S4M-C, Point Grey Research) was located in the back, which is essen-
tial for proper positioning of the fly and allowed real-time observation and video
recording of the fly during experiments. The bottom of the sphere holder was
surrounded by an open plastic funnel connected to a metal fan with an aluminum
tube. A self-designed Peltier controlling system read out the temperature of a
thermometer placed just below the sphere and controlled the fan temperature
such that the air temperature around the fly was regulated precisely (£0.1 °C).
In all experiments, the temperature started at the permissive temperature level
for shibire' (25 °C) and was raised linearly to the restrictive temperature of 34 °C
in 10-20 min. Three 120-Hz LCD screens (Samsung 2233 RZ) were vertically
arranged and formed a U-shaped visual arena (31 x 31 x 47 cm) with the fly in
the center. We removed the monitor covers to minimize the borders between the
screens in the corners of the arena and glued thin sheets of parchment paper onto
the screens to scatter and evenly distribute the emitted light. The visual arena had
a luminance ranging from 0-131 cd m2 and covered almost the whole visual
field of the fly (horizontal, £ 135° vertical, £ 57° resolution < 0.1°). The three
LCD screens were controlled via NVIDIA 3D Vision Surround Technology on
‘Windows 7 64 bit, allowing a synchronized update of the screens at 120 frames per
s. For visual stimulation, we use Panda3D, an open-source gaming engine, and
Python 2.7, which simultaneously controlled the frame rendering in Panda3D,
read out the tracking data and temperature, and streamed data to the hard disk.

Time-position plots for the visual stimuli are illustrated in Supplementary
Figure 4 for all experiments. The large-field open-loop optomotor stimulus
(Fig. 1b-d and Supplementary Fig. 4a,b) consisted of a striped grating (A = 20°)
rotating clockwise (+) or counterclockwise () at a velocity of 20 ° s~! for 0.5 s.
Seven contrasts were tested. The dark stripes always had a luminance value of
27 cd m~2, whereas the luminance values of the brighter stripes ranged from
30-104 cd m2, resulting in contrast values between 4 and 58%, measured as
(Imax—Imin)/Imax+Imin)- In the open- and closed-loop fixation experiments,
we showed a single black bar (10° wide, 114° high, 9 cd m~2) on a gray back-
ground (58 cd m~2). In the first set of open-loop fixation experiments (Fig. 2 and
Supplementary Fig. 4d,e), the bar started in the back and rotated at velocities of
+18°s~! around the fly. In another set of experiments (Fig. 3 and Supplementary
Fig. 4f), the bar did not move, but slowly appeared (in 0.5 s), remained static for
4 s and disappeared (in 0.5 s) at well-defined locations (£120°, £90°, £60°, £45°,
+30° and +15°). In another experiment (Fig. 4 and Supplementary Fig. 4g-i),
we chose two locations (¥ = 30° and W = 60°) to show local motion (front to back
and back to front) and local luminance change. Here, the local luminance change
dynamics were chosen such that they approximated the luminance change when
the local motion was shown. In the case of closed-loop fixation, the bar was placed
ata random position (between —180° and +180°) around the fly before each trial
and the fly was then given 20 s control of the angular position of that bar (Abar =
—fly turning, updated approximately every 9 ms). This was done either in front of
a gray background (Fig. 1e-i and Supplementary Figs. 3a-c and 4c) or a large-
field sine-grating (A = 30°, the luminance values of the pattern were between 27
and 104 cd m~2). The sine-grating was either static (Supplementary Figs. 3d-f
and 4j) or rotated at £15 ° s~! (Fig. 5 and Supplementary Fig. 4k1).

Flies were raised on standard cornmeal-agar medium at 18 °C and 60% humid-
ity throughout development on a 12-h light, 12-h dark cycle. We used shi** con-
trol flies (w*; +; +/UAS-shi®), T4/T5 control flies (w*/w~; +; R42F06-Gal4/+)
and T4/T5 block flies (w*/w~; +; R42F06-Gal4/UAS-shi®). The T4 and T5 cell-
specific driver line R42F06-Gal4 was kindly provided by A. Nern and G. Rubin

(Janelia Farm) and was generated*? using a 4.0-kb DNA fragment of the bab2 gene
amplified from genomic DNA with primers CGGCTGATCCAACAAAGGATG
CACC and CTCAGTGTAGCCGCACCTTGTTCCT. The shibire® effector has
multiple insertions on the third chromosome. We used wild-type Canton S flies
for the control crosses. Only female flies aged 2-10 d were used in experiments.
Flies were taken from 18 °C just before the experiment and immediately cold
anesthetized. The head, thorax and wings were glued to a needle using near-
ultraviolet bonding glue (Sinfony Opaque Dentin) and strong blue LED light
(440 nm, dental curing light, New Woodpecker).

For each fly, the experiment lasted approximately 50 min and was split into
50-200 trials depending on the length and the number of visual stimuli. Stimuli
in one trial were presented in random order. For data analysis, we chose a
range of trials (same for control and T4/T5 block flies per experiment) dur-
ing which the temperature was constant at 34 °C and during which flies had a
constant average turning and walking speed. The experimental raw data were
first downsampled (interpolated from 120 to 20 Hz). Turning speed traces
were then determined by taking the average over trials and low-pass filtering
the resulting trace (7= 0.1 s in all experiments, except those shown in Fig. 2,
where 7= 0.4 s). Probability density functions of bar position were calculated
separately for each trial with a bin size of 5° and then averaged over trials and
flies. The measure ‘fixation in front’ was determined by integrating the prob-
ability density function of one trial between —10° and 10°, which resulted in a
percentage value for how probable it was to find the bar in that area during that
trial. These values were then averaged over trials and flies. Flies were excluded
from data analysis when the average walking speed during the whole experiment
was below 0.1 cm s, indicating severe walking problems, or (only in closed-
loop fixation experiments with static background) when the average turning
speed was either larger than +10 ° s~! or smaller than —10 ° 571, indicating an
asymmetry in walking behavior that led to a substantially reduced fixation
performance. All data analysis was performed in Python 2.7 using NumPy and
SciPy on Mac OSX 10.8.

P values were obtained using different statistical tests. To test the hypothesis
that a group had a certain mean, we performed a two-sided ¢ test. When two
groups were compared (Fig. 4k), we performed a two-sided ¢ test. When T4/T5
block flies were compared with shi® control and T4/T5 control flies, we per-
formed a two-sided t test comparing each control with the block flies and chose
the larger P value. When three groups were compared (Fig. 4j), we performed a
one-way ANOVA. We used approximately the same sample size (smallest 7 =9
flies, largest n = 16 flies) per group and experiment, which permitted a statistical
comparison between the different experiments. This sample size was considered
as sufficiently large because the optomotor response of T4/T5 block flies shown in
Figure 1b-d was highly significantly reduced at n = 10 flies (P < 0.001, two-sided
t test compared with both controls). See Supplementary Statistics for a detailed
list of group sizes, statistical tests and P values.

Electrophysiology. Patch-clamp recordings were performed as described pre-
viously?? with minor modifications. All electrophysiological experiments were
performed with female wild-type Canton S flies 6-24 h post-eclosion. Flies were
raised on standard cornmeal-agar medium and kept at 25 °C and 60% humidity
on a 12-h dark/light cycle.

Flies were anesthetized on ice and immobilized on a plexiglas holder with
wax. The head was bent downwards and fixed by waxing the proboscis to the
thorax. The fly was then inserted into an opening cut into a piece of aluminum
foil mounted in a recording chamber. A part of the posterior side of the head
cuticle and the muscle that covers the cell bodies of LPTCs was removed with
fine forceps. Extracellular saline (103 mM NaCl, 3 mM KCI, 5 mM TES, 10 mM
trehalose, 10 mM glucose, 7 mM sucrose, 26 mM NaHCO;, 1 mM NaH,PO,,
1.5 mM CaCl, and 4 mM MgCl,, pH 7.3, 280 mOsm) was bubbled with 95% O,
and 5% CO, and continuously perfused over the preparation. The brain of the fly
was visualized with an upright microscope (Axiotech Vario 100, Zeiss) equipped
with a 40x water-immersion objective (LumPlanFL, NA 0.8, Olympus) and an
Hg-light source (HXP-120, Visitron Systems). For contrast enhancement, we used
two polarization filters that were slightly shifted with respect to their polariza-
tion plane. The health of the flies was checked regularly by monitoring periodic
movements of the brain. A glass electrode filled with collagenase (Collagenase
1V, Gibco, 0.5 mg ml~!in extracellular saline) was used to weaken the perineural
sheath and expose the somata of LPTCs.
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Somata of vertical system and horizontal system cells were patched with a glass
electrode (6-9 MQ) filled with internal solution (140 mM potassium aspartate,
10 mM HEPES, 4mM Mg-ATP, 0.5 mM Na-GTP, 1 mM EGTA, 1 mM KCl and
0.03 mM Alexa 568-hydrazide sodium, pH 7.26, 265 mOsm). All recordings were
performed in current-clamp bridge mode with an NPI BA-1S amplifier (NPI
electronics), low-pass filtered at 3 kHz and digitized at 10 kHz. Data acquisition
was performed with Matlab (version R2011a, MathWorks). Cells had an average
resting membrane potential of =51.6 = 0.7 mV (corrected for a liquid junction
potential of 12 mV) and an average input resistance of 204.5 +16.7 MQ. Cell types
were identified on the basis of their typical response profiles to moving gratings.
In addition, fluorescence images of each cell were taken after the recording with
a CCD camera (Spot Pursuit, Visitron Systems) to verify their identity.

Visual stimuli were presented on a custom-built LED arena that subtended
170° in azimuth and 85° in elevation with a resolution of approximately 1.4°
per LED. The arena allowed refresh rates of up to 600 Hz and had a maximum
luminance of 80 cd m~2. Motion stimuli consisted of square-wave gratings with
a wavelength of 20° moving at 1 Hz. Stimuli lasted for 3 s with an interstimulus
interval of 5 s and were repeated three times. For bar flicker stimuli, the arena
background was set to full luminance. After 1.5 s, a dark bar that had a width of
10° and was centered at 30°, 60° or 90° along the azimuth appeared. The contrast
of that bar was increased linearly to a maximum of 66% over 0.5 s or 1.5 s. After
an interval of 3 s, the dark bar disappeared again in the same time period. Bar
flicker stimuli were presented five times. For full-field flicker stimuli, the arena
was stepped to full luminance for 3 s and then back to zero again for 3 s. Full-field
flicker stimuli were presented ten times per cell.

Data analysis was performed with Matlab (version R2011b, MathWorks) using
custom-written scripts. For all stimuli, we averaged voltage traces over sweeps and
calculated the mean and s.e.m. over cells. The baseline membrane potential was
calculated by averaging over a period of 500 ms preceding the stimulus onset and
subtracted from the responses. For horizontal system cells, we pooled responses
of all three horizontal system cell types. To properly match the receptive field of
vertical system cells?’, we averaged the responses of vertical system cells with
frontal receptive fields (VS1-VS3) to obtain the responses to the appearing and
disappearing bar at 30° and 60°. Responses of vertical system cells with lateral
receptive fields (VS5-6) were averaged to determine the responses at 90°.

Modeling. Visual patterns were modeled as one-dimensional luminance func-
tions at a spatial resolution of 0.01° and a temporal resolution of 1 ms. They were
covered by 360 elementary motion detectors of the Reichardt type®*. Briefly,
the luminance value at one location was low-pass filtered (first-order, 20-ms
time constant) and subsequently multiplied with the instantaneous value derived
from the neighboring location, separated by 1° of visual angle. This was done

twice in a mirror-symmetrical fashion, and the output signals of both operations
were subtracted. All elementary motion detectors were weighted according to
the M('P) sensitivity profile and subsequently summated. In each hemisphere,
motion detection subunits tuned to back-to-front motion were given half the
response amplitude of those tuned to front-to-back motion. The visual pattern
was also viewed by an array of 360 position detectors. These were modeled as
high-pass filters (first-order, 10-ms time constant), the outputs of which were
squared. From this array, the location of the maximum was determined. If this
maximum was below a certain threshold, the location decayed back to zero with
a 20-ms time constant. The output of the position system was calculated as the
value of the P(W) function at this location. The M(¥) and P(V') functions were
approximated in the following way, with Z(‘¥') describing the shape of their pro-
files, gp being the gain factor of the position system (= 3) and gy being the gain
factor of the motion system (= 5).

Z(¥) = _ie—(‘*’/75)2
av
P(Y)=gp-Z(Y)

M) =g -|Z(P)]

M('¥) was subsequently smoothed by a box filter of 20° width. As a noise
function we used Gaussian white noise that was filtered by a first-order low-
pass filter with 100-ms time constant and multiplied with a noise-gain factor
(gn = 15). The sum of noise, motion and position system was then fed through
a first-order low-pass filter with 100-ms time-constant to result in the turning
speed. In closed-loop simulations, the turning speed was used to update the bar
position each millisecond.

bar position(t + 1) = bar position(t) — 0.1- turning speed (t)

Fixation histograms were obtained from 20 simulation runs, each 30 s long.
At the beginning of each run, the bar was positioned in front of the fly. As large
field pattern, we used a sine-grating with a spatial wavelength of 22.5°, a mean
luminance of 0.5 and a contrast of 1. When activated, it moved at 10 ° s~!, resulting
in a temporal frequency of 0.44 Hz. The black bar was simulated as zero lumi-
nance from —5° to + 5° around the bar location, replacing the luminance value
of either the grating or the one of a uniform background of luminance value 1.
The model was simulated in IDL (Exelis) on 64-bit Windows 7.

43, Pfeiffer, B.D. et al. Tools for neuroanatomy and neurogenetics in Drosophila.
Proc. Natl. Acad. Sci. USA 105, 9715-9720 (2008).
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Fig. S1 Temperature control data for the optomotor response and fixation response. a
Temperature protocol during the full-field grating motion experiment (Fig. 1b-d). The
temperature around the fly starts at 25 °C and rises slowly to 34 °C within 10 minutes. b The
optomotor response — defined as the turning speed in response to clockwise motion minus
the turning speed in response to counterclockwise motion divided by two — as a function of
stimulus time (x-axis) and overall experimental time (y-axis) for the three groups. Red
vertical lines illustrate the time points when grating motion starts and ends. White
horizontal lines indicate the time span during which the trials were used for detailed data
analysis (Fig. 1). c Temperature protocol for closed-loop bar fixation (Fig. 1e-i). d Probability
density of bar positions (x-axis) as function of overall experimental time (y-axis). All data
represent mean of N = 10,10,10 (b) and N = 10,10,12 (d) flies per group (left to right). Same

flies as in Fig. 1.
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Fig. S4 Position-time plots of all visual stimuli in all experiments. a,b Full-field grating moving

clockwise (cw) or countclockwise (ccw). ¢ Closed-loop fixation of a black bar on an uniformly
gray background. d,e Rotating black bar (cw, ccw). f Slowly appearing and disappearing
black bar at W = +60° (other locations were +15°, +30°, +45°, —60°, +90°, +120°). g,h A
localized black bar moves front-to-back (g) and back-to-front (h) at W = +60° (other locations
were W = +30°, W = -60°). i Approximation of the local luminance dynamics in (g,h). j Closed-
loop fixation of a black bar on a static sine-grating with the same average brightness as in
(c). k,I Closed-loop bar fixation during background motion (cw, ccw, respectively); the black
traces in (c,j-|) are experimental example traces of bar position for a single trial of a shi®
control fly. Monitor position 0° is directly in front of the fly. The black areas indicate the

region of no visual stimulation behind the fly (-180° < x < —=135° and +135° < x < +180° in

azimuth).
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Detailed statistics (list of group sizes, statistical tests and p-values)

The degree of significance was given as follows: not significant (-ns-) when p >=0.05; *
when p < 0.05; ** when p < 0.01; *** when p < 0.001.

Figure 1
Fig. 1d
20 trials per fly; N* ™' = 10 flies, NT#/™ <"l = 10 flies, N™/™ 2% = 10 flies.
Shi®® control <> T4/TS control: p = 0.254, t = =1.177 (two-sided t-test)
Shi® control ¢> T4/T5 block: p < 0.001, t = 15.663 (two-sided t-test)
T4/T5 control €5 T4/T5 block: p < 0.001, t = 9.882 (two-sided t-test)
T4/T5 block ¢ zero: p = 0.473, t = 0.749 (two-sided t-test)

Fig. 1i
40 trials per fly; N7 = 10 flies, N™/™ ©"r! = 10 flies, N™™ % = 12 fljes.
Shi* control <> T4/T5 control: p = 0.307, t = 1.052 (two-sided t-test)
Shi® control <> T4/T5 block: p = 0.012, t = 2.759 (two-sided t-test)
T4/T5 control <> T4/T5 block: p = 0.025, t = 2.427 (two-sided t-test)
T4/T5 block <> chance: p < 0.001, t = 5.862 (two-sided t-test)

Figure 2 ‘
35 trials per fly; N7 "' = 10 flies, N™T " = 11 flies, N™/™ 2% = 14 fljes.

Fig. 2e
Shi® control <> T4/T5 control: p = 0.725, t = 0.356 (two-sided t-test)
Shi* control <> T4/T5 block: p < 0.001, t = 4.136 (two-sided t-test)
T4/T5 control <> T4/T5 block: p < 0.001, t = 4.068 (two-sided t-test)
T4/T5 block <> zero: p < 0.001, t = 7.086 (two-sided t-test)

Fig. 2h
Shi® control <> T4/T5 control: p = 0.618, t = 0.507 (two-sided t-test)
Shi®® control <> T4/T5 block: p < 0.001, t = 13.408 (two-sided t-test)
T4/T5 control <> T4/T5 block: p < 0.001, t = 16.735 (two-sided t-test)
T4/T5 block <> zero: p = 0.056, t = 2.098 (two-sided t-test)

Figure 3
10 trials per fly; N <o = 17 flies, N™/™ ©ntrol = 1) flies, NT#/™ Yo = 16 flies. Half of each

group was used to measure responses at positions +15°, £60°, £120°, the other half at
130°, £45°, £90°.

Fig. 3e
Shi®® control <> T4/T5 control: p = 0.611, t = 0.524 (two-sided t-test)
Shi® control <> T4/T5 block: p = 0.086, t = 1.872 (two-sided t-test)
T4/T5 control <> T4/T5 block: p = 0.489, t = 0.713 (two-sided t-test)

Fig. 3h
Shi®® control <> T4/T5 control: p = 0.151, t = 1.553 (two-sided t-test)
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Shi®® control <> T4/T5 block: p = 0.527, t = 0.650 (two-sided t-test)
T4/T5 control €5 T4/T5 block: p = 0.465, t = —0.753 (two-sided t-test)
Shi® control <> zero: p = 0.368, t = —0.990 (two-sided t-test)

T4/T5 control <> zero: p = 0.018, t =-3.451 (two-sided t-test)

T4/T5 block <> zero: p = 0.107, t = -1.851 (two-sided t-test)

Fig. 3i,j
At 45°:
Shi® control <> T4/T5 block: p = 0.054, t = 2.137 (two-sided t-test)
T4/T5 control ¢ T4/T5 block: p = 0.155, t = 1.517 (two-sided t-test)

Fig. 3k
Shi® control <> T4/T5 control: p = 0.407, t = 0.865 (two-sided t-test)
Shi® control <> T4/T5 block: p = 0.470, t = 0.745 (two-sided t-test)
T4/T5 control <> T4/T5 block: p =0.939, t = -0.077 (two-sided t-test)

Figure 4
60 trials per fly; At W = 30°; N <" = 10 flies, N™/™ "l = 1) flies, N/ o= 11 flies. At
W = 60°: Additional N*"<°""! = 10 flies, N™T <" = 11 flies, N™/™ "= 11 flies.

Fig. 4c

At 30°
Shi® control <> T4/T5 control: p = 0.027, t = 2.390 (two-sided t-test)
Shi® control <> T4/T5 block: p < 0.001, t = 8.262 (two-sided t-test)
T4/T5 control <> T4/T5 block: p < 0.001, t = 5.103 (two-sided t-test)

At 60°:
Shi® control <> T4/T5 control: p = 0.067, t = —1.939 (two-sided t-test)
Shi® control <> T4/T5 block: p < 0.001, t = 7.148 (two-sided t-test)
T4/T5 control ¢ T4/T5 block: p < 0.001, t = 9.596 (two-sided t-test)

Fig. 4f

At 30°
Shi® control <> T4/T5 control: p = 0.969, t = 0.039 (two-sided t-test)
Shi®® control <> T4/T5S block: p < 0.001, t = —4.101 (two-sided t-test)
T4/T5 control <> T4/T5 block: p < 0.001, t = -3.962 (two-sided t-test)

At 60°
Shi® control <> T4/T5 control: p = 0.666, t = 0.438 (two-sided t-test)
Shi® control <> T4/T5 block: p < 0.001, t = —4.842 (two-sided t-test)
T4/T5 control ¢ T4/T5 block: p = 0.002, t = —3.488 (two-sided t-test)

Fig. 4i
At 30°
Shi® control <> T4/T5 control: p = 0.955, t = 0.057 (two-sided t-test)
Shi® control <> T4/T5 block: p = 0.471, t = 0.736 (two-sided t-test)
T4/T5 control ¢> T4/T5 block: p = 0.485, t = 0.711 (two-sided t-test)
At 60°:
Shi® control <> T4/T5 control: p = 0.609, t = —0.518 (two-sided t-test)
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Shi® control <> T4/T5 block: p = 0.165, t = 1.443 (two-sided t-test)
T4/T5 control > T4/T5 block: p = 0.069, t = 1.916 (two-sided t-test)

Fig. 4j
At 30°
Rere €2 Rere €2 RL(T4/T5 block): p =0.742, F = 0.300 (one-way ANOVA)
At 60°
Rers € Rere € R (T4/T5 block): p = 0.902, F = 0.103 (one-way ANOVA)

Fig. 4k

At 30°
Merg €2 —Magrr (shits control): p < 0.001, t = 5.696 (two-sided t-test)
Merg € —Mpre (T4/T5 control): p = 0.028, t = 2.346 (two-sided t-test)
Merg € —Mgre (T4/T5 block): p =0.209, t = 1.299 (two-sided t-test)
Mers € zero (T4/T5 block): p = 0.447, t = 0.790 (two-sided t-test)
Mgt € zero (T4/T5 block): p = 0.325, t = —-1.035 (two-sided t-test)

At 60°
Mere €> —Mgrr (shi® control): p = 0.639, t = 0.476 (two-sided t-test)
Merg € —Mgrr (T4/T5 control): p = 0.147, t = 1.508 (two-sided t-test)
Mgt €2 —Mg1r (T4/T5 blOCk): p= 0.499, t=-0.687 (tWO'SidEd t'test)
Merg € zero (T4/T5 block): p = 0.653, t =—0.463 (two-sided t-test)
Megrr € zero (T4/T5 block): p = 0.622, t = 0.508 (two-sided t-test)

Figure 5 4
30 trials per fly; N7 <" = 11 flies, N™T "l = g fljes, N™ ™ Plok = g fligs.

Fig. 5¢
Shi®® control <> T4/T5 control: p = 0.394, t = 0.874 (two-sided t-test)
Shi®® control <> T4/T5 block: p = 0.047, t = —2.127 (two-sided t-test)
T4/T5 control ¢ T4/T5 block: p = 0.010, t = -2.908 (two-sided t-test)

Fig. 5f
Shi®® control <> T4/T5 control: p = 0.176, t = 1.410 (two-sided t-test)
Shi®® control <> T4/T5 block: p = 0.012, t = —2.797 (two-sided t-test)
T4/T5 control <> T4/T5 block: p =0.001, t = -3.999 (two-sided t-test)

Figure S1
Fig. $1b
Nehicontrol - 19 flies, N™/™ <l = 10 flies, N™/™ 2% = 10 flies. Same flies as in Fig. 1b-d.

Fig. S1d
NShicentrol 10 flies, N™/™ <l = 10 flies, N™/™ 2% = 12 flies. Same flies as in Fig. 1e-i.

Figure S2 _
40 trials per fly; N7 <ol = 10 flies, N/ <ntrol = 10 flies, N™/T° Pk = 12 flies. Same flies as
in Fig. le-i.
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Fig. S2c
Shi® control <> T4/T5 control: p = 0.023, t = -2.490 (two-sided t-test)
Shi® control <> T4/T5 block: p = 0.006, t = —3.049 (two-sided t-test)
T4/T5 control <> T4/T5 block: p = 0.095, t = -1.767 (two-sided t-test)

Fig. S2f
Shi* control <> T4/T5 control: p = 0.486, t = 0.710 (two-sided t-test)
Shi®® control <> T4/T5 block: p = 0.319, t = —1.021 (two-sided t-test)
T4/T5 control <> T4/T5 block: p =0.131, t =-1.575 (two-sided t-test)

Figure S3 ‘
15 trials per fly; N <" = 10 flies N™/™ ©"r! = 10 flies, N/ P° = g fljes.

Fig. S3c
Shi®® control <> T4/T5 control: p = 0.561, t = 0.591 (two-sided t-test)
Shi* control <> T4/T5 block: p = 0.115, t = 1.659 (two-sided t-test)
T4/T5 control <> T4/T5 block: p =0.252, t = 1.186 (two-sided t-test)

Fig. S3f
Shi®® control <> T4/T5 control: p = 0.246, t = —1.200 (two-sided t-test)
Shi® control <> T4/T5 block: p = 0.047, t = 2.136 (two-sided t-test)
T4/T5 control € T4/T5 block: p = 0.008, t = 3.004 (two-sided t-test)

Fig. S3g
Uniform <> Sine grating (shi® control): p = 0.016, t = —2.651 (two-sided t-test)
Uniform <> Sine grating (T4/T5 control): p < 0.001, t = —4.079 (two-sided t-test)
Uniform <> Sine grating (T4/T5 block): p = 0.021, t = -2.553 (two-sided t-test)
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SUMMARY

Spatial contrast, the difference in adjacent luminance
values, provides information about objects, textures,
and motion and supports diverse visual behaviors.
Contrast computation is therefore an essential
element of visual processing. The underlying mecha-
nisms, however, are poorly understood. In human
psychophysics, contrast illusions are means to
explore such computations, but humans offer limited
experimental access. Via behavioral experiments in
Drosophila, we find that flies are also susceptible to
contrastillusions. Using genetic silencing techniques,
electrophysiology, and modeling, we systematically
dissect the mechanisms and neuronal correlates un-
derlying the behavior. Our results indicate that spatial
contrast computation involves lateral inhibition within
the same pathway that computes motion of lumi-
nance increments (ON pathway). Yet motion-blind
flies, in which we silenced downstream motion-sensi-
tive neurons needed for optomotor behavior, have
fully intact contrast responses. In conclusion, spatial
contrast and motion cues are first computed by over-
lapping neuronal circuits which subsequently feed
into parallel visual processing streams.

INTRODUCTION

Computation of spatial contrast, the local difference in adjacent
luminance values, allows animals to distinguish between figure
and ground, to detect edges, and to visually adapt to the dy-
namic range of the current visual scene. Despite the importance
of such computations for a wide range of visual behaviors, the
mechanisms underlying spatial contrast computation are not
well-understood in any organism. Optical illusions elicit visual
perceptions that differ from physical reality and can serve as a
tool in psychophysical experiments to explore how the brain
computes. For example, when a gray bar of uniform luminance
is embedded in a gradient background, humans perceive a
brightness gradient within the bar, which indicates that human
brightness estimation is based on relative rather than absolute
luminance (Adelson, 2000). Such illusions are static and require
the experimental subject to report its perception. Hence, they
are difficult to use in other species. Motion illusions, however,
often elicit behavioral responses and can be transferred to sim-
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ple model organisms (Bulthoff and Gotz, 1979; Eichner et al.,
2011; Tuthill et al., 2011). A motion illusion based on spatial
contrast computation, the contrast motion illusion, has recently
been described in human psychophysics (Shapiro and
Hamburger, 2007). Here, several dark stripes are embedded in
a gradient background which is dark on the left and bright on
the right end. When all stripes brighten simultaneously, humans
report illusory motion to the right (see Movie S1 available online).
The contrast motion illusion is thought to rest on similar princi-
ples as another type of contrast illusion known as the single-field
contrast asynchrony illusion (Shapiro et al., 2004): A single stripe
is embedded in a dark or in a bright background. When an iden-
tical sinusoidal luminance change is applied to the stripe, hu-
mans report that the modulations are out of phase for the
different background conditions (Movie S2). This indicates that
humans perceive temporal variations of spatial contrast rather
than luminance. Responses to such contrast stimuli cannot be
explained by classical models of motion vision based on spatio-
temporal correlation of luminance (Shapiro et al., 2005). Alterna-
tively, it was hypothesized that rectified center-surround filters
compute spatial contrast and further integrate such cues in
higher visual centers. However, detailed systematic dissections
of the computational mechanisms are missing, and very little is
known about potential neuronal circuits involved.

In order to investigate visual processing at the cellular level,
humans offer limited experimental access. In contrast, other
species, such as the fruit fly Drosophila melanogaster, provide
various tools for such a purpose. Drosophila has a set of innate
and robust visual behaviors and can be genetically modified.
The anatomy and connectivity of the visual system is well-known
(Fischbach and Dittrich, 1989; Takemura et al., 2013) and is
accessible via electrophysiology (Behnia et al., 2014; Joesch
et al., 2008). The visual system is arranged in a retinotopic
manner and forms several neuropils for visual processing (Fig-
ure 1A). Photoreceptor input from R1-R6 provides direct or
indirect signals to lamina neurons L1-L5 (Figures 1B and S1A).
Subsequently, L1/L5 and L2/L3/L4 form separate visual path-
ways specialized for motion computation of luminance incre-
ments (ON pathway) and decrements (OFF pathway), respec-
tively (Clark et al., 2011; Eichner et al., 2011; Joesch et al.,
2010; 2013; Maisak et al., 2013; Meier et al., 2014; Strother
et al., 2014). Connectomics has revealed potential components
of both pathways, namely Mi1 and Tm3 within the ON pathway
and Tm1, Tm2, Tm4, and Tm9 within the OFF pathway (Shino-
miya et al., 2014; Takemura et al., 2013). Neurons in the two
pathways converge onto T4 and T5 neurons (Bausenwein
et al., 1992), which are the first direction-selective elements in
the fly visual system and which are selective for motion of

@ CrossMark

147



Retina

Lamina

Tm1, Tm2, LM
Medulla :Tm‘, Tm9, :
LPTCs i
/

Lobula

plate

e
Lamina Medulla Lobula plate ¥
Optomotor response

Optomotor response

Controls T4/T5 block
-
\““,,, ; ;
SN,
Contrast motion illusion
F flt) f(t) L
Q
< 50+
g2 0~
g -50 —
= -100 —
- Background
2 \ -
s <
P <
805 2
= £
2 9 [
o
-180-90 0 90 180 0 3 6 0 3 6
Position (°) Time (s) Time (s)

brightness increments and decrements, respectively (Maisak
et al., 2013). Mi1 and Tm3 have been proposed to provide
temporally different and spatially offset inputs to the T4 dendrite,
giving rise to its direction-selectivity (Behnia et al., 2014; Take-
mura et al., 2013). Furthermore, Mi1 and Tm3 were recently
shown to also be functionally involved in the computation of mo-
tion of brightness increments (Ammer et al., 2015). Eventually, T4
and T5 neurons converge onto lobula plate tangential cells (Fig-
ures S1B and S1C) and render vertical system cells and horizon-
tal system cells direction-selective for motion along the vertical
and horizontal axis, respectively. Genetic silencing of T4 and
T5 neurons abolishes direction-selective responses in lobula
plate tangential cells (Schnell et al., 2012). Moreover, in behav-
ioral experiments, flies are motion-blind and no longer show an
optomotor response (Bahl et al., 2013). Various aspects of fly
motion vision can be modeled by the Hassenstein-Reichardt de-
tector (Hassenstein and Reichardt, 1956). In this model, lumi-
nance signals from two neighboring ommatidia are differently
filtered in time and subsequently multiplied. Subtracting the
output of a mirror-symmetric detector subunit leads to fully

Neuron 88, 1240-1252, December 16, 2015 ©2015 Elsevier Inc.
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Lobula

Figure 1. Control and Motion-blind Flies
Respond to Contrast Motion lllusions

(A and B) Schematic of the fly’s optic lobe and its
cellular composition within the ON (green) and
OFF (blue) pathways.

(C) Hassenstein-Reichardt detector with preferred
direction to the right.

(D) Experiment with full-field moving sine-grating.
Motion direction and stimulus on- and offset are
illustrated by circular arrows and vertical dashed lines.
(E) Quantification of the optomotor response
(response to clockwise motion minus that to
counterclockwise motion divided by two; aver-
aged between 0.1 and 1.1 s after stimulus onset)
of the Hassenstein-Reichardt detector simulation
and of the experimental groups.

(F) Contrast motion illusion. Several vertical stripes
are embedded in a stepped luminance gradient
background (black trace in bottom part) and simul-
taneously change luminance according to f; (t) or fa(t)
(green arrows and green dashed time traces).

(G) Quantification of the response to the contrast
motion illusion with stripe luminance dynamics
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N
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Sw 50 o according to f4(t) (response to luminance incre-
§_°E‘ 25 | I] ment minus that to luminance decrement divided
23 [I Ij by two; averaged between 0.1-1.1 s after stimulus
CE 0 —fm-t - onset) of the Hassenstein-Reichardt detector
simulation and of the experimental groups.
(H) Quantification of the response for luminance
dynamics according to fo(t) (1 Hz amplitude of the
50 Fourier-transformed response during stimulation)
I of the Hassenstein-Reichardt detector simulation
=~ 254 and of the experimental groups.
<E 0 D Data represent mean + SEM with n = 12-13 flies
ST T pergroup. p values based on a two-sided Welch’s
Ey \&c}\@\gy t test, comparing T4/T5 block flies with both
4@\200‘\00‘23‘0\ control groups (***p < 0.001; p=0.26in G; p = 0.25
Q'i)\é’?b‘\&?\ué in H). Detailed statistics in Table S1A. Hassen-
N\

stein-Reichardt detector simulation result in black,
shibire' flies in dark gray, T4/T5 control flies in
light gray and T4/T5 block flies. Raw time traces
for control flies (black) in (D) and (F) are pooled
from both control groups.

opponent direction-selective responses (Figure 1C). Computa-
tion of visual cues other than motion, such as color (Morante
and Desplan, 2008) or spatial contrast, are less explored in flies.

In this paper, we employ contrast illusions as a tool to study
spatial contrast computation in Drosophila. We use tethered flies
walking on an air-suspended ball in a virtual environment.
Throughout the paper, we measure fly turning speed in response
to various kinds of visual stimuli, which allows quantitative
comparisons of the behavior and systematic dissections of the
underlying computational mechanisms. In order to identify
neuronal correlates, we use the GAL4-UAS system (Brand and
Perrimon, 1993) to genetically target specific subsets of neurons
for silencing synaptic transmission via temperature-sensitive
shibire (shibire') (Kitamoto, 2001; Pfeiffer et al., 2012).

RESULTS
Flies Respond to Contrast Motion lllusions

In a first set of control experiments, we tested behavioral perfor-
mance to full-field sine-grating motion (Figure 1D). As expected,
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control flies responded with a robust optomotor response, a
behavior predicted by the Hassenstein-Reichardt detector (Fig-
ures 1D and 1E). Next, we tested the contrast motion illusion as
used in human psychophysics (Shapiro and Hamburger, 2007)
(Figure 1F): several stripes are embedded in a stepped lumi-
nance gradient. We applied identical luminance dynamics to
the stripes. The stimulus is designed such that luminance
change is symmetric around the fly and, therefore, potential
directed turning responses toward luminance change average
out. Moreover, the local stripe environment is symmetric in lumi-
nance, and hence pairwise local comparisons, as performed by
the Hassenstein-Reichardt detector, cancel out as well. We
tested two luminance dynamics for the stripes: first, stripe lumi-
nance increased, remained bright for a few seconds, and then
decreased again. Second, stripe luminance oscillated sinusoi-
dally at 1 Hz. As expected, the Hassenstein-Reichardt detector
predicted no turning response for both stimuli (Figures 1G and
1H). However, control flies robustly responded to the contrast
motion illusion: when the background was dark on the left and
bright on the right end, a luminance increase elicited turning to
the right and a luminance decrease turning to the left. For the
1 Hz luminance oscillations, control flies responded with a robust
1 Hz oscillatory turning response. Notably, response strengths
were similar to those observed for the optomotor response,
and turning directions matched the direction of illusory motion
reported by human observers (Shapiro and Hamburger, 2007).
Since the observed responses to the contrast motion illusion
cannot be explained by the Hassenstein-Reichardt detector,
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we developed two alternative hypotheses which could explain
the result. First, the behavior might be a side effect of potentially
unexplored interactions within the motion pathway. Second, it
might be controlled by an independent visual pathway dedicated
to the computation of spatial contrast. In order to test both hy-
potheses, we used a driver line which selectively labels T4 and
T5 neurons, allowing us to silence synaptic transmission from
these cells via shibire's. T4/T5 block flies are completely mo-
tion-blind and lack an optomotor response (Bahl et al., 2013)
(Figures 1D and 1E). Yet, when we tested the contrast motion
illusion, such flies responded with exactly the same magnitude
and direction as control flies (Figures 1F-1H). In conclusion,
spatial contrast and motion computations seem to be carried
out in parallel visual pathways.

Flies Respond to Single-Field Contrast Asynchronies

In order to gain a better understanding of the computational
mechanisms underlying spatial contrast computation in the fly
brain, we further investigated behavioral responses to another
type of contrast illusion known as the single-field contrast asyn-
chrony illusion (Shapiro et al., 2004). In particular, this stimulus
allows us to investigate whether flies respond to signed or un-
signed (absolute) spatial contrast, which is not possible with
the global contrast motion illusion. We presented flies with a sin-
gle vertical stripe in the right visual field and modulated the stripe
luminance sinusoidally at 1 Hz (Figure 2A). Such a stimulus con-
tains two components, flicker of luminance and flicker of relative
spatial luminance (spatial contrast flicker). The luminance flicker
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dynamics remain independent of background light levels but the
spatial contrast flicker is background-dependent. To explore re-
sponses to spatial contrast flicker, we varied background light
levels. When the stripe was presented against a dark back-
ground, control and T4/T5 block flies responded with 1 Hz
turning speed oscillations of large amplitude with the same
phase as the stimulus (Figures 2B and 2C). In contrast, when
the stripe was presented against a bright background, control
and T4/T5 block flies still responded with 1 Hz turning speed os-
cillations but responses were shifted in phase by 180°. Interest-
ingly, an intermediate gray background led to 2 Hz turning speed
oscillations, following the 2 Hz absolute spatial contrast dy-
namics of the flickering stripe. In summary, the observed behav-
iors rely on the computation of unsigned spatial contrast and are
largely independent of T4 and T5 neurons, both in terms of ampli-
tude and phase. These findings provide further evidence that
spatial contrast computations are carried out in a T4/T5-inde-
pendent visual circuit.

We further characterized the response oscillation amplitude to
different parameters of a flickering stripe on a gray background
(Figures 2D-2I). We first varied stimulus frequency. For all tested
frequencies, control and T4/T5 block flies responded with
turning speed oscillations of the frequency of the spatial contrast
flicker (2-f component of the response), with the strongest
response for 0.5 Hz signals (Figure 2D). The 1-f response
component, corresponding to the luminance dynamics, however
was small (Figure 2E) and response averages over time were
close to zero (Figure 2F). The latter result is in contrast to previ-
ous findings which suggested that flickering stripes elicit strong
directed turning toward the stimulus (Bahl et al., 2013; Pick,
1974). We further characterized responses as function of
azimuthal position, signal amplitude, and size. For both control
and T4/T5 block flies, responses were strongest for stripes
located at ~70° (Figure 2G), became stronger with increasing
signal amplitude (Figure 2H), and increased for stripe sizes up
to 20°, after which the response saturated (Figure 2I).

The amount of luminance flicker increases with stripe size.
Spatial contrast flicker however only occurs at the boundary of
the flickering stripe and remains independent of size once the
stripe exceeds the receptive field of the underlying neuronal ele-
ments. Interestingly, T4/T5 block flies responded stronger than
control flies for large signal amplitudes and for large stripe sizes
(Figures 2H and 2lI). This suggests that luminance flicker,
analyzed via T4/T5 cells, can reduce the responsiveness of the
circuit performing spatial contrast computation.

Receptive Field Properties of Spatial Contrast
Computation

In further experiments, we wanted to better characterize the
spatial receptive field properties of the contrast response. To
this end, we used counterphase flicker (Movie S3) which provide
contrast flicker covering a large extent of the visual field. Such
stimuli do not contain any net-motion and the average luminance
in the area of stimulation remains constant. Hence, counter-
phase flicker allow characterization of the contrast system in
isolation. We presented stimuli within a unilateral circular window
on the right side of the fly and varied spatial frequency and orien-
tation (Figure 3A).
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As a control experiment, we first characterized responses to
moving sine-gratings. As expected, control flies turned right
and left for front-to-back and back-to-front motion, respectively,
with comparable absolute amplitudes (Figure 3B). When we
tested different spatial frequencies, motion responses in control
flies decreased for high spatial frequencies and even inverted for
spatial frequencies larger than 0.1 cycles per degree (A = 10°) but
no tuning was apparent for low spatial frequencies (Figures 3C
and 3E). The response reduction and inversion for high spatial
frequencies is due to the resolution of the Drosophila eye (~5°)
(Gotz, 1964). Next, we presented grating motion along different
axes and quantified direction-selectivity (Figures 3D and 3E).
As expected, control flies were able to discriminate motion direc-
tion well and did not respond with horizontal turning to motion
along the vertical axis. Irrespective of spatial frequency or direc-
tion, T4/T5 block flies did not respond to any of the motion stimuli
(Figures 3B-3E).

We next tested counterphase flicker. The luminance at each
point was modulated at 1 Hz, resulting in a 2 Hz modulation of
the absolute spatial contrast (Movie S3). If flies follow changes
in absolute spatial contrast, they should respond with a 2 Hz
oscillation in turning speed. Indeed, this was the case for both
control and T4/T5 block flies (Figure 3F). Quantification of the
response to different spatial frequencies revealed a clear tuning
peak at a spatial frequency of 0.5 cycles per degree (A = 20°) (Fig-
ures 3G and 3l). Such band-pass properties are reminiscent of a
spatial antagonism involving center-surround receptive fields,
which indicates that lateral inhibition is involved in the computa-
tion of spatial contrast. In order to characterize the receptive field
isotropy of the contrast system, we quantified turning responses
to differently oriented counterphase flicker (Figures 3H and 3I).
We found that responses of control and T4/T5 block flies were
strongly orientation-tuned. Interestingly, counterphase flicker
along the vertical axis also elicited small responses and the
orientation tuning curves were shifted by ~30°. This shift corre-
sponds to a 30° backward-tilted pattern and is probably due to
the position of the flies which walk slightly upward on the ball.

Responses to orientations perpendicular to the preferred
orientation were almost zero for control flies but still present in
T4/T5 block flies. It is known that counterphase flicker elicits de-
polarization in T4/T5 neurons (Maisak et al., 2013). T4 and T5
cells then target lobula plate tangential cells as well as lobula
plate intrinsic inhibitory interneurons (Mauss et al., 2015). If the
contrast and motion pathways converge in later processing
stages, the latter cells might then actively suppress contrast re-
sponses along the vertical axis, improving counterphase flicker
orientation tuning in control flies.

In summary, the observed spatial frequency and orientation
tuning properties suggest a mechanism for contrast computa-
tion which involves lateral inhibition. T4 and T5 neurons are not
required for such computations.

Identification of Neuronal Elements of Contrast
Computation

Having found that unilateral counterphase flicker elicit robust
contrast responses, we next used this stimulus to screen for
neuronal elements underlying contrast computation. To maxi-
mize stimulus strength, we presented a vertically oriented sine-
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Figure 3. Characterization of Receptive Field Properties of Motion and Contrast Systems

(A) A circular window is shown on the right side of the fly in which a sine-grating moves or flickers in counterphase with different spatial frequencies or orientations.
(B) Example traces for horizontal front-to-back motion (FTB; solid lines) and back-to-front motion (BTF; dashed lines).

(C and D) Spatial frequency and orientation tuning for motion.

(E) Quantification of spatial frequency tuning (difference between maximal absolute response and that for the smallest spatial frequency) and direction-selectivity
(difference between maximal absolute response and that of motion in the opposite direction).

(F) Example traces for the counterphase flicker stimulus.

(G and H) Spatial frequency and orientation tuning curves of the 2 Hz response component.

(I) Quantification of spatial frequency tuning (difference between maximal absolute response and that for the smallest spatial frequency) and orientation tuning
(difference between maximal absolute response and that for counterphase flicker in perpendicular orientation).

All stimuli lasted for 10 s, the last 9 s were analyzed, and the first 4 s are illustrated in (B) and (FF). Data represent mean + SEM with n = 12-14 flies per group.
p values based on a two-sided Welch’s t test, comparing T4/T5 block flies with both control groups (“p < 0.05; **p < 0.01; ***p < 0.001; p = 0.75 for the spatial
frequency tuning in I). Detailed statistics in Table S1C. Shibire' flies in dark gray, T4/T5 control flies in light gray, T4/T5 block flies in red. Raw time traces for

control flies (black) in (B) and (F) are pooled from both control groups.

grating in a rectangular window on the right side of the fly. The
sine-grating either moved front-to-back or back-to-front along
the horizontal axis with a temporal frequency of 1 Hz or it flick-
ered in counterphase, providing a 2 Hz spatial contrast flicker
(Figures 4A and 4B). As expected, control flies followed the di-
rection of stimulus motion (Figure 4C) and responded robustly
to counterphase flicker with strong 2 Hz oscillatory turning re-
sponses (Figure 4D), as previously described (Figures 3B and
3F). We tested ten different Gal4 driver lines, labeling cells in
the lamina, medulla, and lobula (Figures S2A and S2B), and
quantified optomotor behavior (Figure 4E) and responses to
counterphase flicker (Figure 4F) for control and block flies. All
flies had a comparable walking speed of around 1 cm/s
(Figure S2D).

First, we tested the optomotor response in flies with silenced
lamina neurons L1-L5. Surprisingly, we did not find response re-
ductions when blocking L1 or L2. This can be attributed to the
fact that the ON or OFF motion pathways receive redundant sig-
nals when stimulated with sine-grating motion (Joesch et al.,
2010; Silies et al., 2013; Tuthill et al., 2013). Nevertheless, we
found small but significant decreases when blocking L3 or L5
and an unexpected mild increase in the response when silencing
L4. Next, we quantified responses to the counterphase flicker:
Blocking output of L1 led to a strong reduction of the contrast
response. Blocking L2, L3, or L5 however showed no significant
phenotypes. Notably, silencing L4 almost doubled the response
strength, suggesting that L4 not only modulates elements for

motion computation (Meier et al., 2014), but also affects the
contrast computation circuit.

These experiments indicated that the ON pathway seems to
be the key player for contrast computation. In order to test for
its sufficiency, we next silenced the output of L2, L3, and L4 at
the same time, abolishing all input channels into the OFF
pathway. We did not find a reduction of the contrast response
even though further analysis indicated that the triple lamina block
is functional (Figure S3). This finding provides evidence that the
ON pathway alone can compute spatial contrast.

We next tested medulla interneurons Mi1 and Tm3 which are
known to be the major postsynaptic elements to L1 (Takemura
et al., 2013). We first tested motion responses: Mi1 block flies
showed a mild, but significant, optomotor response reduction.
In contrast, using two different driver lines for Tm3, we found
that silencing Tm3 output did not alter the response. Blocking
the output of Mi1 and Tm3 together, using a driver line which la-
bels both neuron types (revealed by stochastic GFP-labeling;
Figures S2A and S2C), led to a strong response reduction of
~50% compared to controls. Because L1-silenced flies did not
show such a phenotype, this finding suggests that further lamina
input to Mi1 or Tm3 play a role in motion computation, such as L3
(Silies et al., 2013; Takemura et al., 2013). As expected, silencing
T4 and T5 neurons abolished optomotor behavior completely
(Figures 4C and 4E).

When testing counterphase flicker, Mi1-silenced flies showed
a response reduction tendency, and blocking Tm3 output led to
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Figure 4. Mi1 and Tm3 Neurons Are Key
Neuronal Elements of Contrast Computation
(A and B) A vertical oriented sine-grating either
moves front-to-back (FTB), back-to-front (BTF;
dashed lines), or flickers in counterphase in a
rectangular window on the right side of the fly.

(C and D) Example traces of control, T4/T5 block,
and combined Mi1/Tm3 block + T4/T5 block flies.
Vertical gray dashed lines indicate onset and offset
of the stimulus.

(E) Quantification of the optomotor response
(response to front-to-back motion minus response
to back-to-front motion divided by two; averaged
from 2 to 6 s).

(F) Quantification of the response to counterphase

Mi1/Tm3 block
+ T4/T5 block

flicker (2 Hz response amplitude component of the

0 3 6 0 3 6 Fourier-transformed signal from 2 to 6 s).
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a strong response reduction comparable to that found in
L1-silenced flies. Since blocking Tm3 left some residual
response intact, we tested the combined Mi1/Tm3 block flies
and found that responses to counterphase flicker were almost
completely abolished in these flies. Yet, when blocking T4/T5,
contrast responses remained fully intact (Figures 4D and 4F),
as found previously (Figures 3F-3I).

L1, Mi1, and Tm3 are part of the ON pathway for motion vision
which converges onto T4 cells (Takemura et al., 2013). In order to
determine whether these cells act directly on the contrast
response or indirectly through T4, we repeated the screen in a
T4/T5 block background. Moreover, working in such a simplified
visual circuit makes it easier to interpret a particular phenotype
when silencing neurons upstream to T4 and T5. As expected,
the optomotor response remained abolished for flies in which
lamina or medulla neurons were blocked in addition to T4 and
T5 (Figure 4E). When analyzing responses to counterphase
flicker, we found that blocking L1 led to a strong response reduc-
tion while silencing L3 or L4 increased the response strength,
and blocking L2 or L5 did not have a significant effect (Figure 4F).
Blocking Mi1 led to a small, but significant, response reduction
and blocking Tm3 strongly reduced the response. We also
combined the Mi1/Tm3 block with the T4/T5 block and found
that such flies no longer responded at all to the counterphase
flicker (Figures 4D and 4F). We conclude that medulla interneu-
rons Mi1 and Tm3 act directly on the contrast response, and
not via T4/T5, and that the response is modulated by L3 and L4.
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shibire'™ control, T4/T5 control, and Mi1/Tm3 con-
trol flies. See Figures 1A, 1B, and S1A for sche-
matics of cell types and locations.

Mi1 and Tm3 neurons are thought to provide temporally
different and spatially offset signals to the dendrites of T4 neu-
rons for computing motion direction of luminance increments
(Behnia et al., 2014; Takemura et al., 2013). The optomotor
response reduction we observed when Mi1 and Tm3 were jointly
silenced is in agreement with previous findings (Ammer et al.,
2015) which indicated an important role of these neurons in fly
motion vision. Our data further suggest that Mi1 and Tm3 are
also key elements for spatial contrast computation. In addition
to targeting T4 neurons, Mi1 and Tm3 project onto yet unidenti-
fied neurons which function in parallel to T4 cells. In summary,
thus, motion and contrast computations are carried out by
shared neuronal circuit elements within the ON pathway and,
subsequently, visual processing streams diverge.

Mi1 and Tm3 Neurons Form a Center-Surround
Antagonism

We found that responses to counterphase flicker were spatial
frequency-tuned, which suggested that the underlying neuronal
system uses lateral inhibition for contrast computation (Figures
3G and 3l). Taking away lateral inhibition should decrease re-
sponses to intermediate spatial frequency but should increase
the response strength to large spatial frequencies, in particular
to homogeneous field flicker. Such a differential effect allows
distinguishing lateral inhibition from localized inhibition as
silencing a cell involved in localized inhibition should affect re-
sponses to all spatial frequencies equally. Our experiments
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Figure 5. Tm3 Cells Provide Lateral Inhibition

+ T4/T5 block

(A) A large field sinusoidal 1 Hz luminance flicker (green dashed lines) on a gray background is presented on the right side.

(B) Example response traces for control, T4/T5 block and combined Tm3a block + T4/T5 block flies.

(C) Response quantification (1 Hz response amplitude component of the Fourier-transformed signal from 2 to 6 s).

Data represent mean + SEM with n = 14-19 flies per group. p values based on a two-sided Welch’s t test, comparing the group of block flies with respective
control groups (groups with combined lamina or medulla block + T4/T5 block were compared only to the T4/T5 block group; **p < 0.01; ***p < 0.001). Detailed
statistics in Table S1D. Shibire's control flies in dark gray, Gal4 control flies in light gray, lamina and medulla block flies in blue, T4/T5 block flies in red, and
combined lamina or medulla block + T4/T5 block flies in violet. Raw time traces for control flies (black) in (B) are pooled from shibire' control, T4/T5 control, and
Tm3a control flies. See Figures 1A, 1B, and S1A for schematics of cell types and locations.

show that silencing Mi1 or Tm3 leads to a reduced responsive-
ness to counterphase flicker of intermediate spatial frequency
(A = 20°; Figure 4F). To test for responses to large spatial fre-
quency flicker, we presented flies with a wide 1 Hz homoge-
neously flickering region on the right side (Figure 5A). We
observed that the turning speed of control and T4/T5 block flies
followed the luminance dynamics of the stimulus: Flies turned
right for luminance decrease and left for luminance increase (Fig-
ures 5B and 5C). Blocking Mi1 or Tm3, with intact T4 and T5, had
no effect on the behavior, and silencing Mi1 in a T4/T5-blocked
background did not change the behavior either. However,
silencing Tm3 together with T4 and T5 cells almost doubled
the response amplitude. In contrast, blocking Mi1 and Tm3 at
the same time abolished responses to field flicker completely
(Figure 5C). These findings, together with our previous silencing
experiments (Figure 4F), suggest that Mi1 and Tm3 neurons form
a center-surround antagonism for the computation of spatial
contrast. In this arrangement, Tm3 cells provide lateral inhibition,
not localized inhibition.

The fact that the Tm3 block phenotype was only visible when
T4 and T5 neurons were additionally silenced suggests an inter-
esting interplay between the motion and contrast circuit: Since
Tm3is connected to T4 (Takemura et al., 2013), Tm3 output likely
modulates T4 responses to field flicker. In turn, T4 and T5 output
can reduce the responsiveness of the contrast system using
mechanisms discussed previously (Figures 2H, 2I, 3H, and 3I).
Hence, silencing only Tm3 might show no phenotype in the
response to field flicker because an increased flicker sensitivity
in the contrast system is compensated by an increased flicker
sensitivity in the motion system.

Contrast lllusions in Mi1/Tm3-Silenced Flies

Having identified Mi1 and Tm3 as the key players shaping
response dynamics to counterphase and homogeneous field
flicker (Figures 4 and 5), we wondered whether such flies also
show deficits when presented with contrast illusions (Figures
1F-1H and 2). We first stimulated Mi1/Tm3-silenced flies with
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full-field sine-grating motion and found a reduction of the opto-
motor response (Figures 6A and 6B). The effect was smaller
compared to our previous findings (Figure 4E), since we used
bilateral motion stimuli here, likely leading to a response satura-
tion. When presenting the contrast motion illusion (Figure 1F) to
Mi1/Tm3 block flies, turning responses were completely abol-
ished (Figures 6C and 6D). This finding suggests that the contrast
motion illusion is mediated by spatial contrast computations
within the ON pathway. Subsequently, neurons postsynaptic to
Mi1/Tm3 globally integrate these contrast cues and control
behavior.

We also tested Mi1/Tm3 block flies with the single-field
contrast asynchrony illusion (compare Figures 2A-2C, 6E, and
6F). The response amplitude to a flickering stripe on a dark back-
ground was not different to that of control flies. Yet, when the
background was bright or gray, response amplitudes were
strongly reduced (Figures 6E and 6F). Moreover, we compared
response phases for the dark and bright background condition
and found that responses were still in antiphase to one another.
However, turning speed oscillations for the two background con-
ditions were shifted in phase by ~90° compared to controls. The
same was true for Mi1/Tm3 block flies in a T4/T5 block back-
ground (Figure S4).

We also performed spatial frequency tuning experiments in
Mi1/Tm3 block flies (Figures 6G and 6H). To our surprise, we
found that for low spatial frequencies, control and Mi1/Tm3
block flies showed weak but identical responses to counter-
phase flicker. Only for intermediate spatial frequencies, control
flies had a much stronger contrast response.

These experiments indicated that beside the Mi1/Tm3-depen-
dent local spatial contrast system, another Mi1/Tm3-indepen-
dent contrast system exists which operates on larger spatial
scales, perhaps globally. To directly test this hypothesis, we
slightly modified the single-field contrast asynchrony stimulus
and now only varied the background luminance locally around
the 1 Hz flickering stripe (Figure S5A). The rest of the arena
was gray. Hence, the global light levels remain approximately
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Figure 6. Mi1/Tm3-Silenced Flies Lack Responses to Contrast lllu-
sions

(A and B) Responses of control and Mi1/Tm3 block flies to full-field sine-
grating motion (= optomotor response) and quantification (see Figures 1D and
1E for comparison).

(C and D) Responses to contrast motion illusions with stripe luminance profiles
f1(t) and f,(t) (green dashed lines) and quantification (see Figures 1F-1H for
comparison).

(E and F) Responses to the single-field contrast asynchrony illusion and
quantification (see Figures 2A-2C for comparison; green dashed lines repre-
sent the sinusoidal luminance modulation of the single vertical stripe, blue
dashed lines represent background luminances dark, bright, and gray).

(G and H) Example traces for the counterphase flicker stimulus with low (A =
80°) and intermediate (A = 25°) spatial frequency and quantification of the 2 Hz
response components.

Data represent mean + SEM with n = 12-13 flies per group. p values based on a
two-sided Welch’s t test, comparing Mi1/Tm3 block flies with both control
groups (*p <0.001; ***p < 0.001; p = 0.85 for the amplitude of the 1 Hz response
component for the dark background condition, and p = 0.78 for the phase of
the 2 Hz response component for the gray background condition in F). Detailed
statistics in Table S2A. Shibire' flies in dark gray, Mi1/Tm3 control flies in light
gray, Mi1/Tm3 block flies in blue. Raw time traces for control flies (black) in (A),
(C), (E), and (G) are pooled from both control groups.

gray for any local background luminance. If a Mi1/Tm3-indepen-
dent global contrast system exists, Mi1/Tm3 block flies should
respond, independently of local background light levels, with a
2 Hz contrast response as the flickering stripe is compared to
global gray background light levels. When we tested the new
stimulus, control flies behaved as before (compare Figures 2B,
2C, S5B, and S5C), indicating that the local contrast system is
the dominating one. Mi1/Tm3 block flies however responded
with a weak 2 Hz response that was independent of local back-
ground luminance (Figure S5B-S5D), providing evidence for the
existence of a global contrast system.

In summary, the observed residual turning responses in Mi1/
Tm3-silenced flies (Figures 6E-6H) are likely mediated by
another, weaker, subsystem which analyzes spatial contrast
on a global scale.

Output Elements of the Circuit for Spatial Contrast
Computation
Next, we wanted to identify the output elements of the contrast
computation circuit. As neurons with major input from both Mi1
and Tm3, other than T4, have not yet been identified (Takemura
et al., 2013), we could not proceed further with our strategy of
characterizing circuit elements based on their behavioral pheno-
type when silenced. Since membrane depolarization in lobula
plate tangential cells elicits an optomotor response (Haikala
et al., 2013), we wondered whether the membrane voltage of
these cells might also reflect the contrast responses we
observed in the behavioral experiments. In order to test this hy-
pothesis, we performed electrophysiological whole-cell patch
clamp recordings from these neurons, stimulated flies with mo-
tion and counterphase flicker, and silenced synaptic output of
either T4 and T5, or Mi1, Tm3, T4, and T5, as in the behavioral
experiments.

When stimulated with motion along the vertical axis of a hori-
zontally oriented sine-grating, lobula plate vertical system cells
responded in a direction-selective manner (Figures 7A and 7B).
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As expected from previous studies (Schnell et al., 2012), motion
responses were completely abolished when blocking T4 and T5.
Blocking Mi1 and Tm3 in addition did not change responses
further. Next, we stimulated flies with counterphase flicker of
the same orientation, providing 1 Hz local luminance flicker
and 2 Hz spatial contrast flicker. We observed complex oscilla-
tory voltage dynamics in control flies (Figure 7C) which contained
both a 1 Hz and a 2 Hz component (Figure 7D). Hence, vertical
system cells integrate both the 1 Hz luminance dynamics of
counterphase flicker as well as its 2 Hz spatial contrast dy-
namics. When we tested T4/T5 block flies, the neurons’ voltage
dynamics were much simpler: While the 1 Hz component was
completely abolished, the 2 Hz response component remained
unchanged and when silencing Mi1/Tm3 together with T4/T5,
the 2 Hz response component was strongly decreased as well.
In further experiments, we also recorded from lobula plate hori-
zontal system cells and presented sine-gratings with vertical
orientation (Figure 7E). We obtained essentially the same results
as we did in vertical system cells (Figures 7E-7H). Because no
motion and contrast responses were detectable in flies with
silenced Mi1, Tm3, T4, and T5, we also tested full-field flicker
(Figure S6). In these flies, we still found robust voltage responses
to such stimuli, indicating that even more visual processing path-
ways arrive at the lobula plate (Schnell et al., 2012) and that the
recorded neurons were functionally intact.

From these experiments, we conclude that lobula plate
tangential cells not only collect direction-selective input from
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T4 and T5; they also receive signals from another, unidentified,
visual pathway which computes spatial contrast. This pathway
requires Mi1 and Tm3 to be functional and bypasses T4 and
T5. Hence, spatial contrast and motion cues converge in the lob-
ula plate where they shape visuomotor behavior together. Such
interactions could also explain the smaller contrast responses in
control flies compared to that of T4/T5 block flies which we
observed in some of the behavioral experiments (Figures 2H,
21, 3H, 3, and 5C).

Modeling
Our experiments revealed that contrast responses rely on the
change of absolute spatial contrast. In particular, when spatial
contrast decreases on the right side, flies turn right, when it in-
creases, flies turn left (Figures 2 and 3). Based on these experi-
mental findings, we developed a minimal computational model
which could reproduce our results.

Spatial contrast can be computed by taking the difference be-
tween adjacent luminance values, i.e., by lateral inhibition,

Sirei=Si — 0~5'(Si—1 +Si+1)~,

where S; describes signals of an ommatidium at location i. The
change in absolute spatial contrast can then be described by a
full-wave rectification followed by a high-pass filter:

Ri = — HP(abS(Si,rel))'
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This equation can be translated into a simple detector model
diagram (Figure 8A). We modeled motion detectors as classical
Hassenstein-Reichardt detectors (Hassenstein and Reichardt,
1956). The output of an array of both types of detectors was
locally weighted and summated according to the position-
dependent function found in our experiments (Figure 2G). A final
low-pass filter mimicked the inertia of the motor system. We pre-
sented the model with exactly the same visual stimuli as used in
the behavioral experiments. We then tested the model under two
conditions, the complete model (both systems = simulating con-
trol flies) and the model without Hassenstein-Reichardt detec-
tors (only contrast system = simulating T4/T5 block flies).

The model reproduced the antiphasic turning response oscil-
lations for the flickering stripe under the dark and bright back-
ground conditions, respectively, as well as the frequency
doubling when the background was gray (Figures 8B-8D). More-
over, we observed a small 1 Hz component in the response in the
complete model (Figures 8B and 8E). The phase and the mean of
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tion results from the complete model (contrast +
Hassenstein-Reichardt detectors; corresponds to
control flies) and from a model in which motion
responses were blocked (only contrast detector;
corresponds to T4/T5 block flies), respectively.

the response oscillation were only slightly
different compared to those measured
experimentally (compare Figures 8C and
2C). Next, we varied the position, the
signal amplitude, and the size of the flick-
ering stripe on a gray background. As
expected, the model reproduced the
position dependency because positional
weighting was an intrinsic component of
the model construction. Moreover, the
model showed a linear dependency on
the signal amplitude (Figure 8H), which
is expected from the model structure. Our model also repro-
duced the other experimental findings which were not used for
its design. The model reproduced the shape of the size depen-
dency and even predicted a small reduction for larger sizes un-
der control conditions (compare Figures 8l and 2I). We also
probed the spatial receptive field properties of the model (Fig-
ure 8J) and obtained very similar results as observed in our ex-
periments (Figure 3). Finally, we presented the contrast motion
illusion to our model (Figure 8K): The model faithfully reproduced
both the direction and the amplitude of the response for both
stripe luminance profiles as seen in our experiments (Figures
1F=1H). The negative arm of the Hassenstein-Reichardt detector
was minimally weighted less than the positive arm (Eichner et al.,
2011), which is the reason why simulated control flies have
slightly different contrast responses to stripe flicker and counter-
phase flicker than simulated block flies.

In summary, using a single set of parameters, the simple
model reproduced our experimental results astonishingly well,
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both qualitatively and quantitatively. We conclude that spatial
contrast computation in the fly visual system is based on lateral
inhibition followed by full-wave rectification and high-pass
filtering. The resulting spatial contrast signals are then globally
integrated in a similar fashion as local motion cues.

As our experimental findings indicate that Mi1 and Tm3 neu-
rons are required for both spatial contrast computation and for
motion vision (Figures 4 and 6), we also wanted to know to
what extent a more detailed model, incorporating such a circuit
overlap, can account for our results (Figure S7). The detailed
model is based on separate pathways for brightness increments
(ON pathway) and for brightness decrements (OFF pathway).
Within each pathway, motion is computed by independent polar-
ity-specific Hassenstein-Reichardt detectors (Eichner et al,,
2011). We extended the ON pathway by a stage for the compu-
tation of absolute spatial contrast, as done in the less complex
model (Figure 8). Simulation of the model under different condi-
tions (control condition = full model; T4/T5 block = only the
contrast system; Mi1/Tm3 block = only the OFF pathway) re-
vealed a qualitative and quantitative match to most of our exper-
imental data. This shows that overlapping circuitry in the ON
pathway can account for spatial contrast computation as well
as for motion computation.

As suggested by our experiments, apart from computing
local spatial contrast, flies also have a system for the compu-
tation of spatial contrast on a global scale (Figures 6C—6H and
S5). We incorporated such a system in our detailed model by
taking signals from photoreceptors minus the global average
luminance level followed by full-wave rectification and high-
pass filtering (Figure S8). Interestingly, the model now repro-
duced the residual responses to the single-field contrast
asynchrony illusion (compare Figures 6E and 6F with Figures
S8B and S8C), the counterphase spatial frequency tuning
experiment (compare Figures 6G, 6H, and S8J) and the lack
of responses to the contrast motion illusion (compare Figures
6C, 6D, and S8K) under Mi1/Tm3 block conditions (only the
OFF pathway and the system for global contrast computation
intact). This close agreement between modeling and experi-
ments provides further evidence that a Mi1/Tm3-independent
contrast system operating on a larger spatial scale can ac-
count for the residual responses seen in Mi1/Tm3 block flies
(Figure 6).

DISCUSSION

In this paper, we studied contrast computation in Drosophila. We
employed two types of contrast illusions, the contrast motion
illusion and the single-field contrast asynchrony illusion, as a
tool to explore the underlying circuit mechanisms. Testing the
first type of illusion, we found that flies responded with a turning
response along the direction of illusory motion as perceived by
humans (Shapiro and Hamburger, 2007) (Figures 1F-1H). More-
over, when testing the second type of illusion, flies responded to
the flickering spatial contrast rather than to its flickering lumi-
nance (Figure 2), a phenomenon which is also observed in hu-
man psychophysics (Shapiro et al., 2004). Genetic silencing of
the essential elements of motion computation, T4 and T5, left re-
sponses to contrast stimuli largely unaffected. This suggested
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that spatial contrast and motion computations are implemented
in different visual pathways. Further behavioral analysis revealed
that lateral inhibition is involved in the computation, resulting in
spatial frequency and orientation tuning of contrast responses
(Figure 3). Using counterphase flicker as a stimulus which elicits
robust responses to spatial contrast change, we identified the
lamina neuron L1 and its postsynaptic partners Mi1 and Tm3
to be essential for contrast computation (Figure 4D). Moreover,
silencing the output of both Mi1 and Tm3 at the same time,
completely abolished responses to the contrast motion illusion
and reduced, or even inverted, responses to the single-field
contrast asynchrony illusion (Figures 6C-6F). These results
held also true when blocking T4 and T5 in combination with
Mi1 and Tm3 (Figures 4D and S2).

Notably, connectomics (Takemura et al., 2013) and electro-
physiological recordings (Behnia et al., 2014) revealed small
receptive fields for Mi1 and larger receptive fields for Tm3.
Both neuron types provide spatially offset and temporally
different input to the T4 dendrite in order to shape its direction-
selectivity (Behnia et al., 2014; Takemura et al., 2013). In agree-
ment with previous silencing experiments (Ammer et al., 2015),
our experiments provide further behavioral evidence for an
important role of Mi1 and Tm3 in motion vision because Mi1/
Tm3-silenced flies show a reduced optomotor response (Figures
4C, 6A, and 6B). We identified Tm3 to be important for lateral in-
hibition during contrast computation (Figure 5), but lateral inhibi-
tion is not apparent in electrophysiological recordings from Tm3
(Behnia et al., 2014). Hence, lateral inhibition ought to be further
downstream. Taking these findings and our modeling results
(Figure 8) into account, we suggest that Mi1 provides excitatory
input and Tm3 surround inhibition to neurons other than T4 in
order to compute spatial contrast. We speculate that a similar
circuit motif might also be found on the T4 dendrite (Behnia
etal., 2014; Takemura et al., 2013), forming the basis for orienta-
tion-selective responses described for these cells (Fisher et al.,
2015; Maisak et al., 2013).

Using electrophysiological recordings, we found voltage oscil-
lations in lobula plate tangential cells that correlate with the
contrast dynamics of counterphase flicker (Figure 7). Blocking
T4 and T5 cells left the response intact, but silencing additionally
Mi1 and Tm3 neurons abolished the response. Hence, contrast
cues converge on the level of the lobula plate, bypassing T4
and T5. Tm3 is known to synapse also in the lobula (Fischbach
and Dittrich, 1989) (Figures S1A, S2A, and S2C), which could
be the area where spatial contrast cues are integrated and
then transmitted into the lobula plate.

Nevertheless, the identification of a membrane voltage repre-
sentation of contrast computation does not necessarily imply
that lobula plate tangential cells control the behavioral responses
we observed. The responses to counterphase flicker might sim-
ply be a reflection of other, unidentified, neurons within the highly
interconnected network of lobula plate tangential cells (Haag and
Borst, 2001, 2002, 2004; Schnell et al., 2010). Moreover, the
contrast system might provide signals to neurons in the lobula
as well. In order to identify such elements, it will be required to
explore further postsynaptic partners of Mi1 and Tm3, and probe
the response properties of lobula plate neurons, after silencing
such cells.
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In conclusion, spatial contrast and motion computation in the
fly brain share some of the neuronal circuit elements, pre- and
postsynaptic to T4 cells. Such a circuit design suggests that
computation of contrast provides important auxiliary signals
which assist or further shape direction-selective responses in
lobula plate tangential cells. Such cues could, for example, equil-
ibrate motion responses to local variations of contrast, shape
motion response to edges or bars (Bahl et al., 2013), improve
orientation or spatial frequency tuning, or realize figure-ground
discrimination (Egelhaaf, 1985). Our identification of the mecha-
nisms and neuronal elements of spatial contrast computation
opens the door for further behavioral, genetic, anatomical, and
physiological dissections of these interactions and might help
to elucidate the functional relevance of spatial contrast compu-
tation, and the associated contrast illusions, in flies and,
perhaps, even humans.

EXPERIMENTAL PROCEDURES

Behavioral experiments were performed as described previously (Bahl et al.,
2013). Briefly, tethered flies were walking on an air-suspended ball in a
monitor-based virtual environment. Temperature was precisely controlled. In
the electrophysiological experiments, control and block flies were heat-
shocked for one hour before the experiments. The recording protocol was
as described previously (Joesch et al., 2008). Immunostainings and stochastic
flip-outs (Figures S2A and S2C) were performed as previously described (Nern
et al., 2015; Yu et al.,, 2010). For statistical analysis, we use a two-sided
Welch’s t test throughout the paper. In order to average circular phase angles
and to determine their variance, we applied circular operators. Statistical tests
were performed between both genetic controls and block flies (shibire™ and
Gal4 control versus block) and the larger p value determined significance:
p* < 0.05, p** < 0.01, and p*** < 0.001. For the simulations, we used movies
of 360 x 180 pixels at 60 Hz as model stimuli which were rendered from cylin-
drical projections of the same stimuli used in the experiments. Simulations
were carried out according to the models shown in Figures 8A, S7A, and
S8A. See Supplemental Experimental Procedures for detailed methods.

SUPPLEMENTAL INFORMATION

Supplemental Information includes eight figures, six tables, three movies, and
Supplemental Experimental Procedures and can be found with this article at
http://dx.doi.org/10.1016/j.neuron.2015.11.004.
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SUPPLEMENTAL EXPERIMENTAL PROCEDURES

FLIES

Flies were raised on standard cornmeal-agar medium on a 12h light/12h dark cycle and 60% humidity
for the entire period of development. For the first seven days of development, flies were kept at 25 °C
and then transferred to 18 °C. In experiments, we only used female flies aged ~1 day. We used the
following driver lines: L1-splitGal4 (OK371-AD, ort-C1-3-DBD), L2-Gal4 (21D), L3-Gal4
(VT40568), L4-Gal4 (VT40547), L5-splitGal4 (R21A05-AD; R31H09-DBD), Mil-Gal4 (VT7747),
Tm3a-Gal4 (R12C11), Tm3b-Gal4 (R13E12), Mil/Tm3-Gal4 (VT0465), T4/T5-splitGal4 (R59E08-
AD; R42F06-DBD), T4/T5-Gal4 (R42F06). These lines were either crossed to wild type Canton S flies
or to 20xUAS-shibire® flies (Pfeiffer et al., 2012), resulting in the genotypes presented in Figure S2B.

ELECTROPHYSIOLOGY

The glial sheet was digested locally by application of a stream of 0.5 mg/ml collagenase IV (GIBCO)
through a cleaning micropipette (5 um opening) under polarized light contrast. Then, somata of lobula
plate tangential cells were whole-cell patched. We identified vertical and horizontal system cells based
on their directional tuning properties (control flies), cell body location and resting membrane potential
(block flies). For visual stimulation, we used a LED arena covering £90° in azimuth and +48° in
elevation. Patterns had a spatial wavelength of A = 22.5° and 100% contrast (maximal luminance 75
cd/m?). Recordings were performed at 2 kHz, the signal was then downsampled to 50 Hz and 24 trials
were averaged per cell. Further analysis was performed as in the behavioral experiments.

IMMUNOHISTOCHEMISTRY

Primary antibodies used were rabbit polyclonal anti-GFP (1:2000, Torri Pines) and mouse anti-nc82
(1:25, Developmental Studies Hybridoma Bank). We used the following secondary antibodies: goat
anti-rabbit Alexa-488 and goat anti-mouse Alexa-633 (both 1:500, Invitrogen). Brains were mounted in
Vectashield (Vectalabs) and optically sectioned in the horizontal plane with a Leica SP5 confocal
microscope. For documentation, single sections were processed in ImageJ 1.46r (NIH). For stochastic
labeling of cells in the VT0465-Gal4 line, we used a weak flippase which sparsely removes an FRT-
flanked stop cassette and thereby allows Gal4-driven expression of a GFP reporter (Nern et al., 2015).

BEHAVIORAL EXPERIMENTS

We used six independent setups (almost identical to those presented in Bahl et al. 2013) for visual
stimulation and to record fly locomotion. All monitors were equilibrated in brightness and contrast. We
applied the same temperature protocol in all behavioral experiments: Temperature was kept at 25 °C
for the first 5 min and then, within 10 min, raised to 34 °C. The sine-grating in Figure 1D had a spatial
wavelength of A = 20°, 60% contrast and moved at a velocity of 20 °/s. In the contrast motion illusion,
we used a stepped gradient background (20° wide steps) ranging from luminance 0—-100 cd/m?. Twelve
5° wide vertical stripes were superimposed within the centers of the background steps. The luminance
of these stripes varied from 9-45 cd/m? according to the functions illustrated in Figure 1F. In Figures
2A-F and 6E-F, we used a single 10° wide vertical stripe located at 70° in azimuth. The luminance of
the stripe varied sinusoidally (1 Hz) from 4-57 cd/m? In Figure 2G-I, only the illustrated parameters
were varied, the other parameters were as in Figure 2B (gray background) but in Figure 21, the stripe
was centered at 80° in azimuth. The uniformly dark, bright, and gray backgrounds had luminances of
1.3, 27, and 86 cd/m? respectively. The sine pattern in Figures 3 and 6G,H had a contrast of 60%.
Stimuli were shown in a circular window (radius = 40°) positioned at 90° in azimuth and 0° in
elevation. Stimuli in Figure 4 were shown within a 70° wide rectangular window located at 90° in
azimuth and full elevation. The sine-grating had a spatial wavelength of A = 20° and 60% contrast.
Field flicker (Figure 5) was shown within the same window and varied from 4-57 cd/m? in luminance.
The rest of the visual field for stimuli in Figures 3, 4 and 5 was gray (27 cd/mz). The size of the local
background around the flickering stripe in Figure S5 was 30°, the rest of the arena was gray (27 cd/m?).
Otherwise the stimulus was as in Figure 2A. The spatial phase of all sine-gratings (Figures 1A, 3, 4,
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6A) was chosen randomly before each trial. In all behavioral experiments, we additionally presented
exact mirror-symmetrical versions of the stimuli.

For each experiment, fly locomotion was sampled for ~90 min at 4 kHz and data was subsequently
downsampled to 50 Hz. We then picked a trial range during which the average walking speed in each
trial was above 0.5 cm/s. Trials were then averaged. Experiments not having at least 9 of such trials
were discarded. Further, responses to all stimuli and to their mirror-symmetrical versions were
subtracted from another and divided by two, which removed potential turning biases and improved data
quality. Finally, we applied a first order low-pass filter (t = 40 ms). The resulting data was then
analyzed by averaging or via Fourier transform within a specific time range. In the Fourier-transformed
signal, we picked the frequency of interest and calculated its amplitude and phase. For each stimulus,
we then averaged these values and calculated the standard error of the mean (s.e.m.) over flies.

STATISTICS

The Welch’s t-test is a variant of Student’s t-test and does not require equal variances
(https://en.wikipedia.org/wiki/Welch%27s_t_test). T-values were calculated as

where X,, s? and N; are population mean, variance, and size of group i, respectively. We used the
Welch-Satterthwaite equation to calculate degrees of freedom:

(3
R\

st + sy
NZ-(N;—1) " N7-(N,—1)

df =

In order to work with circular variables (response phases), we used the following circular operators to
calculate mean (@) and variance (s2) of the values:

N

a=arg Z exp(i : aj) )
j=1
R
s¢=-2-log N Zexp(i “a))
j=1

To obtain the enumerator in the Welch’s t test, we determined the smallest difference of angular
means:

(a; — @; + m) modulo 2m — 7.

MODELING

In the first step, frames were spatially convolved with a 2D Gaussian kernel of isotropic o = 1.75° and
then fed into an array of 90 x 45 4°-spaced input elements. For input elements on the left visual
hemisphere, the Hassenstein-Reichardt detector had a mirror-symmetrical structure. All filters in the
input stage had the same time constants of T = 100 ms. Lateral inhibition in the contrast detector along
the horizontal axis was calculated as

R; =5;—0.5 - (Si—y + Si11),



where S; is the central input element. Output weighting of the contrast detector was 20, of the positive
arm of the Hassenstein-Reichardt detector 0.15 and of the negative arm 0.147. Output of all detectors
was then summated according to the weighting function

xZ

w(x) = exp (— W) — 0.9 -exp (— %),

approximating the function in Figure 2G, and values along the y-axis were summated. For simplicity,
all motion and contrast detectors were weighted with the same function, as done in previous modeling
studies (Bahl et al., 2013). In the left visual hemisphere, output signals were multiplied by -1. The
resulting signal was then low-pass filtered (tr = 300 ms). All filters were of first-order and implemented
according to https://en.wikipedia.org/wiki/Low-pass_filter and https://en.wikipedia.org/wiki/High-
pass_filter, respectively. The high-pass filter in the input stage take away signal means completely and,
for example, reduce a sinusoidal 1 Hz input signal to 50 % in amplitude and produce a phase shift of
around 0.3 - 7.

In the detailed models (Figures S7 and S8), the DC component was 40% of the photoreceptor signal
and the half-wave rectification in the OFF pathway was shifted by +80. The weight for the spatial
contrast detector in the ON pathway was 30, for the positive and negative arms of the Hassenstein-
Reichardt detectors 0.1 and 0.098, respectively. The output weight of the global contrast system was
either 0 (Figure S7) or 2 (Figure S8). All other parameter were as in the less complex model.

The output weights, the DC component and the shift in the OFF rectification (only in the detailed
models) were the only free model parameters and were adjusted by hand. Time constants were
approximately the same as in previous modeling studies (Eichner et al., 2011) and were not optimized.
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B Vertical system cells

Lobulaiplate

Figure S1, related to Figure 1. Cellular Schematic of the Fly Optic Lobe and
Morphology of Lobula Plate Tangential Cells

(A) Cellular schemetic of the fly optic lobe. See corresponding abtract schematic
in Figure 1A,B for comparison. (B,C) Anatomy of five of the six vertical system
cells and of the three horizontal system cells in Drosophila. Both cell types reside
in the lobula plate and receive input from T4 and TS5 neurons. The scheme in (A)
was modified from Borst, 2014. The images of lobula plate tangential cells in
(B,C) are taken from Rajashekhar and Shamprasad, 2004. Cell sizes not to scale.
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L1 L2
Shibire's control: w+; 20xUAS-shi / +; +
L1 control: w+/w-; OK371-AD, ort-C1-3-DBD / +; +
L2 control: wtiw-; +;21D/ +
L3 control: wt/w-; +; VT40568 / +
L4 control: wt/w-; +; VT40547 | +
L5 control: w+/w- ; R21A05-AD / + ; R31H09-DBD / +
Mi1 control: wH/w-; +; VT7747 | +
Tm3a control: w+/w-; +; R12C11/ +
Tm3b control: w+/w-; +; R13E12 / +
Mi1/Tm3 control: W+/w-; +; VT0465 / +
T4/T5 control: w+/w-; R59E08-AD / +; R42F06-DBD / +
L1 block: w+/w- ; 20XUAS-shi / OK371-AD, ort-C1-3-DBD ; +
L2 block: w+/w- ; 20XUAS-shi/ +; 21D/ +
L3 block: w+/w- ; 20XUAS-shi / +; VT40568 / +
L4 block: w+/w- ; 20XUAS-shi / + ; VT40547 | +
L5 block: w+/w- ; 20XUAS-shi / R21A05-AD / + ; R31H09-DBD / +
L2/L3/L4 block: w+/w- ; 20XUAS-shi/ +; 21D, VT40568 / VT40547
Mi1 block: w+/w- ; 20xUAS-shi / +; VT7747 | +
Tm3a block: w+/w- ; 20xUAS-shi/ +; R12C11/ +
Tm3b block: w+/w- ; 20xUAS-shi / +; R13E12/ +
Mi1/Tm3 block: w+/w- ; 20XUAS-shi / +; VT0465 / +
T4/T5 block: w+/w- ; 20XUAS-shi / R59E08-AD / +; R42F06-DBD / +
L1/T4/T5 block: w+/w- ; 20XxUAS-shi / OK371-AD, ort-C1-3-DBD ; R42F06
L2/T4/T5 block: w+/w- ; 20XUAS-shi / R59E08-AD ; 21D / R42F06-DBD
L3/T4/T5 block: w+/w- ; 20XUAS-shi / R59E08-AD ; VT40568 / R42F06-DBD
L4/T4/T5 block: w+/w- ; 20XUAS-shi / R59E08-AD ; VT40547 / R42F06-DBD
L5/T4/T5 block: w+/w- ; 20XUAS-shi / R21A05-AD ; R31H09-DBD / R42F06
Mi1/T4/T5 block: w+/w- ; 20XUAS-shi / R59E08-AD ; VT7747 | R42F06-DBD

Tm3a/T4/T5 block: w+/w- ; 20xUAS-shi, RG9E08-AD / + ; R12C11 / R42F06-DBD
Tm3b/T4/T5 block: w-+/w- ; 20xUAS-shi / R59E08-AD ; R13E12 / R42F06-DBD
Mi1/Tm3/T4/T5 block: w+/w- ; 20xUAS-shi / R59E08-AD ; VT0465 / R42F06-DBD
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Figure S2, related to Figures 4, 5, S3, and S4. Expression Patterns, Genotypes, and Walking Speed

(A) GFP expression pattern of GAL4 driver lines. Horizontal sections of the optic lobe. (B) Genotypes used in the experi-
ments. (C) Stochastic GFP labeling of neurons in the VT0465 Gal4 line. Flipouts of several Mil and Tm3 cells are distin-
guishable. In addition to these cells, we occasionally found weak expression in unidentified Mi and Dm cells. (D) Walking
speed (averaged over same trial range as used for quantification of turning speeds and over all stimuli). Data represent mean
+ s.e.m with n = 14-19 flies per group. P-values based on a two-sided Welch's t test, comparing the group of block flies with
respective control groups (for example, L1 block with L1 control and shibire® control; groups with combined lamina or
medulla block + T4/T5 block (right side) were compared only to the T4/T5 block group; P* < 0.05; P** < 0.01). Detailed
statistics in Table S6. Shibire® control flies in dark gray, Gal4 control flies in light gray, lamina and medulla block flies in
blue, T4/T5 block flies in red, and combined lamina or medulla block + T4/T5 block flies in violet.
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A Shibire** control L2 control L3 control L4 control
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o
3
a
Turning (°/s)

Counterphase flicker

C L2 block L3 block L4 block L2/L3/L4 block

Motion :\FTB

BTF
l"
D

Counterphase flicker

Figure S3, related to Figure 4. Raw Time Traces for OFF Pathway Lamina Blocks

(A,B) Responses of control flies to motion and counterphase flicker. (C,D) Responses of L2, L3, L4 and combined L2/L.3/L4
block flies to motion and counterphase flicker. L2/L.3/L4 block flies strongly turn away from stationary patterns (= 40 °/s).
For motion and counterphase flicker, all responses were shifted to negative values. This effect was not found in any of the
controls or in any of the flies where L2, L3, or L4 cells were blocked independently. Even though we do not understand these
dynamics, it shows that the triple lamina block works. For quantification, we calculated the optomotor response by subtract-
ing front-to-back and back-to-front motion responses and by determining the 2 Hz response amplitude to counterphase
flicker. Hence, a shift of the traces to negative values is not seen in the quantification in Figure 4E,F. Vertical gray dashed
lines indicate on- and offset of the stimulus. Shibire® control flies in dark gray, Gal4 control flies in light gray, lamina block
flies in blue. Data represent mean =+ s.e.m with n = 14-19 flies per group. Same flies as in Figure 4.
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Figure S4, related to Figure 6. Single-field Contrast Illusion in Mil/Tm3 Block Flies

(A) Same as in Figure 2A. (B) Fly turning responses for 1 Hz stripe flicker (identical in the two conditions; green dashed
line) on two different backgrounds (dark and bright; blue dashed line). (C) Quantification of response amplitude A and phase
0. Data represent mean + s.e.m with n = 1419 flies per group. Same flies as in Figures 4 and 5. P-values based on a two-sid-
ed Welch's t test, comparing the group of block flies with respective control groups (Mil/Tm3 block with Mil/Tm3 control
and shibire" control; The combined Mil/Tm3 block + T4/T5 block (right side) was compared only to the T4/T5 block group;
P** < 0.01; P*** < 0.001). Detailed statistics in Table S2B. Expression patterns and list of genotypes in Figure S2A—C.
Shibire® control flies in dark gray, Gal4 control flies in light gray, Mil/Tm3 block flies in blue, T4/T5 block flies in red, and
combined Mil/Tm3 block + T4/TS5 block flies in violet. Raw time traces for control flies (black) in (C,D) are pooled from
shibire® control, T4/T5 control and Mil/Tm3 control flies.
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Figure S5, related to Figure 6. Single-Field Contrast Asynchrony Illusion
with Local Background Variation in Mil/Tm3 Block Flies

(A) The global background is gray for all conditions. Varied is the local
background (dark, bright, and gray; blue dashed line) surrounding the ® = 1 Hz
flickering stripe (identical in all conditions; green dashed line). Compare with
stimuli in Figures 2A and 6E where global background luminance is varied. (B,C)
Fly turning responses for the three local background conditions and
quantification of response amplitude A and phase ®. (D) Quantification of the 2
Hz response component for the three local background conditions for Mil/Tm3
block flies. Data represent mean + s.e.m with n = 8—12 flies per group. P-values
based on a two-sided Welch's t test, comparing Mil/Tm3 block flies with both
control groups (P* < 0.05; P** < 0.01). Statistics in (D) was done by pairwise
comparing respones between the different conditions. None of these
combinations was statistically different. Detailed statistics in Table S3. Shibire®
control flies in dark gray, Mil/Tm3 control flies in light gray, Mil/Tm3 block
flies in blue. Raw time traces for control flies (black) in (B) are pooled from
shibire® control and Mil/Tm3 control flies.
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Figure S6, related to Figure 7. Responses of Lobula Plate Tangential Cells to

Full Field Flicker

(A,B) Responses of vertical system and horizontal system cells to 1 Hz full field
flicker. Data represent mean + s.e.m with n = 411 cells per group (of 2-8 flies
per group). Same flies and cells as in Figure 7. Shibire* flies in dark gray, T4/T5
block flies in red, combined Mil/Tm3 block + T4/T5 block flies in violet. See

Vertical system cells

Mi1/Tm3 block
Shibire® control T4/TS block +IT4/$5 blgcck

Horizontal system cells

0 2 4 6 0 2 4 6
Time (s) Time (s)

Figure S1B,C for illustration of the recorded neurons.

169



170

A ON pathway OFF pathway B Single-field contrast asynchrony illusion C
@ A AT ATA AT AT AW =
< 40 <
x Q —
=} 5
L1 a _ _ x
T g~ o
& <msneeess o
LP][HP] [HP][cP] ;\040 T T i
- o - <
2 s 5 2 o N ANS o
[ H 1D & 40 i
3 <
© e et >
o S e hd
D Gray < 20 4 i
6 g 2 i
< 3 S ° % 5 :
<: &>‘ T T T T T T o
E 0 ~ppag——p o 2 40 2 4
R 6 Time (s) Time (s)
2
< 3
< o | asoo="
F o 5. G_, H I
0 —
= 2
= 0 — —Q:::: E“N 3 % /\ / fo“\
3 g
-3 - <
= 3 T T T 0 T L T T T
0051152 0 306090120 0 20406080 0 10203040
. L o Signal e
Signal (Hz) Position (°) amplitude (a.u.) Size (°)
J Spatial frequency and orientation tuning K Contrast motion illusion
80 ~ t > « B
- 2
s = 40 £
3 § 07 "o % g
S 240 H agreoed® s
g0 e 3
14
o 15 I -
& o Q
£ = 2 40 4 N
20 2
Lo & 2
gu_ < 5 - ]
0
(&) 0 o}
T T T T T ['4

T TR

Fo=F
0.01 0.1 -180-90 0 90 180
Spatial frequency

(Cydles / °) Orientation (°)

Figure S7, related to Figure 8. Detailed Model with Contrast Computation within the ON Pathway

(A) Detailed model with two pathways computing motion from brightness increments (ON pathway) and brightness
decrements (OFF pathway). See Eichner et al., 2011. Within the ON pathway, lateral inhibition by Tm3 neurons and central
excitation by Mil neurons are used to compute local spatial contrast (compare with Figure 8A). T4 and TS neurons represent
the output of the Hassenstein-Reichardt detectors in the two motion pathways. (B,C) Model responses for the single-field
contrast asynchrony illusion (same stimulus as in Figures 2A—C and 6E-F) and quantification of amplitude A and phase ©.
(D-I) Quantification of responses to varying signal frequency, position, amplitude, and stripe size. (J) Model responses for
motion and counterphase flicker spatial frequency and orientation tuning (same stimulus as in Figure 3). (K) Model
responses for the contrast motion illusion (same stimulus as in Figures 1F-H and 6C,D). Control conditions (full model) in
black. T4/T5 block (model without Hassenstein-Reichardt detectors) in red. Mil/Tm3 block (only OFF motion pathway

intact) in blue.
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Figure S8, related to Figure 8. Detailed Model with Local Contrast Computation within the ON Pathway and an
Additional Pathway for Global Contrast Computation

(A-K) Same as in Figure S7 but with an additional pathway for global contrast computation. Control conditions (full
model) in black. T4/T5 block (model without Hassenstein-Reichardt detectors) in red. Mil/Tm3 block (only OFF motion
pathway and global contrast pathway intact) in blue.
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A

Figure 1E
Shits control  T4/T5 control  T4/T5 block
N (flies) 12 12 13
mean 59.3 52.1 46
std 11.3 14.5 5.7

Shits control

T4/TS control

Figure 2C, dark, A, Figure 2C, dark, 6, ,, Figure 2H, largest contrast
Shits control _ T4/T5 control _T4/T5 block Shits control _T4/T5 control _T4/T5 block Shits control _ T4/T5 control _T4/T5 block
N flies 12 12 12 N flies 12 12 12 N flies 12 12 12
mean 88 167 126 mean -104 52 208 mean 78 77 120
std 35 75 6.9 std 259 193 13.2 std 35 37 4.2
1=0.073 1=-2658
Shits control Shits control Shits control p=0943 p=0015
T4/T5 control T4/T5 control T4/TS control 'Z-S?g

T4/Ts block T4/T5 block: T4/T5 block T4/TS block
Figure 1G Figure 2C, bright, A, Figure 2C, bright e, ,,, Figure 2I, largest size
Shits control  T4/T5 control  T4/T5 block Shits control  T4/T5 control  T4/T5 block Shits control  T4/T5 control  T4/T5 block Shits control  T4/T5 control  T4/T5 block
N (flies) 12 12 13 N flies 12 12 12 N flies 12 12 12 N flies 12 12 12
mean 307 36.8 265 mean 133 12.1 13.0 mean -167.3 -162.8 -1475 mean 6.2 7.0 13.6
std 9.0 12.0 9.4 std 5.6 57 3.9 std 204 235 20.1 std 3.5 3.1 3.7
401 143 495 0.503 -2.396
Shits control 176 265 Shits control 626 ‘Shits control p=0620 p=0026 Shits control
2367 1.710
T4/TS control 0.028 T4/TS control T4/T5 control 0.102 T4/TS control
T4/TS block T4/TS block T4/T5 block T4/TS block
Figure 1H Figure 2C, gray, A, ,,, Figure 2C, gray, 6, ,,,
Shits control  T4/T5 control  T4/T5 block Shits control  T4/T5 control  T4/T5 block Shits control  T4/T5 control  T4/T5 block
N (flies) 12 12 13 N flies. 12 12 12 N flies 12 12 12
mean 206 25.9 18.4 ‘mean 8.1 8.0 7.9 mean 143.2 138.4 1711
std 5.5 6.1 5.1 std 4.0 4.8 2.8 std 28.7 30.1 26.5
087 125 t=0.401 47
Shits control Shits control ol Yol shits control | /2007 oLy
011 -2.821
T4/Ts control T4/T5 control p=0.991 T4/T5 control p=0010

Cc

T4/TS block

Figure 3E, A Response (°/s),
spatial frequency

T4/TS block

Figure 3I, A Response (°/s),
spatial frequency

Shits control _T4/T5 control _ T4/T5 block Shits control_T4/T5 control _T4/T5 block
N (flies) 13.0 120 13.0 N (flies) 120 13.0 13.0
mean 52 37 1.2 mean 70 59 64
std 4.6 45 80 std 3.0 3.1 5.4
950
Shits control shits control | 2 oo
1=-0.322
T4/TS control TS contol | 70 7es
T4/TS block T4/TS5 block

Figure 3E, A Response (°/s),

Figure 3l, A Response (°/s),

direction orientation
Shits control  T4/T5 control  T4/T5 block Shits control  T4/T5 control ~ T4/T5 block
N (flies) 13.0 13.0 12.0 N (flies) 13.0 13.0 12.0
mean 924 90.7 8.7 mean 104 98 47
std 25.1 20.8 5.3 std 5.8 4.4 3.0
Shits control ‘Shits control

T4/TS control

T4/T5 control

T4/T5 block

D 4TS block T4/T5 blook
Figure 5C
Shits control _Mit control _Tm3a control _Tmab control _Mi1/Tm3 control _T4/TS control _Mit block _Tm3a block _Tmab block _Mi1/Tm3 block _T4/T5 block _Mi/T4/T5 block _Tm3a/T4/TS block _Tm3b/T41T5 block _ Mit/Tm3/T4ITS block
Nies [ 1o 16 15 14 16 14 14 14 17 1 15 18 15 1 14
mean [ 109 131 172 145 176 190 126 19,1 125 38 150 145 305 225 37
s __at 50 47 a9 67 84 50 72 59 5 a9 75 140 84 30
1307 =-0906
snits contl [ £=73957 el
350 2.166 253 .

Mit control 026 p=0039 0802 | p=0015

t=1.702 t=-0216 1=2302 | t--0.865

Tmda control | '_ g 100 0831 .030 0396

1601 989 [[1=2136

Tm3pcontrol ;g 12 333 | p=0.045

83| t=-0595

Mit/TmS control ford e

352 | t--0.030

TarTs contor [ $8852 | =006

626

wit ook | 500

Tm3a block

Table S1, related to Figures 1, 2, 3, and 5. Detailed

Statistics

(A) For Figure 1. (B) For Figure 2. (C) For Figure 3.
(D) For Figure 5.

Tmab block

Mi1/Tm3 block

Mi1/Tm3/T4/T5 block




A Figure 6B Figure 6F, A, ,,, dark
Shits control  Mi1/Tm3 control ~ Mi1/Tm3 block Shits control ~ Mi1/Tm3 control ~ Mi1/Tm3 block
N flies 12 12 12 N flies 12 12 13
mean 59.3 74.3 45.6 mean 7.8 5.7 75
std 11.3 19.1 18.1 std 33 28 5.6
——— —

Mi1/Tm3 control

Mi1/Tm3 control

Mi1/Tm3 block Mi1/Tm3 block
Figure 6D, response mean Figure 6F, A, ,,,, bright
Shits control  Mi1/Tm3 control ~ Mi1/Tm3 block Shits control  Mi1/Tm3 control ~ Mi1/Tm3 block
N flies 12 12 12 N flies 12 12 13
mean | 307 205 02 mean | 121 100 43
std 9.0 14.4 4.1 std 5.2 3.2 26

Mi1/Tm3 control

Shits control

Mi1/Tm3 control

Mi1/Tm3 block Mi1/Tm3 block
Figure 6D, A, ,,, Figure 6F, A, gray
Shits control  Mi1/Tm3 control  Mi1/Tm3 block Shits control  Mi1/Tm3 control ~ Mi1/Tm3 block
N flies 12 12 12 N flies 12 12 13
mean | 208 EE 20 mean |77 52 20
std 5.5 7.7 1.1 std 3.7 1.8 1.5

Shits control

Mi1/Tm3 block

Mi1/Tm3 block
Figure S4C, A, ,,,, dark
Shits control  Mi1/Tm3 control  T4/T5 control  Mi1/Tm3 block  T4/T5 block Mi1/Tm3/T4/T5 block

N flies 19 16 14 15 15 14
mean 9.1 13.3 15.8 114 18.7 86
o[ oo 45 58 51 55 38

1=-2585 t=-2573 t=-1.292

Shits control | 0515 p=0019 p=0207

Mi1/Tm3 control

Figure S4C, A

Shits control _Mi1/Tm3 control _T4/TS control _Mi1/Tm3 block _T4/T5 block _Mi1/Tm3/T4/T5 block
N flies 19 16 14 15 15 14
mean 132 10.1 143 58 175 5.4
std 63 6.1 27 30 65 37
1=1.736
shiscontol | 7 00

Tams contol | 121595
Mi1/Tm3 block
T4/TS block TA/TS block
Mi1/Tm3/T4/T5 block Mi1/Tm3/T4/TS block
Figure S4C, 8, ,,,, dark Figure $4C, o, ,,, bright
Shits control _Mi1/Tm3 control _T4/T5 control Mi1/Tm3 block _T4/T5 block _Mi1/Tm3/T4/T5 block Shits control _Mi1/Tm3 control _T4/TS control _Mi1/Tm3 block T4/T5 block _Mi1/Tm3/T4/T5 block
N flies 19 16 14 15 15 14 N flies 19 16 14 15 15 14
mean 0.6 85 254 -67.2 232 -75.9 mean -1543 -149.5 -152.0 727 -185.7 63.6
std 50.0 37.9 50.0 234 184 253 std 256 165 384 54.7 327 31.7
0.663
Shits control Shits control p=0512
Mi1/Tm3 control Mi1/Tm3 control
TA4/TS5 control TA[TS control
Mi1/Tm3 block Mi1/Tm3 block
Mi1/Tm3/T4/T5 block Mi1/Tm3/T4/TS block
Figure 7C Figure 7D, A, , Figure 7D, A, ,,,
Mi1/Tm3 + Mi1/Tm3 + Mi1/Tm3 +
Shits control - T4T5 blook 1115 Shits control - T4/T5 block /108 Shits control - T4/T5 block 1 g oy
N cells (flies) 13 (8) 5(5) 7(5) N cells (flies) 13 (8) 5(5) 7(5) N cells (flies) 13 (8) 5(5) 7(5)
mean | 12784 | o157 | o5 mean | 0527 | oo | oow mean | _04s6 | oam | om7
std 6.934 0.304 0.228 std 0.492 0.016 0.022 std 0217 0.079 0.064
‘Shits control ‘Shits control Shits control
Mi1/Tm3 + Mi1/Tm3 + Mi1/Tm3 +
T4/T5 block T4/TS block T4/TS block
Figure 7G o Figure 7H, A, ., . Figure 7H, A, ,,, s
Shits control - T4/TS block 1y 100 Shits control - T4/TS block 1y ' pyoci Shits control - T4/T5 block .y o'y
N cells (flies) 11(6) 8(6) 43) N cells (flies) 11(6) 8(8) 40) N cells (flies) 11(6) 8(6) 403
mean 8.561 0.351 0.25 mean 0.145 0.044 0.023 mean 0217 0.192 0.047
std 3.191 0.528 0.146 std 0.103 0.016 0.008 std 0.117 0.074 0.033
Shits control ‘Shits control Shits control

Mi1/Tm3 +
T4ITS block

Mit/Tm3 +
TAITS block

Table S2, related to Figures 6, S4, and 7. Detailed Statistics
(A) For Figure 6. (B) For Figure S4. (C) For Figure 7.

Figure 6F, 8, ,,, dark
Shits control ~ Mi1/Tm3 control ~ Mi1/Tm3 block
N flies 12 12 13
mean -10.5 -42.0 -97.6
sz 467 57.0

Mi1/Tm3 block

Figure 6F, 6, ,,,, bright
Shits control _Mi1/Tm3 control _ Mi1/Tm3 block
N flies 12 12 13
mean [ 1670 1543 50
std 18.1 295 486
‘Shits control

Mi1/Tm3 control

Mi1/Tma3 block

Figure 6F, 8,,,,, gray

Shits control _Mi1/Tm3 control _Mi1/Tm3 block

N flies 12 12 13

mean [ 1445 1345 1378
std 277 317 263
t=0827 =0618

shitscontrol | 170375 s
0287

Mi1/Tm3 control il

Mi1/Tm3 block

bright

1 Hz"

Mi1/Tm3 control

Mi1/Tm3 +
T4/TS block
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A

Figure S5C, A, ., dark
Shits conrol _Wi1/Tm3 conirol _Mi1/Tm3 block
Nflies 10 12 8
mean | 88 o1 30
wa| a5 s 5

Mi1/Tm3 biock
Figure S5C, A, ,,, bright
Shits control _Mi1/Tm3 control _Mit/Tm3 block
Niies[ 10 2 T 5 ]
mean | 57 s 1 e |
sd| 36 I 1w |
shits conlm\l ;15:%‘:? ; o
witma contol [FRSECE
Mit/Tma block

Figure S5C, A, ., gray

Figure S5C, 8, ,,,, dark
Shis conrol _Mi1/Tm3 control _Mit/Tm3 block
N flies. 10 12 8
mean | 226 a4 500
std 32.7 385 671
t=-0.761
Shits control |~ 0'cg

Mi/Tm3 control

Mi/Tma block
Figure S5C, 8, ,,,, bright
Shits control _Mit/Tm3 control _Mi1/Tm3 block
Niies [ 10 ] 12 | 8 |
mean | 1258 | 792 | ss3 |
so_a0 | ez | se1 |
1=-2003
snitscontro | (5000

Mi1/Tma control

Mi1/Tm3 block

Figure S5C, 8, ,,, gray

Shits control _Mi1/Tm3 control _Mit/Tm3 block Shits control _Mit/Tm3 control _Mi1/Tm3 block

Nfies[ 10 2 | 8 | Niies [ 10 ] 12 | 8 |

mean | 65 s6 | 28 | mean | 1625 | 1es8 | 1779 |

s 27 38 | 1 | sa _18a | es1 | ssa |
1=0594 1=3311

Shits control | o2 D004 Stits control
1=2.1%0
witTm3 convrol [ 2G50 Mit/Tm3 control
Mit/Tma block M /Tma block

Table S3, related to Figure S5. Detailed Statistics
(A) For Figure S5.

Figure S5D, A

Mi1/Tm3 block

2 He!
Dark Bright Gray
Nties[ 8 s 8
mean |37 27 28
sa| 28 8 19
= 1840 =085
Dak| p-00%8 706
Bright 562

Figure S5D, 6

p=0.569

Gray

Mi1/Tm3 block

2Hz
Dark Bright Gray
Niies [ 8 8 | 8
mean | 1701 1721 | e |
s _as0 2 | w4 |
1=-0.108 1= -0577
o[ e [ e
1=-0562
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Abstract

Important brain functions need to be conserved throughout organisms of extremely varying sizes. Here we study the
scaling properties of an essential component of computation in the brain: the single neuron. We compare morphology and
signal propagation of a uniquely identifiable interneuron, the HS cell, in the blowfly (Calliphora) with its exact counterpart in
the fruit fly (Drosophila) which is about four times smaller in each dimension. Anatomical features of the HS cell scale
isometrically and minimise wiring costs but, by themselves, do not scale to preserve the electrotonic behaviour. However,
the membrane properties are set to conserve dendritic as well as axonal delays and attenuation as well as dendritic
integration of visual information. In conclusion, the electrotonic structure of a neuron, the HS cell in this case, is surprisingly
stable over a wide range of morphological scales.
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Introduction

Intuition from simple cable theory tells us that smaller neurons
should have larger input resistances, faster integration times and
be altogether electrically more compact (e.g. [1]). However, the
brains of smaller organisms which consist of correspondingly
smaller cells (e.g. [2-6]) often implement very much the same
computations and functions as their larger counterparts. Since
brain tissue is energetically expensive to maintain [7-9] the
question arises why brain evolution did not lead to more compact
brains even in larger organisms? How does the single neuron cope
with the electrotonic changes due to differences in size? Would a
neuron compromise material costs that are known to be otherwise
instrumental in determining dendrite structure [10-12] to adjust
its shape to preserve a particular computation? To address these
questions the concept of conservative scaling may be useful (e.g.
[3,13]). In such a setting an invariance preserving important
clectrotonic properties rather than anatomical proportions could
result in a conservation of dendritic integration features such as
relative conduction delays and non-linear interactions of synaptic
currents in the dendrite.

Here, we address these questions in a circuit of the fly visual
system for which both the function and the underlying biophysical
mechanisms are well understood at the cellular and the network
level: Tangential Cells (LPTCs) of the third visual neuropil, the
Lobula Plate, form a circuitry involved in optic flow calculations.
By pooling of inputs from presynaptic elementary motion detectors
and cross-talk between LPTCs they compute large field visual
motion features required for the fly’s course control [14]. In a
number of electrophysiology and modelling studies on Calliphora
LPTGCs, their predominantly passive electrotonic features [15-17]
were characterised and linked to their function as large-field signal

PLOS ONE | www.plosone.org

integrators: They were shown to average out spatial structure in
the motion image [18], to communicate signal features selectively
to other LPTCs (e.g. [19,20]) and to compartmentalise the signals
between their dendrites and axons [21-23]. More recently, LPTCs
have also become amenable to intracellular electrophysiological
analysis in Drosophila [24,25] revealing surprisingly conserved
functionality and visual responses. This opens up the opportunity
to compare both electrophysiology and shape of an identified
neuron with its exact homolog in two flies of fundamentally
different sizes (Figure 1A), with a scaling factor of about four in
cach dimension. LPTCs are the ideal subject to study the scaling
property of one particular neuron since each LPTC is individually
identifiable due to the high degree of constancy in receptive field,
morphology, location within the Lobula Plate and visual response
properties [26,27].

In this study we focus particularly on a subset of LPTCs, the
Horizontal System (HS) cells, which respond selectively to
horizontal large-field motion. Their membrane potential responds
in a graded direction-selective manner, i.e. it depolarises during
front-to-back visual motion stimulation and hyperpolarises when
stimulated in the opposite direction. Three individual HS cells
exist in each of the two optic lobes of the fly brain. They are
named according to their position within the Lobula Plate, with
HSN (Northern) covering the dorsal, HSE (Equatorial) the
intermediate and HSS (Southern) the ventral parts, respectively
[26] (Figures 1B and C show the HSN and HSE in Calliphora and
Drosophila, respectively). In the following, we use electrophysiolog-
ical and morphological data in combination with computational
models to quantitatively assess the scaling principles of HS cells in
both species.

August 2013 | Volume 8 | Issue 8 | €71540
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Figure 1. Morphological analysis of Drosophila vs. Calliphora HS cell dendrites. (A) Comparison of size between the blowfly (Calliphora) and
the fruit fly (Drosophila); ruler has mm markings. (B) Superposition of the HSN (green) and the HSE (red) in a Lobula Plate of Calliphora. On the right
side, a rendering of the full reconstructions of both cells (HSN - green and HSE - blue) within the marked boundaries of the reconstructed Lobula
Plate is depicted. (C) Similar setting for the HSN and HSE cells (both are green since they both express GFP) in a brain of Drosophila with
corresponding reconstructions (HSN - red and HSE - black) to the right. (D) Power law between branch point and total length densities, a power of 1/
2 being indicative of optimal wiring for planar dendrites [33]. (E) Absolute scaling between total surface and total length. Crosses indicate population

mean and standard deviation.
doi:10.1371/journal.pone.0071540.g001

Materials and Methods

Reconstructions and anatomy

Calliphora cells were filled intracellularly using sharp electrodes
with Alexa 488 [28] for the three dimensional reconstructions. In
Drosophila, a Gal4 driver (NP0282) driving expression specifically in
HSN and HSE in both lobes was used (Figure 1C) [25,29].
Reconstructions of HS dendrites (see overview in Figure S1) were
done using custom-made software in Matlab (The Mathworks,
Inc.) and exported to our software package that is freely available
for download (the TREES toolbox, www.treestoolbox.org)
[10,30]. Reconstructions are available on the TREES toolbox

Table 1. Scaling of global anatomical features.

linear
Size parameters Calliphora  Drosophila scale scale
body length (mm) 11 2.6 4.2 42
brain volume (mm?3) 1.22 0.015 81.3 43
Lobula Plate area (mm?)  0.18 0.009 20.0 4.5

(personal communication, Christoph Kapfer).
doi:10.1371/journal.pone.0071540.t001
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website and at www.neuro.mpg.de/30330/
borst_modelfly_downloads. All further analyses and models were
performed using these tools. Reconstruction of the axons was not
possible in Drosophila HS cells due to co-localisation of other
labelled cells in the NP0282 driver line. One axonal reconstruction
was obtained using intracellular injection of a fluorescent dye (see
below) and was appended to all Drosophila dendrites for
electrotonic analysis. Combined spanning fields of HSE and
HSN cells provided good context clues for the Lobula Plate
contours (confirmed with background stains).

Drosophila electrotonic analysis

Whole cell patch-clamp recordings were performed as described
previously [24,25]. Briefly, flies were anaesthetized on ice and
waxed on a Plexiglas holder. A small window was cut into the
cuticle on the backside of the head and a glass electrode filled with
collagenase (Collagenase 1V, Gibco, 0.5 mg/ml in extracellular
saline) was used to weaken the perineural sheath and expose the
somata of LPTCs. Somata were approached with a patch
electrode (7-10 M€ resistance, thin wall) filled with intracellular
solution (as in [31] containing an additional 30 mM Alexa Fluor
568 hydrazide-Na (A-10441, Molecular Probes) adjusted to pH
7.3). Signals were recorded on a BA-1S Bridge Amplifier (npi
electronics, Tamm, Germany), low-pass filtered at 3 kHz, and
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Figure 2. Morphological model to study the scaling properties of HS cells. (A) Model error compared to standard deviation of experimental
measures as a function of the balancing factor bf, the one parameter in the morphological model. To the right, sample model dendrites (lighter
colours) with their respective real counterparts for Drosophila HSE (black) and HSN (red) and Calliphora HSE (blue) and HSN (green). (B) Diameter
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doi:10.1371/journal.pone.0071540.g002

digitised at 10 kHz via a D/A converter (PCI-DAS6025,
Measurement Computing, Norton, MA) with Matlab. Note that
electrophysiological and morphological data were not obtained
from the same individuals. Input resistance and membrane time
constant were measured in responses to 3X step currents of
hyperpolarizing 50 pA ecach, 30 seconds and 10 minutes after
break-in. Membrane time constants were obtained by linear
regression on a semi-logarithmic plot corresponding to a single
exponential fit to the voltage response, which yielded good results.
Both input resistance and membrane time constant increased
during the recording period from 176*46 to 205+45 M and
from 4.3 = 1.4 to 4.9%1.3 ms respectively within 10 minutes
(numbers are mean and standard deviation). While the quality of
the seal increases with time, the quality of the recording decreases
because of clogging of the electrode. It was therefore not clear
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which values to use but the differences were small in comparison to
the overall variance in experimental values. The later measure-
ments were used for averaged values. Since recordings were
obtained in current clamp and the membrane potential measure-
ments were relatively noisy even without any stimulation, we were
unable to accurately estimate and compensate for the series
resistance. However, our values for the input resistance are in good
agreement with data for VS cells in Drosophila obtained in voltage
clamp [32], suggesting that errors in measurement are minor.

Morphological model

To check that Drosophila HS cells obeyed optimal wiring
constraints we first verified the scaling properties predicted by
these constraints (Figure 1D) [33]. Further we performed the
complete analysis as previously for Calliphora HS cells [28]
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Table 2. Scaling of dendritic anatomical features.

Preserving Neural Function under Extreme Scaling

Size parameters Calliphora

Drosophila scale linear scale

avg. dendrite diameter (um) 1.92+0.27 (N=25)

0.58+0.08 (N=20) 34 34

doi:10.1371/journal.pone.0071540.t002

involving the generation of a morphological model based on
optimal wiring principles (see Results). Briefly, dendrite spanning
fields were obtained for each reconstructed HS dendrite delimiting
the area covered by the dendrite such that each point in the
dendrite spanning field is within a threshold distance away from
the dendritic tree. Target points were then distributed randomly
within the spanning fields and connected to dendritic structures
satisfying two wiring costs: (1) the total dendrite length should be
short and (2) the length of all paths along the dendrite from any
point to the root should be short. The second cost was weighted
with a balancing factor 4fagainst the first cost. We verified that our
morphological model was useful also for Drosophila dendrites using
a similar model parameter value 4f as for Calliphora HS dendrites.
Only few minor adjustments were required in the modelling
procedure accounting for the differences in scale: e.g. a finer
resolution was used to estimate the dendrite spanning fields.

Morphological model database

The corresponding database of synthetic dendrites used to
studying the electrotonic scaling properties of HS cells were
obtained using target point numbers ranging from 625 to 2,300
and scaling down the surface area of a Calliphora HS dendrite
between 1x and 4.5%. A model for diameter tapering was
obtained as discussed previously [12] based on requirements for
synaptic democracy. Two sets of parameters (consisting of a
terminal branch diameter value and a scaling factor) were
obtained by fitting the data from real reconstructions for Drosophila
and Calliphora HS cell dendrites, respectively. All algorithms are
available in the Matlab software package (the TREES toolbox,
www.treestoolbox.org) [10,30].

Results

Morphological analysis

First, we studied the global scaling properties between the two
species of flies. Selected size parameters (Table 1) scaled linearly
with a factor of about 4 indicating that isometric rather than
allometric scaling takes place regarding the body shape thereby
conserving the general anatomical proportions [34,35]. In
particular, the area of the Lobula Plate (sece outlines in
Figure 1BC) that is spanned by the HS cells seemed to be scaled
linearly with the body length and its shape was well preserved. It is
worth noting that HSN dendritic fields cover a similar percentage
of the Lobula Plate in Calliphora and Drosophila, whereas the HSE
dendritic field covers a larger percentage in Drosophila than in
Calliphora. We have previously shown that dendrite morphology of
LPTCs in fact depends most strongly on the area they span [28].
This indicates that some aspects of LPTC morphology should be
conserved and should scale linearly with the Lobula Plate size. To
make quantitative assertions, however, full morphological LPTC
reconstructions were required consisting of connected cylinders
representing the tree structure. Such reconstructions were
obtained and discussed previously for the Calliphora HS cells [28]
(Figure 1B). To quantitatively assess differences in morphology
and signal propagation between HS cells of Calliphora with those of
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Drosophila, we acquired the corresponding data from fruit flies.
Studying Drosophila allows the usage of genetic techniques. We
therefore obtained image stacks from flies using the Gal4 driver
line NP0282 to express GFP bilaterally in HSN and HSE cells
[25,29] (Figure 1C). The dendrite reconstructions were obtained
from these image stacks using custom-made Matlab code as done
previously for the Calliphora HS cells (see Methods and Figure S1).

A major determinant of dendritic shape is a strive for
minimising wiring costs and conduction times [10-12,36-38]. It
was previously shown that optimal wiring constraints account for
inner branching features in the case of Calliphora LPTCs [12,28].
Assuming optimal wiring principles, the scaling behaviour of
dendrites can be predicted in terms of dendrite length, number of
synapses, number of branch points and the surface or volume that
a dendrite spans [33]. A 1/2 power between branch point density
and dendrite cable density is expected for planar dendrites with a
precise calculation of a tight lower bound for the optimal dendritic
length (Figure 1D, straight line). Both Drosophila and Calliphora HS
cell dendrites were strictly constrained by this equation with the
best fit of 0.49 for the power relation between cable density and
branch point density (Figure 1D). As expected, the overall density
of dendrites was much larger in the smaller Drosophila dendrites.
Beyond this relation describing the scaling behaviour in terms of
optimal wiring it is useful to compare the absolute dendritic length
with the surface covered by the dendrite (Figure 1E). For this
relation no prediction in terms of optimal wiring is known. A linear
relation (power of 1) would indicate that the cable density is similar
in both species, while a power of 1/2 would correspond to a simple
isometric scaling without a change in dendrite complexity.
Interestingly, the fitted power was 0.33 indicating that the larger
dendrites of Calliphora HS cells were consistently less complex than
their smaller counterparts. This result is particularly counterintu-
itive since Drosophila has a much smaller number of facets in the
eye with 700 in Drosophila [39] vs. 4,500 in Calliphora [40]. Since
the underlying neural circuitry is subdivided and organised into
retinotopic cartridges corresponding to the ommatidial layout
[41], Drosophila HS cells should in fact receive fewer inputs to be
integrated within their receptive field.

A morphological model for scaling

In order to understand the change of morphological and
electrotonic properties due to scaling we first developed a model
that describes the morphology with a few parameters. With the
possibility to scale continuously between Drosophila and Calliphora
dendrites the consequences of morphological scaling can then be
studied independently from each other while keeping the other
features constant. We have recently proposed a morphological
model capable of generating synthetic dendrites that match well
those of Calliphora LPTCs and many other neurons [10,12,28].
The model is based on the assumption that a dendrite strives to
connect optimally to its inputs that are distributed in space. In the
case of LPTCs, inputs are retinotopically organised elementary
motion detectors covering the area of the Lobula Plate. Target
points that are distributed within the contours of a real LPTC are
connected while minimising cable length and path lengths along
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Figure 3. Signal conduction and dendritic integration in Drosophila and Calliphora HS cells. (A) Experimental input resistance and
membrane time constant measurements in Drosophila HS cells (dark grey —10 min.; light grey —30 sec. after breaking into the cell). The later
measurements were used for estimating average values since the patch is more stable then. Two model parameter sets (black and orange) were used
in the further study. (B) Morphoelectrotonic transforms of four sample cells where electrotonic lengths are mapped onto the segments of the
branched structures [42] (orange box: second parameter set for Drosophila). (C) Same four cells as in B but with the amplitude decay from the
dendrite root mapped onto the y-axis of the cells (top panels) and delays from the dendrite root (middle panels) and from selected dendrite tips
(bottom panels). The Drosophila HSN cell results are shown for the second parameter set in orange.

doi:10.1371/journal.pone.0071540.g003

the tree toward the root [28]. A cost for long path lengths is procedure was previously performed on Calliphora dendrites [28]
weighted in comparison to the cost of cable length by one (see Methods). When branching features (total length, branch
parameter of the model, the balancing factor 4f. The same order and path length distributions) of the resulting model
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Table 3. Electrophysiological measures.

Calliphora Drosophila

4.95+2.25 (N=5)
2.1 (N=5)

205*45 (N=14)
49+13 (N=14)

Input resistance, R, (MR)

Membrane time constant, T
(ms)

Data for Calliphora are from [17].
doi:10.1371/journal.pone.0071540.t003

dendrites were linearly combined and compared to the standard
deviation in the experimental measures, a small parameter value
bf = 0.1 represented a good fit in Drosophila as well as in Calliphora
(Figure 2A, see also sample dendrites and their corresponding
model counterparts). The comparably low value for 4f (the typical
range is between 0.1 in LPTCs and 0.85 in dentate gyrus granule
cells for example) seems to discard fast conduction times in favour
of short cable length and reduces the effective electrotonic
compartmentalisation in favour of more even integration of
signals throughout the dendrite [10].

Next, we studied the scaling property of diameters while further
confining our model. Beyond the cable length and dendrite
complexity, cable diameters play an important role for conveying
electrical signals. While average dendrite diameter values (see
Table 2) scaled isometrically with the rest of the global fly
measures, diameter distributions were slightly different (Figure 2B,
top and bottom panel). When dendrite diameters were scaled to
have the overall same average diameter, a higher proportion of
thin Drosophila dendrites was revealed compared to a higher
proportion of medium size diameters for Calliphora counterparts. A
quadratic diameter taper was previously shown to optimise
synaptic current transfer democracy in LPTCs [12] and a method
exists for mapping diameters onto a tree structure following the
corresponding rules of diameter tapering. Beyond reproducing the
diameter taper observed in Calliphora LPTCs the method generates
good diameter mappings for a number of other dendrites [10,30].
The quadratic diameter taper is parameterised with a parameter
for the smallest dendrite tip diameter and a scaling factor
determining a neuron’s overall leak [12]. To compare diameter
values between Calliphora and Drosophila dendrites we obtained the
best fits for these two parameters in the two populations of
dendrites. Parameter sets reproducing the diameter distributions
were obtained and validated (Figure 2B). This procedure allows us
to manipulate diameter values of the morphology using the two
different diameter mapping methods as well as a smooth transition
between the two. In summary, the morphology of both types of
HS cells are essentially scaled versions of each other following
similar branching principles but Drosophila HS cells are surprisingly
more complex than Calliphora HS cells.

Designing the passive electrotonic model

Next we studied the electrotonic properties of HS cells to
determine the following parameters for the corresponding
compartmental models: the specific membrane resistance R, the
specific axial resistance R,, and the specific membrane capacitance
C,,- We determined input resistance and membrane time constant
in eclectrophysiological intracellular recordings (Table 3; see
Methods). The measured membrane time constants were short
in both species, but about 2.3 x longer in Drosophila (4.9 ms) than
in Calliphora (2.1 ms). The measured input resistances were much
higher (~50x) in Drosophila HS cells (20545 M€ instead of 4—
5 MQ in Calliphora). A common assumption is that the specific
membrane capacitance is close to C, = 1uF/cm® The specific
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membrane resistance R, is then fully determined when the
measured membrane time constant is known. This is the case since
T = R, - C, corresponding to the membrane time constant for a
current injection in an infinite cable is valid for current injections
in complex electrotonic models of neurons including the ones
tested here. For Calliphora HS cells, a model was selected that
corresponding to the measured membrane time constant of 2.1 ms
had R,,= 2,100 Qecm? and to fit the input resistance R;, required
R,=100 Qcm. This is in agreement with previously measured
parameters [17]. The Drosophila HS cell electrotonic model has not
yet been studied and we performed meticulous intracellular
recordings for which experimental R, and t are plotted in
Figure 3A. With Calliphora HS cell membrane parameters,
Drosophila HS cells exhibit an input resistance of about 40 MQ.
To obtain realistic input resistance values in the model, C,, was
required to be very small and R, very large even considering that
recordings in Drosophila were performed in the soma whereas
Calliphora input resistances measures were performed in the axon.
We considered two model parameter sets both with
R,,=8,166 Qcm? and C,,=0.6 uk/ cm? but with different axial
resistances of R,=400 Qcm in a model with realistic axial
resistance but with low input resistance and with R, =900 Qcm
in a model with very high axial resistance but corresponding to the
average experimental input resistance (Figure 3A black and orange
dots). ¢,,=0.6 |.LF/(:m2 and R, =400 Qcm are at the boundaries of
typically observed values in invertebrates and therefore within the
realistic range (see summarising table 4 in [17].

Dendritic integration in the electrotonic models

Since the primary computation in LPTC dendrites is the
integration of local motion information, dendritic integration
properties of Calliphora and Drosophila electrotonic HS cell models
might reflect the similarity in function. Figure 3B shows
morphoelectrotonic transforms [42] of four representative mor-
phologies, one for each HS cell type. Instead of showing metric
length relations for the individual segments of the branched
structures, this representation maps electrotonic length onto the
respective segments. Strikingly, in this representation, HS cells of
Drosophila exhibit very similar proportions and overall size as HS
cells of Calliphora. The summed electrotonic lengths were
remarkably similar (Calliphora: 23.6%3.8 L; Drosophila: 21+3.8 L).
If anything, this similarity was increased when considering the
more unrealistic parameter set 2 that described the experimental
data better. Consequently dendritic integration properties affect-
ing synaptic democracy were well conserved. Synaptic democracy
in amplitude as expressed in the current transfer between the
dendrite root and the rest of the neuron was qualitatively identical
between Calliphora and Drosophila (Figure 3C). Also, temporal
synaptic democracy as expressed by the temporal delays between
dendrite root or dendrite tip and the rest of the neuron (Figure 3C)
was similar but slightly scaled in Drosophila because of the
difference in the membrane time constant. Again, these similarities
were only affected slightly when the alternative set of passive
membrane properties was used for the Drosophila electrotonic
model (Figure 3C, orange).

To test how robust these properties were with morphological
changes we designed a morphological model with variable branch
point numbers and dendrite surface areas. To do this we selected
one sample dendrite contour from a Calliphora HSE and
generated synthetic morphologies using the method described
above but varying both the number of target points and the scaling
factor for the surface area. These synthetic dendrites were
appended to cither a Calliphora or a Drosophila axon (Figure 4A).
Note that the only differences between a Calliphora neuron and a
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Figure 4. Electrotonic analysis of a morphological model for scaling HS cells. (A) Database of models generated by pairing either a sample
Calliphora (blue box) or a sample Drosophila HSE axon (black box) to a synthetic dendrite obtained from a sample Calliphora HSE dendrite contour
but scaled in overall size (surface) and in complexity (number of branch points). Upper left (blue box) and lower right (black box) model dendrites
correspond to Calliphora and Drosophila dendrite measures respectively. (B) Corresponding to the morphological model databases in A, total
electrotonic length is shown for Calliphora (left) and Drosophila (right) morphological models. Models with realistic morphologies for Calliphora (blue
box) and Drosophila (black box) are in the same range but scaling surface area or number of branch points changes these measures.

doi:10.1371/journal.pone.0071540.g004

Drosophila neuron were therefore given by (1) the appended axons,
(2) the diameters mapped onto the dendrites and (3) the passive
membrane properties. Summed electrotonic length measures for
this database of morphological models (Figure 4B) showed that the
passive membrane properties are indeed selective for the particular
overall morphology. In conclusion however, dendritic integration
properties are largely unaffected by the scaling procedure and
changes in passive membrane properties are helpful to further
stabilise the electrotonic skeleton.
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Integration of visual responses in HS cells

The model can then be used to study the responses to visual
stimulation of HS cells in a comparative way between Calliphora
and Drosophila. We focused here on the integration of large-field
visual inputs that have been extensively studied in Calliphora HS
cells [16]. As mentioned above, the dendritic arrangement of HS
cells is retinotopic and the Ca®* distribution within the dendrites
reproduces the motion image in the visual field [43]. One function
of the HS cell dendrite is to integrate democratically the motion
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Figure 5. Visual responses in Drosophila and Calliphora HS cells. Calliphora (left) vs. Drosophila (right) HSE cell model responses to full field
visual stimulation (top) and full field sinusoidal conductance injections in the dendrite with the phase corresponding to the x-axis location of the
conduction injection site (bottom). Cyan, orange and pink dots in top panels indicate dendrite tip, dendrite root and axon terminal locations
respectively for which voltage time traces are plotted in bottom panels. Grey bars indicate stimulation region (top panels) and time onset of

stimulation (bottom panels).
doi:10.1371/journal.pone.0071540.g005

vectors present in the individual parts of the visual field and to
smooth out irregularities due to textures in the moving
background in both space and time [18].

In order to simulate visual responses we distributed a total
synaptic conductance in the terminal branches of the dendrites
that corresponds to the total input conductance of the cell as
derived from visual stimulation recordings in Calliphora HS cells
[15]. Since the HS cell membrane potential responds to visual
stimulation in a graded manner, simulations using passive
electrotonic models produced good results. Synaptic conductances
of about 9 pSx577=5.2 nS were required in the Drosophila HS
cell model compared to about 900 pSx278=250 nS in the
Calliphora HS cell model (Figure 5, top panels) and achieved
voltage responses to large-field visual stimulation of about 5 mV at
the electrode location (in the axon or the soma) for both cells. This
indicates that the amplitudes of synaptic conductance indeed
match the input resistance and therefore that the passive
membrane properties of the cell match the synaptic conductance.
The voltage distributions throughout the cells were similar;
compare in particular the dendritic tip where the synapses were
located (Figure 5, cyan dots), the dendrite root where the signals
are integrated (Figure 5, orange dots) and the axon tip where
signals are conveyed to neurons that descend to the thoracic
ganglia involved in flight muscle control (Figure 5, pink dots).

Finally, we studied how dendritic integration averages out
modulations in the visual input due to textures in the visual
background. We inserted sinusoidally modulated synaptic con-
ductances along the dendrites of the model HS cells reflecting
visual inputs due to a moving spatial grating. The phase was
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proportional to the x-coordinate for each synaptic input and the
sinusoidal input covered the dendritic span with exactly one
period. In both Calliphora and Drosoplila model cells, the
modulations vanished at the level of the dendrite root and the
axon tip (Figure 5, bottom panels; see also movie S1). In
conclusion, also the visual response properties between Calliphora
and Drosophila HS cells were qualitatively similar throughout the
neuron in the electrotonic compartmental models.

Discussion

In recent years comparison of Drosophila and Calliphora Lobula
Plate circuits have revealed close similarities in anatomical and
computational features [24,25,44,45]. We focused on one type of
neuron, the HS cell, to study specifically to which extent it is
modified to compensate for the extreme differences in size
between both species. We showed that Drosophila HS cells follow
the same branching principles as Calliphora HS cells and that the
underlying electrotonic architecture is well conserved. We find also
that the morphology obeys essentially isometric scaling and that
even drastic scaling alterations do not per se challenge dendritic
integration features such as synaptic democracy and responses to
visual motion. Furthermore, total length and number of branch
points, i.e. dendrite complexity, are strongly linked to each other
by optimal wiring constraints (Figure 1D) [33].

Even though the general anatomical features were roughly
scaled isometrically, two notable features departed from this rule.
Firstly, while the average diameter values were scaled isometri-
cally, the distribution of the branching diameters was altered
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possibly to conserve dendritic synaptic democracy. Secondly, and
more surprising, the complexity of Drosophila’s HS cells was
increased compared to Calliphora. The lower spatial resolution of
the Drosophila visual system with roughly 700 ommatidia per eye
[39] vs. 4,500 in Calliphora [40] would suggest a lower complexity
in the retinotopically organised branching structures of LPTCs
since their function is to integrate signals from individual columnar
elements over large parts of the visual field.

The morphological model of Drosophila cells indicated that the
trade-off between cable cost and short conduction delays is in
favour of short cables in a similar way as had been the case for
Calliphora cells [12,28]. Together with the planar organisation of
LPTCs within the Lobula Plate, this finding sets them functionally
in one common group with cerebellar Purkinje cells that were
suggested to also maximise their connectivity repertoire
[11,46,47]. The low importance of conduction delays in the
morphological model for both types of HS cells, thereby indicating
less electrotonic compartmentalisation [10] is highly suggestive of a
similar functional role. This function does not seem to be affected
by general scale.

The electrotonic properties of the cells indicate that the specific
membrane properties did not change very much. Changes in
membrane resistivity in the scaling process led to higher input
resistances without compromising dendritic integration. As a result
however, predicted synaptic currents are much smaller in
Drosophila than in Calliphora HS cells. This could in turn result in
smaller metabolic costs generally associated with higher input
resistances [48]. The differences in electrotonic properties that
were seen are hard to resolve since experimental measurements
were performed using sharp electrodes in axons of Calliphora HS
cells but with patch electrodes in somata of Drosophila HS cells.
While the former have been shown to introduce higher leak
conductances, the latter have unknown influences on ion
concentrations [49]. Studies performed in maturing invertebrates
also describe the conservation of electrophysiological features in
the nervous system even with large differences in size [50,51].
Interestingly, the functional syntax (e.g. spike timing), but not the
absolute response intensity were conserved within growing cricket
neurons, supporting the idea that functional concepts rather than
the detailed physical sizes of features are encoded genetically
[52,53]. In general the number of detailed electrotonic studies in
Drosophila is still limited. Antennal lobe projection neurons exhibit
different function, morphology and electrotonic properties com-
pared to the HS cells described here [54]. However, input
resistance measurements of around 220 MQ in Drosophila VS cells,
another class of LPTCs, matches our measurements in HS cells
[32].

Most strikingly and in accordance with previous electrophysi-
ological recordings [24,25], the dendritic integration properties
and the simulated responses to visual stimulation were extremely
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similar in the Calliphora and Drosophila HS cell models. Despite the
anatomical scaling of 60x between the two fly species, the
similarity in the electrotonic structure seems to be rather robust.
While this requires some adjustments in the set of membrane
properties, the range of adequate parameters is rather large. The
overall importance of morphology for neural computation has
been emphasised in many studies [55-57]. Dendrite structure
plays a large role for spiking responses [56] and theoretical
discussions on preserving synaptic integration through adjustments
of morphological and electrotonic scaling properties of neurons
have been held [3,58]. We show here in a combined electrophys-
iology, morphology and modelling study that iso-electrotonic
scaling is feasible with minor adjustments in passive membrane
properties and anatomy in the fly HS cell. We have provided
evidence that the morphological backbone is important but robust
over a wide range of scaling alterations in terms of the
implementation of dendritic computations. By dissecting morpho-
logical and electrotonic scaling features, we show that neural
function and many electrotonic properties are not compromised
by scaling. We therefore conclude that a conservative scaling as
proposed previously is comparably simple to achieve.

Supporting Information

Figure S1 Drosophila HS morphology database. HSN
and HSE cells were genetically tagged with GFP and all HSN and
HSE cells from five flies were imaged with confocal microscopy
(left two columns) and reconstructed (right two columns; HSN —
red, HSE — black). The two columns each represent the left and
right lobula plate of the same animal so that each row corresponds
to the data obtained from one animal.

(TIF)

Movie S1 Responses of Drosophila and Calliphora HS
model cells to a moving sinusoidal grating. The dendrite
receives sinusoidally modulated inputs where the phase depends
on the x-coordinate and the pattern covers the dendrite with
exactly one period of the sinusoidal input. The y-axis shows the
local membrane potential instead of the correct HS cell y-
coordinate (see Figure 5 for more details).

(AVI)
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3. DISCUSSION

3.1 Defining the Algorithm of Motion Detection

An influential essay by Marr and Poggio states that one of the fundamental levels at which
nervous systems need to be understood is that at which the algorithms that implement a
computation are characterized (Marr and Poggio, 1976). In the case of the computation of
motion two alternative algorithms, differentiated by the type of non-linearity that gives rise to
direction selectivity, have been suggested. In the Hassenstein-Reichardt (HR) model, this non-
linearity is implemented by a multiplication that leads to an enhancement of motion signals in
the detector’s preferred direction. In the second, Barlow-Levick (BL), model an inhibitory non-
linearity suppresses signals in the null direction. A number of recent studies have reported
evidence that support either one or the other model (Behnia et al., 2014, Fisher et al., 2015b).
A study that determined the temporal properties of medulla cells electrophysiologically (Behnia
et al., 2014) has been interpreted as providing evidence that the ON pathway computes motion
according to a Hassenstein-Reichardt model (Behnia and Desplan, 2015). Interestingly, these
data have also been interpreted as favoring a Barlow-Levick detector mechanism by others
(Takemura, 2015). This suggestion was based on two observations: First, a previous EM study
has reported that the anatomical receptive fields of Tm3 cells that innervate a given T4 cell
are displaced towards the preferred side of the dendrite with respect to Mil inputs (Takemura
et al., 2013). Second, Mil was shown to have a slightly higher filter time constant than Tm3
(Behnia et al., 2014). This arrangement would suggest that Mil is inhibitory and provides the
null direction inhibition of a Barlow-Levick detector. However, several findings contradict this
hypothesis. First, multiple studies showed that Mil cells are cholinergic, and therefore
assumed to be excitatory (Hasegawa et al., 2011; Pankova and Borst, 2017; Takemura et al.,
2017). Furthermore, calcium imaging of T4 and T5 neurons while presenting apparent motion
stimuli suggested that both of these cells implement only PD-enhancement (Fisher et al.,
2015b). Interestingly, | could show in this thesis that removing Tm3 from the circuit by silencing
its electrical activity only impairs ON motion detection at high edge motion velocities
(Manuscript 2 - (Ammer et al., 2015)). This is inconsistent with a simple scheme were Mil
and Tm3 are the two sole arms of a correlation-type motion detector, but suggest that
additional mechanisms or cell types are involved as well. Additionally, despite both the HR
and the BL model generating direction-selective signals, their responses are not as highly
direction selective as those measured in T4 or T5 axon terminals (Maisak et al., 2013). The

case is similar for the algorithm implemented in T5 cells. Here, an EM study has found not
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only two, but four input elements (Shinomiya et al.,, 2014). Blocking each of these cells
individually impairs responses to OFF motion in downstream tangential cells and behaving
flies to different degrees (Serbe et al., 2016). This suggests a partial redundancy of the T5

input elements and argues against a simple two-arm model.

Taken together, the evidence presented above suggests that neither PD-enhancement
nor ND-suppression alone can account for the high degree of direction selectivity observed in
T4 and T5 cells. A study by Haag and colleagues has finally resolved this discrepancy (Haag
et al., 2016). The authors used a telescopic device to stimulate neighboring neurommatidia
sequentially and imaged calcium signals in single T4 cells projecting to layer 3 (Figure 5A).
When apparent motion stimuli were presented to the fly, the authors found that both
mechanisms, PD-enhancement and ND-suppression are realized in T4 cells. Interestingly
these two mechanisms segregate with respect to the dendritic subfield of the T4 neuron. While
PD-enhancement is predominantly found on the preferred side of the dendrite (corresponding
to the dendritic tips), ND-suppression is strongest on the null side (corresponding to the base
of the dendrite) (Figure 5B). Combining both of these models in a hybrid detector — the so-
called HR/BL detector — generated responses that resembled the experimentally measured
ones remarkably well (Figure 5C-D). Thus, both a Hassenstein-Reichardt and a Barlow-
Levick-like mechanism are at work in T4 neurons and together generate the high degree of
direction selectivity observed in these cells. In addition, a parallel study has provided evidence

that T5 cells might implement both of these mechanisms as well (Leong et al., 2016).
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Figure 5. The HR/BL Motion Detector Unites PD-enhancement and ND-suppression

(A) Driver line with selective expression of GCaMP6m in T4/T5 cells of subtype ¢ (projecting to lobula
plate layer 3) that was used for functional calcium imaging.

(B) Single neuro-ommatidium stimulation combined with calcium imaging reveals PD-enhancement
(red) on the preferred side and ND-suppression (blue) on the null side of the T4 dendrite.

(C) The HR/BL hybrid detector unites the Hassenstein-Reichardt and the Barlow-Levick model.

(D) Combining PD-enhancement and ND-suppression in a single model sharpens direction selectivity
matching the tuning observed for T4 in vivo.

(B and D: from Haag et al., 2016)
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3.2 Towards the Cellular Implementation of Motion Detection

After having established the algorithm for motion detection in the fly visual system, the next
step is to map the neural elements to the specific parts of that algorithmic structure. In other
words: which specific cell types that are presynaptic to T4 or T5 cells correspond to which
arms of the HR/BL detector? This task might at first seem unfeasible for the T4-ON pathway
as the HR/BL detector has three input arms whereas only two strong input cells to T4 were
described in the medulla connectome (Takemura et al., 2013). This view changed dramatically
when a new medulla connectome was acquired using an improved EM method with higher
axial resolution (Takemura et al., 2017; Xu et al., 2017). The resultant new wiring diagram
(Takemura et al., 2017) revealed that the connection strengths of several T4 inputs had been
severely underestimated in the previous study. Instead of Mil and Tm3 making up over 85%
of synaptic input, they now account only for approximately 50%. The other half of the inputs is
contributed by six additional cell types namely Mi4, Mi9, C3, CT1, TmY15 and T4 itself (Figure
6A). Most importantly, the spatial offset between Mil and Tm3 reported earlier could not be
reproduced. In contrast, large spatial offsets of approximately one ommatidium (corresponding
to ~5° of visual space) were reported between all of the other columnar input elements with
respect to Mil, which itself synapses mainly in the center part of the T4 dendrite (Figure 6B-
C). Of those, Mi4, C3 and CT1 inputs cluster at the shaft region of the T4 dendrite, while Mi9
provides input at the dendritic tips (Figure 6D). Furthermore, T4 cells connect exclusively to
T4 cells of the same subtype in an asymmetric manner by synapsing only onto T4 cells that
lie at their null side. In addition, immunohistochemical analyses showed that Mi4, C3, CT1 and
TmY15 are GABAergic, Mi9 is glutamatergic and Mil, Tm3 and T4 are cholinergic. In general,
this anatomical layout looks surprisingly similar to the HR/BL detector proposed earlier with
three main input clusters that might correspond to the three spatially segregated input lines of
the detector. Excitatory inputs (Mil, Tm3) synapse onto the center of the T4 dendrite, while
inhibitory inputs cluster at the shaft (Mi4, C3, CT1, TmY15) and the tips (Mi9), respectively.

How can this anatomical circuit architecture be reconciled with the functional properties
of the T4 input cells? Of the newly discovered inputs, only Mi4 and Mi9 provide strictly
columnar feedforward input to T4, making them strong candidates for essential parts of the
core motion detection circuit (Figure 6E). This prompted us to study the temporal response
properties of Mi4, Mi9, Mil and Tm3 for the ON pathway (as well as Tm1, Tm2, Tm4 and Tm9
for the OFF pathway) by calcium imaging (Manuscript 3 - (Arenz et al., 2017)). We used white
noise stimuli to extract the linear spatiotemporal filter components of these cells. These
experiments revealed that Mi4 and Mi9 exhibit almost pure low-pass characteristics, while Mil

and Tm3 act as band-pass filters. Surprisingly, whereas Mil, Tm3 and Mi4 had ON-
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center/OFF-surround spatial receptive fields, Mi9 showed OFF-center/ON-surround
responses. However, given that Mi9 is glutamatergic and thus likely inhibitory (Liu and Wilson,
2013; Takemura et al., 2017), the synapse between Mi9 and T4 should be sign-reversing such
that an ON stimulus would release T4 from inhibition of Mi9.
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Figure 6. An Improved Medulla Connectome Reveals Additional Inputs to T4 Cells

(A) Comparison of “old” (Takemura et al., 2013) and “new” (Takemura et al., 2017) medulla connectome
with regard to the synaptic contacts that presynaptic cells form with T4 cells.

(B) Numbers of synaptic contacts that Mi1, Mi4 and Mi9 of different columns form with T4a and T4b cells
from the same column.

(C) Anatomical displacement between Mi9 and Mi1 as well as Mi4 and Mi1 that synapse onto T4 cells of
a given subtype depicted in units of interommatidial distance.

(D) Reconstructed T4a and T4b neuron with synaptic inputs from medulla neurons depicted as dots.
(E) Single reconstructed T4 cell with all presynaptic Mi4 and Mi9 cells that give strong input illustrates
their anatomical displacement.

(B-D: from Takemura et al., 2017; E: skeletons from emanalysis.janelia.org)

How do the temporal properties and the anatomical arrangement of T4 inputs fit with
the proposed HR/BL detector architecture? The slow and inhibitory Mi4 inputs are located on
the null side of the T4 dendrite, just as the delayed, suppressive arm in the HR/BL model.
Thus, Mi4 is well positioned to provide ND-suppression to T4. The also slow and inhibitory Mi9
is located on the preferred side. Disinhibition of T4 by Mi9 during ON-stimuli, when coupled

with a non-linearity, could provide the preferred direction enhancement postulated by the

196



HR/BL model. Mil and/or Tm3 would then correspond to the central, fast arms of the detector,
which matches their fast and excitatory properties. Such a proposed implementation is
compatible with available experimental data. However, functional knock-out experiments are

clearly required to confirm this proposal.

Another study performed loss-of-function experiments by blocking synaptic
transmission of T4 inputs and measuring calcium responses in T4 cells and behavior as
readout of the circuit (Strother et al., 2017). This study found a strong reduction of T4 calcium
responses to motion stimuli after blocking Mil and a less strong reduction after blocking Tm3,
consistent with the work presented in this thesis (Manuscript 2 - (Ammer et al., 2015)).
Surprisingly, they detected only a very mild effect on T4 responses when blocking Mi4 or Mi9.
However, it is important to note that the authors imaged the dendritic calcium responses of all
T4 subtypes simultaneously, which makes it impossible to determine a measure of direction
selectivity in these cells. In fact the HR/BL model predicts that a loss of PD-enhancement or
ND-suppression alone would lead to increased T4 responses when summing the responses

of all four subtypes (Haag et al., 2016).

In addition, Strother and colleagues performed optogenetic activation experiments of
all T4 inputs alone and in pairwise combinations (Strother et al., 2017). While activation of
single input cells led only to negligible responses, activation of Mil and Tm3 in conjunction
caused a strong calcium increase in T4. This argues for a supralinear interaction between Mil
and Tm3. The results summarized above led the authors to speculate that Mil and Tm3
represent the core components of a HR motion detector, corresponding to the delayed and
non-delayed input line. However, since there is no spatial offset between Mil and Tm3, the
authors had to postulate differential temporal processing of Mil/Tm3 cells that synapse onto
different parts of the T4 dendrite. Such a scenario could be implemented by a mechanism that
is intrinsic to T4 cells, such as passive dendritic filtering. Otherwise, Mil/Tm3 cells that
synapse onto distal regions could be targeting slow, muscarinic ACh-receptors whereas more
proximal Mil/Tm3 inputs could target fast, nicotinic ACh-receptors. However, evidence for
both of these mechanisms is currently lacking. In the model of Strother et al., and contrary to
our study, Mi4 and Mi9 cells play only a modulatory role by providing weak inhibitory input to
T4. Notably, increasing the weights of Mi4 and Mi9 inputs and coupling them to non-linear
postsynaptic processes would essentially lead to an architecture that is similar to that of our
study (Arenz et al., 2017).

In summary, in the model of Arenz et al. (Arenz et al., 2017) the interaction of Mil/Tm3

with Mi4 or Mi9 implements ND-suppression and PD-enhancement, respectively. In contrast,
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the model of Strother and colleagues (Strother et al., 2017) argues that a non-linear interaction
between Mil and Tm3 results in PD-enhancement, whereas ND-suppression is not an explicit
feature of the model. In comparison, the model of Arenz et al. is more parsimonious, as it does
not necessitate the postulation of any further delay mechanisms or wiring asymmetries. How
can the results from Strother and coworkers be reconciled with those from Arenz and
colleagues? In the Strother study, no non-linear interaction was found between Mi9 and Mil
or Tm3 when activating them simultaneously. However, this is to be expected if Mi9 is
inhibitory. A non-linear interaction would only be visible if Mi9 was optogenetically inhibited
while activating Mil or Tm3 at the same time. Furthermore, blocking Mi4 or Mi9 had only a
mild effect on motion responses in T4 and behavior. However, as mentioned above, all
subtypes of T4 were imaged simultaneously. Thus, no broadening in directional tuning, as
would be expected when removing PD-enhancement or ND-suppression alone, can be
detected. Furthermore, it was not tested if the block of synaptic output from Mi4 and Mi9 indeed
resulted in a complete loss of synaptic release. The relatively weak expression levels of the
Split Gal4 driver lines that were used suggest that the block was incomplete, which makes the

results difficult to interpret.

3.3 Biophysical Implementation of the Core Computations

Although determining the cellular architecture of the ON and OFF motion detectors in
Drosophila is within reach, the biophysical mechanisms of the essential computations remain
elusive. The mathematical operations central to the HR/BL model are the temporal delay as
well as the enhancing and suppressive non-linearity. How might these operations be realized

in the biological hardware of the fly brain?

3.3.1 Temporal Delay Mechanism

The temporal response properties of most major cells presynaptic to T4 and T5 have been
characterized in detail. The input cells both to T4 and to T5 span a large range of different
temporal filters, ranging from fast band-pass filters to almost pure low-pass filters (Arenz et
al., 2017; Serbe et al., 2016). It is, however, completely unclear which underlying mechanisms
give rise to their diverse temporal properties. In principle, a delay can either be implemented
cell-intrinsically or synaptically. Cell intrinsic mechanisms can be as simple as passive
dendritic filtering. The length and diameter of the neurite and its membrane resistance, for
example, determine the conduction velocity of electrical signals. The time constant of a
neuron, which describes its passive low-pass filtering properties, depends linearly on its input

resistance. It is thus plausible that slower medulla neurons simply have higher resistances.
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Besides passive cell properties, voltage gated ion channels can both delay electrical signals
or render them more transient (Koch, 1999). To give one example, A-type potassium channels
are activated by depolarizing synaptic inputs but become rapidly inactivated. This brief
increase in potassium conductance can keep the membrane from reaching a threshold and
thereby generate a delay. It has been hypothesized that such a transient A-type potassium
current is responsible for the delayed visual response of a subset of cells in the guinea pig
lateral geniculate nucleus (McCormick, 1991).

Alternative to cell-intrinsic mechanisms, synaptic transmission can have a profound
impact on temporal dynamics in a circuit. Chemical synaptic transmission — the process of
neurotransmitter release, its diffusion to the postsynaptic side and binding to a receptor —
already imposes a delay of 2-3 milliseconds. Furthermore, the properties of postsynaptic
receptors lead to additional temporal filtering. lonotropic receptors permit direct current flow,
whereas metabotropic receptors activate second messenger cascade that in turn activate
ionic conductances, which imposes a delay that can be in the order of tens to hundreds of
milliseconds. Both T4 and T5 neurons express a wide array of ionotropic and metabotropic
neurotransmitter receptors as well as voltage-gated ion channels (Pankova and Borst, 2016),
making all of these mechanisms plausible. Additionally, synapses can implement temporal
filtering by exhibiting short-term synaptic plasticity (Zucker and Regehr, 2002). Projection
neurons in the Drosophila olfactory system, for example, were shown to perform a sort of high-
pass filtering by responding only transiently to strong synaptic input due to short-term synaptic

depression (Kazama and Wilson, 2008).

Another interesting possibility how neurons can realize temporal filtering was recently
proposed by Baden and colleagues (Baden et al., 2014). Based on calcium recordings from
zebrafish bipolar cells, the authors found that the size of the presynaptic terminal determines
the temporal filtering of visual signals. Terminals with smaller volumes transmitted higher
stimulus frequencies more effectively whereas larger terminals acted more like low-pass
filters. In Drosophila medulla cells, however, there does not seem to be such a straightforward
correlation between terminal size and temporal dynamics. Mil, for example, has the largest

terminals of all T4/T5 inputs, but cells with smaller terminals, such as Tm9 are much slower.

Medulla cells Mi4, Mi9 and Tm9 have temporal response properties akin to low-pass
filters, which makes them prime candidates for corresponding to the delayed lines of the
motion detectors (Arenz et al., 2017). Interestingly, Mi9 and Tm9 receive their major input from
lamina cell L3, which itself was shown to exhibit slow temporal characteristics (Silies et al.,

2013). This raises the intriguing possibility that medulla neurons inherit the temporal properties
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from their lamina inputs. Thus, the delay mechanism of both ON and OFF motion detectors
might be implemented at the first synapse of the visual system — between photoreceptors and
lamina cells. A prediction of this scenario is that flies with dysfunctional L3 cells should be
motion-blind. Contrary to that expectation, however, blocking synaptic transmission from L3
has little effect on fly optomotor behavior (Bahl et al., 2015; Silies et al., 2013; Tuthill et al.,
2013). In the end, probably an interplay of several biophysical mechanisms will determine the
temporal filtering properties of a given neuron in the fly medulla.

3.3.2 Mechanism of Non-linear Input Interaction

Both T4 and T5 cells display PD-enhancement and ND-suppression (Haag et al., 2016; Leong
et al., 2016). Therefore, two different non-linear mechanisms must act within these cells’
dendrites. In the HR/BL detector, PD-enhancement is implemented by a simple multiplication.
Clearly, no neuron can perform a true multiplication. However, several biophysical mechanism
are conceivable which integrate synaptic inputs in a non-linear manner that resembles a
multiplication — at least over a limited range of input strengths. Indeed, one such mechanism
exists in the lobula giant movement detector (LGMD) neurons of locusts (Gabbiani et al.,
2002). These neurons multiply two synaptic inputs, one of them excitatory and the other one
inhibitory. The inputs, which impinge onto different parts of the LGMD dendrite, are summed
postsynaptically on a logarithmic scale (Jones and Gabbiani, 2012). This sum is then
exponentiated by the exponential transformation of the membrane potential into spike output,
which involves voltage-gated sodium channels. By exponentiating the sum of a logarithm, the

LGMD neuron thus essentially performs a multiplication.

However, multiple alternative mechanisms could account for the non-linear integration
that is necessary for PD-enhancement as well. In general, every voltage-gated cation channel
could implement a non-linear summation of inputs. This is because the voltage-dependent
gating of the channel leads to ion flow that elevates the membrane potential, which in turn
causes the opening of further channels leading to a positive non-linear feedback loop. Indeed,
in cortical neurons it was shown that a combination of the non-linear voltage-gating of NMDA-
receptors together with a dendritic impedance gradient is sufficient to render their dendrites
direction selective (Branco et al., 2010). As mentioned before, voltage-gated ion channels of
several different subtypes are expressed in T4 and T5 neurons (Pankova and Borst, 2016).
The fact that calcium signals in the dendrites of T4 and T5 are strongly direction selective
might already be a hint that voltage-gated calcium channels are directly involved in the

mechanism for PD-enhancement.
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In a manuscript included in this thesis, we suggest that a non-linear interaction between
the OFF-responsive, inhibitory Mi9 and the ON-responsive, excitatory Mil leads to PD-
enhancement in T4 cells (Arenz et al., 2017). In such a scenario, an ON motion stimulus that
passes the receptive field of a T4 cell would first decrease the activity of Mi9, which in turn
releases the Mi9-mediated inhibition of T4. This disinhibition by itself could bring the T4
membrane potential close to threshold for an active conductance. Subsequent excitatory input
from Mil onto T4 could then lead to a crossing of this threshold and thus a non-linear
amplification. Alternatively, the inhibition caused by Mi9 could activate a hyperpolarization-
activated conductance (e.g. an I» current). Disinhibition of T4 would then lead to a depolarizing
rebound that opens a time window in which excitation from Mil/Tm3 can exert a non-linear

effect.

The implementation of the divisive ND-suppression seems to be more straightforward.
In general, inhibition can exhibit a divisive effect on excitatory inputs if two requirements are
fulfilled (Koch, 1999; Torre and Poggio, 1978). First, the reversal potential of the inhibitory
conductance must be close to the membrane potential. Second, the inhibitory conductance
must be much larger than the excitatory conductance. Such a form of inhibition is termed
shunting- or divisive inhibition. In the ON pathway, shunting inhibition might be provided by
GABAergic input impinging from Mi4 onto T4 cells.

3.4 Parallels with Direction-selective Circuits in the Mammalian Retina

Similar to the visual system of the fly, direction-selective circuits in the mammalian retina have
been studied for more than a half-century (Vaney et al., 2012). Here, the direction-selective
cells to be first described were the direction-selective retinal ganglion cells (DSGCs) (Barlow
and Hill, 1963). DSGCs receive input from several types of bipolar cells, and multiple types of
amacrine cells, among them the starburst amacrine cells (SACs) (Briggman et al., 2011;
Helmstaedter et al., 2013). SACs represent the first direction-selective stage in the mammalian
retina (Euler et al., 2002; Yonehara et al., 2013). These cells have radially protruding dendrites
that respond preferentially when being stimulated in an outward fashion (i.e. from base to tip).
SACs in turn render DSGCs direction selective by providing asymmetric GABAergic inhibition
specifically to the null side of DSGC dendrites (Briggman et al., 2011). Consequently, the
central question is how the dendrites of SACs, which receive input from glutamatergic,
excitatory bipolar cells and mixed cholinergic/GABAergic input from neighboring SACs,
become direction selective. Several different mechanism have been suggested to underlie the
emergence of direction selectivity in SACs (Borst and Helmstaedter, 2015; Mauss et al., 2017).

Interestingly, one of the recently proposed models bears remarkable resemblance to the fly
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visual circuits discussed above. A calcium imaging study showed that different bipolar cell
types span a range of different temporal response profiles (Baden et al., 2013), ranging from
fast transient to slow sustained, just as the medulla cells in Drosophila. Subsequent
anatomical studies found asymmetric wiring of bipolar cells to the dendrites of both ON and
OFF starburst amacrine cells (Greene et al., 2016; Kim et al., 2014). A bipolar cell subtype
shown to be slow preferentially contacts the proximal part of the SAC dendrite, while a fast
subtype contacts the distal part. These observations are consistent with a Hassenstein-
Reichardt-like computation in which the delay is implemented already presynaptically to the
SACs. However, while some studies found supporting evidence for this model (Fransen and
Borghuis, 2017), other studies could not detect any difference in the temporal kinetics of
excitatory input to proximal versus distal SAC dendrites (Stincic et al., 2016). Thus, direction
selectivity in flies and mammals may arise by similar mechanisms. Definitive evidence,

however, must await further experiments in both species.

3.5 Limitations of Current Anatomical and Genetic Tools

In the recent decade much progress has been made towards elucidating the mechanisms that
generate direction selectivity both in Drosophila and in mice. The reason for this success is
largely based on the development of novel tools - both genetic and anatomical - that permit a
cell type-specific investigation of neural circuits (Briggman and Bock, 2012; Luo et al., 2008;
Venken et al., 2011). Despite these tools having a tremendous impact, all of them suffer from

certain problems that require caution in interpreting experimental results.

3.5.1 Tools for Blocking Synaptic Transmission

Correlation alone does not prove causation. Functional dissection of neural circuits requires
proving that individual neurons are necessary for a given computation (Katz et al., 2016;
Wiegert et al., 2017). In Drosophila, this is usually accomplished by using the Gal4/UAS
system to overexpress a protein that interferes with vesicle release or electrical activity of a
neuron. Due to the overexpression, the effectiveness of the block is dependent on the
expression strength of the Gal4 driver line. Additionally, a subset of synapses seems to be
resistant to some of the blocking agents (Rister and Heisenberg, 2006). Therefore, any
experiment in which a cell type is blocked would in theory require a control that shows that the
block is indeed completely effective. This could be done by recording electrophysiologically
from postsynaptic cells while activating the blocked neuron. Alternatively, neurotransmitter
release could be monitored indirectly by visualizing exocytosis with synaptophluorin

(Miesenbock et al., 1998) or directly by neurotransmitter sensors such as iGluSnFR (Marvin
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et al., 2013). The experimental difficulty of such controls, however, makes them impractical
and therefore they are rarely carried out. Consequently, false negatives can normally not be
excluded from experimental results. In addition, quantitative statements about results of
synaptic blocks have to be interpreted with caution. Small effects might simply be caused by

weaker blocking of neural activity.

A novel tool to disrupt synaptic transmission that does not depend on the expression
strength of the driver line would be highly valuable. Here, newly emerging tools for genome
engineering provide a promising solution (Fisher et al., 2017; Heidenreich and Zhang, 2016;
Zhang et al., 2014). Conditional knockout alleles of genes that are necessary for synaptic
transmission can easily be generated and are thus promising candidates. Recombinase-
mediated disruption of the gene of interest is a unitary event and thus not proportional to the
levels of recombinase expressed. However, other confounding effects must be taken into
consideration. Depending on the stability of the mRNA and protein of the targeted gene, the
time interval between gene knockout and experiment needs to be adjusted. Furthermore, the
knockout must be efficient enough to ensure a loss-of-function allele on both chromosomes.
Ideally, it should be shown that the protein is indeed strongly depleted by measuring protein

levels using immuno-stainings or western blots.

A further problem encountered with currently available blocking reagents is that they
are not connection-specific. Silencing a certain cell type will silence synaptic transmission to
all of its postsynaptic targets. In the fly visual system, this is especially problematic because
of its high degree of interconnectedness (Takemura et al., 2013; Takemura et al., 2015). As
an example, Mi4 and Mi9 cells have very strong reciprocal connections. For this reason,
silencing one of these cells will very likely have a large impact on the function of the other cell.
This makes it difficult to disambiguate the functional role of the synaptic connections between
each of these cells and T4. Thus, blocking one cell type can have profound effects on the
function of the circuit as a whole, leading to potential second-order effects.

A solution to such confounding effects would be given by the development of
connection-specific blockers. Such a hypothetical tool could for example be based on a split-
protein approach similar to the GRASP technique (Gordon and Scott, 2009). Expressing two
complementary halves of a protein in the pre- and postsynaptic neurons, respectively, that, for
example, quickly degrades neurotransmitters or allows tethering of pharmacological inhibitors
of neurotransmitter receptors (Shields et al., 2017), would allow blocking of synaptic

transmission specifically between two genetically defined cell types.
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3.5.2 Connectomic Circuit Reconstruction

Parallel to the development of genetic tools, the anatomical reconstruction of neural circuits
has entered a new era with recently developed EM-techniques for dense connectomic
reconstructions (Dorkenwald et al., 2017; Kasthuri et al., 2015; Xu et al., 2017). Yet similarly,
all of these techniques have their limitations and results need to be interpreted accordingly.
The ultimate goal of connectomics is to reconstruct every single neuron and every single
connection within a neural circuit or even a whole brain. However, it is unclear at which point
a connectome can be considered complete. Due to the fact that no positive control can exist,
it is impossible to rule out that fine neurites or individual connections have been missed.
Indeed, a connectomic reconstruction of an entire medulla column that was claimed to contain
all strong connections to T4 (Takemura et al., 2013) was shown to be incomplete after a
superior method was applied to the same neuropil (Takemura et al., 2017). Furthermore, the
present techniques applied to Drosophila brain areas only allow the resolution of chemical
synaptic connections, but do not resolve electrical synapses. Given the prominence of
electrical synapses in the lobula plate of blowflies (Haag and Borst, 2005) and in the
mammalian retina (Bloomfield and Volgyi, 2009) it would be surprising if they do not play a
crucial role in visual processing in Drosophila as well. However, despite these limitations, high-
resolution circuit reconstruction remains a powerful method for building and refuting

hypotheses about functional network structures.

3.6 Downstream Circuits and Behavior

How is the information about motion direction that is computed in the optic lobe utilized by
downstream circuits to ultimately guide fly behavior? Several studies in which synaptic
transmission from T4 and T5 cells was blocked, one of which is a part of this cumulative thesis
(Bahl et al., 2013), uncovered essential roles of these cells in visually guided behaviors. In
that study, we demonstrated that T4 and T5 cells are necessary for fly optomotor behavior.
Flies in which the synaptic output of these cells were blocked turned out to be completely
motion-blind. Subsequent papers showed their involvement in figure-ground-discrimination
(Fenk et al., 2014) and in the avoidance of expanding stimuli as well as in the landing response
(Schilling and Borst, 2015). How are direction-selective signals from T4/T5 cells routed to the
central brain and motor areas? The most direct link between motion-sensitive neurons and
motor circuits is provided by lobula plate tangential cells that project to the posterior slope of
the central brain. Unilateral optogenetic activation of HS cells induces yaw turning responses
of the head and the wings during tethered flight (Haikala et al., 2013). Furthermore, blocking

the synaptic output of VS and HS cells with an inwardly rectifying potassium channel (Kir2.1)
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impairs the head optomotor response to a large degree, and has a weaker effect on wing
steering (Kim et al., 2017). Thus, LPTCs are thought to drive, at least in part, the optomotor
response of Drosophila. Surprisingly, the temporal frequency tuning of the behavioral
optomotor response in flying flies is markedly broader and shifted to higher frequencies than
that of HS cells measured under the same conditions. A study suggests that calcium buffering
in the axon terminals of HS cells acts as an integrator that can account for this discrepancy
(Schnell et al., 2014).

In the central brain, LPTCs synapse onto descending neurons that in turn contact
motor neurons (Strausfeld et al., 1987; Suver et al., 2016). Interestingly, some of these
descending neurons often respond only weakly to visual stimuli alone, but become strongly
activated when input from other sensory modalities is presented simultaneously (Haag et al.,
2010; Huston and Krapp, 2009). Additionally, many of the descending neurons receive
bilateral visual input, which is thought to increase their optic flow field specificity (Huston and
Krapp, 2008; Wertz et al., 2009).

The detection of motion not only guides hard-wired and stereotyped reflexes, but also
provides input to more sophisticated higher brain circuits. Recently, it was shown that a
structure in the central brain that is implicated in fly navigation — the central complex — harbors
cells that respond in a direction-selective manner (Weir et al., 2014). Furthermore, optic flow
drives central complex neurons that are required for updating the flies internal representation
of heading direction (Green et al., 2017). During prey capture, dragonflies even compute an
abstract internal model of prey motion that guides their targeted steering during prey approach
(Mischiati et al., 2015). Consequently, this internal model must receive input from motion-
sensitive circuits. Whether these higher central brain circuits inherit their direction selectivity
from T4/T5 cells or whether it is computed de-novo elsewhere in the brain remains to be
tested. In conclusion, direction-selective cells convey information to various downstream

circuits that orchestrate essential behavioral programs.

3.7 Visual Circuit Function during Natural Behaviour

An open question is how motion detection circuits operate during unrestrained behavior.
Recently, it has become clear that the activity and tuning properties of visual circuits, both in
mice and flies, exhibit state-dependent modulations (Maimon, 2011). As mentioned in the
introduction, some neurons in the fly visual system become more active and shift their
temporal response optima to higher speeds when the animal is moving (Chiappe et al., 2010;

Jung et al., 2011; Maimon et al., 2010). All of these experiments, however, where performed
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in restrained flies navigating in a virtual visual environment. A freely walking or flying fly
experiences not only visual cues, but also proprioceptive cues detected by the halteres and
the antennae (Mamiya et al., 2011; Sandeman and Markl, 1980). Higher multimodal circuits
combine multiple of these cues, usually in a non-linear manner (Haag et al., 2010; Huston and
Krapp, 2009). Thus, the activity of visually responsive neurons might be completely different
during tethered versus free flight. Furthermore, for tethered flying flies the feedback loop is
usually restricted to one dimension, the yaw axis. During free flight, however, flies perform
much more complex maneuvers, often consisting of rotations and translations of head and
body along multiple axes (Muijres et al., 2014). Such maneuvers are difficult, if not impossible,
to re-enact in a restrained setting. Consequently, to fully understand the function of a visual
circuit, it should ideally be studied during natural behavior. This is feasible in larger animals,
which can carry head-mounted microscopes, head-stages or fiber optics, but is extremely
challenging in the tiny fruit fly. Nonetheless, large progress towards achieving this goal has
been made in the last years. The position of walking or flying fruit flies can be tracked on-line
with high precision in 2D and 3D. This information can be used to update either the visual
surrounding or a laser that targets the fly for thermo- or optogenetic activation of nerve cells
(Bath et al., 2014; Stowers et al., 2014; Straw et al., 2011). Thereby, the activity of a subset
of neurons can be manipulated during natural behavior, contingent on a specific behavioral
action that the fly performs or a visual stimulus that it experiences. Recently, it became even
possible to perform functional imaging in freely walking flies, albeit with low spatial resolution
(Grover et al., 2016). Together, these promising tools will help to gain insight into how

individual nerve cells and visual circuits operate under near-natural conditions.

3.8 Conclusions and Outlook

During the last years, as reflected by the manuscripts that constitute this thesis, we have
witnessed a large progress in the characterization of the neural elements that compute motion
direction in Drosophila. Perhaps most importantly, T4 and T5 were discovered as the neurons
corresponding to the elementary motion detectors. Thereafter, the neurons that are
presynaptic to T4 and T5 were identified and their physiological properties characterized. In
parallel, the algorithmic structures of the motion detectors were refined making it possible to
map the neural elements to those structures. Furthermore, new insights have been gained
into how ON and OFF motion detectors have adapted to natural surroundings and how flies

use motion and other visual cues to navigate their environment.

Despite these accomplishments, many of the central questions remain unanswered.

Several functional roles have been proposed for the individual cell types presynaptic to T4 and
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T5, yet no commonly accepted assignment of function to any single of these cells has been
possible. Furthermore, it is unclear which mechanisms account for the temporal filtering and
non-linear processing of signals in the circuit. Finding answers to this question has been
hampered in part by the fact that all functional studies so far have recorded calcium levels in
T4 and T5 neurons. Measuring the membrane potential of these neurons directly and with
high temporal resolution using novel genetically encoded voltage indicators (Gong et al., 2015;
Yang et al., 2016) or electrophysiological recordings will likely provide valuable insights in the
near future. First, the biophysical processes that are central to generating direction selectivity
occur on fast timescales that cannot be resolved with calcium indicators. Second, synaptic
inhibition plays a central role, which again is difficult to visualize with calcium indicators.
Ideally, whole-cell voltage clamp recordings of T4 and T5 cells would provide access to the
conductance and currents that interact to generate direction-selective signals. Such
recordings, however, are methodologically highly demanding and suffer from very low
throughput (Pimentel et al., 2016). Therefore, the generation and improvement of voltage
indicators will likely be essential in revealing subthreshold as well as hyperpolarizing signals
in T4 and T5 cells.

In the end, the membrane potential of T4 and T5 is determined by the opening and
closing of ion channels. Thus, it will be necessary to know the subcellular distribution of these
proteins on the dendrites of the cells. This can be accomplished by high-resolution light- or
electron microscopy. Unfortunately, the functional properties of invertebrate ion channels are
less well characterized than those of their mammalian counterparts (Littleton and Ganetzky,
2000; Podlaski et al., 2017). As a consequence, their detailed biophysical characterization,
either in heterologous systems or, preferentially, in Drosophila neurons in vivo is an extensive
and important task for the future. Additionally, it will be necessary to manipulate individual ion
channels in a cell type-specific manner. Here, recently developed genetic approaches to
engineer their endogenous genomic loci will be of central importance. In the light of all these
unanswered questions, enough challenges remain ahead for future researchers studying

motion detection in the Drosophila visual system.
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