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Summary  

This dissertation presents four empirical studies investigating the link between visual 

attention and long-term memory. Long-term memory in visual search is acquired by repeated 

exposure to invariant spatial configurations and expressed by expedited visual search in 

repeated over non-repeated displays (i.e., contextual cueing paradigm). The memory of 

repeated (invariant) displays is considered to be implicit. The present studies aimed to 

contribute to a better understanding of how visual attention and long-term context memory 

interact with each other using reaction time and eye tracking measures. 

Study 1: Previous studies revealed that unpredictable target location changes impair 

contextual cueing, and the cueing-related gains in reaction times recover slowly with 

extensive training on the relocated displays. Study 1 examined whether other forms of 

attention guidance i.e., spatial grouping, play a role on the adaptation of context memory. For 

this reason, after the learning of target-distractor arrangements, we re-positioned the target in 

two different local contexts: local-sparse (consisting of one distractor item around the target) 

or local-dense (consisting of three distractors around the target) contexts. The results revealed 

successful adaptation to a new target location when the target was replaced in local-sparse, 

but not local-dense, regions. It was concluded that spatial grouping of the dense items makes 

this region salient in a sense that bottom-up attention is effectively guided towards the target 

region. The lack-of-adaptation of contextual cueing reported in earlier studies reflects not a 

mere inability of the cueing memory for adaptation. Instead, it suggests that both stimulus- 

and memory-based processes contribute to target detection.  

Study 2: The dependency and independency of contextual cueing from a secondary working 

memory (WM) load was investigated in Study 2. In former studies, it was shown that 

contextual learning is independent of divided attention. Study 2 re-investigated the role of 

divided attention in both context learning and the expression of learned contexts, and further 

examined whether the influence of WM load is due to the load on spatial or executive WM 
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capabilities. In the experiments, in order to distinguish between different stages of learning, a 

visual search task was combined with a secondary WM load either in the early or in the late 

phases of the experiments. To test whether disadvantageous WM effects result from spatial or 

executive WM load, observers were either given a task to maintain spatial WM items 

concurrently with a visual search task (aiming to unravel both the effects of spatial and 

executive WM), or a task where WM was performed before or after the visual search task, 

without a task overlap (aiming to test the effects from executive WM load).The findings 

revealed reduced contextual cueing under a spatial WM load and this effect was larger for the 

expression of learned configural associations. No interference was found when the secondary 

WM task was performed in a non-overlapping manner. It is concluded that the retrieval of 

context representations from long-term memory is dependent on spatial WM, i.e., divided 

attention. 

Study 3: The possibility remains that contextual cueing is independent from divided attention. 

This issue was investigated in Study 3. Previously it was shown that visual search improves 

with task practice and this practice-related gain depends on the characteristics of a given task. 

Study 3 asked whether automaticity of contextual cueing can be enhanced until a level at 

which it becomes independent of attentional resources. In order to achieve this, a single 

(visual search), and a dual (visual search together with a secondary spatial WM) task were 

presented in close succession in individual blocks of trials. This procedure has been shown to 

facilitate the development of automaticity in visual search. The results revealed reliable 

contextual cueing under a demanding spatial WM task. It is concluded that the automaticity of 

contextual cueing retrieval has a modulatory effect on whether a spatial WM load task exerts 

a detrimental effect on the memory-guided visual search or not.  

Study 4: Memory for contextual cueing was considered to be implicit. However, recent 

studies questioned the notion of implicit contextual memory both on theoretical and 

methodological grounds. It was claimed that contextual cueing may rely on either a single 
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(incidentally acquired memory but can be accessible via explicit recognition tasks), or a two-

memory (incidentally acquired but cannot be accessible in conscious reports) system. Study 4 

investigated the idea that contextual cueing is initially unconscious but can become conscious 

later on through the help of focal attention (i.e., fixational eye movements). After the learning 

of contextual cues, observersô eye movements were measured in an explicit recognition test, 

in which they had to judge the quadrant of the target. The results revealed higher fixation 

dwell times in the target quadrant of the invariant over random displays. Furthermore, 

manipulations of observersô gaze in the recognition task showed that fixation dwell times also 

serve a purposeful role for the conscious retrieval from context memory. At the same time, 

fixation of the target quadrant was not a requirement of context-based search facilitation. 

Contextual cueing seems to receive support from at least two independent (automatic and 

controlled) retrieval processes, and focal attention seems to be the mechanism that links the 

retrieved information across the two processes. 
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1.1 Visual attention  

In the 1890s, William James stated, ñEveryone knows what attention isò (James, 1890; 

p. 404). Yet even after 100 years, studies have shown no clear consensus on what determines 

what we attend to or how attention is represented in the brain. The forms of attention have 

been widely studied in the last 50 years because the mystery of how visual attention operates 

has attracted many cognitive-behavioral scientists. Indeed, attention, learning, and memory 

are remarkable cognitive processes. Attention can be defined as a cognitive-behavioral state of 

focused awareness that enables us to select a subset of relevant input while ignoring the 

irrelevant ones. In short, what you see in the environment is regulated by where or what you 

attend to.  As our visual world is often complex and involves a numerous amount of 

unnecessary information for our behavioral purposes, the nervous system has evolved to cope 

with environmental input that is flowing through our system via different attentional 

mechanisms. For instance, scanning a visual scene consciously or unconsciously to locate an 

object is not a random process. During this visual search, attention is guided to the most 

relevant element via several visual processing aspects. The first well-known aspect is Bottom-

up, stimulus-driven (exogenous) processing (Gibson, 1966) which is dependent on stimulus 

properties, but not observersô subjective judgment. These stimulus properties consist of, e.g., 

color, orientation or a salient feature that pops out through visual search. The second aspect is 

Top-down, goal-driven (endogenous) processing (Gregory, 1970; also see Neisser, 1967) 

where perception and attentional allocation are based on observerôs expectation (Geyer, 

Müller, & Krummenacher, 2008), prior knowledge or experience.  Density, crowding and 

(spatial) grouping are also known important factors that modulate visual search. For example, 

when the display density increases, search becomes easier (Nothdurft, 2000; Sagi, 1990), or 

the close proximity of items makes them seem crowded or grouped which makes it difficult to 

find the target in the scene (Levi, 2008). Priming and contextual cueing are other important 

aspects for the search guidance. The memory of previously seen items affects search 
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performance in the next trials, which can be defined as priming effect (Kristjánsson & Driver, 

2008). Further, the repeated association of a target location among invariant search context 

improves visual search, the effect known as contextual cueing (Chun & Jiang, 1998; also see 

section 1.2 for more information). In contextual cueing, previously seen display layouts 

modulate reaction times (RTs) and speed up the search, this context-based guidance of 

attention is quite robust. Recently, additional factors were claimed to affect search efficacy 

(Wolfe & Horowitz, 2017). One of these factors is guidance by scene properties, which is the 

combination of two types of guidance as syntactic and semantic guidance (also see 

Biederman, Mezzanotte & Rabinowitz, 1982). Syntactic guidance refers to the physical 

constraints of the visual object. For example, if the object stands against gravity, thus 

contradicting physical laws, the visual system is directly guided to the locations where objects 

can physically stand. A real world application of this would be, when searching for a book in 

the library, observersô attention will not be directed to the air since the book cannot float, 

instead it will be directed to the shelves on which they can stand. Semantic guidance relies on 

the meaning of the scene, in which the observer would not look for a science book on the 

history shelves or on the floor because it is unlikely to be on either, instead attention will be 

directed to the science shelves which are higher than the floor level. Guidance based on the 

perceived value of the objects refers to the situation when observers are rewarded to search 

for a certain object, for instance, when they search for a red item that has a high value among 

different colored items on the screen, their attention will be more likely to be deployed by that 

particular red object. In the guidance based on search history, prior history of search (e.g., 

priming) modulates attention. Typically this form of guidance manifests over different time 

scales, ranging from milliseconds over seconds up to hours or days. It includes phenomena 

such as within-trial (inhibition of return, IOR) memory and cross-trial priming, in addition to 

perceptual and statistical learning (see, e.g., Shore & Klein, 2001, for a review). All these 

attributes are important to understand the degree and the nature of attentional guidance and 
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search efficacy that is modulated.  The current dissertation focused on the guidance of visual 

search by long-term statistical learning, which relies on the ability to rapidly learn 

environmental regularities (contexts) over time.  

Visual search mainly relies on top-down orienting, and in a visual search task 

observersô goal is to look for the presence of the relevant target that is surrounded by 

distractors in the visual scene. A real world application of this would be, the expectation of 

finding a pen on the office desk will orient attention towards the penholder, while ignoring the 

surrounding items on the desk. The top-down expectations will guide attention towards the 

expected target location. However, it is still limited to acquire reliable data from real-world 

context. Therefore, laboratory visual search tasks are designed as similar as possible to the 

ecological search tasks to investigate and understand real-world search, including long-term 

learning in ecological settings. In these tasks, observers search for a target object amongst 

distractors with hundreds of trials.  Typically, in half of these trials the target is present and in 

the other half it is absent. Set size or the number of items in the scene differ from trial to trial 

or differ for the purpose of the study. After subjects complete all the trials, both accuracy and 

observersô reaction times (RTs) are recorded to understand the exact time of observersô target 

detection. The slope of the function relating RTs to set size is the standard calculation to 

measure search efficacy. RTs are claimed to increase in a (roughly) linear fashion, which led 

researchers to conclude that the nature of visual search is based on serial processing (see 

Wolfe, 1998). However, there are alternative views about visual search process such as 

parallel processing of the search items (Duncan & Humphreys 1989). Related to this, there is 

the debate as to whether RTs increase with increasing set size in a linear or exponential 

(logarithmic) fashion, the latter indexing parallel processing (e.g., Buetti, Cronin, Madison, 

Wang & Lleras., 2016). A third issue concerns the actual measure of visual search; that is, 

whether RTs increase with decreasing number of items of fixations in a given trial (Hulleman 

& Olivers, 2017). 
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In the present dissertation, the contextual cueing paradigm was used as a main 

experimental approach to assess the interaction between attention and long-term memory (or 

statistical learning). In the following, we first introduce the context-guided visual search (i.e., 

contextual cueing paradigm) and review the important literature concerning the effects of 

learned spatial configurations on visual search. The second part of the introduction describes 

and summarizes the relevant studies for the first empirical report examining the interaction of 

bottom-up guidance factors (i.e., visual grouping) and statistical context learning in visual 

search. The third part presents core studies that have investigated the relationship between 

statistical learning and divided, i.e., resource-limited, attention. Part four introduces the notion 

of automatic and controlled processes and its application to the context-based guidance of 

visual search. The specific idea tested in this study was the development of automaticity. That 

is that, with sufficient training, the acquisition of, and retrieval from, context memory can 

survive a demanding secondary spatial working memory task. Part five introduces the 

implicit-explicit debate in context learning, and presents an alternative context-memory 

model. This model is based on different retrieval modes rather than consciousness, which 

inspired the fourth empirical investigation employing a manipulation of gaze direction to 

facilitate conscious retrieval from context memory. The final part is the general discussion. 

1.2 Context-based guidance of visual search: contextual cueing paradigm 

In the real world, objects do not appear in isolation but in meaningful contexts. As the visual 

system utilizes repetitions in the environment, locating an object in a complex but repeated 

setting becomes easier. Early studies of contextual learning have shown that context 

influences our perception of objects in space (Palmer, 1975, Biederman 1972).  Searching for 

an object in a repeated context cues the object location and search becomes faster than in a 

novel context. This search facilitation provides adaptive benefits in daily life. Examples of 

this would be, finding your car in the car park, or finding a book on the bookshelf. Every time 
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you attempt to find óyour target itemô the cognitive system lets contextual cues guide your 

search.  

In order to investigate contextual learning, previous studies (Biederman 1972, Intraub, 

1997, Simons & Levin, 1997, 1998) used contextual displays, which have ecological validity 

(i.e., real-world scenes), but not much experimental control. Chun and Jiang (1998; also see 

Chun, 2000) developed a ñcontextual cueingò paradigm to overcome confounding factors of 

real-world images, such as background or semantic features of the scene. In their pioneer 

study, they suggested that context increases search efficacy by guiding attention towards the 

target location. Since then, contextual cueing research has been elaborated with a number of 

studies investigating, for example: the role of selective attention (Jiang & Chun, 2001; Jiang 

& Leung, 2005), perceptual grouping constraints (Olson & Chun, 2002), top-down strategies 

(Lleras & Von Mühlenen, 2004), display factors (Jiang & Wagner, 2004), oculomotor 

correlates (Tseng & Li, 2004), temporal regularities (Wagener & Hoffmann, 2010) on implicit 

context learning. Subsequent studies investigated several different aspects of context learning, 

some of the examples would be: the coupling of attention and context memory (Johnson, 

Woodman, Braun, & Luck, 2007; Schankin & Schubö, 2010), its underlying (hippocampal) 

brain mechanisms (Geyer, Baumgartner, Müller, & Pollmann, 2012), the issue of local versus 

global context learning, in detail; the association between the target location and the entire 

distractor background (Brockmole, Castelhano & Henderson, 2006; also see Jiang &Wagner, 

2004), contextual remapping (Shi, Zang, Jia, Geyer & Müller, 2013), gaze-contingent viewing 

of the spatial context (Zang, Jia, Müller & Shi 2015), or contextual adaptation to multiple 

target locations (Zellin, Conci, von Mühlenen, & Müller, 2013; Zellin, von Mühlenen, Müller 

& Conci, 2014). Eye movement studies also demonstrated contextual cueing with the number 

of eye fixations reduced in repeated context (Tseng & Li, 2004; Manginelli & Pollmann, 

2009; Peterson & Kramer, 2001; Brockmole & Henderson, 2006). 



 

~ 18 ~ 

 

In a typical contextual cueing task, participants encounter arrangements of letter stimuli, with 

the target being the letter ñTò and distractors being the letter ñLò (presented in variable 

orientations of 0°, 90°, 180° and 270°). Observersô task is to respond to the orientation of the 

target letter. If the target is tilted to the right or to the left, they press the corresponding 

directional button on the computer keyboard (see Fig. 1A). Unbeknown to participants, half of 

the trials contain repeated, and the other half contain non-repeated (i.e., newly generated) 

configurations.  

Typical findings reveal that search becomes more efficient (i.e., faster RTs) in repeated 

compared to non-repeated displays. This reaction time difference is the ócontextual cueing 

effectô (See Fig. 1B). Further, at the end of the experiment, participants are usually given an 

unexpected memory test, consisting of repeated and non-repeated (foil) displays. Many 

contextual cueing experiments found that observers are unable to correctly discriminate 

repeated from non-repeated displays, which has led to the idea that contextual cueing is 

acquired via implicit learning mechanisms (e.g., Chun & Jiang, 1998; Chun, 2000; Peterson 

& Kramer, 2001; Chun & Jiang, 2003). This implicit memory is considered as having a high 

capacity, being resilient against interference, and long lasting (Chun & Jiang, 2003; Jiang, 

Song, & Rigas, 2005). However, recent research challenged the view that the memory 

underlying contextual cueing is implicit. Instead, it was suggested that current recognition 

tests are inappropriate in terms of their statistical power and validity (see section 1.6 for more 

details on implicit versus explicit context memory debate). 
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A. 

 

 

 

B. 

 
 

 

 

Figure 1: Ill ustration of the search display (context) and contextual cueing effect. (A) A 

sample array of contextual cueing experiment where target óTô is presented amongst óLô 

distractor items. (B) Search performance is shown as a function of practice on the task 

(epoch). Over the time course of the experiment, RTs become faster for repeated than non-

repeated displays and the difference between repeated and non-repeated displays indexes the 

contextual cueing effect. 
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In addition to the effects of context memory on attentional guidance, it has been 

suggested that learnt context can also facilitate ólateô processes of the targetôs response-critical 

attributes, in other words response selection. This response selection can be defined as the 

mapping of the target representation onto the selection of response (after the stimulus and 

before the response, see e.g., Kunar, Flusberg, Horowitz & Wolfe, 2007). Concerning the 

latter, it was claimed that there is a response threshold component to be able to respond to a 

target, which is modulated by contextual associations. For example, repeated displays may 

reduce the threshold, and therefore response to the target would be faster in repeated displays 

when compared to non-repeated ones, revealing contextual cueing effect. Evidence from 

event-related brain potentials (ERP) revealed large N2pc component for target locations of 

repeated displays (Schankin & Schubö, 2009). N2pc results, which are attributed to the 

attentional guidance, had no correlation with LRP-r onset effect, which is attributed to the late 

response selection process. Thus, the authors claimed that contextual cueing modulates both 

attentional guidance and response selection, and these two processes operate independently 

from each other.  In contrast, Geyer, Zehetleitner and Müller (2010) suggested that visual 

search in ópop-outô scenes enhance the early perceptual process of target selection rather than 

late response selection. 

In summary, context serves to guide visual attention and facilitates search for targets, 

and the contextual cueing effect is driven by the spatial associations between the target 

location and its surrounding distractors. This effect leads to the faster detection of the targets 

that are embedded in repeated arrangements.  

1.3 The influence of spatial factors on the adaptation of contextual cueing  

Contextual cueing may not be always successful in locating the target in repeated 

displays, especially when there is a novel, or more than one, target location in the display. 

Yet, little is known about the adaptive properties of contextual cueing to the multiple target 

locations. In adaptation studies there are usually two distinct phases in the experiment: the 
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initial phase in which original target locations are associated with invariant context 

arrangements, and the latter phase in which the target is moved to a novel location on the 

same invariant displays. The transition of the target from its original location to a new and 

unpredictable location induces adaptive problems. That is to say, the cueing benefit weakens 

with a target location that was not associated with the invariant arrangements in long-term 

memory.  Some studies have failed to report adaptation in contextual cueing (Chun & Jiang, 

1998; Manginelli & Pollmann, 2009; Makovski & Jiang ,2010; Zellin, Conci,von Mühlenen, 

& Müller, 2013) while others could reveal adaptation by claiming that learned contextual 

cueing can adjust itself to more than one location (Conci, Sun, & Müller ,2011; Conci & 

Müller, 2012; Zellin, von Mühlenen, Müller, & Conci, 2014 ).  

The computational model of contextual cueing assumes that there can be associations 

in repeated context for multiple target locations (Brady & Chun, 2007). Further, in order to 

deal with a complex and dynamic environment contextual cueing should be adaptive and 

flexible for handling new information. For example, when there is a target location change or 

when there are multiple target locations in the scene, contextual memory should be able to 

update itself to guide attention to the new target location(s) and facilitate responses. Previous 

studies investigated this idea by presenting the target at novel locations in repeated search 

displays (Wolfe, Klempen, & Dahlen, 2000; Manginelli  & Pollmann, 2009). Although 

findings along these lines suggest limitations in contextual cueing, the absence of the cueing 

effect was not interpreted as a problem of plasticity or adaptivity of context memory.  

Manginelli and Pollmann (2009) built upon this idea and designed an experiment particularly 

addressing the issue of adaptation (learning of a new target position in a constant distractor 

layout) in contextual cueing. They divided the experiment into two parts as training, and test, 

and allowed participants to learn invariant search displays in the initial phase. In the latter 

phase, they moved the target (of invariant displays) to a new location. Results revealed 

reliable contextual cueing in the training phase but not in the test phase, that is, after the target 
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location change search facilitation vanished. Manginelli and Polllmann (2009) claimed that 

contextual adaptation is inflexible under unpredictable target location change (also see Conci, 

Sun, & Müller, 2011). Subsequently, Makovski and Jiang (2010) suggested that adaptation 

occurs only if the new target location is in close proximity with the old target location, and 

thus, if the target is far away from its original location that leads to contextual cost. Therefore, 

close vicinity between the original and the new target location is an important factor for 

contextual adaptation. 

Conci, Sun, & Müller (2011) investigated more on the adaptive properties of 

contextual cueing, to understand whether predictable target location change increases the 

flexibility of contextual adaptation (see Manginelli & Pollmann, 2009). They also divided the 

experiment into two parts as training and test phases. The initial phase was aimed to let 

contextual cueing manifest without a target location change. In the second phase, target 

location change was applied either in ópredictableô (i.e., displays that can be learned) or 

óunpredictableô locations. Predictable locations were operationalized in such a way that the 

initial target position and the future target positions matched and allowed the target to be 

associated with the invariant context. In the unpredictable locations, the initial and future 

target positions (e.g., when the target was moved to a novel position) did not match and made 

the target position of the invariant context unpredictable. Results of this study revealed that 

contextual cueing effect remains reliable when the target location is predictable after the 

change. They concluded that contextual cueing may be flexible and adaptive to location 

remapping only if it is in a predictable position. As a comparable article, Conci and Müller 

(2012) reported that learned contextual cueing is fragile to unpredictable changes, whereas 

predictable changes can be in favor of adaptation. It is now possible to assume that when 

there is an unpredictable target location change, then the memory of repeated configurations 

misguides attention, and therefore RT gains decline. According to Zellin, von Mühlenen, 

Müller, and Conci (2014) RT decline can recover slowly with extensive training (i.e., 80 
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repetitions presented over 3 days). In their study, the results showed that after an extensive 

training with relocated displays, contextual cueing manifests after the 4
th
 day. Additionally, 

they applied a ñreturnò phase on the 10
th
 day by giving intermixed displays from both initial 

and return phases and found comparable contextual cueing in both phases, showing that 

contextual cueing of initial displays does not fade away. 

There can be several reasons why adaptation fails in relocated displays. One of the 

reported reasons is proactive interference, in which active learned memories (or experience) 

interfere with new learning (see review and discussions: Lustig & Hasher, 2001; Zellin et al., 

2013; Zellin et al., 2014). An example of such would be, after establishing robust contextual 

cueing in the initial phase, the memory of learned contexts do not allow acquiring new 

memories in relocated displays, therefore adaptation fails. However, proactive interference 

does not explain why negative effects, of RT slowing, occur with relocated targets in constant 

distractor arrangements. Furthermore, the interference account would predict that there is 

almost never adaptation of context memory. And yet, a bulk of studies have shown that 

adaptation can occur when the new target location is predictable or in the close proximity to 

its original location (Makovski & Jiang, 2010; Conci et al., 2011;Conci & Müller, 2012; 

Zellin et al., 2013).  

An alternative account for the adaptation of context memory to target location changes 

is bottom-up, spatial grouping, process. Previously, it was described that spatial grouping 

directs attention to the grouped regions, which makes target detection faster (e.g., Humphreys, 

Quinlan, & Riddoch, 1989; Han, Humphreys, & Chen, 1999; Conci, Müller, & Elliott, 2007). 

The saliency of such local segments leads to bottom-up processing, resulting in faster RTs 

and impaired contextual cueing by attention guidance from the grouped regions (Conci & von 

Mühlenen, 2009). In a sense, grouping cues and learned spatial context would compete for the 

allocation of attention and because grouping cues would sometimes win this competition, RT 

gains derived from repeated contexts would effectively be reduced. A related idea is that 
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spatial grouping effectively curtails the time available for context learning (and / or retrieval), 

and thus effectively hampers the build-up of context memory. These processes may be 

particularly pronounced in the adaptation of context memory, as the acquisition of a new 

target-context representation (which would be highly similar to the originally learned target-

context representation) may be a difficult, time-consuming, process. To test this hypothesis, 

Annac, Conci, Müller, and Geyer (2017) conducted a series of experiments to understand how 

spatial grouping interferes with context learning and the adaptation of this memory.  Spatial 

grouping manipulation was administered by manipulating the display items.  In the 

experiments initial phase displays were presented with targets surrounding two items. In the 

relocation phase two types of displays were applied as sparse and dense. In the sparse displays 

the target item was moved from its original location to a locally scarce region where it was 

always surrounded by óoneô distractor, whereas in dense displays the target was moved to a 

locally rich region where it was surrounded by óthreeô distractors (see chapter 2 and Fig. 1). 

The results showed that spatial grouping interferes with the adaptation, not learning, of target-

distractor associations in visual search (see chapter 2 and Fig. 2). The findings extend existing 

knowledge on the adaptation of contextual cueing: (1) a new target location can be learned in 

relation to an existing context representation when target location changes are predicted, or 

(2) when the new target appears in the close spatial proximity of previously learned target 

location, or (3) as the findings from Annac et al. (2017) suggests, when bottom-up guidance 

by spatial grouping is minimal, and thus observers have sufficient time for processing the 

relocated displays. 

1.4 Secondary task effects in contextual cueing of visual search 

1.4.1 Selective and divided attention in contextual cueing of visual search: How do we 

process repeated displays when attentional resources are distributed? 

Selective attention: While the studies above undisputedly show that context memory 

facilitates attention (either in the process of searching for the target or response selection), 
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other studies have investigated the reverse question: whether selective attention is itself 

required in implicit learning (e.g., Nissen & Bullemer, 1987; Jiang & Chun, 2001, Jiang & 

Leung, 2005). Further, the question has been asked whether other forms of attention, such as 

divided or resource-limited attention (Pashler, 1998) affect implicit learning (e.g., Manginelli, 

Langer, Klose & Pollmann 2013; Annac, Manginelli, Pollmann, Shi, Müller & Geyer, 2013). 

The effect of selective attention was investigated in a serial search task (SRT task; Nissen & 

Bullemer, 1987). In these experiments, under single- or dual-task conditions, participants 

were expected to track the location of a single target item (i.e., asterisk) on the screen, whose 

location was changed when participants pushed the response key. Unbeknownst to the 

participants, the sequence in which the target item appeared was sometimes repeated and 

sometimes random. Results showed that under single task conditions, participants reveal 

faster RTs for the repeated sequence (i.e., implicit sequence learning). However, when the 

SRT task was given with secondary tone-counting task, sequence learning did not occur. 

Nissen and Bullemer (1987) concluded that attention is essential to learn the repeated pattern 

in SRT task. The role of selective attention in context learning was first studied by Jiang and 

Chun (2001). In their study, observers were given a visual search task in which half of the 

display items were in the attended color (e.g., red), while the other half were in the unattended 

color (e.g., green). Moreover, each the attended and non-attended sets of items were paired 

with repeated and non-repeated configurations. The results showed a context effect only for 

attended distractors, appearing in the color with the target item. Jiang and Leung (2005) went 

on examining this effect of selective, i.e., color-based, attention on context learning. In more 

detail, Jiang and Leung (2005) had observers detect, and subsequently discriminate, the 

orientation of a black ñTò, presented amongst black and white ñLôsò. In Jiang and Leungôs 

terms, the black Lôs were the attended, or target-set distractors, and the white Lôs were the 

ignored, or non-target set distractors. The experiment was divided into a training phase and a 

test phase. At the intersection of the two phases, the colors of the distractors were swapped: 
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the black Lôs became white, and the white Lôs became black. There were three repetition 

conditions (with ñrepetitionò referring to the spatial arrangement of the items): repetitions of 

both target- and non-target set distractors (ñboth-oldò condition), repetitions of only target-set 

distractors (ñattended-oldò condition), or repetitions of only non-target set distractors 

(ñignored-oldò condition). Contextual cueing effects were assessed by comparing RTs in 

these three repetition conditions to RTs in a non-repeated (ñboth-newò) condition. In the 

learning phase, contextual cueing was found to occur in the both-old and the attended-old, but 

not the ignored-old, conditions, replicating Jiang and Chunôs (2001) findings. Interestingly, 

the magnitude of contextual cueing was comparable between the both-old and the attended-

old conditions, suggesting that the cueing effect (in the both-old condition) was due to the 

repetition of the attended context alone (see also Geyer et al., 2010, for similar results and 

conclusions). In the test phase however (i.e., after the swapping of the distractor colors), 

contextual cueing was observed only in the ignored, but not both-old and attended-old, 

conditions. Jiang and Leung (2005) concluded from this pattern that the formation of 

contextual memory is independent of attention. This was evidenced by reliable contextual 

cueing in the ignored-old condition already at the start of the test phase (indicating that the 

locations of the to-be-ignored distractors had been successfully learnt in the training phase). 

In contrast, the expression of learned target-distractor configurations is under the control of 

selective attention, as evidenced by significant cueing effects in the both-old and attended-old 

condition in the learning phase and contextual cueing in the ignored-old condition in the test 

phase. 

1.4.2 The interference of spatial working memory (sWM) load on contextual cueing 

Divided attention: The cognitive system is required to buffer environmental input for 

daily activities, and working memory (WM) is an important device that helps to manipulate, 

or maintain, environmental input for a short time. Working memory interacts with attention 

by maintaining the information that is necessary for the relevant behavior (Cowan, 2005). 
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Vickery, Sussman, & Jiang (2010) investigated implicit contextual cueing under dual-task 

conditions by using secondary WM tasks. The reasoning behind this was to understand 

whether there is a link between working memory resources and implicit context learning. The 

assumption was based on whether both visual search and WM tasks are supported by a single 

attention resource (Kahneman, 1973; Navon & Gopher, 1979), or multiple resource pools 

(Wickens, 2002). The single-resource-pool account assumes that there is a single pool of 

attentional resources that can be used to carry out multiple tasks, and the amount of attention 

varies according to the task, or to the state of arousal of the performer. Dividing attention 

across tasks would of course come with the disadvantage of performance loss in the 

individual tasks (relative to the tasks being performed in isolation). Conversely, the multiple-

resource-pool account claims that there are several attentional resources (e.g., for the ósimpleô 

encoding versus maintenance) of visual material, and that multiple task performance can be 

high, and comparable to single task performance, as long as multiple tasks do not overlap in 

terms of their required processing resources.  

Vickery et al. (2010) used two distinct phases as training and test. In training phase, 

WM load was applied as a secondary task in which observersô WM was occupied for example 

by: color, dot patterns, dot locations, or multiple targets, together with the visual search (i.e., 

contextual cueing) task. In the test session, visual search was performed without a concurrent 

WM task. Under these conditions, Vickery et al. (2010) observed a reliable cueing effect in 

the test session, suggesting that context cueing does not rely on central WM or divided 

attention resource, thus supporting the multiple-resource-pool hypotheses. However, later 

studies challenged these results, claiming that WM load actually impairs contextual cueing 

(Manginelli, Geringswald, & Pollmann, 2011; Travis, Mattingley, & Dux, 2013). Manginelli 

et al. (2011) combined the visual search task with either a visuospatial or a non-spatial (i.e., 

color) WM task and found that WM for spatial locations, but not for color, interfered with the 

cueing effect. Travis et al., (2013) manipulated the number of items to be held in WM during 
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the search task and found a parametric modulation of the cueing effect, that is to say that the 

effect decreased as WM load increased. The studies by Manginelli et al. (2011) and Travis et 

al. (2013) suggest that spatial contextual cueing and WM might be driven by a common 

resource (single-resource-pool hypotheses). In a sense, WM may be considered as the area 

that links contents from long-term context memory with the current search display input.  

The difference between the outcomes of the studies mentioned above is interesting in 

another aspect, namely the processes of context learning that are affected by a concurrent 

spatial WM task. Nissen and Bullemer (1987; see also Jiang & Leung, 2005), made a 

distinction between the acquisition and expression of implicit memory, corresponding to the 

processes of learning and retrieval of context memory. In their study, Vickery et al. (2010) 

examined contextual cueing under dual-task conditions only in the learning, but not in the test 

phase, with these phases intended for the investigation of the processes of learning and 

retrieval, respectively. Their results are therefore only valid with regard to the independence 

of WM and the learning of repeated visual search displays. In contrast, Manginelli et al. 

(2011) and Travis et al. (2013) addressed the contribution of spatial WM to contextual cueing 

only during the retrieval of contextual cues. Thus, the question of whether spatial WM 

influences the expression or retrieval of learned contexts has not yet been investigated in a 

fully orthogonal design. The critical studies examined the contribution of different forms of 

WM  (i.e., color, spatial) to context-based search guidance, but they did not investigate other 

forms of WM load. One such load is executive load, resulting from the requirement to 

schedule the WM and visual search tasks under dual-task conditions. These issues were 

brought to research by subsequent studies (Manginelli et al, 2013; Annac et al, 2013). 

Manginelli et al. (2013) applied spatial WM load together with the visual search task 

either in the learning or in the test phase. They found that cueing-related RT gains were 

reduced under spatial WM load in the test phase, supporting Travis et al.ôs (2013) findings. In 

the learning phase, however, spatial WM load did not influence contextual cueing (a finding 
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in line with Vickery et al., 2010). They concluded that not learning, but the expression of 

learned configurations, is affected by the spatial WM load. Annac et al. (2013) went on to 

examine the contribution of a common executive resource pool (Baddeley, 1986) to the visual 

search and WM tasks. They reasoned that performing a secondary task in addition to the 

search task would increase the executive demands, and thus eventually impair contextual 

cueing. Annac et al. (2013) considered this possibility, and added a new factor relating to the 

distinction between spatial WM and executive WM, in order to clarify whether the expression 

of contextual cueing is hampered by spatial and / or executive WM. In their experiments, the 

secondary spatial WM task was applied before, after, or concurrently, with the contextual 

cueing task (measuring the effects of executive and spatial WM, respectively). The results 

suggested that spatial WM load hampers contextual cueing in the expression of learned 

contexts, and this effect is independent of executive WM demands (see chapter 3 for more 

details). Just like the effects of selective attention, the findings above favor the modulatory 

role of divided attention in contextual cueing that is pronounced on the expression of learned 

spatial configurations. 

1.5 Automatic and controlled processing in contextual cueing: Extended training under 

a demanding secondary task 

There is the possibility that a secondary WM task may not always impair visual search 

/ contextual cueing. Schneider and Shiffrin (1977) claimed that attentional performance 

improves with extended task practice, and this practice-dependent improvement in search 

performance relies on the characteristics of the current task. Concerning this, Schneider and 

Shiffrin (1977) made a distinction between automatic and controlled processes, with only the 

former benefitting from task practice. Schneider and Shiffrin (1977, pp. 2ï3) defined the 

automatic attention response as a special type of process that directs attention automatically to 

the target stimulus. In contrast, a controlled process is a process wherein ña temporary 

sequence of nodes activated under the control of, and through attention by, the subject.ò 
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Moreover, it was suggested that controlled processes are ñtightly capacity limitedò. The 

differences between automatic and controlled attention processes were initially studied in two 

search conditions: consistent and variable mapping. In the consistent search condition, the set 

of target stimuli was constant throughout the experiment. It was surmised that under 

consistent mapping, automatic attention processes can develop, which previously differed in 

the degree of automaticity (here the claim was made that the development of full automaticity 

typically requires hundreds of trials). In the variable mapping condition, a stimulus that was a 

target, and thus required a response in one trial, was a distractor in another trial, and thus 

required a different (withholding) response in the next trial. Under this variable mapping 

condition, the coupling of a certain stimulus onto a certain response is impossible, as a result 

observers cannot form a consistent mapping between a stimulus and its associated response. 

According to Shiffrin and Schneider (1977), this prevents the development of automatic 

attention processes.  

Schneider and Shiffrinôs (1977) work has received a great deal of interest as it shows that 

attention performance improves with increased practice on the task, given consistency of the 

mapping between a target template and its response requirements. In subsequent work, 

Schneider and collaborators (e.g., Schneider & Fisk, 1982) further addressed the issue of 

automatic versus controlled processing by combining consistent and variable mapping in a 

single task. In more detail, Schneider and Fisk (1982) examined the development of 

automaticity in single- and dual-task conditions, which was measured by the slope of the 

function relating behavioral performance (i.e., signal detection accuracy) with time (i.e., 

number of trials), in the experimental task. In single-task conditions, observers were required 

to perform either the consistent or the variable mapping task across an entire block of (48) 

trials. In essence, they had to report the display, or frame, when a predefined target was 

present in streams of rapidly presented displays (a kind of rapid serial visual presentation 

task). Observers were informed about the respective target at the beginning of each trial. In 
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the dual task condition, half of the trials were consistent-mapping, and the other half were 

variable-mapping trials, with the order of (single vs. dual condition) blocks being a random 

variable. There were two important findings: (1) observers improved their search detection in 

the consistent-mapping, but not in the variable-mapping condition (replicating Shiffrin & 

Schneiderôs 1977 results), which was independent of whether they performed the consistent-

mapping or variable-mapping conditions in an isolated or combined manner (corresponding to 

single-blocks or dual-blocks, respectively). (2) For the consistent-mapping condition, the 

practice-dependent gain in performance was even higher under dual-task conditions. 

Schneider and Fisk (1982, p.277) argued that controlled processes (in variable-mapping 

blocks) can act as a ñétraining wheeléò (p.277) for automatic performance (in consistent-

mapping blocks). In a sense, performance on a controlled task would leave no processing 

resources left for the automatic task and thus, maximize the development of automaticity. 

Re-evaluating the above findings on the dependency of contextual cueing from spatial 

working memory in light of the dichotomy between automatic and controlled processes, 

would give new impetus for the development, and testing of, the relation between contextual 

cueing and working memory. If one considers contextual cueing as a form of skill, or 

procedural learning (see, e.g., Chun & Phelps, 1999 for the development of this idea), that is 

basically as a form of automatic processing (Schneider & Shiffrin, 1977), then this would lead 

to the somewhat paradoxical prediction that context effects come to the forefront, specifically 

under conditions of a demanding (and controlled) secondary task, such as a spatial WM task. 

In Annac et al. (in preparation; see chapter 4) we investigated this hypothesis. We combined 

the visual search (contextual cueing) task with a secondary spatial WM task. In contrast to 

previous investigations (on the coupling between contextual cueing and WM; refs see above), 

we adopted a paradigm similar to that of Schneider and Fisk (1982), in which we presented 

repeated displays interchangeably in a single (search-only) versus dual (search-and-WM) 

blocks of trials. Under these conditions, it was surmised that the spatial WM task should soak 
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up attentional resources, leaving no room for controlled processing to spill over to the search 

task / contextual cueing. This should then foster the development of automatic processing 

(i.e., retrieval from context memory), manifesting a contextual cueing effect even in the 

presence of a demanding spatial WM task. The results supported our hypothesis in that we 

found a reliable context-based guidance of visual search when the search task was performed 

together with a concurrent spatial WM task. Findings along these lines would suggest 

contextual cueing as a form of memory-based automaticity (see, e.g., Chun & Jiang, 1998, for 

this view).  

1.6 Explicit recognition of contextual cueing measured by eye movements 

1.6.1 The debate on implicit and explicit context memory 

In many studies, contextual memory was considered as an implicit mechanism (Chun 

& Jiang, 1998; Jiang, Song, & Rigas, 2005; see review Goujon, Didierjean & Thorpe, 2015). 

However, recent theoretical and methodological reports challenged this account, and started a 

discussion on the nature of contextual memory by claiming that awareness in contextual 

cueing is not always absent (Smyth & Shanks, 2008; Schlagbauer, Müller, Zehetleitner & 

Geyer, 2012; Vadillo, Konstantinidis, & Shanks, 2016; but see Colagiuri & Livesey, 2016 for 

recent evidence of implicit context). The issue about the memory system underlying 

contextual cueing has led to a thorough debate on single- (implicit and explicit) or two-

memory (implicit vs. explicit) systems. Single memory system claims that although 

contextual memory is acquired incidentally (automatically) in the course of the visual search 

task, it is still consciously / strategically accessible when queried later, by means of an 

explicit recognition test. Two-memory system predicts the opposite, namely that (implicit) 

context memory established through the visual search task is inaccessible for conscious 

reports. 

Standard recognition tests of contextual cueing consist of 24 trials (i.e., 12 repeated 12 

non-repeated displays), which compares to some 400 trials (200 repeated, 200 non-repeated) 
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in the visual search task. An explicit cueing effect would have to be massive in order to be 

statistically detected. This methodological weakness of the current recognition tests was made 

óexplicitô recently. For example, Smyth and Shanks (2008; see also Vadillo et al., 2016) 

claimed that evidence for explicit contextual cueing may be revealed when larger numbers of 

recognition trials are used. In their experiments, they implemented 4 blocks of 24 recognition 

trials (i.e., overall 96 trials with 48 repeated displays, in which each repeated configuration 

was presented twice) rather than presenting the typical 24 trials to measure awareness about 

repeated visual search displays. Using this extended, and statistically more powerful, 

recognition test they found evidence for explicit contextual cueing. This they attributed to the 

operation of a single memory system in the context-based guidance of visual search. 

Similarly, Vadillo, Konstantinidis, and Shanks (2016) performed a meta-analysis of 73 

studies of contextual cueing that includes statistics from 181 awareness tests. While the 

majority of individual studies found no evidence of explicit learning in contextual cueing, 

Vadillo et al.ôs (2016), meta-analytic estimate of awareness (i.e., mean Cohenôs dz) was 0.31 

[with a 95 % CI ranging from 0.24ï0.37]) and thus indexing awareness in contextual cueing. 

The claim was that, null-findings in many previous studies reflect false negatives that were 

likely due to insufficient statistical power.  

Other researchers approached the issue of the implicit versus explicit nature of context 

learning from a different angle, using alternative measures of explicit context learning in 

repeated visual search. For instance, Schlagbauer, Müller, Zehetleitner, and Geyer (2012) 

used brief display presentations and asked observers about their visual experience, and their 

confidence of seeing the target stimulus after each trial. The results showed a reliable 

contextual cueing effect and higher clarity in both consciousness measures for repeated 

compared to non-repeated displays. It was concluded that, contextual cueing is associated 

with increased visual experience (and confidence) about the target stimulus. Although 

Schlagbauer et al. (2012) could not distinguish between sensitivity and response bias in their 
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clarity ratings, in their subsequent work they could distinguish between these two 

(Schlagbauer, Rausch, Zehetleitner, Müller, & Geyer, in revision). The important findings of 

this study were that context memory improved visual search, and at the same time increased 

observersô insight or metacognition about the processing of the search displays. The finding 

about increased metacognition of display parameters in repeated displays would complement 

findings from, e.g., Smyth and Shanks (2008), and align well with recent findings suggesting 

that context memory receives support from brain structures that are usually associated with 

explicit (i.e., declarative) forms of learning (see Chun & Phelps, 1999; Geyer, Baumgartner, 

Pollmann, & Müller, 2012). Spatial context memory may therefore be conceived as a device 

that stores relational information independent of how this information is encountered or 

learned (i.e., incidentally or strategically). Context memory also differs largely from other 

forms of explicit memory. For instance, it is robust against interference in that it can last up to 

several weeks (e.g., van Asselen & Castelo-Branco, 2009). It also shows great capacity (i.e., 

observers are able to form contextual memory for as many as 60 repeated displays; cf. Jiang, 

Song, & Rigas, 2005). However, context memory lacks flexibility, in that, changes of the 

target location in a constant distractor arrangement are not incorporated in the existing 

memory representation (Zellin, von Mühlenen, Müller, & Conci, 2014; see chapter 2 of this 

thesis). Furthermore, repeated search displays are represented in context memory with regard 

to a highly specific (viewer-centered) reference frame. That is to say, contextual facilitation of 

RT performance is strongest if the orientation of the test display is identical to that of the 

learning display (Chua & Chun, 2003). In a very recent investigation, Colagiuri and Livesey 

(2016) found no correlation between explicit recognition and contextual cueing when using 

very large samples; of N > 600 observers (such a correlation would be expected by a single 

memory system especially with large samples, cf. Vadillo et al., 2016). The authors concluded 

that contextual cueing of visual search is supported by an implicit memory system.  
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In summary, the memory underlying visual context learning is accessible for 

conscious reports and receives support from brain structures that are typically concerned with 

explicit (i.e., relational) learning. In contrary, context representations are relatively inflexible 

in that the search items are bound in an inseparable representation, without access to the 

individual elements (e.g., Zellin et al., 2014). This raises the question of whether spatial 

context learning is really an explicit effect.  

1.6.2 The role of eye movements in context memory 

Although explicit measurements provide information about conscious awareness in 

contextual cueing, eye movement data may further provide insights into understanding 

conscious accessibility and inaccessibility of context memory. This is because eye movements 

have been suggested as a very sensitive measurement of learning and memory (see, e.g., 

Hannula et al., 2010). Moreover, previous studies investigating contextual cueing found that 

the number of eye fixations together with reaction times decrease in repeated displays 

(Peterson & Kramer, 2001; Tseng & Li, 2004; Brockmole & Henderson, 2006; Manginelli & 

Pollmann, 2009; Schlagbauer, Mink, Müller, & Geyer, 2017). As a novel approach, recent 

studies recorded eye movements during explicit recognition of learned displays, to understand 

whether memory about these displays can modulate memory-sensitive eye fixations. The 

studies suggested that learned and non-learned displays can be distinguished even though 

participants are unaware of the learned content (Ryan, Althoff, Whitlow, & Cohen, 2000; 

Hannula & Ranganath, 2009; Hannula, Baym, Warren, & Cohen, 2012). Eye movements 

occurred very rapidly after stimulus onset, which also suggests that they reflect memory effect 

(rather than strategic decision variables, e.g., Hannula, Ryan, Tranel & Cohen, 2007). 

Findings along these lines gave rise to the hypothesis that conscious reports involve two 

separate processing stages (see, e.g., Moscovitch, 2008; Sheldon & Moscovitch, 2010). 

During stage one, learned content is retrieved automatically and without concomitant 

awareness, and the retrieved memory contents may be revealed by óindirectô measurement 
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(e.g., Merikle & Reingold, 1991), such as reaction times or oculomotor measurements (e.g., 

Hannula & Greene, 2012). During the second, slower stage of processing, retrieved contents 

may become consciously accessible and can influence ódirectô measurements (of explicit 

recognition task performance).   

In the fourth empirical study (see chapter 5 for the details), we investigated such a 

process-based account of memory in relation to contextual cueing. We recorded eye 

movements during an explicit recognition task and compared observersô fixational dwell 

times between correct and incorrect trials.  Note that we also used a novel (generation) 

recognition task, in which the target was substituted by an additional distractor element. 

Observersô task was to judge the location of the substituted target, which required spatial 

memory. Fixational dwell times were recorded in the targetôs substituted quadrant. 

Interestingly, dwell times were higher for correct responses relative to incorrect responses (hit 

versus false alarms, respectively), suggesting that eye movements can distinguish correct 

from false context memory. However, the relationship between eye movements and context 

memory does not necessarily prove a causal relationship between gaze or overt attention, and 

retrieval from context memory. For this reason, we conducted a second experiment, in which 

we manipulated the generation task. Participants were again encouraged to make a decision 

about the quadrant of the substituted target. However, this time they were additionally 

required to hold their gaze at a certain location (quadrant) of the recognition displays, which 

was either consistent (spatially overlapping) or inconsistent (spatially disparate) with the 

quadrant of (substituted) target stimulus (cf. Johansson & Johansson, 2014). With this 

procedure, we were able to determine whether covert attention is a requirement for conscious 

retrieval from context memory. The results showed higher memory accuracy for consistent 

relative to inconsistent trials. In a follow-up experiment, we applied a related procedure to the 

visual search task. In a gaze-contingent eye-tracking experiment, the quadrant that contained 

the target was blurred upon observersô fixation of this quadrant. This was done in an attempt 
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to further clarify the role of attention (fixations) in contextual cueing, and explicate a two-

stage retrieval model of the context effect. The idea is that the information learned in 

contextual cueing is: (a) initially unconscious, but (b) can possibly become conscious with the 

intervention of visual attention. While (b) is perfectly in line with the results, (a) would have 

required further testing. For this reason, we implemented gaze-contingent eye tracking in a 

contextual cueing experiment to blur (mask) the target quadrant upon its fixation. Observers 

could therefore solve this task only with peripheral vision. The results showed a reliable 

contextual cueing effect, even when overt attention is unavailable for retrieval from context 

memory during the search task. This is an important pattern of findings suggesting: (1) a two-

stage model of retrieval may be a proper account of contextual cueing, and (2) selective, 

focal, attention can bring the output of the first, unconscious stage to a conscious stage. In 

other words, focal attention is a prerequisite for conscious retrieval from context memory but 

not necessarily for the context-based guidance of visual search.  

1.7 Thesis overview 

The present thesis assumes a bi-directional relationship between attention and context 

memory, a form of search guidance acquired through repeated encounters of identical 

arrangements of visual search displays. On one hand, selective attention and visual search 

receive support from context memory, which is the issue that has been investigated in many 

cognitive-neuroscientific studies (cf. chapter 1.2). On the other hand, spatial context memory 

is itself dependent on attention, which is the focus of the current thesis. These dependencies 

apply to both aspects of attention: selectivity, and processing resources deployed.  

Study 1 investigated the role of bottom-up attention, i.e., spatial grouping, on context 

memory and found a gradual influence of attention on the initial learning and later adaptation 

of context memory (attention effects were larger in the adaptation of contextual cues). Study 2 

examined secondary task effects on contextual cueing of visual search, and showed that 

resource-limited attention is necessary to retrieve learned display arrangements from memory, 
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where contextual cueing diminished (or recovered) in the presence (or absence) of an 

attention-demanding secondary WM task. These influences were due to spatial, not executive, 

load coming from the secondary WM task. Study 3 further investigated the effect of spatial 

WM on the retrieval of learned display arrangements. Particular emphasis was given to the 

practice regime. In study 3, which was in contrast to study 2, we introduced single-blocks and 

dual-blocks, the latter containing trials with both search and WM task. These dual-blocks 

should facilitate the development of automaticity, i.e., the independence of context memory 

from limited-resource attention. The results showed reliable contextual cueing under a 

concurrent spatial WM task. This may suggest that the requirement of context memory from 

divided attention depends on the strength of automaticity (of retrieval from context memory). 

Study 4 studied the impact of selective attention on context learning during an explicit 

recognition task. The major finding was that attention is a necessity for the conscious retrieval 

from contextual memory.  
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2.1 Abstract 

In everyday scenes, searched-for targets do not appear in isolation, but are embedded 

within configurations of non-target or distractor items. If the position of the target relative to 

the distractors is invariant, such spatial contingencies are implicitly learned and come to guide 

visual scanning (ñcontextual cueingò). However, the effectiveness of contextual cueing 

depends heavily on the consistency between bottom-up perceptual input and context memory: 

following configural learning, re-locating targets to an unexpected location within an 

unchanged distractor context completely abolishes contextual cueing, and gains deriving from 

the invariant context recover only very slowly with increasing exposure to the changed 

displays. The current study induces variations of the local target context, i.e., item density, to 

investigate the relation between this factor and contextual adaptation. The results showed that 

learned contextual cues can be adapted quickly if the target is re-positioned to a sparse local 

distractor context (consisting of 1 neighboring non-target item), as compared to no adaptation 

with a dense context (with 3 surrounding non-targets). This suggests that contextual 

adaptation is modulated by spatial factors and is not per se limited by order effects in the 

learning process.  
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2.2 Introduction  

Scanning a complex environment is a highly demanding process. Given this, having 

consistent context information can help to guide visual search and object recognition. One 

approach to studying memory-based visual search is provided by the contextual cueing 

paradigm (Chun & Jiang, 1998). In the standard paradigm, observers perform a relatively 

difficult search for a target letter T amongst letter L distractors. Unbeknown to them, half of 

the trials contain stable, i.e., repeated target-distractor (spatial) arrangements. The key finding 

is that reaction times (RTs) are faster to repeated than non-repeated displays, indicating that 

contextual regularities are learned and come to guide, or ñcueò visual search. While the 

importance of contextual memory to perception and attention is now widely acknowledged 

(see, e.g., Cheung & Bar, 2012), recent work has shown that context memory is also severely 

limited. For example, Conci and collaborators reported that once observers have acquired a 

memory representation for a given target-distractor context, changes of the target location ï 

within a repeated, i.e., unchanged, distractor layout ï are difficult to incorporate in the 

existing configural memory representation (e.g., Zellin, von Mühlenen, Müller, & Conci, 

2014, see Fig. 1). The present study induces target position changes in learned distractor 

contexts under conditions that carefully control local item density, in order to examine how 

this factor affects the adaptation of contextual cueing. 

2.2.1 Lack-of-adaption of contextual cueing 

In their seminal study, Chun and Jiang (1998; see also Jiang, Song, & Rigas, 2005) 

proposed that the memory underlying contextual cueing is of high capacity. However, while 

learning of contextual information is efficient to acquire spatial regularities, it has 

nevertheless turned out to be remarkably inflexible to adapt learned regularities subsequent to 

environmental changes. For example, a number of experiments suggest that contextual cueing 

does not recover easily after target location changes within a learned display (Conci, Sun, & 

Müller, 2011; Zellin, Conci, von Mühlenen, & Müller, 2013; Makovski & Jiang, 2010; 
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Manginelli & Pollmann, 2009). These studies typically consisted of two phases: learning and 

test. The key manipulation was a change of the target location at the transition from the 

learning to the test phases while keeping the distractor locations unchanged (see Fig. 1 for an 

illustration of the basic procedure). The main findings were that (i) contextual cueing was 

substantially reduced immediately after the target location change; and (ii) the effect 

recovered only with massive amounts of training on the changed displays (see Zellin et al., 

2014, who had their observers perform 3.600 trials on the changed displays across several 

days, with contextual cueing recovering only after some 1500 trials following the presentation 

of the ñrelocatedò displays). ï It should be noted that the problem to re-instantiate contextual 

cueing after a change of the target location is unlikely to result from limitations in memory 

capacity. For instance, Jiang et al. (2005) reported reliable contextual cueing across five days 

of training, where observers were presented with variable sets of repeated displays on each 

day. Thus, while the capacity of the memory underlying contextual cueing is quite large, the 

adaptation of the cueing effect subsequent to a change of the target location (in an otherwise 

invariant layout) appears to be much less efficient. 

The lack of adaption may at least in part suggest a primacy effect in contextual cueing (see 

Junge, Scholl, & Chun, 2007), with learning being largely confined to early phases of the 

experiment. However, such a ñturn-offò of learning would be highly maladaptive in the real 

world since statistical structure ï which is usually present in the environment ï would go 

undetected.  

Arguably, though, temporal constraints on learning may not be the only conceivable 

reason for the failure to adapt contextual cues. One other, as yet unexplored cause may relate 

to bottom-up, spatial grouping processes. For instance, it has been shown that visual search is 

aided by perceptual, i.e., spatial, grouping, effectively making it easier to detect and / or 

recognize a target within grouped regions compared to the processing of individual items 

(e.g., Conci, Müller, & Elliott, 2007; see also Han, Humphreys, & Chen, 1999, for a 
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comparison of the effectiveness of different grouping mechanisms in vision). Such grouping 

and segmentation processes may reveal a crucial influence on paradigms that examine the 

adaptability of contextual cueing. For instance, it is possible that in changed displays, the 

target and the distractors may be grouped together, thus forming a segmentable region (Conci 

& von M¿hlenen, 2009) or a ósalientô cluster of items that is prioritized for the assignment of 

bottom-up attention. Thus, because the search display is removed upon the response, 

insufficient time may be available for the system to encode, i.e., (re-)learn, the spatial target-

distractor relations (e.g., Ogawa & Kumada, 2008) or there may be no incentive for (re-) 

learning as the target is found efficiently. Note that these accounts are neutral as to whether 

bottom-up attention affects the processes of the build-up, i.e., acquisition of a new association 

between the changed target position and the old distractor context or the expression, i.e., 

retrieval of this (adapted) representation from context memory. 

Alternatively, the rich local context provided by (attended) grouped regions might facilitate 

the acquisition of the new target-distractor associations ï thus promoting the adaptation of 

contextual cueing. It has, in fact, been shown that contextual cueing is particularly effective 

within segmented regions of an invariant display (Conci, Müller, & von Mühlenen, 2013; 

Hodsoll & Humphreys, 2005; Geyer, Shi, & Müller, 2010). In this view, presenting a changed 

target in a dense cluster of distractors may, in fact, facilitate the adaptation of contextual 

cueing because the dense local context surrounding the relocated target would allow a learned 

context to be effectively associated with the novel target location.  

On this background, the present study was designed to test the effects of spatial 

grouping on contextual adaptation by systematically varying the number of distractors in the 

(relocated) targetôs immediate context. This manipulation is based on findings showing that 

contextual cueing is almost entirely supported by memory of individual target-distractor 

associations formed in the local vicinity, i.e., quadrant, of the target (Brady & Chun, 2007). 

Applied to the adaptation of contextual cueing, a manipulation of local target density should 
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facilitate shifts of attention towards the grouped region either curtailing the time available for 

encoding individual distractor locations and thus updating the contextual memory 

representation (local-grouping hypothesis), or, alternatively, promoting the acquisition of new 

local target-distractor associations in the grouped ï contextually-rich ï region, engendering 

the rapid adaptation of contextual cueing (local-learning hypothesis). On both accounts, fast 

(bottom-up) stimulus- and comparatively slower (top-down) memory-based processes would 

provide separable sources of information for search guidance, where contextual cueing acts in 

the way of memory-based automaticity (e.g., Logan, 1988; Chun & Jiang, 1998). Thus, 

although cueing operates automatically, it requires the activation of memory representations 

by the search array, which provides the guidance signals.  

2.2.2 Rationale of the present study 

In a departure from previous adaptation studies, which did not control for local density 

effects, the present study was designed to examine for the effects of local item density on 

contextual cueing by contrasting dense versus sparse distractor contexts. The study consisted 

of four experiments. Experiment 1 was a baseline experiment that investigated the ódefaultô 

processes of contextual learning and adaptation using arrangements of letter stimuli with the 

aim to replicate the basic pattern revealed in previous experiments. This experiment was 

divided into a learning and test phase, measuring contextual learning and adaptation, 

respectively. The critical manipulation was a change of the target position at the transition 

from the learning to the test phase (while keeping distractor locations unchanged). In 

Experiment 2, the placement of the target in the learning and test sessions was carefully 

controlled (unlike in Experiment 1 and in previous studies, where item locations were selected 

randomly), allowing the effects of spatial grouping on contextual cueing adaptation to be 

investigated. Specifically, in the initial learning phase, the target was positioned in such a way 

that it was always surrounded by two distractor items (see Fig. 1). In the subsequent test 

phase, distractor-dense and distractor-sparse contexts were introduced, consisting of three 
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and, respectively, one distractor in the vicinity of the re-positioned target. In Experiment 3, 

distractor-dense and distractor-sparse contexts were introduced already in the initial learning 

phase in order to investigate how this factor affects the initial build-up of contextual cues 

(over and above the effects of density on the adaptation of learned contextual cues). Finally, 

Experiment 4 investigated the effects of spatial grouping on learning of a new set of repeated 

displays subsequent to initial learning of a different set of displays. In this experiment, 

distractor-dense and distractor-sparse contexts were novel in a sense that the respective 

arrangements were not shown in the previous learning phase.  
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Fig. 1. Examples of repeated search displays used in the present experiments. During 

learning, observers are presented with invariant target-distractor layouts to promote 

contextual learning of the repeated displays. In the subsequent test phase, the location of the 

target is changed whereas the context of distractors remains as before. Experiment 1 was a 

baseline, introducing a change of the target location at the transition from the learning to the 

test phase while keeping the distractor arrangement constant. In Experiment 2, in addition to 

the changes of the target location, displays in the learning phase (left panel) always contained 

two distractors in the immediate surround of the target location. In the subsequent test phase 

(right panel), targets were presented in local contexts of one or three distractors (sparse or 

dense display conditions), respectively. Experiment 3 consisted of only a learning phase to 

examine the impact of sparse and dense display conditions on the initial learning of context 

cues. Experiment 4 tested the effect of density on new learning using the same procedure as 

Experiment 2, except that a novel set of distractor-dense and distractor-sparse displays was 

shown in the test phase. The grey squares, of approximately 7.5Á x 7.5Á, mark the targetôs 

local context and are provided here for the purpose of illustration only.  
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2.3 Experiment 1 (baseline) 

The purpose of Experiment 1 was to show, in the first instance, that with our stimuli 

we can actually replicate previous findings showing a general lack of adaptation in contextual 

cueing to relocated targets (e.g., Zellin et al., 2014).  

2.3.1 Method 

Participants and Setup 

For Experiment 1, we tested a sample of N=20 observers (Experiments 2 and 3: N=14 

observers each; Experiment 4: N=13 observers). But following previous investigations of 

contextual cueing (e.g., Conci & Müller, 2012; Kunar & Wolfe, 2011; Olson, Chun, & 

Allison, 2001; Zellin, Conci, von Mühlenen, & Müller, 2013), of these 20 participants we 

took into account only those who displayed an above-zero contextual cueing effect (RT [non-

repeated display] minus RT [repeated display] > 0) in the learning phase. The rationale of this 

was that observers who fail to display contextual cueing in the learning phase are likely to 

acquire memory of the target in relation to the stable distractor configuration only later on, 

that is, they only show successful learning of relocated targets in the test phase (see, e.g., 

Zellin et al., 2013, who, in an analysis of N=38 excluded observers, showed this effect of late 

contextual learning). Conceivably, such (late) contextual learning of relocated targets may be 

preceded by some (target-independent) configural learning initially, with the target-context 

association being formed only later, during the test phase (cf. Beesley, Vadillo, Pearson, & 

Shanks, 2016). Thus, in order to examine true adaptation of previously learned target-

distractor associations, rather than late learning, observers with negative contextual cueing 

scores in the learning session were excluded from the study (N=7 observers in Experiment 1, 

N=1 observer each in Experiments 2 and 3, and N=0 observers in Experiment 4). These 9 

excluded observers showed a mean negative contextual cueing effect of 24 ms in the learning 

phase and a mean positive effect of 84 ms in the test phase (see Appendix).  
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Amongst the 13 participants in Experiment 1 with positive contextual cueing effects in the 

initial learning phase (6 female; mean age: 27.1 years, sd: 3.83), all reported normal or 

corrected-to-normal vision and were naïve as to the purpose of the study. Prior to the 

experiment, participants provided written informed consent and were compensated with either 

course credit or monetary payment (8 Euro, i.e., ~9 USD). ï Note that the sample sizes of our 

remaining, selected group of observers (N=13 observers in each experiment) are comparable 

to the sample sizes in previous studies that investigated multiple target location learning in 

contextual cueing, including the pioneering study of Chun and Jiang (1998). 

Stimuli and Design 

The experiment was programmed in Matlab (version 7.5.0.342 R2007b), in 

combination with the OpenGL-Psychtoolbox extension (Brainard, 1997), and run on an Intel 

computer. Search displays used in both the learning and test phases contained one target and 

11 distractor stimuli. The target was a T-shape, rotated by either 90° or 270°, distractors were 

L-shaped and were rotated by either 0°, 90°, 180° or 270°. All stimuli subtended 0.7° x 0.7° 

of visual angle and were presented in white color (67.0 cd/m
2
) on a grey background (33.1 

cd/m
2
). The items of a search display were presented in the cells of an invisible 6×8 matrix. 

Cell size was 2.5º×2.5º. The items were slightly jittered (0.1º×0.1°) to prevent collinearities in 

the display.  

Learning (phase 1) 

The learning phase consisted of 384 trials divided into 24 blocks of 16 trials. Each 

block contained two different types of search displays: 8 repeated and 8 non-repeated 

displays. In repeated displays, the location of the target and the location and identities of 

distractors were held constant across trials. Non-repeated displays were generated anew on 

each trial. In order to equate target location repetition effects across the two conditions, the 

target was presented equally often at a fixed set of 16 locations across learning: 8 locations 

were used for repeated 8 (different) locations for non-repeated displays.  
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Test (phase 2) 

The test phase was almost identical to the learning phase. There were 384 trials 

divided into 24 blocks of 16 trials. The major change consisted of the placement of the target 

at a novel location, while keeping the distractor locations unchanged (in the repeated 

condition). 16 new target locations were selected at the beginning of the test phase. 8 

locations were used in repeated and 8 (different) locations in non-repeated displays. These 

new target locations were chosen in a way to equate the distances between old and new 

locations across the two types of displays (6.9° and 7.0° in repeated and non-repeated 

displays, respectively). 

Procedure 

Observers received written instructions at the beginning of the experiment. The 

experiment started with a practice session (16 trials) to familiarize observers with the task. 

The practice session was immediately followed by the learning and test sessions. Each search 

trial started with the presentation of a black fixation cross at the center of the screen for 500 

ms. The search array was presented subsequently and remained until a response was issued. 

Participants were to respond as fast and as accurate as possible to the orientation of the target 

stimulus. If the target was tilted to the left (right) they pressed the left (right) key of the 

computer mouse with their left (right) index finger. After an erroneous response, a red 

horizontal line was presented for 1000 ms. The inter-trial interval was 500 ms.  

At the end of the search experiment, observers performed a yes-no recognition test, intended 

for the assessment of explicit memory of the repeated configurations (cf. Chun & Jiang, 

1998). To this end, 8 repeated displays from the initial learning session and 8 newly 

composed displays were shown and observers were asked to indicate whether or not they have 

seen a given display previously (by pressing the left and right mouse keys; unspeeded 

responses). 
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2.3.2 Results and Discussion 

Data analysis was performed using R (R Core Team, 2014). Both frequentist and 

Bayes analyses were performed. Bayes Factors were calculated using the package 

BayesFactor (Morey & Rouder, 2015). The natural logarithm of a Bayes factor (BF10) is 

reported, with values greater than 1 [= log(3)] providing substantial, and values greater than 

2.3 [= log(10)] strong evidence for the alternative hypothesis (Wetzels et al., 2011). Error 

trials and trials with extreme RTs (outside 2.5 SDs from the individual mean) were discarded. 

Accuracy 

Overall response accuracy was 98.8%. A repeated-measures analysis of variance 

(ANOVA) on the error rates with the factors phase (learning vs. test) and display type 

(repeated vs. non-repeated displays) revealed neither of the main effects nor their interaction 

to be significant (all Fôs<1). If anything, error rates were slightly lower in the learning than in 

the test session (1.2% vs 1.3%). 

RT performance 

RTs in the learning phase were collapsed into four epochs, with each epoch 

representing an average of six consecutive blocks, so as to obtain reasonably stable RT 

estimates over time. For the learning phase, a 2 (display type: repeated, non-repeated) x 4 

(epoch: 1-4) repeated-measures ANOVA revealed main effects of display type, F(1,12) = 

15.38, p<.01, BF10=12.87, and epoch, F(3,36) = 16.16, p<.001, BF10=5.48. For the test phase, 

by contrast, a 2 x 4 repeated-measures ANOVA failed to yield a significant main effect for 

either display type, F(1,12)=0.11, p=.73, BF10=0.15, or epoch, F(3,36)=2.80, p>.05, 

BF10=0.02. As shown in Fig. 2 (panels A1 and A2), the contextual cueing effect (i.e., RTs for 

non-repeated minus repeated displays) dropped substantially between the learning and test 

phases (71 vs. 6 ms) and did not recover even with extended practice on the changed displays. 

This pattern clearly replicates previous (own) results relating to the lack of adaptation in 

contextual cueing (see Fig. 3). Specifically, in our previous work, we conducted six other 
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experiments on the adaptation of contextual cueing. All experiments revealed reliable 

differences in contextual cueing obtained between the learning and test sessions (all pôs <.01). 

An overview across all (85) observers in the present Experiment 1 and the previous 

experiments revealed a mean contextual cueing effect of 131 ms in the learning phase, which 

compares to a contextual cueing effect of only 4 ms in the test phase (reduction: 97%). This 

pattern of results suggests that, while contextual cueing can provide a (potentially) powerful 

mechanism of search guidance, this mechanism is severely limited in its ability to adapt to 

target location changes.  
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Fig. 2. Results of Experiments 1-4. Panels A1 and A2: Contextual cueing as a function of 

phase (panel A1) and epoch (panel A2) in the baseline Experiment 1. Panel B: Experiment 2. 

Contextual cueing in learning and test, where the test phase presented a target location change 

in otherwise unchanged distractor-sparse and distractor-dense displays. Panel C: Experiment 

3. Contextual cueing arising from dense and sparse displays in the initial learning session. 

Panel D: Experiment 4. Contextual cueing in learning and test, where the learning phase was 

identical to Experiment 1 and the test used a novel set of previously unseen distractor-dense 

and distractor-sparse displays. Contextual cueing is computed by subtracting reaction times to 

repeated displays from reaction times to non-repeated displays. Error bars represent the 

standard error of the mean.   



 

~ 53 ~ 

 

 

 

Fig. 3: Overview of seven experiments (with N=85 observers) showing that contextual cueing 

drops massively after target location changes at the transition from a learning to a test phase 

(white and dashed bars, respectively). Note that the distractor layout remained unchanged 

throughout the entire experiments. Experiments: (1) Experiment 1 of the current study; (2) 

Conci et al. (2011), Experiment 1; (3) Conci & Müller (2012), Experiment 2; (4) Zellin et al. 

(2013), Experiment 1A; (5) Zellin et al. (2013), Experiment 1B; (6) Zellin et al. (2013), 

Experiment 3; (7) Zellin et al. (2014), Experiment 1 (mean contextual cueing for test 

summarizes performance on day 1).   
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Recognition Test 

Observerôs ability to recognize repeated displays was estimated by using the signal 

detection measure d prime [d' = Z (hit rate) ī Z (false-alarm rate); Green & Swets, 1966]. A 

hit means that observers correctly classified a repeated display as having seen this layout in 

the previous search task, while a false alarm means that they incorrectly judged a non-

repeated layout as a repeated display. Mean d-prime score was .11, which was not 

significantly different from zero, t(12) =0.49, p=.63, BF10=0.46. In fact, the low BF10 value 

supports the null hypothesis of no positive relationship between cueing and recognition. Thus, 

there was little evidence that observers had explicit knowledge of the repeated displays. One 

caveat here is, of course, the low power of the current recognition test (with only 8 trials with 

repeated and 8 with non-repeated displays), which limits any conclusions as regards the 

involvement of explicit knowledge in contextual cueing (see Vadillo, Konstantinidis, & 

Shanks, 2016).  

2.4 Experiment 2 (density at test, adaptation) 

Experiment 2 went on to re-examine the lack of contextual cueing found in 

Experiment 1 (and prior studies). In a departure from Experiment 1 (and previous adaptation 

studies), which did not control for local density effects, Experiment 2 introduced a grouping 

manipulation, examining the effects of local item density on contextual adaptation. During 

initial learning, search layouts were presented with an ñintermediateò, i.e., baseline level of 

density, where two distractor items always surrounded the target. In the subsequent test phase, 

and following the target position changes, distractor-dense and distractor-sparse contexts were 

introduced, consisting of three and, respectively, one distractor in the vicinity of the target 

(Fig. 1). In total, participants were to learn 8 repeated displays during the initial learning 

phase. During test, half of them became distractor-dense and the other half distractor-sparse 

displays. 

Assuming that contextual cueing is supported by memory for local, i.e., individual, 
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target-distractor pairs (Conci et al., 2013; Hodsoll & Humphreys, 2005; Geyer, Shi, & Müller, 

2010), re-positioning the target to a órichô learning region ï of many local distractor items ï 

should facilitate the re-learning of target-distractor associations. The hypothesis of local-

learning thus predicts rapid recovery of contextual cueing in the distractor-dense condition, 

which provides a contextually rich region for the re-learning of target-distractor relations. For 

the same reason, adaptation of contextual cueing should be less strong in the distractor-sparse 

condition. By contrast, the local-grouping hypothesis predicts no advantage of contextual 

cueing in the distractor-dense condition, but an advantage in the distractor-sparse condition. 

This is because with dense (but not sparse) displays, attention is guided efficiently in a 

bottom-up manner to the target region, thus decreasing the incentive for encoding the local 

target-distractor relations, i.e., for relying on top-down contextual cues. 

2.4.1 Method 

The method of Experiment 2 was essentially similar to Experiment 1, except for the 

details as provided in the following.  

Participants and Setup 

A total of 13 new participants took part in the experiment (8 female; mean age: 24.0 

years, sd: 2.79 years).  

Stimuli and Design 

The learning and test phases consisted of 384 trials each, divided into 24 blocks of 16 

trials. Each block contained two different types of search displays: 8 repeated and 8 non-

repeated displays. Repeated displays were generated prior to the experiment in order to 

implement different target densities across learning and test. This involved the creation of a 

set of 8 search displays with manually chosen target and distractor locations. Note that the 

same repeated displays were shown to individual observers. For the learning phase, items 

were positioned so as to have exactly 2 distractors in the 8 cells in the immediate surround of 

the target location (Fig. 1). For the test phase, item locations were chosen to have 3 or 1 
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distractors in the targetôs neighboring cells, corresponding to the dense and sparse conditions, 

respectively. From the 8 repeated displays in learning, 4 became dense and the other 4 sparse 

displays in the test phase. There were three further restrictions in determining target locations: 

(i) The target was never presented in the four central locations or in the corners of the display 

matrix. (ii) Targets were presented equally often in each of the four display quadrants in each 

experimental phase (learning, test) and display condition (repeated, non-repeated display). 

(iii) The average distance of targets from the display center was held constant at 3.5° across 

the four display type (repeated, non-repeated displays) x session (learning, test) conditions. 

2.4.2 Results and Discussion 

Accuracy 

Overall response accuracy was 98.2%. A repeated-measures ANOVA on the error 

rates with the factors phase (learning vs. test) and display type (repeated vs. non-repeated 

displays) revealed the main effect of phase to be significant, F(1,12)=4.89, p<.05, BF10=0.19: 

error rates were slightly lower in the learning than in the test phase (1.6% vs 2.0%). 

RT performance 

RTs in the learning phase were again collapsed into four epochs, with each epoch 

representing an average of six consecutive blocks, so as to obtain reasonably stable RT 

estimates. For the test phase, contextual cueing was assessed by comparing RTs in dense and, 

respectively, sparse repeated displays against RTs from (in terms of density) comparable non-

repeated displays, that is: for the non-repeated condition, only a subset of RTs was included in 

the analysis dependent on whether the target was embedded in a dense or a sparse local 

context (3 vs. 1 distractors). RTs were thus collapsed across all blocks of the test phase.  

For the learning phase, a 2 x 4 repeated-measures ANOVA with the factors display 

type (repeated, non-repeated) and epoch (1-4) revealed the main effects of display type, 

F(1,12) =49.34, p<. 01, BF10=3.93, and epoch, F(3,36)=19.66, p<.01, BF10 =2.44, to be 

significant. The interaction was borderline-significant, F(3,36)=2.77, p=. 05, BF10 =0.80, 
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indicative of an increase in the gain from contextual cueing over the course of the learning 

phase (from epoch 1: 73 ms to epoch 4: 128 ms). The mean cueing effect was 107 ms, 

demonstrating that participants formed robust contextual memories in the first phase of the 

experiment (Fig. 2C). 

For the test phase, a 2 x 2 repeated-measures ANOVA with the factors local context 

(dense, sparse) and display type (repeated, non-repeated) revealed the main effect of local 

context to be significant: F(1,12) =47.92, p<.01, BF10=3.18: RTs were overall faster for dense 

than for sparse displays: 812 vs. 946 ms. Furthermore, and most importantly, the display type 

x local context interaction was significant, F(1,12) =34.03, p<.01, BF10=3.40, with contextual 

cueing being stronger for sparse than for dense displays (145 vs. 4 ms; see Fig. 2C).  

This result clearly supports the local-grouping hypothesis, assuming a competitive 

relationship of attention guidance from contextual cueing and spatial grouping. In the 

presence of local grouping cues (distractor-dense condition), visual search is relatively 

effectively guided towards the target location (region) by these cues, leaving relatively little 

time for the in-depth processing of and adaptation to relocated displays. By contrast, in the 

absence of local grouping cues (distractor-sparse condition), visual search is to a large extent 

driven by long-term memory of repeated search arrangements, importantly, also including 

guidance from adapted context representations.  

However, the above analysis also showed that RTs were significantly faster in the 

dense condition, which may be taken to suggest that mere response speed, rather than spatial 

inter-element grouping, modulates contextual cueing adaptation. For instance, it is possible 

that RTs in the distractor-dense condition leave no room for the modification of context 

memory. 

This idea presupposes that context-based guidance of visual search will never manifest 

in the presence of local grouping cues at fast RTs. To test this, in Experiment 3, we examined 

contextual cueing in two new conditions. Here, distractor-dense and distractor-sparse contexts 
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were introduced already in the initial learning phase. Under these conditions, it was possible 

to examine the impact of response speed particularly on the initial acquisition of context 

memory. If contextual cues can be established only with relatively slow RTs, then we 

expected a reliable cueing effect only in the distractor-sparse condition. If, however the build-

up of cueing is relatively independent of response speed, and thus the time available for 

processing the repeated displays is critical only in the adaption of context cues, then RT 

advantages due to contextual cueing should be observed in both the distractor-dense and the 

distractor-sparse condition.  

Recognition Test 

Mean d prime was .13, which was not significantly different from zero, t(12) =0.81, 

p=.43, BF10<0, suggesting that observers were unable to explicitly recognize repeated 

displays. 

2.5 Experiment 3 (density at learning) 

Experiment 3 was carried out to examine the alternative explanation that the original 

build-up of context memory, rather than the adaptation of an existing context representation, 

may occur only when there is enough time for the visual search, and contextual cueing, to 

evolve. If this alternative hypothesis is correct, then distractor-dense displays should produce 

hardly any contextual cueing effect during the initial learning of target-distractor 

arrangements.  

2.5.1 Method 

The method of Experiment 3 was essentially similar to Experiment 2, except for the 

following differences. 

Participants and Setup 

A total of 13 new observers took part in this experiment (7 female; mean age: 26.6 

years, sd: 4.02 years). 
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Stimuli and Design 

Participants performed a single ólearningô session of 24 blocks of 16 trials each, 

yielding a total of 384 trials. A given block contained 8 repeated and 8 non-repeated trials. 

Among the repeated trials, half were distractor-dense and half distractor-sparse displays. The 

learning session was followed by a recognition test of 1 block of 16 trials.  

2.5.2 Results and Discussion 

Accuracy 

Overall response accuracy was 98.7%. A repeated-measures ANOVA on the error 

rates with the factors epoch (1-4) and display type (repeated, non-repeated displays) revealed 

no effects, all Fôs <.1, BF10 < 1. 

RT performance 

A 2 x 2 repeated-measures ANOVA with the factors local context (dense, sparse) and 

display type (repeated, non-repeated display) revealed the main effect of local context to be 

significant, F(1,12) =85.14, p<.001, BF10=17.20: RTs were again faster for dense than for 

sparse displays: 969 vs. 1219 ms. Furthermore, the main effect of display type was 

significant, F(1,12)=36.30, p<.001, BF10=2.38, with repeated displays giving rise to faster 

responses than non-repeated displays (1034 ms and 1149 ms). The display type x local 

context interaction was only borderline-significant F(1,12) =3.28, p=.09, BF10=25.25, though 

the large BF10 value provides support for the hypothesis that contextual cueing has a lesser 

effect in dense than in sparse displays: 90 vs. 140 ms, respectively. This result pattern 

indicates that contextual cueing is not per se limited by the presence of local grouping cues: 

the cueing effect of 90 ms with relatively fast RTs was reliably larger than zero, t(12)=6.01, p 

< .01, BF10=8.29. On the other hand, the cueing effect was reduced to some extent with faster 

as compared to slower search performance (i.e., for the distractor-dense vs. the distractor-

sparse condition). Overall, this pattern of effects may be taken to suggest that spatial grouping 
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is detrimental to contextual cueing, with the effect being most marked in the adaptation of 

(already) learned contextual cues.  

Recognition Test 

Mean d prime was .23, which was not significantly different from zero, t(12) =0.88, 

p=.39, BF10=.38, suggesting that observers could not reliably tell apart repeated from non-

repeated layouts.  

2.6 Experiment 4 (density at test, new learning) 

Experiment 3 showed reaction time facilitation for distractor-dense displays 

suggesting that processing time per se is not the limiting factor in context learning, but may 

be of particular importance for successful adaptation of previously learned contextual cueing 

displays. The requirement to spend a sufficient amount of time with the changed display may 

arise because of the high similarity between the original and relocated displays (see General 

Discussion for a more in-depth discussion of this idea). A prediction that follows from this 

proposal is that dense displays should generate a reliable contextual cueing effect even if 

these displays are shown only later in the experiment. To this end, Experiment 4 implemented 

a variant of the contextual cueing task which presented two entirely different sets of repeated 

displays during the learning and test phase (see, e.g., Jiang et al. 2005; Zellin et al., 2013). 

Under these conditions, no interference should arise between the original and the novel set of 

displays because these displays would differ in terms of their underlying memory 

representations. As a result, a reliable cueing effect should again emerge even for the 

distractor-dense displays in the test session. This hypothesis was tested in Experiment 4. 

2.6.1 Method 

The method of Experiment 4 was essentially similar to Experiment 2, except for the 

following differences. 
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Participants and Setup 

A total of 13 new observers took part in this experiment (8 female; mean age: 27.1 

years, sd: 4.25 years). 

Stimuli and Design 

Participants performed ólearningô and ótestô sessions of 24 blocks of 16 trials each, 

with a total of 768 trials. In the learning session (which was identical to Experiment 2), in 

each block, participants encountered 8 repeated and 8 non-repeated displays with the target 

item always being surrounded by 2 distractor items. Target positions were different for 

repeated and non-repeated displays. During test, again 8 repeated and 8 non-repeated displays 

were shown in a given block of trials. Half of these displays were distractor-dense and the 

other half distractor-sparse displays, with the target surrounded by either 3 or 1 distractors, 

respectively. Unlike Experiment 2, observers were presented with different sets of repeated 

displays (and target positions) in each phase. Participants received one set of repeated 

contexts in the training phase (density level: 2) and another set in the test phase (density 

levels: 3, 1). At the end of the experiment, participants performed a recognition test of one 

block of 16 trials, which presented the 8 repeated displays from the test session and 8 newly 

generated random layouts.  

2.6.2 Results and Discussion 

Accuracy 

Overall response accuracy was 98.6%. A repeated-measures ANOVA on the error 

rates with the factors phase (learning vs. test) and display type (repeated, non-repeated 

displays) revealed no effects, all Fôs <1, BF10 < 1. 

RT performance 

For the learning phase, a 2 x 4 repeated-measures ANOVA with the factors context 

(repeated, non-repeated displays) an epoch (1-4) revealed main effects of display type, 

F(1,12)=42.97, p<.001, BF10=10.85 and epoch, F(3,36)=7.36, p<.001, BF10=0.10, suggesting 
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an emerging contextual cueing effect in the learning phase. The display type main effect 

shows a reliable contextual cueing effect of 89 ms.  

In the test phase, RT performance was analysed my means of a 2 x 2 repeated-measures 

ANOVA with the factors local context (dense, sparse) and display type (repeated, non-

repeated display). This ANOVA revealed the main effects of local context, F(1,12)=80.01, 

p<.001, BF10=2.80, and display type, F(1,12)=28.92, p<.001, BF10=0.67, to be significant. 

Further, the local context x display type interaction was borderline significant: F(1,12) =3.75, 

p=.07, BF10=0.71. Concerning the main effect of local context, RTs were faster for distractor-

dense than distractor-sparse displays: 912 vs. 1030 ms. The main effect of display type 

indicated that there was a reliable cueing effect of 75 ms overall in the test session. The 

(borderline significant) interaction was due to the fact that contextual cueing scores were 

reduced in distractor-dense compared to distractor-sparse displays: 64 ms and 85 ms, 

respectively. However, and as confirmed by direct t-tests, the RT difference between repeated 

and non-repeated contexts was highly reliable for both types of display (pôs < .01). The results 

of Experiment 4 thus further confirm Experiment 3 in showing that distractor-dense displays 

do not per se hinder that contextual cueing emerges, even if these displays are shown only 

during later phases of the search experiment. 

Recognition Test 

Mean d prime was in Experiment 4 was .13, which was not significantly different 

from zero, t(12) =0.47, p=.64, BF10=.30, suggesting that observers could not reliably tell apart 

repeated from non-repeated arrangements.  

2.7 General Discussion 

The present experiments investigated the adaptation of long-term memory for target-

distractor associations (Chun & Jiang, 1998). Previous research showed that while contextual 

cueing is of high capacity (Jiang et al., 2005) and is considered a genuine form of effortless, 

nonconscious, learning (Colagiuri & Livesey, 2016), the memory underlying the cueing effect 
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is quite resistant to forming an association between a new target location and an existing 

distractor representation. This ólack of adaptationô was replicated in Experiment 1 and in 

various other experiments conducted in the course of our research (see Fig. 3). In Experiment 

2, variations of local contexts were induced by carefully controlling the placement of the 

target before and after target location changes (see Fig. 1). We observed that distractor-sparse 

contexts gave rise to robust adaptation of contextual cueing, while distractor-dense contexts 

did not. Further, mean RTs were faster overall for dense displays, suggesting that bottom-up 

search towards a dense target region conflicts with adaptation of learned contextual cues in 

these regions. Experiments 3 and 4 revealed that the lack of adaptation with dense displays 

was not due to a floor effect, that is, the overall faster RTs to displays with distractor-dense 

contexts. Moreover, across all three experiments, explicit recognition of repeated displays was 

not different from chance level, suggesting that observers had little explicit knowledge of the 

repeated displays. 

2.7.1 Lack of adaptation of contextual cueing revisited  

These findings provide evidence for the view that contextual cueing is an adaptive 

mechanism that is not per se restricted by order effects in context learning (with an overall 

advantage of early relative to late trials; see Junge et al., 2007). Further, they appear to be at 

odds with Zellin et al. (2014), who found adaptation of contextual cueing only after massive 

amounts of training with the órelocatedô displays. However, Zellin et al. did not control for 

local item density ï a manipulation that was central to the current experiments. It is thus 

possible that (fast) adaptation did take place in prior studies but was statistically reduced by 

local distractor density effects.  

In the present study, local item density interacted with contextual cueing in two ways: 

First, sparse contexts produced a reliable contextual adaptation; second, dense contexts 

interfered with the adaptation of contextual cues. The fact that RTs were overall faster for 

dense displays demonstrates that the interference is likely due to attention capture by dense 
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regions, facilitating the detection of the target when it is present in such a region, as was the 

case in the present experiment. Cueing then is effectively bypassed by stimulus-based, 

bottom-up factors. By contrast, memory-based cueing can come into play when search is 

more effortful and time-consuming, that is, when search is not immediately summoned to the 

target region based on display density factors. In this case, associations may be retrieved from 

memory and come to guide search. But again, for adaptation of a relocated target, this is only 

effective when the repositioned target is not located within a dense region. 

Evidence for this proposal is provided by the findings that contextual cueing was 

smaller with dense than with sparse displays (though still reliable for the former) when these 

displays were presented in the initial learning phase or when a new set of repeated displays 

was shown in the test phase (after initial learning; Experiments 3 and 4, respectively). In 

addition, contextual cueing was absent in dense displays during test, when context memory 

about these displays had already been established during the learning phase (Experiment 2). 

Given these findings, it appears that the differences in contextual cueing with dense displays 

across learning and test are quantitative, rather than qualitative, in nature. In both phases, 

dense regions attract attention and thus shorten the time for in-depth processing of the display 

arrangements, including the detection and subsequent learning of target-distractor relations in 

these displays. Such temporal restrictions may be particularly harmful for the adaptation of 

contextual cueing, given that the re-learning of a changed, but relative to the original display 

highly similar, display would require extended processing time to encode the new target-

distractor relations (recall that only the target position differs between the original and the 

changed displays). However, since processing times are relatively short for dense displays, 

due to the effective capture of attention by the dense region, this counteracts the build-up of a 

new memory representation of the changed target position in relation to the previous (and 

unchanged) distractor positions.  
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Overall, this pattern resembles relatively recent work on contextual cueing in feature-

singleton search (e.g., Ogawa & Kumada, 2008; Geyer, Zehetleitner, & Müller, 2010), 

showing that contextual cueing can also be observed for these relatively fast (ópop-outô) 

searches, but requires time to become effective. In these studies, the feature-singleton displays 

were preceded by placeholder displays (presented for some 700 ms), with the placeholders 

marking the locations of the subsequent search items, without providing information as to 

their identities (as distractors or target). The cueing effect was observed only under these ópre-

viewô conditions. 

2.7.2 Adaptation, recognition, and crowding 

Although it is theoretically appealing to argue that spatial grouping plays a significant 

role in contextual cueing adaptation, there are other possible accounts that need to be 

considered: pattern recognition and crowding. 

Concerning the former, it is possible that re-positioning the target across learning and 

test may have differentially changed the appearance of the display, making the original 

context either more or less recognizable. Given that the context-based guidance of visual 

search requires the activation of corresponding memory representations, it is conceivable that 

a small change in the position of one item may impact the display appearance and thus the 

recognition of changed displays. Assuming that dense contexts provide stronger cues for 

retrieving the originally learned configuration (e.g., because attending to a dense region, of 

three distractors, may more robustly trigger an originally learned spatial memory 

representations than attending to a sparse context, of only one distractor), this could explain 

why adaptation of contextual cueing failed with dense displays. ï However, this idea is from 

our point of view potentially unlikely because it is not clear whether targets surrounded by 2 

distractors in the originally learned configurations are actually better recognizable targets in 

dense displays (with 3 surrounding distractors). Instead, re-locating the target to a dense 

region may make the changed display actually less similar to the original display, than when 
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relocating the target to a sparse region. This may occur because the target location change 

modifies the display summary statistics such as the display itemsô center of mass (e.g., 

Alvarez & Oliva, 2008) towards the dense region. The latter would actually predict the 

opposite outcome, namely, that contextual cueing should recover for dense displays after the 

target location changes. Of interest in this regard, Manginelli and Pollmann (2009) found that, 

following target location changes in a contextual cueing adaptation task, RTs can actually be 

even slower to repeated than to non-repeated displays ï which they attributed to a 

ómisguidanceô of attention towards the originally learned target location. If a dense context 

was more óreminiscentô of the original configuration, this would imply that focal attention 

tends to be misguided to the ówrongô ï that is: the originally learned ï target location, where 

this misguidance would require a corrective, time-consuming shift of attention to the changed 

target position and thus increase RTs. But this is not what we observed: in fact, mean RTs 

were overall faster for dense than for sparse displays, suggesting that attention was effectively 

captured by the dense region. For this reason, we argue that our findings are better explained 

by a spatial grouping account 

A second alternative account of the present findings may be in terms of ócrowdingô, 

that is, a deterioration of performance for targets that appear in a dense (i.e., cluttered or 

ócrowdedô) display region (e.g., Whitney & Levi, 2011) due to a loss of visual resolution in 

peripheral vision for such items. Applied to contextual cueing, for dense local contexts, 

crowding may impede target detection, which in turn could interfere with the adaptation of 

contextual cues. For instance, crowding may require search to operate with a narrow, item-

based focus of attention, impeding the encoding and thus the re-learning of local target-

distractor relations (cf. Lleras & von Mühlenen, 2004). However, this account too encounters 

a difficulty: crowding should not only reduce contextual cueing but also slow search, that is, 

result in longer RTs overall. However, RTs were actually faster, rather than slower, for dense 

displays in Experiments 2 to 4 of the present study. 
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2.7.3 Grouping and contextual cueing 

We propose that the absence of contextual cueing in combination with fast RTs for 

dense displays is better explained by spatial grouping and its role in the guidance of attention, 

importantly also including perceptual long-term learning. This view complements previous 

ideas that propose a central role for grouping processes in visual search. For instance, Duncan 

and Humphreys (1989, 1992; see also Humphreys & Müller, 1993), in their attentional 

engagement theory, propose that the output representations of an early, preattentive coding 

stage (so-called óstructural unitsô) are formed through the operation of basic grouping 

processes (notably grouping based on similarity, but also proximity, etc.). Structural units 

then compete for access to visual short-term memory, which is thought to be equivalent to the 

deployment of attention. Attentional engagement theory thus equates the efficiency of visual 

search with the efficiency of visual grouping (and segmentation) processes: the better the 

inter-element grouping ï of the target and the distractors into separable target and non-target 

groups ï the faster the selection of the target group. Besides bottom-up grouping processes, 

Duncan and Humphreys (1989, 1992) allowed for top-down ï ótemplateô-based ï influences 

on visual selection, i.e., a top-down enhancement of items sharing features specified in the 

target template. The present study investigated one variant of such a top-down effect: long-

term memory of (consistently encountered) target-distractor spatial relations, which may act 

as a specific form of ósearch templateô, guiding attention more effectively to the target 

location. Our results show that both stimulus- (grouping) and memory-based (contextual cues) 

factors are available to guide visual search, where the contribution of context memory 

however is dependent on the efficiency of spatial grouping processes (see Feldmann-

Wüstefeld & Schubö, 2014; and Conci & von Mühlenen, 2011, for a related proposal, albeit 

investigating feature-based grouping in contextual cueing).  

This relationship is best explained by theories assuming a reciprocal relationship 

between bottom-up attention and memory (e.g., Loganôs, 1988, instance theory of 
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automaticity; see also Jiang & Leung, 2005, or Annac et al., 2013, for evidence of the effects 

of attention ï both in terms of selectivity and processing resources deployed ï on contextual 

cueing). At the heart of these proposals is the idea that repeated encounters of visual search 

displays lead to the build-up of memory about these displays, with the memory 

representation, in turn, facilitating detection performance. However, the present results 

qualify this relationship in that the effects of bottom-up attention on memory formation turned 

out to be highly specific, with a crucial difference depending on whether memory is 

established initially or whether an existing memory representation is updated to incorporate a 

changed target position into it. Only in the latter case did fast, bottom-up search processes 

interfere substantially with contextual cueing.  

Note that our suggestion that context memory requires time to be adapted is essentially 

consistent with other studies on the effects of grouping on contextual cueing. For example, 

Feldmann-Wüstefeld and Schubö (2014) manipulated the featural (color, orientation) identity 

of the background distractors and found that an increase in similarity (or in their terms 

homogeneity) of the distractors can enhance contextual cueing (see also Conci & von 

Mühlenen, 2011). While this facilitatory effect of grouping on contextual cueing may in the 

first instance be difficult to reconcile with the current findings, a striking difference between 

Feldmann-Wüstefeld and Schubö (2014) and the present investigation is that of the time, or 

experimental phase, when the grouping manipulation was applied. While Feldmann-

Wüstefeld and Schubö (2014) investigated grouping effects in the (initial) learning of context 

cues, here we addressed the issue of grouping effects in the adaptation of contextual cueing. 

In fact, spatial grouping during initial learning (Experiment 3) did not interfere with 

contextual cueing (though it was smaller with dense compared to sparse displays). 

Furthermore, it is possible that different forms of grouping vary in their effects upon 

contextual cueing (Conci & von Mühlenen, 2011). Assuming that grouping expedites visual 

search (Duncan and Humphreys 1989), for grouping by proximity this may come along with 
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the disadvantage of observers having less time to encode and subsequently learn target-

distractor associations. This could have reduced the contextual cueing effect with dense 

displays in learning and effectively interfered (abolished) the adaptation of the cueing effect 

in the test phase. By contrast, feature-based grouping (investigated by Feldmann-Wüstefeld & 

Schubö, 2014), though effectively boosting visual search, may reinforce the impression of a 

coherent ensemble of distractor items and thus effectively enhance target-distractor learning 

in repeated displays. Whatever the explanation, together, these studies suggest a role of 

grouping in contextual cueing. However, whether grouping facilitates or interferes with 

contextual cueing may be dependent on the type of grouping (spatial proximity versus featural 

grouping) and / or the experimental phase when grouping is administered (learning versus 

adaptation of contextual cueing). This might be an avenue for future research. 

2.8 Conclusion 

In conclusion, the present results show that contextual adaptation occurs more readily 

when the number of distractors surrounding the target is low. This rules out factors such as 

order effects in perceptual learning or a temporally sluggish re-learning process in the 

adaptation of learned target-distractor arrangements. Instead, the results suggest that one 

important factor for the lack of adaptation found in previous contextual cueing studies is 

spatial grouping, effectively guiding attention towards grouped regions, and thus limiting the 

time for processing the changed displays in order to bring into play existing target-distractor 

representations. The more general implication is that óGestaltô factors relating to display 

design are crucial in investigations of contextual cueing in visual search. Future work should 

take this into consideration when interpreting context-based learning in visual search. 
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2.11 Appendix 

 

Additional analyses were performed to investigate the development of contextual 

cueing in the learning and test phase while also taking into account observers who displayed a 

negative contextual cueing effect initially and effective learning of re-located target in the 

later test session. To this end, our complete samples of N=20, 14, and 14 observers in 

Experiments 1, 2, and 3, respectively were included in the subsequent analysis (Note that in 

Experiment 4, no observers were excluded and hence, no additional analyses are reported).  

For experiment 1 (with 7 ólateô learners), a 2 (display type: repeated, non-repeated) x 8 

(epoch: 1-4 in learning; 5-8 in test) x 2 (phase: learning, test) repeated-measures ANOVA 

revealed main effects of display type, F(1,19) = 12.28, p<.01, BF10=0.23, and epoch, F(3,57) 

= 32.58, p<.01, BF10=0.36, in addition to a significant epoch x phase interaction, 

F(3,57)=5.90, p<.01, BF10=0.08. The context x epoch x phase interaction did not reach 

significance, F(3,57)=1.71, p=.17, BF10=0.00. Separate 2 x 4 repeated-measures for the 

learning and test phase revealed a borderline-significant effect of display type, F(1,19) = 3.79, 

p=.06, BF10=0.18 and a significant main effect of epoch, F(3,57) = 22.53, p<.001, BF10=0.15. 

The epoch and context interaction was not significant, F(3,57) = 0.25, p=.85, BF10=0.02. For 

the test phase, the 2 x 4 repeated-measures ANOVA yielded a significant main effect of 

display type, F(1,19)=5.26, p=.03, BF10=0.02 and epoch, F(3,57)=7.04, p<.001, BF10=0.22. 

Interestingly, the epoch and context interaction was also significant, F(3,57) = 2.79, p<.05, 

BF10=0.00, suggesting that the N=7 observers with initial negative cueing effects display very 

high learning of re-located targets, leading to a reliable contextual cueing effect in the test 

session at the level of the entire sample.  

In an attempt to further examine the hypothesis that observers who lack a contextual 

cueing effect initially develop a reliable effect later on, we performed a correlation analysis, 

comparing individual contextual cueing scores in the learning and test session (across the 20 

observers in Experiment 1, given that this experiment contained the largest number of 
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observers with initial negative cueing). Specifically, we predicted a significant negative 

correlation between contextual cueing values for two reasons: 1) contextual cueing, 

established during learning, should lead to relearning deficits at test (i.e., lack of adaptation 

effect; N=13 observers in Experiment 1); 2), a failure to develop a contextual cueing effect 

during learning should be followed by a solid cueing effect in the subsequent test session (i.e., 

a late learning effect; N=7 observers in Experiment 1). The results confirmed this prediction. 

Quantifying the relationship between contextual cueing scores across the training and test 

phases of Experiment 1 revealed a significant negative correlation: r(20) = -.44, p=.05, 

confidence interval: -.74 to .01.  

For Experiment 2, a 2 x 4 repeated-measures ANOVA performed on the entire sample 

of N=14 observers with the factors display type (repeated, non-repeated) and epoch (1-4) 

revealed a reliable contextual cueing effect in the training phase (74 ms-effect; main effects of 

display type, F(1,13) =33.76, p<. 001, BF10=15.39), in addition to a reliable main effect of 

epoch, F(3,39)=19.98, p<.001, BF10 =0.16. Further, the interaction was significant, 

F(3,39)=4.19, p<. 05, BF10 =3.07. For the test phase, contextual cueing was reliable only for 

sparse, but not dense, displays (153 ms- and minus 16 ms-effects, respectively), as indicated 

by a 2 x 2 repeated-measures ANOVA with the factors local context (dense, sparse) and 

display type (repeated, non-repeated), which revealed the display type x local context 

interaction significant, F(1,13) =22.64, p<.01, BF10=18.66. Further, RTs were faster for 

dense than for sparse displays: 829 vs. 954 ms (main effect of local context: F(1,13) =17.27, 

p<.01, BF10=0.62.).  

For Experiment 3, the 2 (local context) x 2 (display type) repeated-measures ANOVA 

performed in the learning phase revealed a main effect of display type, F(1,13)=31.23, 

p<.001, BF10=0.56, indicating that mean RTs were on average faster for repeated than non-

repeated displays (1067 ms vs 1146 ms) when analysing the entire sample of N=14 observers. 

Further, RTs were faster for dense than for sparse displays: 998 vs. 1215 ms and the display 
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type x local context interaction was significant F(1,13) =47.39, p<.001, BF10=7.03, 

illustrating that contextual cueing was less pronounced in dense than in sparse displays: 88 vs. 

141 ms, respectively. 

In a final analysis, we analysed only the óexcludedô observers and compared their 

mean RTs for repeated and non-repeated contexts by means of paired-sample t-tests for each 

experimental phase (learning, test). This analysis was limited to Experiment 1, as this was the 

experiment with the largest number of (N=7) observers with negative contextual cueing 

scores in the learning session (and associated with this: differences in the results when either 

the data of a subset of observers or the entire sample was analysed; cf. above). For the N=7 

óexcludedô observers in Experiment 1, RTs were slower, by 57 ms, for repeated compared to 

non-repeated contexts in the initial learning phases,Οt(6) = 4.04, p < .01, BF10=2.20. 

Subsequently, however, significant contextual cueing, of 88 ms, was observed for relocated 

targets in the test phase, t(6) = 5.00, p < .01, BF10=3.00. This pattern shows that contextual 

cueing can develop rather late and thus massively confound data regarding the adaptation of 

initially acquired target-distractor associations. Thus, in order to examine the ótrueô adaptation 

of contextual cues, it is important to exclude observers with negative contextual cueing scores 

in the learning session. 
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3.1 Abstract 

Repeated display configurations improve visual search. Recently, the question has 

arisen whether this contextual cueing effect (Chun & Jiang, 1998) is itself mediated by 

attention, both in terms of selectivity and processing resources deployed. While it is accepted 

that selective attention modulates contextual cueing (Jiang & Leung, 2005), there is an 

ongoing debate whether the cueing effect is affected by a secondary working memory (WM) 

task, specifically: at which stage WM influences the cueing effect: the acquisition of 

configural associations (e.g., Travis et al., 2013) vs. the expression of learned associations 

(e.g., Manginelli et al., 2013). The present study re-investigated this issue. Observers 

performed a visual search in combination with a spatial WM task. The latter was applied on 

either early or late search trials ï so as to examine whether WM load hampers the acquisition 

of or retrieval from contextual memory. Additionally, the WM and search tasks were 

performed either temporally in parallel or in succession ï so as to permit the effects of spatial 

WM load to be dissociated from those of executive load. The secondary WM task was found 

to affect cueing in late, but not early, experimental trials ï though only when the search and 

WM tasks were performed in parallel. This pattern suggests that contextual cueing involves a 

spatial WM resource, with spatial WM providing a workspace linking the current search array 

with configural long-term memory; as a result, occupying this workspace by a secondary WM 

task hampers the expression of learned configural associations.  
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3.2 Introduction  

Attention and memory interact in many ways. In recent years, the contextual cueing 

paradigm (Chun, 2000) has become a promising approach in cognitive psychology for 

studying the interactions between the two functions. Contextual cueing refers to the 

observation of faster reaction times (RTs) to targets presented in repeatedly encountered, 

relative to non-repeated, visual search displays. In a typical contextual cueing experiment, 

participants are presented with an array of items, one of which is the target and the others are 

distractors. Unbeknown to the observers, half of the displays contain repeated and the other 

half non-repeated item arrangements. Participantsô task is to detect and subsequently 

discriminate the orientation of the target letter, a left- or right-oriented ñTò; the distractors are 

letters ñLò in various orthogonal orientations. RTs are analysed as a function of display 

repetition and experimental ñepochò. The standard finding is that RTs become generally faster 

over the course (epochs) of the experiment ï an effect reflecting non-configural, procedural 

learning. Importantly, this speeding up of RTs is more pronounced for repeated compared to 

non-repeated displays ï an effect reflecting configural learning. Interestingly, when observers 

are asked to discern repeated from non-repeated displays in a recognition test performed at the 

end of the search experiment, they typically perform at chance level. This dissociation 

between RT and recognition measures has been taken to indicate that contextual cueing is 

supported by an implicit memory system (Chun & Jiang, 1998; see also Chun & Phelps, 

1999, for evidence pertaining to this claim using amnesic patients, or Greene et al., 2007, 

using functional imaging). However, more recent investigations of the cueing effect using 

larger numbers of recognition trials, in addition to obtaining different recognition measures, 

have found that observers do actually have some explicit knowledge of repeated displays 

(Smyth & Shanks, 2008; Schlagbauer et al., 2012). Smyth and Shanks (2008) took this to 

suggest that contextual cueing is supported by a general memory system that is mediated by 

conscious processes.  
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Other research has shown that the configural memory underlying contextual cueing 

involves associations between the target location and the configuration formed by the 

distractors (Jiang & Wagner, 2004) ï in particular, though not exclusively, associations of the 

target to individual distractors in its narrower vicinity (Olson & Chun, 2002; Brady & Chun, 

2007). Another set of studies has shown that contextual cueing acts mainly by facilitating 

focal-attentional selection of the target item (Chun & Jiang, 1998; Johnson et al., 2007; Geyer 

et al., 2010a), though contextual cueing appears to also influence response selection (Kunar et 

al., 2007). 

3.2.1 Selective and divided attention in contextual cueing 

Many studies have argued for a gateway role of attention in conscious perception 

(Mack & Rock, 1998), explicit learning (Voss et al., 2008), and implicit memory (Jiang & 

Leung, 2005). Concerning the latter, studies of implicit learning that used the serial reaction 

time task (e.g., Nissen & Bullemer, 1987) have suggested a distinction between the learning 

of repeated information (i.e., acquisition of memory traces) and the expression of learned 

information (i.e., retrieval of memory traces; see also Frensch et al., 1998). More recently, 

Jiang and Leung (2005; see also Jiang & Chun, 2001) demonstrated the distinction between 

learning and the expression of learning also for contextual cueing. In more detail, Jiang and 

Leung (2005) had observers detect and subsequently discriminate the orientation of a black 

ñTò, presented amongst black and white ñLôsò. In Jiang and Leungôs terms, the black Lôs 

were the attended or target set distractors and the white Lôs the ignored or non-target set 

distractors. The experiment was divided into training and a test phase. At the intersection of 

the two phases, the colors of the distractors were swapped: the black Lôs became white and 

the white Lôs black. There were three repetition conditions (with ñrepetitionò referring to the 

spatial arrangement of the items): repetition of both target and non-target set distractors 

(ñboth-oldò condition), of only target set distractors (ñattended-oldò condition), or of only 
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non-target set distractors (ñignored-oldò condition). Contextual cueing effects were assessed 

by comparing RTs in these three (repetition) conditions to RTs in a non-repeated (ñboth-

newò) condition. In the learning phase, contextual cueing was found to manifest in the both-

old and attended-old, but not the ignored-old, conditions. Interestingly, the magnitude of 

contextual cueing was comparable between the both-old and attended-old conditions, 

suggesting that the cueing effect (in the both-old condition) was due to repetition of the 

attended context alone (see also Geyer et al., 2010b, for an influence of color-based grouping 

on contextual cueing). However, in the test phase (i.e., after the swapping of the distractor 

colors), contextual cueing was observed only in the ignored, but not the both-old and 

attended-old, conditions. Jiang and Leung (2005) concluded from this pattern that contextual 

memory is formed independently of (feature-based) attention ï as evidenced by reliable 

contextual cueing in the ignored-old condition, importantly, already at the start of the test 

phase (this fact indicates that the locations of the to-be-ignored distractors had been 

successfully learnt in the training phase); by contrast, the expression of learnt target-distractor 

configurations is under the control of selective attention ï as evidenced by significant cueing 

effects in the both-old and attended-old condition in the learning phase and contextual cueing 

in the ignored-old condition in the test phase. 

The notion of attention-independent configural learning was examined further by 

Vickery et al. (2010), who tested whether contextual cueing is affected by a secondary 

working memory (WM) task ï based on the idea that if contextual cueing and the secondary 

WM task share common processes, or draw on common resources (Kahneman, 1973), they 

would interfere with each other when performed in combination. A related idea is to conceive 

of WM as an integral part of long-term memory (Cowan, 1999). Applied to contextual cueing, 

there would also be a functional overlap between the long-term memory underlying 

contextual cueing and WM ï as evidenced by recent neuroscientific studies that revealed the 

two forms of memory to be linked within a common neural structure: the medial temporal 
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lobes (e.g., Chun & Phelps, 1999; Geyer et al., 2012; Axmacher et al., 2007). On this 

background, Vickery et al. surmised that if contextual cueing is dependent on (e.g., spatial) 

WM ï for example, because WM is necessary for strengthening associations between the 

target and nearby distractors (Brady & Chun, 2007) ï then a secondary WM task should 

attenuate contextual cueing. Alternatively, or in addition, it is possible that dividing attention 

between two similar tasks may introduce difficulties in representing ï that is, in the color-

based selection of ï the target set of items (Jiang & Leung, 2005), which may attenuate the 

cueing effect. Finally, it is possible that the secondary WM task depletes central resources for 

search task execution, attenuating contextual cueing. To decide between these alternatives (in 

particular, spatial vs. color-based WM load effects), Vickery et al. (2010) examined whether 

WM for spatial arrays, colors, item sequences, etc. would interfere with contextual cueing. 

However, they actually found contextual cueing to be unaffected by any of the additional WM 

tasks ï which led them to conclude that the cueing effect is not impacted by divided attention.  

3.2.2 Spatial, not featural, WM affects the retrieval of contextual cueing 

Following Vickery et al. (2010), a number of studies re-investigated the relation 

between contextual cueing and the performance of a secondary WM task. One limitation of 

Vickery et al. was that they tested contextual cueing only under single-task conditions, that is, 

after observers had learned the repeated displays in a dual-task phase. Thus, they could only 

examine whether the learning of contextual cues is affected by secondary WM load ï their 

results suggest that it is not ï but not whether the retrieval of learned information is dependent 

on WM. For example, as elaborated above, Jiang and Leung (2005) have shown that selective, 

feature-based attention modulates the retrieval of (previously acquired) configural 

associations; that is, only the selected items are represented in WM (e.g., Bundesen, 1990) 

and thus provide effective retrieval cues for stored associations. Given this, it is possible that 
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the addition of some specific type of secondary WM task in a ólateô, test phase of a contextual 

cueing experiment would interfere with the retrieval from long-term, configural memory.  

This hypothesis was tested in a series of follow-up studies (Manginelli et al., 2013; 

Travis et al., 2013). The general approach taken in these studies was to divide the experiment 

into a learning phase (e.g., trials 1-360 in Manginelli et al.) and a test phase (trials 361-480). 

Importantly, in Manginelli et al. (2013), the search task was combined with a secondary WM 

task that was applied in either the training or the test phase. The results revealed reliable 

contextual cueing when the WM task was administered in the learning phase ï a result 

compatible with Vickery et al. (2010), but not when administered in the test phase. 

Interestingly, Manginelli et al. (2013; see also Manginelli et al., 2011) investigated the effects 

of both featural (i.e., color-related) and spatial WM tasks (between-subject manipulation), but 

found only the latter task to interfere with contextual cueing. Manginelli et al. took this to 

mean that the expression of learned target-distractor associations is mediated by spatial WM. 

However, the results of Manginelli et al. (2011, 2013) were only partially supported by Travis 

et al (2013), who found that a spatial WM task can also interfere with the acquisition of 

contextual associations in the learning phase (we will return to this study in the General 

Discussion). At the first glance, these results seem to conflict with those of Manginelli et al. 

However, there are also some critical differences between the studies, such as the type of 

spatial WM task employed or observers experience with visual search in general, which 

complicate any comparisons and conclusions derived from these. Given this, it remains an 

open issue whether WM influences the learning of configural information or whether a 

secondary WM task interferes with the retrieval of learned target-distractor associations from 

long-term memory. 
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3.2.3 The present study: interference from spatial and executive WM  

The above-reviewed evidence of secondary WM tasks attenuating contextual cueing 

raises the question as to where the WM interference effects actually arise. In the present 

study, we draw a distinction between the potential role of spatial and executive WM functions 

in contextual cueing. The results of Manginelli et al. (2013) strongly suggest that the search 

and WM tasks compete for spatial WM functions; for instance, contextual cueing might be 

contingent upon loading a set of learnt spatial associations from long-term memory into WM 

in order to guide visual search. On this assumption, WM provides the ñworkspaceò that 

permits information stored in configural long-term memory to be linked with information 

contained in the search display. At the same time, however, the secondary task and contextual 

cueing may also draw on a common pool of central-executive WM functions, giving rise to 

interference because the addition of a secondary task would increase the demands for 

optimally ósharingô a limited-capacity spatial WM resource between the two tasks. This is 

predicated on the assumption that executive load is a function of the degree to which the dual 

tasks to be performed draw on a common, specific WM resource (e.g., Pashler, 1994) 

[Footnote 1].  

Of particular relevance in this context are findings from Lavie et al. (2004), showing 

separate effects of concurrent WM load and dual task coordination demands in a selective 

attention ï namely, a variant of the óEriksen flankerô (Eriksen & Eriksen, 1974) ï task. In 

more detail, Lavie et al. combined the attention task with a concurrent verbal WM task. There 

were two conditions: ñhighò versus ñlowò WM load, with observers having to maintain six 

digits versus only one digit in WM while performing the attention task. In the latter task, 

observers responded to the identity of a letter at the center of the display (e.g., ñxò vs. ñzò 

mapped to the left vs. the right hand), which additionally included a second (flanker) letter in 

the periphery: a distractor that was either compatible (e.g., a peripheral ñXò in the presence of 

a central ñxò), incompatible (e.g., ñZò), or neutral (e.g., ñNò) with respect to the target letter. 
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Typically, RTs to the target are faster with compatible, and slower with incompatible 

distractors relative to the neutral condition, suggesting that observers cannot effectively 

ignore the (task-irrelevant) distractor letter. Of note, in their Experiment 1, Lavie et al. (2004) 

found greater distractor interference (RT incompatible minus RT compatible distractor) in 

conditions of high versus low working memory load. Interestingly, distractor interference was 

also greater under dual relative to single task conditions, even when the WM task was 

performed prior to the flanker task (Experiment 4: ñhighò WM condition), so that the 

óphonological loopô component of WM (e.g., Baddeley, 2003) was free at time of the 

attention task. Moreover, when the WM and attention tasks were temporally segregated, 

greater distractor interference for dual relative to single task conditions was also found when 

the demands on WM were minimal (Experiment 5: ñlowò WM condition). Most importantly, 

under conditions of temporal segregation, the distractor interference was comparable in 

magnitude between the ñhighò and ñlowò WM demands (comparison between Experiments 4 

and 5; Lavie et al., 2004, p. 351). With regard to contextual cueing, this pattern of findings 

would support the view, outlined above, that (1) secondary WM tasks (non-spatial as well as 

spatial) do interfere with the attention task and that (2) the requirement for dual task 

coordination (i.e., executive control) is a chief factor in regulating performance in the 

attention task [Footnote 2].  

Importantly, these considerations concerning the role of spatial versus executive WM 

functions in contextual cueing go beyond what has been shown previously. A closer look at 

Manginelli et al. (2013) reveals that contextual cueing was actually reduced in the presence of 

both a featural and a spatial WM task, although the reduction was reliable only with the 

spatial task. The (numerical) decrease of contextual cueing under featural WM conditions 

may be taken to suggest that context effects are generally dependent on executive WM 

functions, too, although, for the reasons elaborated above, executive resources may be 

particularly challenged when the two tasks draw on a common, spatial WM resource. On this 
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background, the present study was designed to disentangle the role(s) of spatial versus 

executive WM functions in the contextual cueing of visual search.  

To this end, in the current experiments, we combined a visual search with a concurrent 

spatial WM (sWM) task. The secondary sWM task was applied either early (early trials) or 

late (late trials) during search performance, to permit secondary task effects to be re-examined 

on the acquisition and, respectively, retrieval of search-guiding configural information 

(Manginelli et al., 2013). However, our main focus was on whether WM interference effects 

on contextual cueing are solely due to spatial WM load or to executive WM load. To 

investigate this, one group of observers had to maintain a spatial pattern in WM while 

performing the visual search task (Experiments 2c, 2d). For another group of observers, the 

sWM task did not overlap with, but instead was performed immediately after (Experiments 

2a, 2b) or before (Experiments 3a, 3b) the search task. Thus, only in the ñwhileò group was 

the spatial (and executive) short-term memory resource occupied during the search task. In 

contrast, in the ñafterò and ñbeforeò groups, sWM was not occupied at the time observers 

performed the search task. Thus, the ñafterò and ñbeforeò conditions imposed only demands 

on dual-task coordination (Lavie et al., 2004). Based on the findings of Manginelli et al. 

(2013), we assumed that the sWM task hampers retrieval from configural memory. This 

would lead to two interesting predictions: (1) contextual cueing should be reduced under dual 

task conditions in a late test phase, that is, after the effect has been reliably developed under 

single task conditions in an early training phase. (2) Conversely, contextual cueing should 

become manifest under single task conditions in the test phase, even when the sWM task was 

paired with the search task in the training phase. Regarding the effects of spatial versus 

executive WM load, we hypothesized that if sWM interference effects are due to increased 

demands for scheduling multiple tasks (executive-load hypothesis), the addition of the 

secondary sWM task should reduce contextual cueing in all (i.e., the ñwhileò, ñafterò, and 

ñbeforeò) groups ï because in all groups, observers would at least have to coordinate the two 
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tasks. By contrast, if secondary task effects are due to increased sWM demands (spatial-load 

hypothesis), the cueing effect should be reduced particularly for observers in the ñwhileñ 

group ï because only in this group are the two tasks performed concurrently and the 

secondary task could take away spare WM capacity required for contextual cueing. 

3.3 General Method 

The present study comprised of seven experiments (see Table 1 and Figure 1). Each 

experiment was divided into three epochs of training and one epoch of test. Each epoch 

included five blocks of 24 search trials each. Experiment 1 served as the ñbaselineò condition, 

including only search trials, against which we compared contextual cueing in the other, ñdual 

taskò Experiments: 2a, 2b, 2c, 2d, 3a, 3b. In doing so, first we computed mean contextual 

cueing scores (RT non-repeated minus RT repeated display); second, we entered these values 

in mixed-design ANOVAs with group (baseline vs. dual-task; between-subject factor) and 

phase (training vs. test; within-subject factor) as variables. Note that for the training session, 

only RTs values for epoch 3 were entered in this analysis. We reasoned that any secondary-

task effects should be revealed by an interaction between the two variables. In Experiments 2a 

and 2b (3a, 3b), the sWM task was applied in close succession to the search task. These 

experiments were intended to examine the effects of executive, i.e., dual-task coordination, 

load on configural learning (Experiments 2b, 3b) or the expression of configural cues 

(Experiments 2a, 3a). In Experiments 2c and 2d, observers had to maintain a spatial pattern in 

WM by the time they performed the search task. These experiments aimed at testing whether 

concurrent spatial load attenuates configural learning (Experiment 2d) or the expression of 

learned contextual cues in the visual search task (Experiment 2c). In each experiment (and for 

each experimental condition), RT± 2.5 standard deviations from the mean were discarded as 

outliers (overall 2,99% of trials). Further, error response trials were also excluded from 

analysis (overall, 2,46% of trials; see statistics below). 
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Participants 

A total of 119 volunteers (17 in each experiment) from Ludwig Maximilian University 

Munich (41 males 78 females; mean age = 25.6 [SD=5.8] years) participated in the 

experiment. Participants were either paid 8 Euro per hour (approx. 11 USD) or received 

course credits for their participation. All observers had normal or corrected to normal vision. 

Six observers were left-handed. Instructions were presented in German language.  

Apparatus  

Stimuli were presented on a 19-inch CRT-monitor (AOC, Amsterdam, NL), 

positioned approx. 55 cm away from observers. Participantsô head was stabilized by means of 

a chin rest. The experiments were programmed in Matlab (version 7.3.0.267 R2006b; The 

MathWorks, Sherborn, MA), in combination with the OpenGL-Psychtoolbox extension 

(version 3.0.9; Brainard, 1997), and run on a ñstandardò (Intel) computer controlled by a 

WinXP Prof. operating system. Participants executed their responses via computer mouse and 

computer keyboard. Headphones were used to provide auditory feedback in the search and 

WM tasks, that is, the sWM task plus an articulatory suppression task. The stimuli for the 

latter task ï two digits ï were also presented via the headphones: participants had to vocally 

repeat two digits until (the test at) the end of the trial, so as to occupy the articulatory 

rehearsal process and thus prevent verbal coding of the to-be-remembered spatial stimuli 

[Footnote 3].  

Stimuli 

Spatial working memory task 

The sWM task required participants to remember spatial locations (Oh & Kim, 2004; 

Manginelli et al., 2011; see also Figure 1). On each trial, a memory display of four black 

squares (size: 0.6° x 0.6°) was presented on a gray background (RGB = 128,128,128). The 
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positions of the four items were randomly chosen among eight equidistant locations on an 

imaginary circle (radius approx. 3.0°).  

Search task 

The search stimuli were the target letter ñTò (tilted 90Á vs. 270Á relative to the vertical, 

upright orientation) and the distractor letters ñLò (0Á, 90Á, 180Á, and 270Á). The size of each 

stimulus was 0.6° x 0.6°. The screen background was gray (RGB = 128, 128,128). The color 

of the items was chosen randomly among red, blue, yellow, green, with the restriction that 

each color occurred equally frequently (25%) in the display. Each search display consisted of 

1 target and 15 distractor items, presented on four imaginary (concentric) circles with 

different radii of 1.7°, 3.4°, 5.1°, and 6.8° (see Figure 1). Targets appeared only on the second 

or the third circle. Further, the distribution of the 16 items was balanced across the four 

quarters, such that there were four items in every quarter.  

Procedure 

Participants were tested in a dimly lighted room. Each experiment lasted 

approximately 2 hours (except the ñbaselineò Experiment 1, which took some 30 minutes to 

complete) and comprised of four phases: (1) training on the search task (12 trials; data not 

recorded); (2) learning phase (360 trials, divided into 15 blocks of 24 trials each); (3) test 

phase (120 trials, divided into 5 blocks of 24 trials); and (4) explicit recognition test (24 

trials). Experiments 2-5 included a fifth phase, in which observers were provided with 

training on the search and sWM task (12 trials; data not recorded). This phase preceded the 

training on the search task. At the beginning of each phase, participants received instructions 

displayed on the screen about which task they were going to perform. Between blocks in the 

learning and test phases, participants were allowed to take a rest, until they pressed a key on 

the computer keyboard starting the next block. In each block of trials, 12 repeated and 12 non-

repeated displays were shown. In repeated displays, the position, orientation, and the colors of 

distractors were kept constant, in addition to the position and color of the target. In contrast, 
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the orientation of the "T" target letter (left vs. right) varied randomly on each trial in order to 

avoid response preparation (learning) effects. To equate target location repetition effects 

between repeated and non-repeated displays, targets in non-repeated displays appeared also in 

a limited set of 12 locations. However, in these displays, the locations of the distractors, and 

thus the configuration of the items, were randomly generated on each trial.  

ñBaselineò condition (Experiment 1).  

This experiment comprised of 15 blocks of learning (360 trials) and 5 blocks of test 

(120 trials). In each trial of the training and test phases, observers performed only the search 

task. They were encouraged to detect, and subsequently discriminate, the orientation of the 

ñTò target letter (left vs. right) presented amongst differently oriented ñLò distractor letters. 

Response feedback was provided in the form of a brief tone of 2000 Hz (correct answer) or 

300 Hz (wrong answer). On a given trial, the order of events was as follows: (A) presentation 

of fixation cross for 2000 milliseconds (msec). (B) Presentation of search stimuli until 

response or for a maximum duration of 3500 msec. (C) Auditory response feedback. (D) 

Intertrial interval of 500 msec. During this time, a white fixation was shown in the display 

center.  

ñsWM-after conditionò (Experiments 2a and 2b). 

 In the sWM-after condition (see Figure 1), the search task preceded the sWM task. 

Each trial started with the presentation of a fixation cross for 2000 milliseconds (msec). 

Thereafter, the search items were presented until observersô response or a maximum of 3500 

msec. Correctness of response was indicated by auditory feedback (correct answer: 2000 Hz 

tone; incorrect answer: 300 Hz tone). Next, two random auditory digits, ranging from 1-9, 

were presented for 2000 msec. Observers were instructed to rehearse the two digits until the 

end of the trial. The auditory stimuli were followed by the sWM items, plus a white fixation 

cross, presented for 500 msec. After a retention period of 4000 msec (only fixation cross 

shown), a memory test display was presented consisting of one black square presented at one 
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out of eight possible locations on the virtual memory circle. Observersô task was to indicate, 

by button press, whether or not the ñtestò square was at the location of a previous ñmemoryò 

square. Following their response or a maximum of 3000 msec, they received auditory 

feedback regarding the correctness of their sWM response. The same tones were used as in 

the search task. Next, a fixation cross was shown for 1000 msec. Following this event, 

participants performed a memory test on the articulatory suppression task. In doing so, two 

white digits were displayed in the center of the screen on a gray background for a maximum 

of 3000 ms and subjects had to indicate whether or not they matched the two digits they had 

been rehearsing during the trial. Again, auditory feedback was provided. During the intertrial 

interval, of 500 msec, a white fixation cross was shown. Experiment 2a (ñsWM-after-testò) 

contained 15 blocks of training (360 trials), in which only the search task was administered. 

In the subsequent 5 blocks of the test phase (120 trials), observers performed the search in 

combination with the sWM task. In contrast, in Experiment 2b (ñsWM-after-trainingò), the 

search and sWM task were combined in training, but the sWM task was removed in test trials 

(see Figure 1). 

ñsWM-whileò-condition (Experiments 2c & 2d).  

In this condition, observers performed the search task while they maintained the four 

black squares in working memory. On a given trial, the order of events was as follows (see 

Figure 1): (A) presentation of a white fixation cross for 2000 msec. During this time, 

participants also heard the two digits for articulatory suppression (i.e., they had to repeat them 

aloud until the end of the trial). (B) Presentation of the sWM stimuli plus a fixation cross for 

500 ms. (C) Appearance of the search display until response or a maximum of 3500 ms. (D) 

Auditory feedback on the search task. (E) Presentation of a white fixation cross for a variable 

length between 500 ms and 4000 msec, depending on the observerôs RT in the search task, in 

order to determine a constant retention period of 4000 ms for the sWM items. (F) Application 

of the sWM memory test. (G) Auditory feedback on the sWM task. (H) Presentation of 
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fixation cross for 1000 msec. (I) Probing memory for the articulatory suppression items by the 

presentation of two digits. (J) Feedback on articulatory memory task. (H) Intertrial interval of 

500 msec plus presentation of white fixation cross. In Experiment 2c (sWM-while-testò), 

óearlyô training trials contained only the search task and ólateô test trials both the search and 

sWM tasks. In Experiment 2d (ñsWM-while-trainingò), the search and sWM tasks were 

paired in training trials, but the latter task was removed in test trials (see Figure 1).  

ñsWM-before conditionò (Experiments 3a & 3b). 

This condition was near- identical to the ñsWM-after-conditionò (Experiments 2a and 

2b), except, however, that the search task was administered after participants performed the 

sWM task. In this regard, the sWM-before condition was similar to Lavie et al.ôs (2004) 

Experiments 4 and 5 (2004). Experiments 3a and 3b were motivated by the idea that the 

presentation of the search task at the beginning (sWM-after condition), as compared to the 

end (sWM-before condition), of a given trial would impose only minimal requirements for 

dual task coordination, ósimplyô because the search task would always be the first task to be 

performed (Glyn Humphreys, personal communication, July 2012). That is, the sWM-after 

condition may provide only a óweakô condition for tapping executive WM functions, likely 

underestimating the requirements for dual task coordination. Therefore, in the sWM-before 

condition, the sWM task was administered prior to the search task in order to increase the 

demands on dual task coordination. Using such a design, Lavie et al. (2004) showed reliable 

effects of dual task coordination on performance of the primary task (in their case: the Eriksen 

flanker task; in the present case: the contextual cueing task). In the sWM-before condition, 

each trial started with the auditory stimuli: two auditory digits (randomly chosen from the set 

of 1ï9) were presented for 2000 ms, and participants were asked to rehearse the digits until 

the end of the trial. Next, four black to-be-remembered squares appeared for 500 ms. The 

retention period was 4000 ms and followed by the sWM and articulatory suppression (digit) 

tests (response time max. 3000 ms for both tests). This was followed by the search task (max. 
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display presentation: 3500 ms). In Experiment 3a, the sWM task was administered in the 

ólateô test phase (trials 361-480; trials 1-360: only search task); in Experiment 3b, the sWM 

task was performed in combination with the search task in the training phase (trials 1-360; 

trials 361-480 only search task) (see Figure 1). 

Explicit recognition test.  

At the end of each experiment, participants performed a recognition test, querying 

observersô explicit knowledge of repeated displays. The recognition test contained 24 trials, 

half of which presented a repeated display and the other half a non-repeated display (random 

order). Observersô task was to indicate whether they believed having seen a given display 

already in the search task. With this óold-newô test, the chance rate for recognizing a repeated 

display is 50%.  

To preview the results, the main finding of the present study was that of concurrent 

spatial ï but not executive ï WM load interfering with the expression, rather than the 

acquisition, of contextual associations. In Experiment 2c, contextual cueing was attenuated 

when a concurrent sWM load (i.e., a secondary sWM task) was introduced in late 

experimental trials. In Experiment 2d, concurrent sWM load suppressed cueing in training 

trials; however, when this secondary task was removed in late trials, contextual cueing 

recovered (see Figure 2).  
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Figure 1. Illustration of the ñbaselineò, ñwhileò, ñafterò, and ñbeforeò conditions. The single task Experiment 1 was intended to provide a 

óbaselineô measure of contextual cueing, unconfounded by secondary task effects. In the other, dual task experiments, the search task was 

combined with a secondary spatial working memory (sWM) task performed in early (ñtrainingò) or late (ñtestò) trials either in parallel with 

(ñwhileò condition; Experiments 2c, 2d) or temporally segregated from the search task (ñafterò condition: Experiments 2a, 2b; ñbeforeò 

condition: Experiments 3a, 3b; in the ñafterò condition the sWM task was performed after, and in the ñbeforeò condition prior to the search task). 

In all dual task experiments, the search and sWM tasks were accompanied by a third, articulatory suppression task.  
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Figure 2 

 

 

Figure 2. Mean reaction times (RTs) and associated standard errors to repeated and non-repeated displays (black and white symbols, 

respectively) as a function of experimental epoch (1ï4). The upper and lower panels show RTs for the conditions with the sWM task 

administered in ñtraining and ñtestò trials, respectively. 
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