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Zusammenfassung

Eine Suche nach schweren, elektrisch geladenen, stabilen Teilchen mit dem ATLAS Detektor wird vorgestellt.

Hierzu werden Proton–Proton Kollisionsdaten, welche einer integrierten Luminosität von 36.1 fb−1 entsprechen

und bei einer Schwerpunktsenergie von
√

s = 13 TeV aufgenommen wurden, ausgewertet. Langlebige massive

Teilchen werden nicht in den Kalorimetern absorbiert, demnach ist ihre Signatur äquivalent zu Myonen, die auf-

grund ihrer großen Masse mit Geschwindigkeiten deutlich unterhalb der Lichtgeschwindigkeit propagieren und

hoch ionisierend sind. Die Ionisationsenergieverluste werden in Pixelclustern der innersten Spurenkammern

gemessen, die Ausbreitungsgeschwindigkeiten β durch Flugzeitmessungen bestimmt. Eine Zeit-Kalibrierung

des Myonen-Systems wird vorgestellt, welche eine signifikante Verbesserung gegenüber früheren Kalibrierungen

darstellt und die bisher beste β-Auflösung in ATLAS erreicht. Dies beinhaltet die Korrektur von zeit-abhängigen

Fluktuationen und die Bestimmung von Kalibrierungskonstanten mittels Gaußschen Parameterisierungen für etwa

700 000 einzelne Detektorelemente. Der erwartete Untergrund wird direkt aus Daten abgeschätzt. Keine der

betrachteten Signalregionen weißt einen statistisch signifikanten Ereignis-Überschuss auf. Die Ergebnisse wer-

den in verschiedenen supersymmetrischen Modellen, welche die Existenz von langlebigen Teilchen vorhersagen,

interpretiert. Langlebige Gluinos aus Split-SUSY-Modellen und langlebig Bottom und Top Squarks, welche zu

R-Hadronen hadronisieren, wurden bei 95% CL bis zu Massen m(g̃) = 2015 GeV, m(b̃) = 1240 GeV und

m(t̃) = 1325 GeV ausgeschlossen. Direkt produzierte langlebige Staus aus GMSB-Modellen sind für Massen

bis m(τ̃) = 420 GeV ausgeschlossen. Detektorstabile Charginos, welche in mAMSB-Modellen entstehen, kön-

nen bis zu Massen von m(χ̃±1 ) = 1100 GeV ausgeschlossen werden. Alle Ausschlussgrenzen stellen die

gegenwärtig striktesten Einschränkungen für stabile supersymmetrische Teilchen dar und bedeuten eine sig-

nifikante Verbesserung gegenüber früheren ATLAS- und CMS-Ergebnissen. Um kürzeren Lebensdauern, Mod-

ellunabhängigkeit und möglichen ladungsverändernden Interaktionen Rechnung zu tragen, wird die R-Hadronen

Suche wiederholt und alle Signale vom Myonen System ignoriert. Kein Ereignis-Überschuss wird beobachtet und

95% CL Ausschlussgrenzen werden gesetzt. Dieser ergeben sich zu m(g̃) = 1950 GeV, m(b̃) = 1170 GeV

und m(t̃) = 1220 GeV für Gluinos, Bottom- und Top-Squarks. Schließlich wird ein neuartiger Trigger der

auf langsame Teilchen spezialisiert ist vorgestellt. Hierbei werden zwei direkt aufeinanderfolgende Kollision-

sereignisse berücksichtigt und der momentan existierende Effizienverlust durch verspätet im Myonensystem ank-

ommende Teilchen minimiert.





Abstract

A search for charged stable massive particles in 36.1 fb−1 of proton–proton collisions at
√

s = 13 TeV with the

ATLAS detector is presented. Since stable massive particles are not absorbed in the calorimeters their signature

is equivalent to muons that propagate much slower than the speed of light due to their large mass and are highly

ionising. The ionisation energy losses are measured in pixel clusters of the innermost tracking chambers, the

propagation velocity β is determined by performing time-of-flight measurements. An in-depth timing calibration

of the muon system is presented which significantly improves previous results and achieves the best ATLAS β

resolution to-date. This involves the correction of temporal effects and determination of calibration constants

for about 700 000 detector elements individually. The expected background is estimated in a purely data-driven

manner. No statistically significant excess of events was observed in any signal region. The results are interpreted

in various supersymmetric models predicting the existence of long-lived particles. Long-lived gluinos, originating

from Split SUSY models, and long-lived bottom and top squarks that hadronise into R-hadrons were excluded at

95% CL up to masses of m(g̃) = 2015 GeV, m(b̃) = 1240 GeV and m(g̃) = 1325 GeV. Directly pair-produced

long-lived staus from GMSB models are excluded to masses up to m(τ̃) = 420 GeV. Detector-stable charginos

originating from mAMSB models can be ruled out up to masses of m(χ̃±1 ) = 1100 GeV. All limits are the most

stringent constraints on stable SUSY particles and are a significant improvement over previously reported ATLAS

and CMS results. To account for shorter lifetimes, model independence and possible charge-flip reactions the

R-hadron analysis is also done disregarding all signals stemming from the muon system including triggering. No

excess of events is observed and 95% CL exclusion limits are set resulting in the limits m(g̃) = 1950 GeV,

m(b̃) = 1170 GeV and m(g̃) = 1220 GeV for gluinos, bottom and top squarks, respectively. Lastly, a novel

trigger is introduced that is dedicated to slow-particle searches by considering two consecutive collision events

thereby recovering muon-trigger efficiency for particles arriving out-of-time in the muon system.





Preface

In its infancy, only a fraction of a second after the Big Bang, the Universe looked very different from what

we today see as the Universe: it was small, hot and opaque. The energy density was large enough to prevent

the formation of molecules, atoms and even protons. There was nothing there except a cosmic primordial soup

of elementary particles that interacted with each other and which we call quark-gluon plasma. Yet, the seed

for everything that ever was, is, or will ever be must already have been present then. In fact, the fundamental

characteristics of the Universe were determined in this early stage by the properties of the elementary particles

involved. If we want to understand how the Universe adopted the form we know today, we need to understand its

origin and discover the rules that governed its evolution in its earliest stage. It might be one of the most poetic

paradoxes that we have to study the smallest and most fundamental constituents of nature to answer the biggest

imaginable questions about the existence of our Universe: how did it begin? What is it made of? What rules

govern it? And what will its final destiny be?

For many decades, particle physicists have piled up their knowledge and developed increasingly exhaustive

models of nature that were then scrupulously put to the experimental test. Our current understanding of the

particle world is given by the Standard Model of particle physics. Though incomplete, it provides an accurate

description within our at present accessible energy regime. It is based on quantum field theories and contains a

total of twelve matter particles with an additional five particles to mediate three of the four known forces of nature.

Would it not be a remarkable thought to think of every object surrounding us being composed of a set of just twelve

different fundamental particles? Yet the truth is even more stunning. All but three matter particles are unstable

and decay within fractions of a second to one of the stable particles. The majority of known particles are therefore

short lived. It is intuitive to assume potential new massive particles to have equally short lifetimes. However, there

are compelling reasons to assume that the first hints of new previously undiscovered particles might come from a

different sector altogether and that those particles may in fact be long-lived.

After a two-year maintenance break, the Large Hadron Collider at CERN in Geneva began its operation again

in early 2015 at an unprecedented centre-of-mass energy of 13 TeV. I consider it a stroke of luck that I was able to

start my PhD project in October 2014, right in-time for the preparations for the new energy regime which had never

been probed before. The prospect of searching for new long-lived charged particles was - and remains - an exciting

challenge to me as the analysis has many non-commonplace demands, possesses unique requirements and uses

the detector in a way it was never optimised for. It was essential to the project to develop a good understanding of

both the hypothesised physics as well as the working principle of the detector from signal generation and readout

to reconstruction algorithms.

This thesis summarises the work I did in the past three years and which found its way into two papers [1, 2].

The first was published in 2016. It analyses the first 13 TeV collisions recorded in 2015 and reports a simple and

fast search for stable massive particles while using only parts of the detector. The second relies on data from

both 2015 and 2016 and gives a complete update on searches for different models using the entire detector for

its maximal sensitivity. It is to be published in 2018. Since the search reported in the first paper is contained and

expanded within the second, the text of this thesis considers only the second paper. I presented the results of the

first paper at an international conference [3] and introduced the analysis strategy of both the first and the second

paper at several national workshops and conferences.

Within a collaboration like ATLAS where more than 3000 physicists work together, no analysis effort can be
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done by one individual alone. A few words on my own contribution to the work presented here might be in

order. I have split my work into three chapters which are found as chapters 4-6 in this thesis and contain the

timing calibration of the Muon Spectrometer, a description of the analysis effort and a short account on the work

done for the late-muon trigger. Being the dedicated analysis expert for the Muon Spectrometer, the results and

investigations reported in the timing calibration chapter are exclusively my contributions. A small exception from

this is marked in the text and I am thankful to Massimiliano Bellomo for sparing me a lot of work there. For this

reason I have put great emphasis on this self-contained chapter. The following chapter contains an account of the

analysis effort. The principle analysis team is small, the main work load being shared between three people. It

is thus unavoidable that I had contributions to nearly all stages of the analysis and took part in discussions about

the remaining topics. The definition of the data format, event reweighting based on the amount of occurring initial-

state radiation and due to wrongly simulated muon-trigger efficiencies, as well as the estimation of many different

systematic uncertainties were some of my main contributions. In the text I have tried to reflect the amount of my

own contributions during a particular analysis step in the level of detail of its description. Lastly, the late-muon

trigger was a project which I started on in 2014 and liked to keep returning to all throughout the last three years.

Some of the most time-consuming work has not found its way into this thesis, even though I do remember quite

vividly many weeks of digging through the code of trigger software in order to get the trigger simulation running.

I will however not claim that my contributions were more than a footnote in this process. The implementation of

the trigger on Level 1 was done by Susan Cheatham, the HLT implementation was started by Enrique Kajomovitz

and finalised by Massimiliano Bellomo. Among other things, I have at various points during development supplied

samples with artificially shifted timing information for testing purposes. In the text of this thesis I have highlighted

my own contribution in the commissioning process of the trigger which led to its activation for physics-data taking.

A long list of dedicated trigger experts have contributed in these discussions. I also want to mention Marc Berndl,

who estimated the late-muon trigger rate under my supervision.

Obviously, many projects I have worked on in the past three years, whether small or big, I could not include

in this thesis. Some for quite obvious reasons, others because the work was superseded by new considerations

and it became superfluous (as an example I will name an optimisation of the analysis pre-selection, the result of

which was later put into disuse by the intention of harmonising the selection with another similar analysis effort).

I have also refrained from going into detail about several small projects I designed for students to work on. The

experience of supervising a project was, however, very instructive to me, as were the teaching duties I had during

the project. Further, having spent about eight months of my time at CERN, I took on additional responsibility by

becoming a software release coordinator for the trigger group. Compatibility of new packages, release building

and distribution were amongst my tasks.

The most gratifying and rewarding side-project I took on during the last three years, however, was unquestion-

ably my work in outreach as an ambassador for particle physics at many schools, as a guide at CERN and at

various public events. The opportunity to excite the minds of promising students to challenges and fascinations in

the field of particle physics and to try explaining complex scientific concepts in an approachable manner has been

an utmost pleasure to me. Though of course not an official part of my PhD project, I nevertheless considered it

my duty to engage in discussions and advocate an undirected fundamental research that is driven by our curiosity

and thirst for knowledge and understanding.

After much discussion with many of my colleagues I feel also compelled to give a few words of justification on

the thesis style I have chosen. I hope nobody is led to believe the main motivation was to fill pages more quickly

by using only two thirds of each page. On the contrary: especially the timing-calibration chapter with its different

calibration steps requires the reader to have a clear and precise picture of the underlying timing distributions and

results in mind, to be able to follow the arguments made. Instead of writing long descriptions, I decided to give as

many plots as necessary and rather one too many than to leave out a crucial piece of information. The two-column

approach allows me to include all plots, while still keeping the thesis structured and easy to read. The reader is

further spared to search for the corresponding figure as it is usually found right next to the text where it is first

referenced. The 167 figures and 39 tables included in the main body of this thesis will hopefully aid me in making
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my arguments. Whether I have succeeded in this, I will leave for the reader to judge. In the theory and detector

chapter I have used margin notes to also give explanations for readers who do not have a background in particle

physics.

I wrote this thesis with myself at the beginning of my project in mind. It contains all the information and

references I wished to have had back then. My hope is this thesis will be of assistance to everybody carrying on

the search for stable massive particles and prevent them running into a few of the blind alleys that I sometimes

explored. Hopefully they will find answers to many of the questions I was unable to. But then again, if Robin

Ince and Brian Cox are right and science can be defined as "the desire to stay confused", this project really was -

without a doubt - in the best scientific spirit.

JOCHEN JENS HEINRICH

Munich, Decembre 2017
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CHAPTER1
Introduction

An ATLAS collision event display giv-
ing rise to two muons. Image adapted
from [4].

Throughout the last decades research in particle physics has been
conducted in the framework of one dominant theory called the Stan-
dard Model of particle physics. With only a handful of elementary
particles known at the time the complex mathematical foundation of
the model seemed like an utter theoretical overkill. Yet, after exten-
sive efforts and the construction of more and more powerful particle
accelerators the energy frontier has been pushed forward and all of
the predicted particles have emerged, completing the model. But
the job of a particle physicist is far from done. The Standard Model
leaves many questions unanswered and cosmological measurements
demand the existence of physics beyond current knowledge. But on
what energy scale is this new physics to appear? There are many
reasons (see chapter 2.3) to believe new particles may turn up on the
TeV scale and are thus accessible to experiments at the Large Hadron
Collider. The exact properties of such new physics are in the absence
of concrete measurements left to guesswork. From the theoretical
side a whole plethora of proposed models exist, but none could be
verified so far. This generates an exciting prospect for an experimen-
tal particle physicist: every new study that is being conducted could
uncover the longed for new physics.

Many of the proposed new models predict a set of new particles of
which one or more are long-lived. In this work, the term long-lived
particle is used as follows:

Definition: Long-lived particle (LLP)
A particle with a lifetime long enough to allow it
to travel a measurable distance from the point of
production before its decay.

Figure 1.1: A long-lived particle was
produced in the primary vertex and
subsequently decays after travelling
some distance giving rise to a dis-
placed vertex signature. The figure was
adapted from [5].

Typically this means a lifetime τ > 0.1 ns which results in a flight
distance of ≈ 3 cm (figure 1.1). This is enough to cause standard
track reconstruction to fail. At longer lifetimes the LLP might reach
the first detector layer and decay within the tracking chambers. It
is thus required to perform dedicated analyses depending on the
lifetime of the particle.

If the lifetime is long enough for the particle to traverse at least one
subdetector altogether before decaying the LLP is called metastable1. 1 This definition is only used within the

context of this study to allow an easy
differentiation between signatures.

Such hypothetical metastable massive particles (mSMPs) open up the
prospect of a direct search, as opposed to the identification of decay
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products as done in most generic new particle searches. For even
longer lifetimes the particle is able to leave the detector before de-
caying. Such particles are called detector-stable. In this thesis the
term stable2 massive particle is used as follows:2 Since the exact lifetime of the particle

is of no concern as long as it is long-
lived enough to leave the detector, the
term ’stable’ instead of ’detector-stable’
is used throughout this thesis.

Definition: Stable massive particle (SMP)
A particle with a mass considerably larger than
known Standard Model particles, a lifetime long
enough to reach at least the ATLAS hadronic
calorimeter before decaying and an electric charge
while traversing the tracking chambers.

In this definition the implicit assumption of an electric charge in
the tracking chambers is made to accommodate the possibility of
charge-flip interactions for composite particles (see chapter 2.7.1) and
is necessary in order to perform a direct search, which offers many
benefits: it can be constructed to be nearly model independent and
through the absence of known particles with comparable character-
istics and large masses, the search can be designed close to free of
physical background. Indeed, in the search presented here the back-
ground is caused by instrumental effects. It is therefore required
to develop a thorough understanding regarding hardware and data
acquisition as the detector is used for a purpose which was not its
primary design objective. It further demands dedicated calibration
procedures that are not covered by detector performance task forces
and instead left to the analysers themselves. Additional challenges
arise on the triggering of candidate events, where particles may ar-
rive "out of time" at the trigger chambers.

This thesis provides documentation for the considerations and in-
vestigations leading towards a search for SMPs in proton–proton col-
lisions at a centre-of-mass energy

√
s = 13 TeV with the ATLAS de-

tector.
The thesis is structured as follows: chapter 2 lays the theoretical

groundwork to motivate the search for SMPs, describes how they
might turn up in a detector and gives a brief overview of previously
published search results. The experimental setup at CERN with fo-
cus on the Large Hadron Collider and the ATLAS experiment is in-
troduced in chapter 3. The individual characteristics of the relevant
subdetectors are discussed in some detail as required for the under-
standing of the timing calibration of the ATLAS muon system, which
is detailed in chapter 4. The SMP search itself is described in chap-
ter 5 and walks the reader through all stages of the analysis from
event selection to the results. Future iterations of the analysis will
suffer from increasingly difficult trigger conditions, which is why
chapter 6 introduces a conceptually new trigger dedicated for slow-
particle searches. Lastly, chapter 7 summarises the work presented
here and gives a brief outlook into the future.



CHAPTER2
The Standard Model and

beyond

Particle physics in a bubble chamber.
Image adapted from [6].

The Standard Model of particle physics is the established centrepiece
of modern particle physics. It is therefore prudent to start by intro-
ducing the model and list its particle content in chapter 2.1. Differ-
ent mechanisms which can render a particle long-lived are discussed
in chapter 2.2 and a list of known long-lived particles is given. If
the theory of the Standard Model was complete and flawless, par-
ticle physics would be at an end. This is not the case and different
shortcomings of the model are discussed in chapter 2.3. As a result,
physics beyond the Standard Model has to exist and chapter 2.4 will
give an introduction into the framework of one hypothetical expan-
sion called supersymmetry. A group of other new models which
involve extra dimensions and can give rise to SMPs are briefly dis-
cussed in chapter 2.6. Chapter 2.7 contains a basic description of the
properties of SMPs, their interactions in matter and introduce ap-
proaches how the behaviour can be correctly modelled. as well as
summarise previous search efforts. Lastly, the chapter summarises
previous search efforts for SMPs.

2.1 The Standard Model of particle physics
Range rel

Force [m] strength

Gravity ∞ 1

Weak 10−18 1024

Electromagn. ∞ 1035

Strong 10−15 1037

Table 2.1: The four fundamental forces
of nature, their range and relative
strength. The strength is taken as
the relative magnitude of the force act-
ing on proton pairs with a distance of
10−15 m. Adapted from [7].

The aim of particle physics is to gain a better understanding of the
fundamental building blocks of the Universe and their interactions.
A series of ground-breaking theoretical works like the unification of
the electromagnetic and weak interactions into one combined elec-
troweak interaction by Glashow [8] in 1960 and the formulation of
the Higgs mechanism [9–12] and its incorporation into electroweak
theory by Weinberg [13] and Salam [14], let to the creation of the
Standard Model of particle physics (SM) in the mid 1970s. It in-
cludes descriptions of three of the four known fundamental forces
of nature1 and describes the interactions of all known particles with 1 electromagnetic, strong and weak

forces. Not included is gravity which
in comparison is on this scale orders of
magnitude weaker than the other forces
(table 2.1) and can thus safely be ig-
nored. See chapter 2.3 for more details.

each other. Not only does the SM provide a natural order to the
fundamental particles, it also predicted the existence of additional
particles upon its formulation. Since then all predicted particles have
been successfully searched for, completing the SM with the discovery
of the Higgs boson in 2012 [15, 16].
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2.1.1 Particle content

All known matter is composed of a very limited set of fundamental
particles. These matter particles are categorised into two very dif-
ferent particle groups which consist of three generations of particle
doublets each. The first group are the quarks. Here the up quark
u and the down quark d constitute the first generation. Their elec-
tric charges are (2/3e,−1/3e), where e is the elementary charge2.2 The electric charge of a proton, e =

1.6021766208(98)× 1019 C [17] Charm quark c and strange quark s form the doublet of the second
generation, the third is composed of top quark t and bottom quark
b. They are both copies of the first generation but with much larger
particle masses. Quarks are confined to colourless hadronic bound
states and can only be observed in baryons (qqq) and mesons (qq̄).

The electron e− is the representative of the first generation of the
lepton family. Together with the electrically neutral electron neutrino
νe it forms the doublet (e, νe). Muon µ− and tau τ− with their cor-
responding neutrinos νµ and ντ are the second and third generation.
Again the masses of the particle increase with the generation num-
ber3 while other physical properties are identical to the first genera-3 The observation of neutrino oscilla-

tions show that neutrinos require a non-
zero mass. However, so far no measure-
ment of neutrino masses was successful
and only upper bounds are known. See
for example [18].

tion. Quarks and leptons are collectively called fermions and carry
an half-integer spin. Measurements place strong exclusions on the
existence of a fourth generation of fermions [19].

Besides the matter particles there exist the force-carrier particles.
They are bosons carrying an integer spin. Electromagnetic interac-

Figure 2.1: Overview of all parti-
cles contained in the Standard Model.
The mass of each particle, its charge
and spin is listed in the top left cor-
ner. Quarks and leptons form the fun-
damental matter particles, the gauge
bosons mediate three of the four funda-
mental forces of nature, the Higgs bo-
son arises from the Higgs mechanism.
The figure was taken from [20].
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tions are mediated by the massless photon γ. The weak force is trans-
mitted by the massive gauge bosons W+, W− and Z0, which couple
to every particle in the SM. The massless gluon g mediates the strong
interaction and couples only to colour-charged quarks and itself4. 4 As a consequence the gluon itself car-

ries two colour charges: a colour and an
anti-colour.

The last particle in the SM is the Higgs boson. It is an electrically
neutral, colour neutral, scalar (spin-0) particle which couples to all
massive particles.

All electrically charged SM particles also possess antiparticles with
opposite electric charge. They are denoted by either a bar above the
particle (anti-up quark ū) or by reversing the superscript indicating
the electric charge (positron e+). Electrically neutral particles are said
to be their own antiparticles.

An overview of the particle content of the SM is given in figure 2.1.

2.1.2 Electroweak theory

f f

γ

Figure 2.2: A fundamental electromag-
netic interaction vertex where a fermion
radiates a photon.

Electroweak theory (EWT) is the unification of Quantum Electrody-
namics (QED), which is the underlying theory of photon-mediated
electromagnetic interactions, and weak interaction theory. Although
the two interactions seem fundamentally different at low energies,
they can be treated on an equal footing at the unification scale at
energies O(100 GeV). EWT forms a gauge theory based on the
SU(2)L ⊗U(1)Y symmetry group5. 5 The index L accounts for the fact that

weak interaction is a "left-handed" the-
ory, i.e. maximally parity violating,
the index Y refers to the weak hyper-
charge. For further reading [21, 22] is
suggested.

a)

f f

Z0

b)

u s

W+

Figure 2.3: Two fundamental weak in-
teraction vertices. a) shows the radia-
tion of a Z0 boson and b) the radiation
of a W+ boson which crosses a genera-
tional border changing an up quark into
a strange quark.

All electrically charged particles participate in electromagnetic in-
teractions and thus couple to the photon. An example for a funda-
mental interaction vertex in QED is depicted in figure 2.2.

In weak interactions on the other hand, there are both neutral and
charged particle exchanges. In neutral interactions a particle radiates
a Z0 boson which can then decay into a pair of neutral or charged
particles (figure 2.3a). Charged-current interactions mediated by the
W± bosons deserve some special attendance. The W± bosons can de-
cay into a charged and an uncharged lepton, as happens for example
in the classical β-decay p → n + W+ → n + e+ + νe. In exchange in-
teractions it thus allows leptons to change into the other state within
the generational doublet (an example would be electron–neutrino
scattering e−νµ → νeµ− in which a W− boson is exchanged). It is
not possible to cross generational borders (i.e. e− → µ−) via weak
interactions in the lepton sector. However, the situation is different in
the quark sector. Here the generational doublets do not correspond
with the eigenstates of the weak interaction, which take the form

(
u
d′

)
,

(
c
s′

)
,

(
t
b′

)
(2.1)

where the lower components are linear combinations of the physical
d, s and b quarks related via the mixing coefficients in the CKM
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matrix d′

s′

b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 ·
d

s
b

 . (2.2)

An example for a resulting vertex is depicted in figure 2.3b. For more
details on electroweak interactions [23] is recommended.

2.1.3 Quantum Chromodynamics

The theory describing strong interactions is called Quantum Chro-
modynamics (QCD) [24]6. It can be seen as an expanded version6 For an interesting easy-to-read, yet

somewhat dated compendium on QCD
see [25].

of the same pictorial machinery used in QED. But whereas there is
only one charge in QED, there is three different ones in QCD. They
are called colour charges and need to be preserved at every interac-
tion vertex. Very much like the photon, there is a massless gauge
boson mediating the force, but unlike the photon, which is neutral
with respect to the charge it couples to, the gluon carries two colour
charges itself: a colour and an anti-colour charge. This has interest-
ing phenomenological consequences: The spectrum of possible QCD
interaction vertices is much richer since the gluon can couple to itself
and even form bound states called glueballs, consisting exclusively
of gluons. A few examples of interaction vertices are depicted in fig-
ure 2.4, where without loss of generality the three colour charges are
called blue, red and green, as is common in current literature.

a)

ur ug

grḡ

b)

gbr̄ gbr̄

gbb̄

c)

ggr̄ grr̄

grb̄ ggb̄

Figure 2.4: a) an up quark radiating
a gluon and thus changing its colour
charge. b)+c) the gluon self-coupling
leads to vertices in which three or four
gluons couple to each other.

Evaluating all possible colour-charge combinations the gluon can
take on, one concludes the existence of 8 physical gluon states. This
colour-octet is described by an SUC(3) symmetry group.

To this day, nobody has directly observed a particle with frac-
tional electric charge, or discernible colour charge. This is commonly
known as the confinement problem. Its solution constitutes another
major discrepancy from QED and intuition. When the distance be-
tween two particles is increased, the strong force acting in between
them gets stronger, much like the force of a spring increases when
the ends are pulled. Yet, at small distances quarks and gluons can
still be treated as free particles. This is called asymptotic freedom
and allows QCD to be treated as a perturbation theory. If the field
between two particles gets strong enough, a new qq̄ pair is created
from the energy of the interaction field to counteract the colour forces
in between as shown in figure 2.5. In practice this means coloured
particles will immediately after creation form colour-neutral bound
states which can then be observed. States of the form qq̄ are called
mesons and carry a colour and its anticolour, qqq states exhibit all
three different colour charges and are called baryons (or antibaryons
in the q̄q̄q̄ case). Collectively mesons and baryons are called hadrons.



2.3 particles with long lifetimes 7

2.2 Particles with long lifetimes

Figure 2.5: Results of colour confine-
ment in QCD. Two quarks are pulled
apart, the strong force in between them
increases and to counteract the field in
between them two new quarks are cre-
ated. Figure taken from [26].

This study describes a search for new heavy long-lived particles. The
SM itself offers a series of elementary particles and bound states with
long lifetimes.

2.2.1 Why particles are long lived

Many different mechanisms can influence the lifetime of a particle
and render it detector-stable.

• If the system at hand exhibits a (nearly) conserved quantum num-
ber, there has to be a particle that finds no lighter particle to de-
cay to without violating the conserved quantity. There are several
examples from the SM: the electron cannot decay to any lighter
charged particles without violating conservation of lepton num-
ber or electric charge. It is thus stable. The same way one can
argue the stability of the proton: as the lightest baryon there is
no possibility for it to decay without breaking the conservation of
baryon number7. 7 This of course only holds for the free

particle. A proton bound in a nucleus
can "borrow" energy from the binding
energy to decay to a neutron, positron
and neutrino.

µ−

νµ

W−

e−

ν̄e

Figure 2.6: The decay of the muon is
suppressed because of the weak cou-
pling to the heavy W boson.

• If there is a weak coupling in the decay chain, the decay is sup-
pressed and the parent particle becomes long lived. In the SM this
is the case for the muon. Its long lifetime of τµ = 2.197 µs [27] is
caused by its decay being a purely weak process via a heavy W
boson as depicted in figure 2.6.

• If the available phase space for a decay is limited. This is the case
if the sum of the masses of the decay products are very close to the
mass of the parent particle. In the SM the neutron is only about
0.08% heavier than the sum of the decay products p, e− and ν̄e.
The β-decay is thus further suppressed by phase space limitations
resulting in the lifetime of the neutron of τn ≈ 880 s [28].

2.2.2 Long-lived particles in the Standard Model

The SM offers a range of particles that can be considered long-lived.
In figure 2.7 all SM particles with mean lifetimes larger than 10−20 s
are plotted. Further, for a particle boost of 200 GeV the time interval
in which the particle travels through the ATLAS detector have been
included. As can be seen, particles with lifetimes τ > 0.1 ns are able
to decay within the detector itself.

2.3 Shortcomings of the Standard Model

Since its formulation different aspects of the SM have been exper-
imentally tested over and over again. One of the most impressive
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Figure 2.7: All known particles of the
SM with lifetimes larger 10−20 s. Since
electron and proton are stable no data
point can be seen. Assuming a particle
boost of 200 GeV, the two red lines indi-
cate the time interval during which the
particle would travel within the active
layers of the ATLAS detector (without
being stopped). Particle lifetimes and
masses have been extracted from [29].
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examples is the measurement of the anomalous magnetic moment of
the electron ae = (g− 2)/2, where g is the so called g-factor8. The8 The anomalous magnetic moment

originates from quantum mechanical
effects which can be expressed by Feyn-
man diagrams with an arbitrary num-
ber of loops. The "g-factor" corresponds
to the classical result, i.e. only the tree-
level contribution, for which the Dirac
equation predicts g = 2.

theoretical prediction was calculated up to tenth order in perturba-
tion theory and arrived at the value of [30]

ae(theory) = 159652181.78(77)× 10−12 . (2.3)

The measurement arrived at a value of [31, 32]

ae(exper.) = 159652180.73(0.28)× 10−12 . (2.4)

Theoretically calculated and measured values agree to more than 10

digits. This is an astonishing precision and an impressive achieve-
ment for the SM. Further, the model also predicted new particles
that were still undiscovered at the time. Massive search efforts how-
ever lead to the experimental verification and the discoveries of the
W± [33, 34] and Z0 [35, 36] bosons at CERN’s SPS in 1983, of the top
quark at Fermilab in 1995 [37, 38] and of the Higgs boson at the LHC
in 2012 [39, 40].

The SM itself is a remarkable success. Yet, despite everything
there are many serious shortcomings of the model which are briefly
discussed here.

Gravitational force The SM does not attempt to give an accurate de-
scription of gravity as the fourth known fundamental force of nature.
Because of its relative weakness on energy scales probed so far9, this9 compare to the relative strengths of

the forces listed in table 2.1 has not posed a problem and is unlikely to do so in the foresee-
able future. It is however expected that this will change when mov-
ing to higher and higher energies and the SM will become invalid
when gravity ceases to be negligible10. The best current description

10 A rough estimate on where this hap-
pens is given by the Planck scale
which can be calculated by equating
the Compton wavelength λC = h/m, at
which quantum effects start to be rele-
vant for an accurate description of par-
ticle behaviour, with the Schwarzschild
radius rS = 2Gm which describes a par-
ticles maximal confinement before col-
lapsing into a black hole. This yields
mP =

√
h/2G ≈ 1.22× 1019 GeV.

of gravity is given by general relativity which seems to be fundamen-
tally incompatible with the SM [41]. Many attempts have been made
to construct a theory of quantum gravity, yet, they have proven un-
successful so far [42, 43]. As an analogue to the other three forces, an
additional force carrier called the graviton could be assumed which
mediates gravitational force. The physics program at the LHC in-
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cludes searches for gravitons, however no evidence of their existence
has been found so far, e.g. [44, 45].

Figure 2.8: Content of the Universe as
measured by the Planck satellite. Figure
taken from [46].

Dark matter Cosmological observations including galactic rotation
curves [47], stellar velocity dispersions [48], as well as observations
of gravitational lensing effects [49] lead to the conclusion that ordi-
nary matter as described by the SM makes up only 4.9% of the mass
in the Universe (figure 2.9). Recent measurements by the Planck
satellite [50] suggest a significantly larger portion of 26.8% is dark
matter, which is assumed to be of particle nature. Dark matter does
not interact with ordinary matter via the strong or electromagnetic
force and is thus limited to gravitational and weak interactions. Af-
ter the discovery of neutrino oscillations it was speculated whether
dark matter could be composed of SM neutrinos, however, the mea-
sured upper limits on neutrino masses and their cosmic abundances
seem to rule out that interpretation [51]. Many much discussed hy-
potheses involve WIMPs (weakly interacting massive particles) with
masses on the TeV scale. Therefore, the SM does not offer a suit-
able candidate to explain dark matter. The remaining 68.3% of the
Universe is called dark energy, which counteracts the gravitational
pull of the matter and is responsible for the accelerated expansion
of the Universe. Dark energy remains one of the most mysterious
observations in contemporary physics [52].

Figure 2.9: Neutrinos oscillate between
their flavours. Figure taken from [53].

Neutrino oscillations In the SM neutrinos are massless. However, the
observation of neutrino oscillations [54] demands neutrinos to have
mass, albeit a small one. Adding neutrino mass terms to the SM
leads to further theoretical problems as it is not clear whether neu-
trino masses stem from the same mechanism as all the other masses
in the SM.

Baryon asymmetry The Universe seems to be composed of matter
particles with almost no antimatter around. Yet, the Big Bang theory
predicts matter and antimatter to be created in equal abundances. In
order for such an asymmetry to appear a process needs to discrim-
inate between matter and antimatter allowing for matter to become
dominant over antimatter11. Such a process is called a charge-parity 11 This is one of the three Sakharov con-

ditions for generating baryon asymme-
try. The others are the existence of
baryon number violation and departure
from thermal equilibrium [55].

(CP) violating process. The dominant interactions in the SM, how-
ever, are CP invariant. The small CP violations that have been mea-
sured in the hadronic electroweak sector are far too small to explain
the lack of baryonic antimatter in the Universe [56–58].

Hierarchy problem The SM is a low-energy approximation only valid
on the order of the electroweak unification at energies O(100 GeV),
which is considerably lower than the Planck scale at O(1019 GeV).
The inconsistencies introduced by the different scales become appar-
ent when considering the Higgs mass. Its measured value mH is
in fact the sum of its bare mass m0 and the quantum corrections it
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receives through loop diagrams like the one depicted in figure 2.10

m2
H = m2

0 − 6λ2
f

∫ d4k
(2π)4

1
k2 , (2.5)

H0 H0

f

f̄
Figure 2.10: One-loop quantum correc-
tions to the physical Higgs mass com-
ing from virtual fermion loops, most
dominantly the top quark.

where λ f is the coupling constant of fermions to the Higgs field
(most dominantly the top quark because of its large mass). As can be
seen, the integral diverges quadratically and the computation is only
possible by defining a cut-off Λ up to which the integration is carried
out and the theory looses its validity [59]. If Λ is taken to be the
Planck scale12, the loop correction become enormous and about 34

12 since a complete theory is required to
be valid all the way up to the Planck
scale

orders of magnitude larger than mH [60]. To get the observed value
of a mere ≈ 125 GeV the quantum corrections have to cancel with
the bare Higgs mass to an astonishing precision. This fine tuning
between the two large and uncorrelated parameters is considered
unnatural [61, 62].

Number of free parameters The SM has 19 numerical parameters that
are not determined within the theory and can only be measured in
an experiment. The discovery of non-zero neutrino masses adds even
further free parameters to the list as given in table 2.2. Some find so
many free parameters disquieting and search for a more fundamen-
tal theory.

Number of parameters

Coupling constants 3
Higgs potential 2
Fermion masses 9

CKM matrix (quark mixing) 4
No CP-violation in
strong interactions 1
Neutrino masses 3

Mixing angles ≥ 4

Table 2.2: The free parameters of the
SM. Below the line are the additional
free parameters necessary for the neu-
trino sector. The listed neutrino mixing
angles include three angels and at least
one CP-violating complex phase stem-
ming from the PMNS matrix [63].

2.4 Physics beyond the Standard Model

Because of the many shortcomings associated to the SM and dis-
cussed in the previous chapter, it has become general consensus that
some form of physics beyond the framework of the SM has to ex-
ist. Many such suggested expansions invoke new fundamental sym-
metries of the Universe, new particle fields or place the perceivable
surroundings of physical existence within a much more complicated
structure of space-time. While they set out to solve many of the
aforementioned shortcomings of the SM, they must also respect ex-
isting measurements. A common prerequisite of all new models is
therefore the incorporation of the SM within the context of new and
expanded phenomenology, rather than replacing it. In the follow-
ing a prominent set of beyond the SM theories which involve a new
fundamental symmetry called supersymmetry is described. The pa-
rameter spaces of such theories can offer some degree of freedom to
allow for the existence of new massive long-lived particles.

2.5 Supersymmetry

Recall the hierarchy problem as described in chapter 2.3. The Higgs
mass receives quantum corrections ∆mH from loop diagrams. For
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the fermion loop in figure 2.10 the correction is of the form

∆m2
H = −

|λ f |2

8π2 ·Λ
2 + · · · , (2.6)

H0 H0

S

Figure 2.11: A hypothetical heavy
scalar particle coupling to the Higgs bo-
son.

where the ellipsis involves terms at least proportional to the fermion
mass that grow logarithmically in Λ. On the other hand, corrections
coming from the diagram in figure 2.11, where a Higgs boson radi-
ates and reabsorbs a hypothetical massive scalar particle that couples
with coupling constant λS to the Higgs, yield quantum corrections
of the form

∆m2
H =

|λS|2
16π2 ·Λ

2 − · · · . (2.7)

Comparing equations 2.6 and 2.7 one can draw the following con-
clusion: If there is a fundamental new symmetry which associates
fermions to bosons and vice versa, one can have systematic can-
cellations of the quantum corrections because of the relative minus
sign13 [64]. This fundamental symmetry is called supersymmetry 13 The scalar potential is demanded to

be bound from below which renders λS
automatically positive.

(SUSY). A tremendous amount of work has been put into the devel-
opment of models incorporating this symmetry [65–70].

The generator Q of this transformation is a fermionic operator
which carries a half-integer spin and maps bosonic states onto fermionic
states and vice versa

Q |boson〉 = |fermion〉 , Q |fermion〉 = Q |boson〉 . (2.8)

It has the properties of an anticommutating Weyl spinor14. For fur- 14 The generator satisfies the following
anticommutator {A, B} = AB + BA re-
lations

{Qα, Q†
β̄} = 2σ

µ

αβ̄
Pµ ,

{Qα, Qβ} = 0 ,

{Q†
ᾱ, Q†

β̄} = 0

where the indices α, β and ᾱ, β̄ for Q
and Q† respectively take the values 1
and 2, Pµ is the four-momentum and
σµ = (1, σi) with the Pauli matrices
σi . The SUSY algebra is consistent with
Lorentz covariance [71].

ther details on the algebra of supersymmetry [72–75] are recom-
mended.

SUSY affects all fields (and thus particles) in the SM. Much like
the symmetry between particle and antiparticle it predicts a super-
partner for every known particle with the same mass and internal
quantum numbers but opposite spin statistics that form a so-called
supermultiplet. Obviously, this prediction is refuted by the striking
absence of discoveries of superpartners. SUSY therefore has to be a
broken symmetry which causes a splitting of the masses of a super-
multiplet and causes the mass of superpartners to be much higher
than their SM counterparts.

Supersymmetric particles in the TeV range would allow for a unifi-
cation of the gauge couplings of the three SM gauge groups at large
energy scales as sketched in figure 2.12. This is one of the condi-
tions for the construction of a Grand Unified Theory (GUT) [76–78].
Gauge coupling unification cannot be achieved in the pure SM and
needs extra multiplets between the weak scale and the scale of the
GUT [79].

Figure 2.12: Running coupling con-
stants in a SUSY extension of the SM.
Figure adapted from [80].

In order to keep the attractive features of the theory the breaking
is not arbitrary, but of a certain type called soft breaking [81, 82].
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2.5.1 Soft supersymmetry breaking

To achieve soft SUSY breaking the Lagrangian is expanded by ad-
ditional terms which do not satisfy SUSY transformation invariance
but have a negligible effect at large energies where the symmetry is
unbroken. Similar to the Higgs-mechanism in the SM, the superpart-
ners gain their mass through direct couplings to these new terms.

Figure 2.13: A separation of the hid-
den sector from the observable sector
of SUSY takes place. The hidden sec-
tor might be an additional spatial di-
mension. Here the branes are 4D hy-
persurfaces in 5D spacetime. The figure
is taken from [74].

There is an abundance of possible mechanisms proposed to achieve
soft SUSY breaking. In fact, very often SUSY models are distin-
guished from each other by the breaking mechanism. In many cases
this is achieved by postulating a separation of the observable SUSY
sector from a hidden SUSY-breaking sector (figure 2.13). This could
for example be realised by assuming additional spacetime dimen-
sions [83, 84]. Different mechanisms of mediation between the visible
and the hidden sector through messenger fields take place. Common
models include gauge-mediated supersymmetry breaking (GMSB),
anomaly-mediated supersymmetry breaking (AMSB) or minimal su-
pergravity (mSUGRA).

2.5.2 R-parity

Supersymmetry adds a new multiplicative quantum number called
R-parity15 [85]15 sometimes also equivalently used

’matter parity’

PR = (−1)2S+3(B−L) (2.9)

Here S is the spin of the particle, B is the baryon number and L the
lepton number. All SM particles and the Higgs boson have PR = +1,
while all superpartners have odd R-parity PR = −1. In most SUSY
models R-parity is promoted to a fundamental conserved quantity.
This has striking phenomenological consequences. All supersym-
metric particles decay to a state which contains at least one other
sparticle with odd R-parity. Thus, the lightest supersymmetric par-
ticle (LSP) cannot decay to any lighter particle without violating R-
parity conservation. If it is electrically neutral and only weakly in-
teracting, the LSP functions as an ideal candidate for dark matter. In
fact most SUSY models are designed to satisfy the dark-matter re-
quirements. Depending on the model, WIMP candidates are usually
the gravitino or the lightest neutralino [86]16.16 The sneutrino is another possibil-

ity which was excluded by measure-
ments [87, 88].

Further, it can be concluded that sparticles are always produced
in pairs and each one of them decays to a state that consists of an
odd number (oftentimes just one) of LSPs.

The original motivation for R-parity was to prevent proton de-
cays [89, 90]. It is however possible to also construct models that do
not conserve R-parity and nevertheless contain a quasi-stable proton
with lifetimes many times the age of the Universe [91].
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2.5.3 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) considers
only the minimal number of additional particle fields and interac-
tions still consistent with phenomenology [92]. This results in a su-
perpartner for every SM fermion that is itself of bosonic character.
The name of the new particle is prefixed by an ’s’ and its symbol
canopied by a ∼. This way, top quark t and bottom quark b have
superpartners top squark t̃ and bottom squark b̃. Further, there is a
fermionic superpartner for every boson in the SM. Here the naming
scheme dictates the suffix ’-ino’ and a ∼ above the symbol. Thus, the
superpartner of the gluon g is the gluino g̃. To accommodate elec-
troweak symmetry breaking, the Higgs sector of the MSSM needs
to be enlarged with respect to the SM to prevent gauge anomalies.
The simplest approach is to add two scalar Higgs doublets. The re-
sulting higgsinos are allowed to mix with the gauginos and form six
observable mass eigenstates17. Four of them are electrically neutral 17 The neutral eigenstates result from

the mixing of the neutral higgsinos
(H̃0

u, H̃0
d ) with the neutral gauginos (B̃,

W̃0). The charged ones are a mixing of
charged higgsinos (H̃+

u , H̃−d ) and winos
(W̃+, W̃−).

and called neutralinos χ̃0
i , the electrically charged ones are called

charginos χ̃±i . A similar mixing can be observed in the sfermion sec-
tor where the gauge eigenstates mix to form mass eigenstates. For
example the τ̃L and τ̃R

18 form mass eigenstates called τ̃1 and τ̃2.
18 The index L and R do not refer to the
helicity of the SUSY particle which has
spin 0, but to that of the SM partner.

An overview of all the predicted supersymmetric particles, which
are collectively called sparticles, is given in table 2.3.

Particle name Spin PR Gauge eigenstate Mass eigenstate

Higgs bosons 0 +1 H0
u H0

d H+
u H−d h0 H0 A0 H±

ũL ũR d̃L d̃R same
squarks 0 −1 s̃L s̃R c̃L c̃R same

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

ẽL ẽR ν̃e same
sleptons 0 −1 µ̃L µ̃R ν̃µ same

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

neutralinos 1/2 −1 B̃0 W̃0 H̃0
u H̃0

d χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4

charginos 1/2 −1 W̃± H̃+
u H̃−d χ̃±1 χ̃±2

gluino 1/2 −1 g̃ same

gravitino 1/2 −1 G̃ same

Table 2.3: Overview of the particles pre-
dicted by the Minimal Supersymmet-
ric Standard Model. The Spin and R-
parity state of the particles are listed.
The mixing of the sfermion states in the
first and second generation is assumed
to be small, so mass eigenstates differ-
ent from the gauge eigenstates are only
given for the third family. The table has
been reproduced from [74].

In total, the MSSM offers more than 120 free parameters which are
largely related to CP-violating phases and flavour-changing neutral
currents. Since experiments put strong constraints on those, some
scenarios try to reduce the number of free parameters by at least a
factor of six through experiment-motivated assumptions and by con-
straining parameters to each other [93]. Those models are called
constrained minimal supersymmetric Standard Models (CMSSM).
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Some CMSSM or mSUGRA models require as few as five parame-
ters19 [94].19 m0 - mass scale of scalars

m1/2 - mass scale gauginos/higgsinos
A0 - common trilinear coupling
tan β - Higgs vacuum expectation value
ratio
signµ = ±1 - sign of SUSY conserving
mass parameter

It should be noted that the MSSM is under severe constraints due
to the discovery of the Higgs boson with mH = 125 GeV [95]. How-
ever, as a simple model which is (historically) available for many
generators and software packages for quantitative predictions, that
nevertheless correctly describes many effects of still viable supersym-
metric models, it remains a much discussed and studied scenario.

2.5.4 Supersymmetry at the LHC

At the LHC SUSY particles are predominantly produced through
strong processes like gluon–gluon fusion. In figure 2.14 the cross sec-
tions for several production processes are drawn. They were calcu-
lated using the Prospino2 [96] software and include next-to-leading
order (NLO) loop corrections matched with resummed results at
next-to-leading-logarithmic (NLL) accuracy.

Figure 2.14: Total cross section in pb
for SUSY production in proton–proton
collisions as a function of mass for dif-
ferent production channels. The cal-
culation was carried out including first
order loop corrections. Here equally
degenerate squark and gluino masses
are assumed. The figure was adapted
from [97].

Sparticles typically decay through long decay chains with possi-
bly multiple promptly decaying intermediates which can give rise to
a large multiplicity of jets and/or leptons in an event. In R-parity
conserving models, the decay cascade terminates when the LSP is
reached. Since this particle is stable and leaves the detector it will
give rise to missing transverse momentum, a momentum imbalance
within the detector that can be quantified by calculating the vectorial
sum of the momenta of all particles in the plane transverse to the
beam pipe. Since the LSP is electrically neutral it will not leave a
measurable track and thus prohibit the sum from vanishing. It is of-
ten expressed in terms of missing transverse energy Emiss

T . Because of
this most generic SUSY searches use Emiss

T as their primary signature.
a)

g̃

q̃

q̄

b)

q̃

g̃

q

c)

l̃

χ̃0

l
Figure 2.15: Examples for the decay of
a (a) gluino, (b) squark and (c) slepton.

The sparticles which are of special interest for the present study
are the gluino, the third generation squarks, staus and charginos.
Gluinos decay either via squark–antisquark production g̃ → q̃q̄/ ˜̄qq
(if mg̃ > mq̃) or via g̃ → qq̄χ̃0

1 (if mg̃ > mχ̃0
1
). The squarks decay to

a gluino and a SM quark q̃ → g̃q (if mq̃ > mg̃) [98]. For sleptons
like the stau, the allowed decays involve charginos and neutralinos
as well as a lepton l̃ → χ̃0l/χ̃±ν. Lastly, chargino decays are much
more complicated and model dependent since they result out of the
mixing of higgsino and gaugino fields [99].

Example Feynman diagrams of the decay of a gluino, squark and
slepton are drawn in figure 2.15.

The general search strategy at the LHC and the ATLAS experi-
ment is to cover as large a portion as possible of the available pa-
rameter space. To this end most analyses rely on large quantities of
Emiss

T , a large multiplicity of jets and an analysis-dependent number
of leptons in the event. This approach has been shown to work well
in phenomenological MSSM model space and suggests an equally
good coverage for all LHC SUSY searches [100].
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Many different supersymmetric models can give rise to SMPs. In
the following Split SUSY and gauge-mediated supersymmetry break-
ing are introduced as benchmark models used in this analysis.

2.5.5 Split SUSY

g

g g

g̃

g̃ q̃

q̄

Figure 2.16: Pair production of gluinos
and subsequent decay to a much heav-
ier squark, resulting in a long gluino
lifetime.

Split SUSY (SSUSY) [101, 102] models follow a slightly different mo-
tivation than laid out here. So far the main driving force for SUSY
was the solution of the hierarchy problem. However, the nature of
the hierarchy problem is very similar to the cosmological constant
problem as it is also related to ultraviolet power divergences and
gives rise to suspiciously fine-tuned parameters at low energies. Yet,
one can "solve"20 this by invoking the anthropic principle [103] as 20 The anthropic principle is more a cop-

out than a solution, admitting our igno-
rance and shifting the burden of expla-
nation to future generations with access
to new experimental facilities.

suggested by Weinberg [104]. It is now argued to adopt the same
justification to the hierarchy problem and instead focus on a model
providing gauge-coupling unification, a viable dark-matter candi-
date and a Higgs boson in agreement with observation.

To accomplish this, SSUSY has two different intrinsic mass scales.
The sfermions (squarks and sleptons) have large masses, while the
other particles including the Higgs boson can be light and accessible
at the LHC. This has an important consequence for the lifetime of
the gluino. Since its decay involves a massive squark the decay is
heavily suppressed and the gluino becomes long-lived. The process
is sketched in figure 2.16. The lifetime of the gluino is determined
only by its mass and the magnitude of the splitting between mass
scales, i.e. the scale of supersymmetry breaking [105].

Figure 2.17: Allowed SUSY breaking
scale as a function of Higgs mass for
different tan β. The green line describes
the experimental value. Figure adapted
from [106].

The discovery of the Higgs boson puts restrictions on the scale of
SUSY breaking as can be seen from figure 2.17 and therefore on the
lifetime of the gluino. Depending on the parameters of the model (es-
pecially tan β) the maximal allowed breaking scale is 107 GeV which
results in a gluino lifetime of τg̃ ≈ 40 ns for mg̃ = 1 TeV, enough to
qualify as an SMP.

Gluinos, just like their SM counterparts, carry colour charge and
are therefore subject to confinement. Gluinos will therefore hadro-
nise immediately and form a combined state called R-hadron21. In 21 The same applies of course for

squarks. In general: a colour-triplet
C3 hadronises either to form a meson-
like object C3 q̄ or a baryon-like one
C3q1q2. A colour-octet C8 has three pos-
sible states: the meson-like C8q1 q̄2, the
baryon-like C8q1q2q3 (or antibaryon-
like C8 q̄1 q̄2 q̄3) or a glueball C8g.

this thesis gluino R-hadrons from a Split SUSY scenario are fre-
quently used as a benchmark to study SMP behaviour.

2.5.6 Gauge-mediated supersymmetry breaking

In gauge-mediated supersymmetry breaking (GMSB) models, the
breaking is mediated by the common gauge interactions in QCD
and electroweak theory [74, 107]. The model can be fully described
by specifying only five different parameters (see footnote in chap-
ter 2.5.3). The gravitino G̃ is the LSP, which has important impli-
cations. The next-to-lightest supersymmetric particle (NLSP), for
which no astrophysical constraints exist, can be charged or coloured
and decays to the gravitino and its SM partner. Because the gravitino
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only interacts very weakly it implies a long-lived NLSP, usually the
stau τ̃ or neutralino χ̃0 [108]. Here only models in which the τ̃ is the
long-lived NLSP will be considered.

For further reading on GMSB [109] is recommended.

2.5.7 Anomaly-mediated supersymmetry breaking

Another group of SUSY models assumes the hidden sector to have
a structure which fails to provide mass terms through either gauge
interactions like in GMSB or through gravity like in SUGRA models.
Instead the breaking is conveyed via the superconformal anomaly22.22 Also referred to as Weyl anomaly. It is

a quantum phenomenon which allows
the breaking of the theorie’s conformal
symmetry. An example for such a type
of anomaly is the trace anomaly found
in QCD. The anomaly introduces the
scale at which colour confinement oc-
curs and thus determines the sizes and
masses of all hadrons. [110]

Such models are therefore termed anomaly-mediated supersymme-
try breaking (AMSB) [111–113] and predict an alternative set of sig-
natures and masses [114]. In such models one could have a near
mass degeneration between the neutralino as the LSP and the light-
est chargino. Such a chargino would then become long-lived.

Pure AMSB predicts negative mass squares for sleptons. This can
be solved by adding a constant term to squared scalar masses. The
model is then called minimal AMSB (mAMSB) [115].

2.6 Theories involving extra dimensions

An abundance of models involving additional dimensions have been
proposed. Many of them can give rise to long-lived particles. In Uni-
versal Extra Dimension (UED) models there exist additional com-
pactified spatial dimensions beyond the known three dimensions
that are accessible to all SM fields [116] (figure 2.18). Similarly to
R-parity one can define a new quantum number called Kaluza-Klein
(KK) number which has to be conserved at each vertex. This way
UED provides a viable dark-matter candidate [117]. UED could fur-
ther deliver a mechanism for gauge-coupling unification [118], SUSY
breaking [119] and for the fermion mass hierarchy [120].

Figure 2.18: An additional dimension C
is wrapped around itself and compact-
ified enough not to be noticed. Taken
from [121].

The signatures of UED are similar to those of SUSY: Emiss
T -based

searches which can potentially contain several leptons and jets orig-
inating from cascade decays in the event [122]. The parameters of
the model can be chosen to make the lightest and the next-to-lightest
KK particle long-lived [123]. Such long-lived states require dedicated
searches which are beyond the scope of this work.

2.7 Stable Massive Particles

In chapters 2.5 and 2.6 a few examples of models that give rise to
LLPs have been discussed. Obviously they only function as bench-
mark models and are by no means a full list of LLP providing scenar-
ios. As a matter of fact, since most BSM hypotheses rely on a mul-
titude of parameters it is often possible to select a set of parameters
that renders one or more particles long-lived. Consider a CMSSM
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model with a mass degeneration between the lightest neutralino and
the stau with mτ̃1 − mχ̃0 < mτ . Depending on the model parame-
ters m0 and m1/2 the lifetime of the τ̃1 now ranges from O(1 ns) to
O(1 µs) as plotted in figure 2.19. It becomes apparent that the search
strategy must heavily depend on the choice of model parameters. In
models with detector-stable particles the typical long cascade pro-
cesses are interrupted and do not yield large missing energy. Hence,
the generic Emiss

T -based analyses are blind to such scenarios.
Figure 2.19: Lifetime of the τ̃1 in the
m0-m1/2 parameter space of a CMSSM
model. m0 is the mass scale of the
scalars of the model, m1/2 that of the
gauginos and higgsinos. For details on
the coloured markings see source of the
figure in [124].

SMPs are predicted by many supersymmetric models regardless
of whether the violate R-parity [125–127] or conserve it [85, 101, 107,
128–131].

While the potential signals studied here are mainly singly-charged
particles with a small fraction of doubly-charged R-hadrons, a differ-
ent kind of SMP can be imagined that exhibit electric charges many
times the elementary charge |q| � e. Such hypothetical particles are
collectively called highly ionizing particles (HIPs). Examples are Q-
balls [132, 133], dyons [134], magnetic monopoles [128] or remnants
of microscopic black holes [135].

The distinctiveness of SMP topologies offer both challenges and
benefits for search efforts. The long lifetimes allow for a direct detec-
tion as opposed to reconstruction through decay products. Since the
SM offers no particle with similar characteristics the search is free of
physical background with small backgrounds due to detector effects.
It is therefore necessary to have a good understanding of the detector
itself.

2.7.1 Interaction with matter

Figure 2.20: Stopping power as a func-
tion of βγ = β/

√
1− β2 where β = v/c

and the momentum p for antimuons
propagating through copper. The stop-
ping power translates to ionization en-
ergy losses dE/dx. The figure was
taken from [136].

The possible interactions of SMPs depend on the kind of long-
lived particle. While all SMPs interact through electromagnetic ef-
fects, hadron-like SMPs like R-hadrons can also interact via the strong
interaction. In comparison to electromagnetic effects they are sig-
nificantly less understood. Because of their large masses all SMPs
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have in common that their propagation velocity can be significantly
smaller than the speed of light β < 1, where β = v/c. Since all light
SM particles are expected to propagate with the speed of light it is
possible to detect SMPs by performing time-of-flight measurements.
The following chapter gives a summary of the possible interactions
within the detector. For a more complete overview [137] is recom-
mended.

Figure 2.21: Elastic scattering of an R-
hadron and a proton. The R stands for
the R-hadron. Figure taken from [128].

Lepton-like SMPs The main electromagnetic effects are Coulomb scat-
tering and continuous energy losses through ionisation in the de-
tector material. The scattering processes influence the trajectory of
the particle. Since the scattering angle is proportional to 1/pβ one
can at first assume a large effect because of the small β. However,
since most SMPs exhibit a considerable momentum, the slow veloc-
ity is compensated for and the deflection angle is in fact small. The
ionisation-energy losses dE/dx23 are well described by the Bethe-23 In a rigorous notation one would

write −dE/dx to describe the energy
losses. However, the ’minus’ sign is
omitted here and throughout the re-
mainder of this thesis

Bloch equation and proportional to 1/β2 in the relevant energy regime,
as can be judged from figure 2.20. It can therefore be expected to ob-
serve large dE/dx for SMPs [138]. The passage of particles through
matter and the resulting ionisation-energy losses are well under-
stood [29, 139]. The main background in this study originates from
muons. Since they are light compared to the SMP and thus travel
close to the speed of light, the dE/dx can be used to discriminate
between signal and background.

For HIPs the ionization energy losses are enormous and can even
lead to the particle stopping in the detector creating unique signa-
tures [140, 141].

Figure 2.22: Conversion of an R-
meson into an R-baryon. Figure taken
from [128].

Hadron-like SMPs In addition to Coulomb scattering and ionization
energy losses, heavy R-hadrons can undergo scattering processes
with nuclei resulting in parton exchange. The interaction probability
of a specific parton with mass mp and another parton in a nucleus
is proportional to 1/m2

p and consequently very low for the heavy
supersymmetric parton considered here, which also carries most of
the momentum. The majority of interactions are executed by the
lighter SM constituents which are dragged along by the heavy spar-
ton as shown exemplary in figure 2.21. Every time a parton looses
some energy through scattering it is "replenished" from the vast en-
ergy carried by the massive constituent. The energy losses are thus
determined by the kinetic energy of the parton cloud. A back-of-the-
envelop calculation reveals that the energy scales which need to be
considered are indeed low24 [142].24 Consider an R-hadron with an energy

of 1.5 TeV and a mass of the heavy con-
stituent of 1000 GeV. This gives the R-
hadron a kinetic energy of 500 GeV and
results in a Lorentz-factor of γ = 1.5.
Assuming now further the remaining
constituents are a u and a d quark yields
a kinetic energy Eqq̄ = mqq̄(γ − 1) ≈
0.3 GeV for the interacting system.

By scattering off a nucleus an R-meson can convert into an R-
baryon. A possible interaction is shown in figure 2.22 where a neutral
R-meson exchanges one quark for two quarks from a proton result-
ing in a neutral pion and a charged R-baryon. The reverse of this
process, however, is suppressed kinematically and by the absence of
pions in the detector material [137]. It is therefore valid to assume
most detectable R-hadrons to be of baryonic character. This is im-
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portant to consider since baryons carry the larger scattering cross
sections. The present study is mainly interested in gluino, sbottom
and stop R-hadrons. From the SM quark mass hierarchy it can be de-
rived that the squark R-hadrons will predominantly end up in q̃ud
states. This results in a neutral sbottom R-hadron and a charged stop
R-hadron. The present analysis can therefore be predicted to have a
slightly larger sensitivity to stop based R-hadrons than to sbottom
R-hadrons.

Figure 2.23: Inelastic scattering of an R-
hadron resulting in a charge flip. Figure
taken from [128].

The experimentally most challenging feature of figure 2.22, how-
ever, is the change of electric charge of the R-hadron. While it was
produced neutral and therefore invisible to the searches presented
here, it becomes charged and visible at some point in the detector. A
similar process is depicted in figure 2.23, where a gluino R-hadron
scatters inelastically with a proton resulting in a change of the elec-
tric charge of the system from neutral to positive. Obviously the
reverse of the reaction is possible as well and a formerly charged
R-hadron performs a charge flip and becomes invisible, mimicking
the signature of a decay to invisible particles in the detector. It can
be estimated that charge-flip reactions contribute substantially to all
interactions [128]. This can lead to peculiar R-hadron signatures in
the detector with segmented tracks and (possibly several) changes of
sign25. 25 It has also been speculated about the

observability of mesino-antimesino os-
cillations in which a neutral R-meson
oscillates into its own antiparticle [143,
144]

Different models have been developed to correctly model the R-
hadron behaviour in matter [137, 138, 145–147]. In this study two
different models have been used: the generic and the Triple-Regge
model.

Figure 2.24: Cross sections for interac-
tions of a stop (top) and gluino (bottom)
R-hadron with a stationary nucleon for
the Triple-Regge model (solid lines) and
the generic model (dashed lines). Fig-
ure taken from [145].

The generic model assumes a flat geometric scattering cross sec-
tion of 12 mb per light quark and a heavy spectator constituent. This
is the pragmatic approach given the fundamental uncertainty regard-
ing R-hadron interaction. For R-meson to R-baryon conversion pro-
cesses phase-space factors are considered. The generic model pre-
dicts most R-baryons to be electrically charged. In this work, the
generic model is used to describe the interaction of gluino R-hadrons
within the detector. For this it is also necessary to specify the fraction
of gluinos which hadronise into a gg̃-system. This fraction is referred
to as the f -parameter.

The Triple-Regge model employs insights gained from low-energy
hadron–hadron scatterings and estimates R-hadron interaction cross
sections and energy losses from the Triple-Regge formalism [146].
Contrary to the generic model, this results in interaction rates de-
pending on the Lorenz factor γ, as can be seen in figure 2.24, where
the interaction cross sections of stop and gluino R-hadrons with a
nucleon that is part of a nucleus consisting of an equal number
of protons and neutrons, are plotted. The model was initially for-
mulated for squark-based R-hadrons, but later extended to include
gluino R-hadrons. It predicts a larger fraction of neutral R-hadrons
than the generic interaction model. The Triple-Regge model is used
in the present study to describe sbottom- and stop-based R-hadron
interaction in the detector.
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In principle it is also possible to form resonant R-hadron states
as depicted in figure 2.25. Such processes are currently not imple-
mented in any model and thus constitute a source for uncertainty
on the interaction model. In [137] it is argued that the negligence of
such possible resonances does not have a significant impact.

Figure 2.25: Formation of an R-hadron
resonance. Figure taken from [128].

Because the energy lost through hadronic interactions is small, the
passage of an SMP through a detector will not be accompanied by
hadronic showers in the calorimeter systems. It follows that an SMP
mimics the experimental signature of a muon, albeit with a much
larger mass.

Because the interaction of R-hadrons in matter is highly uncer-
tain, there exist also models predicting the SMP to loose almost all
their momentum mainly though ionisation-energy losses and come
to a stop within the detector. Such stopped particles can be found
by detecting out-of-time decays. Such scenarios are not within the
scope of the present work but are well covered by other analysis ef-
forts [148–150].

2.7.2 Cosmological constraints on SMPs

A stable or quasi-stable26 particle that is accessible to experiments26 When speaking about cosmological
timescales the usage of the label ’sta-
ble’ can be tricky. Since constraints
on absolute stable particles are differ-
ent than those on metastable ones, the
term quasi-stable is used here to avoid
confusion with the regular definitions
of SMP and mSMP.

at modern colliders would also have been produced during the Big
Bang. If their quantity was large enough the particle would thus
influence the cosmological evolution of the Universe. A quasi-SMP
(qSMP) has implications on the era of nucleosynthesis. During that
epoch the first light elements and isotopes like deuterium, helium-3,
helium-4, etc. have been formed at a very specific ratio that can be
measured today. A qSMP that decays during nucleosynthesis will
affect those ratios27. Especially the ratio of deuterium and helium-327 The decay releases energetic particles

into the plasma which could lead to re-
actions like p+4He→3He+D increasing
the abundance of deuterium in the Uni-
verse [151, 152].

has strong implications on the decay of the qSMP [153, 154].
Further constraints originate from observations on the cosmic mi-

crowave background (CMB). The decay of qSMPs injects highly en-
ergetic photons into the plasma which leads to characteristic spec-
tral distortions that should be measurable today. The absence of
such distortions allows for some conclusions on the mass of the
qSMP [128, 155].

For an absolutely stable gluino it is possible to derive mass limits
of a few TeV from the relict density [151].

In summary, cosmological constraints are present but weak in the
mass and lifetime regime studied at present colliders.

2.7.3 Constraints from searches on SMPs

SMPs have been actively searched for in many different collider ex-
periments. The following chapter gives a short overview over lower
mass limits placed on SMPs prior to publication of results presented
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here.
At LEP, searches for SMPs have been conducted by looking at

high-momentum charged-particle tracks that are heavily ionising or
produce no Cherenkov light because of their reduced velocity, whereas
specific searches for neutral R-hadrons were based on topology con-
straints, missing energy and jets.

The D0 and CDF experiments at the Tevatron tagged candidates
by performing time-of-flight measurements and detection of anoma-
lous dE/dx of high-momentum tracks.

At the LHC the strategies have remained the same. While ATLAS
and CMS rely on dE/dx and time-of-flight measurement, LHCb em-
ploys mainly the response from Cherenkov detectors to distinguish
SMPs from muons.

Long-lived sleptons Table 2.4 gives the lower mass limits on sleptons
from LEP and LHC experiments.

experiment machine
√

s [GeV] comment limit [GeV] Ref.

ALEPH LEP 184 τ̃R, µ̃R ml̃ > 81 [156]
DELPHI LEP 189 τ̃R, µ̃R ml̃ > 87.5 [157]

L3 LEP 183 τ̃R, µ̃R ml̃ > 81.2 [158]
OPAL LEP 130-209 τ̃R, µ̃R ml̃ > 98 [159]

ATLAS LHC 8000 direct τ̃ production mτ̃ > 286 [160]
ATLAS LHC 8000 GMSB, M = 250 TeV, N5 = 3, mτ̃ > 440 [160]

µ > 0, Cgrav = 5000, tan β = 10
ATLAS LHC 8000 GMSB, M = 250 TeV, N5 = 3, mτ̃ > 385 [160]

µ > 0, Cgrav = 5000, tan β = 50 [160]
CMS LHC 13000 long-lived τ̃ from mτ̃ > 490 [161]

inclusive production
CMS LHC 13000 long-lived τ̃ from mτ̃ > 240 [161]

direct pair production
LHCb LHC 7000-8000 long-lived τ̃ in mGMSB mτ̃ > 309 [162]

Table 2.4: Summary of slepton lower
mass limits prior to this study. The D0
collaboration did not quote any mass
limits on long-lived staus but instead
provide upper limits of 0.04− 0.008 pb
on the cross section of scalar taus in the
mass range 100 < mτ̃ < 300 GeV [163].

Measurements of the absolute decay width of the Z boson per-
formed at LEP allow to rule out the low-mass region of ml̃R

< 40 GeV.
The limits quoted at LEP are furthermore independent of lepton
flavour and are thus listed here for staus and smuons simultane-
ously. Limits on selectrons however differ at e+e− colliders because
of the additional contribution from possible neutralino exchange.

Mass limits quoted at the LHC depend highly on the parameters
of the benchmark models. As an example the ATLAS results are
quoted in more detail to allow for an easier comparison with the
results presented here. The limits by the CMS collaboration at

√
s =

13 TeV were published while the work on the present study was
ongoing.

Long-lived squarks Table 2.5 lists the lower mass limits on squark
masses from LEP, Tevatron and the LHC.

The most stringent lower limits on long-lived squarks were given
by the CMS experiment in their analysis of

√
s = 13 TeV LHC data

placing a lower limit on the top-squark mass of mt̃ > 1.0 TeV.
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Table 2.5: Summary of squark lower
mass limits prior to this study. Note
that the limits at LEP experiments were
derived for scenarios in which either
the gluino or the top squark is the LSP.

experiment machine
√

s [GeV] comment limit [GeV] Ref.

ALEPH LEP (e+e−) 88-209 g̃ and t̃ as LSP mt̃ > 95 [164]
mb̃ > 92

DELPHI LEP (e+e−) 189-208 purely g̃L mt̃ > 90 [165]
mb̃ > 96

CDF Tevatron (pp̄) 1960 stable t̃ squark mt̃ > 249 [166]

ATLAS LHC (pp) 8000 t̃ & b̃ R-hadrons mt̃ > 900 [160]
mb̃ > 845

CMS LHC (pp) 13000 t̃ R-hadrons mt̃ > 1000 [161]

In the table only those limits which were derived for experimental
signatures similar to this study have been listed. However, both AT-
LAS and CMS have also covered scenarios in which the SMP is either
meta-stable and potentially decays after traversing the first layers of
the detector [167–169], or is stopped in the detector and decays out-
of-time up to many minutes after production [148, 170].

Long-lived gluinos Table 2.6 lists the lower mass limits on gluino
masses derived from measurements at LEP and the LHC.

Table 2.6: Summary of gluino lower
mass limits prior to this study. The
CMS

√
s = 13 TeV results were in-

terpreted in a cloud interaction model
(CIM) and a charge-suppressed interac-
tion model (CSIM) with different prob-
abilities f of a gluon-gluino bound
state.

experiment machine
√

s [GeV] comment limit [GeV] Ref.

ALEPH LEP (e+e−) 88-209 g̃ is the LSP mg̃ > 26.9 [164]
DELPHI LEP (e+e−) 189-208 mg̃ > 18 [165]

ATLAS LHC (pp) 8000 generic model mg̃ > 1270 [160]
CMS LHC (pp) 13000 CIM with f = 0.1 mg̃ > 1610 [161]
CMS LHC (pp) 13000 CSIM with f = 0.1 mg̃ > 1580 [161]
CMS LHC (pp) 13000 CIM with f = 0.5 mg̃ > 1520 [161]
CMS LHC (pp) 13000 CSIM with f = 0.5 mg̃ > 1540 [161]

During the course of the present analysis the CMS collaboration
placed the most stringent limits on the gluino mass at the time ex-
cluding masses of up to mg̃ ≤ 1610 GeV. They supplied exclusion lim-
its for two R-hadron interaction models: the cloud-interaction model
(CIM), which corresponds to the generic interaction model and a
charge-suppressed interaction model (CSIM), which corresponds to
the Triple-Regge model as discussed in chapter 2.7.1.

The previously existing limit from ATLAS stems from an
√

s =

8 TeV analysis resulting in a lower gluino mass limit of mg̃ > 1270 GeV.

long-lived charginos The lower mass limits on long-lived charginos
from LEP, Tevatron and the LHC prior to the present analysis are
summarised in table 2.7.

The analysis of
√

s = 8 TeV data in ATLAS allowed to place a
lower chargino mass limit of mχ̃± > 620 GeV. CMS reported limits
for chargino lifetimes of 3 < τχ̃± < 100 ns ranging between 100 <

mχ̃± < 800 GeV.

Further searches Besides the searches listed above it is also possible
to probe for SMPs outside the energy regime available at current
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experiment machine
√

s [GeV] comment limit [GeV] Ref.

DELPHI LEP (e+e−) 189 mH̃±/mν̃ > m ˜χ± mχ̃± > 93 [171]
L3 LEP (e+e−) 189 CMSSM mχ̃± > 76.8 [172]

OPAL LEP (e+e−) 130-209 mν̃ > 500 GeV mχ̃± > 102 [159]

D0 Tevatron (pp̄) 1960 mχ̃± > 171 [173]

ATLAS LHC (pp) 8000 stable χ± mχ̃± > 620 [160]
CMS LHC (pp) 8000 τ ˜χ± > 100 ns mχ̃± > 800 [174]

τ ˜χ± > 3 ns mχ̃± > 100

Table 2.7: Summary of chargino lower
mass limits prior to this study.

collider experiments. In most cases the SMP is required to have
been produced during the Big Bang and is thus absolutely stable.
Searches for new heavy stable particles trapped in matter have been
performed via mass spectroscopy in water [175, 176], rare gases [177],
lunar rocks [178, 179] and meteorites [180] allowing to reach masses
beyond 108 GeV.

An extensive summary of non-collider SMP searches including
cosmic-ray facilities and searches for macroscopic composite objects
is given in [181]. No indications on the existence of absolutely stable
massive particles have been found in any of the conducted studies28. 28 Some searches have reported the ob-

servation of exotic events in cosmic
rays, however the results were never
confirmed, e.g. [182].

However, the reach for metastable particles is extremely limited in
such experiments.

2.8 Summary

The Standard Model of particle physics is a highly successful theory
containing a finite set of 25 elementary particles29 and describes their 29 The number includes 8 gluons, 3

weak gauge bosons and the pho-
ton thus creating a symmetry of 12
fermions and 12 bosons plus one scalar
Higgs boson.

interactions through three of the four known fundamental forces of
nature. Yet, the model is incomplete and physics beyond the Stan-
dard Model has to exist. One of those proposed expansions intro-
duces a new fundamental symmetry between bosonic and fermionic
particles called supersymmetry. It predicts the existence of super-
symmetric partners for every Standard Model particle with the same
properties except spin. Since no such particles have been found so
far it can be assumed the symmetry is softly broken and the super-
partner particles have masses considerably larger than their Stan-
dard Model partners. Depending on the parameters of the chosen
supersymmetric model it is possible to create charged stable massive
particles. Such massive particles would interact in the detector with
the same signature as a much heavier copy of the muon. Colour-
charged supersymmetric particles hadronise into R-hadrons. While
the heavy constituent of the hadron can be treated as a spectator
in most interactions with matter, the lighter particles are allowed
to be interchanged resulting in charge-flip processes. Searches for
stable massive particles have been carried out at most major energy-
frontier collider experiments but have remained unsuccessful so far
and stringent limits have been placed on their minimal masses.





CHAPTER3

The ATLAS Experiment at
the Large Hadron Collider

The LHC tunnel. Adapted from [183].

In the following chapter the experimental apparatus is introduced.
Highly energetic proton–proton interactions are delivered to the ex-
perimental facilities by the Large Hadron Collider, which is described
in chapter 3.1. For the present study the data recorded with the AT-
LAS detector is used. The detector, its relevant subdetectors, the
working principle and the readout-system are described in chap-
ter 3.2. Lastly, chapter 3.3 gives a very brief overview of the event
data model and treatment of simulated collisions to make them cor-
respond to experimental data as closely as possible.

3.1 The Large Hadron Collider (LHC)

The Large Hadron Collider (LHC) [184–186] is a proton–proton col-
lider located just outside Geneva below the Franco–Swiss border op-
erated by the European Organisation for Nuclear Research (CERN1.). 1 The acronym stems from "Con-

seil Européen pour la Recherche
Nucléaire". The council was dissolved
in 1954 to give rise to the organization
but the acronym was kept

The machine occupies the same 27 km long tunnel which was previ-
ously housing CERN’s Large Electron–Positron Collider (LEP) [187].
While the history of LHC can be traced back to 1984 [188], prin-
ciple construction took place between 1998 and 2008, its physics
programme starting in 2009. With a design collision energy in the
center-of-mass frame of

√
s = 14 TeV2 it is the most powerful parti- 2 In collider experiments the center-of-

mass energy is given by the square root
of the Mandelstam variable s, which is
a measure of the incoming or outgoing
particle four-momenta. An accessible
motivation is given in [189]

cle accelerator built by mankind, leaving the previous record holder,
Fermilab’s TeVatron [190] with maximal energies of

√
s = 1.96 TeV

in pp̄-collisions, far behind. However, following a major electrical ac-
cident during initial commissioning [191], the beam energy has not
been raised to design energy yet. Instead, data was taken at lower
energies, as indicated in table 3.1. The data analysed for this study
was taken in 2015 and 2016 at

√
s = 13 TeV.

In addition to its proton–proton physics program, LHC is also
employed for special heavy-ion runs, in which lead-nuclei are ac-
celerated and made to collide, in order to produce among others a
quark–gluon plasma [192].

Year
√

s

2009 ≤ 7 TeV
2010-2011 7 TeV

2012 8 TeV
2015-2017 13 TeV

Table 3.1: LHC beam energies since be-
gin of physics operation

LHC has two separate beam pipes (see figure 3.1), which allow
for beam crossings at four distinct points around the circumference
to enable interactions of the beams. The four main experiments are



26 chapter 3: the atlas experiment at the large hadron collider

located at those crossing points. They include two multi-purpose de-
tectors ATLAS (A Toroidal LHC ApparatuS) [193] and CMS (Com-
pact Muon Solenoid) [194], designed to cover the widest possible
physics range. And further two specialised detectors ALICE (A
Large Ion Collider Experiment) [195], focusing on heavy-ion physics,
and LHCb (LHC-beauty) [196], an asymmetric experiment dedicated
to measurements involving the b-quark. Furthermore, the experi-
mental facilities are expanded by three smaller experiments sharing
the experimental caverns with one of the major experiments: LHCf
(LHC forward) [197] in the ATLAS cavern, TOTEM (TOTal Elastic
and diffractive cross section Measurement) [198] sharing with CMS
and MoEDAL (Monopole and Exotics Detector At the LHC) [199]
with LHCb.

Figure 3.1: Cross section of an LHC
dipole magnet. The two beam pipes
surrounded by the superconducting
coils and the cold mass can clearly be
discerned. The figure was adapted
from [200].

While lepton colliders like LHC’s predecessor LEP provide clean
measuring conditions to perform high-precision measurements of
particle properties, this is not the case for a hadron collider. Since
composite particles are being collided, we have a very incomplete
understanding of the complex initial and final states of the collision.
As a result experiments suffer from large measurement uncertainties.
On the other hand, hadron colliders allow for a much larger discov-
ery reach, due to the larger centre-of-mass energy. Such accelerators
are therefore often referred to as ’discovery’ machines. Metaphori-
cally speaking, a hadron collider is the sledgehammer to probe for
new physics, while lepton colliders are the scalpel, allowing a de-
tailed dissection of the properties of new physics.3 The physics3 For completeness it can also be men-

tioned that various experiments ex-
ploit the best of both worlds, by per-
forming lepton–hadron collisions in or-
der to investigate the structure of the
hadron. Such deep-inelastic-scattering
experiments are for example carried out
at HERA [201].

agenda at the start of LHC has been extensive and included the in-
vestigation of the origin of particle mass, baryon asymmetry, dark
matter and much more, with the possibility of discovering additional
spatial dimensions or symmetries of nature still possible. Therefore,
the experiments have to cover an immense physical spectrum and
need to ensure sensitivity to as many proposed models as possible.

3.1.1 Luminosity and pileup

Besides the beam energy the most important quantity for a collider
is its instantaneous luminosity L, since it provides a link between
the cross section σP of some physical process P and the observed
interaction rate dn

dt

dn
dt

= L · σP . (3.1)

Figure 3.2: Two bunches with distribu-
tion functions ρi and number of protons
per bunch Ni collide. s0 is defined as
the distance from the central collision
point. Figure taken from [202].

The instantaneous luminosity itself depends on many different
beam parameters. A generic approach to get an estimate for head-
on pp collisions requires detailed knowledge about the distribution
functions ρi of the proton bunches within the machine, as well as the
number of protons Ni in bunches of both beams i = 1, 2 (figure 3.2).
For the general approach of two identical, round beam-bunches with
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width R and N1 = N2 = Np [203], one can express the instantaneous
luminosity with a simple relation

L =
N2

p f Nb

4πR2 (3.2)

Figure 3.3: Instantaneous luminosities
in ATLAS during 2016 pp data-taking.
The figure was taken from [204].

where Nb is the number of colliding bunches and f the frequency
of collisions. The LHC design goal was to reach an instantaneous
luminosity of 1.0× 1034cm−2s−1. This goal was reached in June 2016

and later surpassed when LHC achieved an unprecedented instanta-
neous luminosity of 1.38 · 1034cm−2s−1 [205].

Since the luminosity depends on quantities that are changing for
different data-taking runs4, also the luminosity is changing over time. 4 A data run usually refers to one fill

of the LHC that lasts until the beam is
dumped.

Figure 3.4: Integrated luminosity in AT-
LAS during 2016 pp data-taking. The
figure was taken from [204].

In figure 3.3 the peak instantaneous luminosities of the 2016 pp
data runs measured in ATLAS are plotted. For machine protection,
an intensity ramp-up is performed at the beginning of the year or af-
ter major maintenance breaks. This causes the sharp rise of intensity
at the beginning of the year. The much slower, but nevertheless well
discernible rise throughout the year is due to adjustments of beam
properties to gain the largest possible intensity. Integrating the lumi-
nosities over time yields a measure for the actual amount of collected
data. It is given in units of fb−1. In 2015 LHC delivered an integrated
luminosity of L2015 =

∫
L dt = 4.2 fb−1 to the ATLAS experiment,

of which 3.2 fb−1 were deemed good for physics analysis. During
the 2016 data-taking LHC delivered L2016 = 38.5 fb−1 to the AT-
LAS experiment of which 32.9 fb−1 are used for physics analysis. As
an example figure 3.4 shows the accumulated integrated luminosity
over the 2016 data-taking period.

However, while a large instantaneous luminosity increases the rate
at which data is taken, a price has to be paid: since bunches of pro-
tons are collided, the probability of more than one proton-pair inter-
action increases. These additional interactions are called pile-up.

Over the 2015 and 2016 data-taking periods an average number
of simultaneous collisions of < µ >= 23.7 has been measured, with
values ranging between 7 and 50 interactions. This is plotted in fig-
ure 3.5. The larger the number of simultaneous interactions, the more
challenging the event topology for later analysis, as many interest-
ing physical processes get drowned in additional detector activity
caused by pileup.

Figure 3.5: Pileup profile in ATLAS for
the 2015 and 2016 data-taking periods.
The figure was taken from [204].

3.1.2 Acceleration chain and filling scheme

As with all circular colliders, they cannot accelerate particles from
rest, but require pre-acceleration. At the LHC protons have to pass
through a whole chain of accelerators, each one more energetic (and
larger) than its predecessor. Figure 3.6 gives a schematic representa-
tion of the LHC acceleration chain. Hydrogen gas is stripped of its
electron in a duoplasmatron, before entering the first linear accelera-
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tor (LINAC). From there protons have to pass the Booster (PSB), the
Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS),
gaining more and more energy at each step. Lastly, they are injected
into the LHC. The proton bunches are accumulated and produced
during the injection to the PS from the PSB [206, 207]. On arrival
at the ATLAS cavern, they are heavily collimated with a transverse
spread of about 15 µm and a length of 7 cm [203]. Every bunch
contains 1.15× 1011 protons [208].

Figure 3.6: The LHC acceleration chain.
Protons are accelerated in each ma-
chine, before being injected into LHC
where they reach their final energy and
are made to collide.

With the revolution time of a proton bunch around the LHC ring
of 88.924 µs and the nominal bunch spacing of 24.95 ns, this allows
for a principal 3564 bunches in each beam. However, the filling
scheme has to take various constraints into account: The beam-dump
kicker requires a load gap to allow for the magnet rise time of around
3 µs. The injection kicker system limits in a two-fold way: first, as
for the dump kickers, a gap is needed to allow for the rise time of
the kicker magnets, which is given by 0.95 µs, and second, after the
rise, the kicker is operated in flat-top mode, where it can remain for
a maximum of 7.86 µs, giving a limit of how many bunches can be
injected in one batch (also called ’bunch train’). Besides additional
constraints imposed from the acceleration and injection chain, there
are also experimental limitations. For example, LHCb requires off-
set collisions while during regular physics data-taking the number
of pacman-bunches5 are kept to a minimum to provide the neces-5 Unpaired bunches in which a bunch

of one beam encounters a bunch gap in
the other beam at one or more collision
points. See e.g. [209].

sary four-fold symmetry of the bunch structure. The initial filling
scheme assumed 39 bunch trains coming from the SPS, each contain-
ing 72 proton bunches6. In between the trains larger spaces have to6 It is possible to inject trains with 144,

288 or even up to 320 bunches [210].
However, to limit the heat load during
injection and due to problems with the
SPS beam dump only 72 and 96-bunch
trains were used throughout most of
2015 and 2016 [211].

account for the rise time of the kicker magnets (mainly in SPS and
LHC). This results in an effective maximum of 2808 bunches in the
machine. The structure is concluded by the beam-dump gap of 119

consecutive empty bunches. For later identification, bunches are la-
belled continuously with the 1 being the first after the beam-dump
gap [212]. An example for the LHC filling scheme is shown in fig-
ure 3.7.

Figure 3.7: Schematic representation
of the LHC filling scheme with 25 ns
bunch spacing. The bunch gaps τ1 to τ5
are marked in between the bunch trains
and originate from magnet rise times in
the PS (τ1), the SPS (τ2) and the LHC
(τ3,τ4 and τ5). The figure was taken
from [212].
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The acceleration is done in 16 radio-frequency (RF) cavities. To
bend the beams to their circular trajectory 1232 NbTi superconduct-
ing dipole magnets, each 14.3 m long and weighing 35 tons, have
been placed in the tunnel. They create a magnetic field of 8.33 T.
To keep the quality of the beams 392 quadrupol magnets and addi-
tional higher-order multipol magnets have been installed. To ensure
all magnets operate within their superconducting phase, the LHC is
cooled to 1.9 K using 150 tons of liquid helium [213].

Table 3.2 summarises the basic machine properties of the LHC and
contrasts the design values with the actual operational values during
the 2015 and 2016 data-taking campaign.

unit design value 2015 2016

proton energy GeV 7000 6500 6500

peak luminosity cm−2s−1 1.0× 1034 0.5× 1034 1.38× 1034

protons per bunch 1.15× 1011 1.2× 1011 1.1× 1011

maximal number of bunches 2808 2244 2220

beam optics β∗ in ATLAS m 0.55 0.80 0.40

bunch spacing ns 24.95 24.95 24.95

simultaneous collisions 23 13.7 24.9

Table 3.2: Summary of the basic char-
acteristics of the LHC. Listed are both,
the design values according to [184, 208,
214] and the values during machine op-
eration in 2015 [215] and 2016 [216].

3.2 The ATLAS detector

The ATLAS detector [217, 218] is a multi-purpose particle detector
optimised for high-precision measurements and searches for a broad
spectrum of new particles. It is the largest of the four principal ex-
periments at the LHC and has a cylindrical shape with a length of
44 m aligned along the beam axis and a diameter of 25 m. The weight
of the detector can be estimated to be around 7000 tons.

Figure 3.8: Computer-generated rep-
resentation of the ATLAS detector.
The subdetectors and magnet systems
are labelled. The figure was taken
from [219].

ATLAS consists of concentric layers of subdetectors arranged around
the primary interaction point (IP) at which the proton collisions oc-
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cur. The detectors have different orientations depending on the posi-
tion within the detector. In the central region (called the barrel), they
are parallel to the beam pipe, while they are perpendicular in the
forward region (end-caps). Figure 3.8 shows a computer-generated
illustration of the full detector. Moving outward from the IP, parti-
cles will first traverse the Inner Detector (chapter 3.2.1), which con-
sists of multiple tracking detectors for charged particles, next the
electromagnetic and hadronic calorimeters (chapter 3.2.2) in which
most particles get absorbed and their energy evaluated, and finally,
if not stopped in the calorimeters, they reach the Muon Spectrome-
ter (chapter 3.2.3). Before discussing the individual subdetectors in
some detail, a few general aspects are mentioned.

The different subdetectors not only aim at measuring different
properties of a traversing particle, but also at particle identification.
Not all particles leave the same signature in all subdetectors, thereby
allowing to identify a particle by combining its signal from all subde-
tectors. This is illustrated in figure 3.9. As e.g. a photon and an elec-
tron interact the same way in the electromagnetic calorimeter, they
would be practically indistinguishable if we only had this detector
information available. Through combination with the tracking detec-
tors where an electron contrary to a photon leaves a track leading to
the energy deposit, it is easy to tell them apart. The only known par-
ticles passing through the calorimeters are the muon, which leaves a
distinct track in the muon spectrometer, and the neutrinos. Because
of the small interaction cross section of neutrinos it is impossible to
get a measurement in the detector. However, due to energy and mo-
mentum conservation it is usually possible to deduce their presence
in an event as missing energy. It is not possible to distinguish light
quarks or gluons in the detector. Because of their colour charge they

Figure 3.9: A slice of the ATLAS detec-
tor showing how different types of par-
ticles interact in the subdetectors. One
note of caution, however, the schematic
draws a rather unrealistic picture of
interaction of hadrons in the detector.
Contrary to the depicted they deposit a
large fraction of their energy in the elec-
tromagnetic calorimeter as well. The
figure was taken from [219].
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immediately hadronise and form a string of coloured particles in be-
tween them, which manifests itself as a collimated spray of hadronic
particles. This is called a jet.

In order to measure the momentum of charged particles, ATLAS
measures the Lorentz-force-induced bending of particle tracks in the
detector. This requires to submerge the tracking detector in a strong
magnetic field. To achieve this, ATLAS has two superconducting
magnet systems [220].

Figure 3.10: The ATLAS magnet sys-
tem. The solenoid magnet in the mid-
dle is surrounded by 8 large toroids in
the barrel and 8 more in each end-cap.
The figure was taken from [221].

The inner tracking chambers are addressed by a superconduct-
ing solenoid magnet [222] which is housed in a cryostat between
the Inner Detector and the electromagnetic calorimeter. It provides
a nearly homogeneous magnetic field of 2.0 T throughout its center,
with field-strengths up to 2.6 T directly on the windings. The sec-
ond and much larger magnet system consists of eight air-core barrel
toroid magnets7, located within the Muon Spectrometer submerging 7 Hence the name ’A Toroidal LHC Ap-

paratuS’it in a magnetic field of up to 3.9 T. In the end-caps two smaller
air-core toroids reach field strengths of up to 4.1 T [223, 224]. The
momentum of muons can therefore be measured twice, ensuring an
excellent resolution for muon momenta spanning several orders of
magnitude.

The coordinate system used in ATLAS is a right-handed (x, y, z)
coordinate system with its origin in the nominal interaction point in
the center of the detector. The z-axis is aligned along the beam pipe,
the y-axis is pointing upwards and the x-axis is therefore pointing
towards the center of the ring (figure 3.11). Of a more practical use
in data analysis is a spherical coordinate system with polar angle θ,
azimuthal angle φ and radial distance r.

Figure 3.11: Positioning of the coordi-
nate system at point 1 where the AT-
LAS detector is installed. The figure
was adapted from [225].However, since θ is not invariant under boosts in z-direction, the

approximately invariant quantity8 pseudorapidity (see figure 3.12) is 8 It is only invariant for relativistic parti-
cles where the particle masses are much
smaller than their momentum.

defined as

η = − ln
(

tan
(

θ

2

))
. (3.3)

While the momentum of the proton is known from the beam energy,
it is impossible to quantify the exact longitudinal momentum car-
ried by the parton taking part in the hard interaction. The momenta
perpendicular to the beam axis, however, have to add up to zero.
Thus, conservation of energy and momentum can only be applied in
the transverse plane and it is prudent to work henceforth with trans-
verse quantities. For the transverse momentum, for example, holds
pT = p · sin θ.

Figure 3.12: Pseudorapidity and its re-
lation to the polar angle θ. η = 0 is
perpendicular to the beam pipe which
is located at η → ∞. Figure taken
from [226].

3.2.1 The Inner Detector

The ATLAS Inner Detector (ID) [227, 228] consists of three tracking
detectors for high-precision tracking of charged particles with pT &
0.4 GeV in proximity to the IP [229]. It covers an acceptance range of
|η| < 2.5. Charged particles passing through a tracking layer cause
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ionisation in the active cells and the created charges can be read
out. This way a series of discrete points along the particle trajectory
are formed. Those points are then fitted and basic properties of the
particle deduced from it. The direction of bending in the magnetic
field determines the charge, while the magnitude of bending is an
estimator for the particle momentum. The ID has a cylindrical shape
with a total length of 6.2 m and a radius of 1.15 m. The tracking
efficiency for muons with pT = 5 GeV is > 98% throughout the ID
with the amount of dead material in the detector having little effect
on the efficiency [230].

Figure 3.13: Schematic of the ATLAS
Pixel Detector. Three layers of silicon-
based detectors are mounted on the
supporting structure drawn in golden
colour. Not displayed is the IBL which
was inserted in the centre of the detec-
tor. Figure taken from [219].

The innermost subdetector is the Pixel Detector [231]. A schematic
illustration is given in figure 3.13. In its original design it consisted
of three silicon-detector layers at radial distances of 50.5, 88.5 and
122.5 mm. The acceptance in η is expanded by three discs at each
end of the barrel. It achieves a resolution in φ direction of 10 µm
and 115 µm in z-direction. In order to judge whether a particle orig-
inates from the primary collision vertex or of a subsequent decay
of a particle with a long lifetime (displaced vertex), it is essential to
have an excellent vertex reconstruction capability. The installation of
a smaller beam pipe within the detector allowed the Pixel Detector
to be upgraded in May 2014 by an additional layer, the Insertable
B-Layer (IBL) [232, 233] (see figure 3.14). The IBL delivers an ad-
ditional measurement at only 33 mm radial distance from the IP,
greatly improving the tracking performance [234]. All components
have to be radiation hardened to withstand operation in the extreme
environment close to the IP, where they are subject to doses exceed-
ing 5× 105 Gy [235], to ensure optimal performance throughout the
detector lifetime.

Figure 3.14: Installation of the In-
sertable B-Layer within the Pixel Detec-
tor. The figure was adapted from [219].

In this study, the Pixel Detector is employed for particle identifi-
cation through measurement of its ionisation-energy losses. A min-
imum ionizing particle (MIP) generates ≈ 80 electron–hole pairs for
every µm of detector material. The deposited charge is read out via
a time-over-threshold method [236]. If more than 8.5 times the MIPs
charge is deposited the pixel is saturated and the charge informa-
tion is lost [237]9. In most cases, however, the charge is deposited9 The detector was calibrated to yield

a time-over-threshold (ToT) count of
30 for a MIP traversing the nominal
250 µm of sensor material. An overflow
corresponds to a ToT count of 255.

not in a single pixel, but within a cluster of several pixels. While
the three layers of the original Pixel Detector have an 8-bit readout,
the IBL offers only a 4-bit readout, resulting in a lower dynamic
range and saturation at already 1.5 times the MIP charge. It is there-
fore equipped with an additional bit indicating that saturation of the
pixel has occurred.

The Semiconductor Tracker (SCT) [238, 239] is another silicon-
based detector that is composed of double-layers of micro-strips,
which are mounted with a small stereo angle of 40 mrad in between
them. The barrel consists of four cylinders at radii between 30.0 and
52.0 cm, the end-caps of 9 disks each. On average eight precision
measurements can be expected for each track. The spatial resolu-
tion of the SCT in the r− φ plane is 16 µm and around 580 µm in z
direction. In total there are 6.4 million readout channels in the SCT.
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The outermost system of the ID is the Transition Radiation Tracker
(TRT) [240]. It consists of 370 000 straws with lengths of up to 144 cm
that detect transition radiation which is produced in polypropylene
foils around the straws by a traversing relativistic particle. Each
straw is 4 mm thick, filled with gas10 and has a 30 µm gold-plated 10

70% Xe, 27% CO2, 3% O2, in some
leaking straws the Xenon has been re-
placed by cheaper Argon.

tungsten wire acting as anode in its center. The straws are read out
on both ends and achieve a spatial resolution of 170 µm perpendicu-
lar to the straw direction. Along the direction of the straw (i.e. along
z in the barrel and along r direction in the end-caps), no measure-
ment can be made. On average 36 hits are expected for a traversing
particle. The TRT allows a limited particle identification by exploit-
ing the different strengths of transition radiation that depend on the
velocity of the particle. It is therefore possible to distinguish between
light electrons and charged hadrons. The TRT electronics contain a
low-level discriminator for tracking and a high-level discriminator
for the detection of transition radiation [241].

Figure 3.15: Schematic view of a bar-
rel segment of the ID. The distances of
the detector layers are marked. Figure
adapted from [242].

3.2.2 Calorimeters

The purpose of the cylindrical ATLAS calorimeter system [243–245]
is to measure the energy of a particle by analysing the particle shower
it created. Since particles like electrons and photons interact pre-
dominantly electromagnetically, while hadrons interact also through
the strong force, two different calorimeters are needed. First in line
is the electromagnetic calorimeter, which is nested inside the larger
hadronic calorimeter. Both are sampling calorimeters of the non-
compensating type11 and designed to have a large angular coverage 11 In a sampling calorimeter the lay-

ers of passive and active materials
which create and detect the shower
respectively, are placed alternatingly.
A compensating calorimeter has an
equally strong response for electromag-
netic and hadronic particles of the same
incident energy

to minimise the chance of particles escaping the detector outside its
acceptance. This allows an excellent reconstruction of missing en-
ergy, which hints at the presence of neutrinos or other invisible par-
ticles in an event. A schematic view of the ATLAS calorimeter system
is given in figure 3.16.

In the dense passive layers of the electromagnetic (EM) calorime-
ter, charged particles are subject to bremsstrahlung, i.e. the emittance
of a photon, while highly energetic photons on the other hand can
undergo a pair creation process in the presence of a heavy nucleus.
Since the two processes feed each other as depicted in figure 3.17a,
an electromagnetic shower is formed which terminates only when
the available energy is too small to keep it alive. The total charge
produced in such a shower is proportional to the energy of the initial
particle. It is measured from the active layers. The denser the passive
material, the faster the shower forms and the smaller the necessary
dimensions of the system.

Figure 3.16: Schematic view of the
calorimeter system and the position of
calorimeters within the detector. The
figure was adapted from [219].

The EM calorimeter consists of a barrel with acceptance range
|η| < 1.475 and an end-cap on each side extending the pseudora-
pidity range to 1.375 < |η| < 3.2. Liquid argon functions as the
active material12, while lead is used as the passive absorption ma-

12 which is why the ATLAS electromag-
netic calorimeter is sometimes only re-
ferred to as the "Liquid argon" or LAr.terial. To prevent ’dead towers’ in the detector, its layers have an
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accordion shape (figure 3.18) with axial foldings in the barrel and
radial foldings in the end-caps. The resolution varies with η and
reaches a granularity of ∆η × ∆φ = 0.025× 0.025 in the barrel and
∆η × ∆φ = 0.1× 0.1 in the end-cap region. The three barrel layers of
the EM calorimeter are at least 22 radiation lengths thick. In the end-
cap region the thickness increases to 24 interaction lengths. Mea-
sured particle energies have to be corrected for losses experienced
while the particle traversed the ID, the cryostat and the solenoid
magnet before reaching the calorimeter. To aid this, a presampler
was installed in the range |η| < 1.8. The design energy resolution of
the EM calorimeter is given by

Figure 3.17: (a) shows the development
of an electromagnetic shower with the
definition of one radiation length. (b)
shows how the shower from a photon
is contained within one detector block
of a fictional calorimeter tile. The figure
was adapted from [246].

σ(E)
E

=
10 %
√

GeV√
E[GeV]

⊕
0.7 %

√
GeV , (3.4)

where the first term is called the stochastic term, the second one
the constant term and the symbol ’

⊕
’ denotes the quadratic sum.

Measurements with test beams [193] and cosmic muons [247] have
shown that the ATLAS EM calorimeter achieves this resolution.

Figure 3.18: Section of the LAr elec-
tromagnetic calorimeter to reveal the
accordion structure. Figure taken
from [219].

In the hadronic calorimeter showers are created through strong
interactions of the particle in the passive layers. While the mecha-
nisms of shower formation are by nature more complicated than in
the EM calorimeter, the working principle remains the same. The
hadronic calorimeter has a granularity of ∆η × ∆φ = 0.1 × 0.1 in
the barrel which consists of a barrel segment with |η| < 1.0 and an
extended barrel with 0.8 < |η| < 1.7. Active layers of scintillating
tiles are alternated with passive iron layers. In the end-cap region
1.5 < |η| < 3.2 the hadronic end-cap calorimeter achieves a gran-
ularity of ∆η × ∆φ = 0.2 × 0.2. Here again liquid argon is used
with interjacent lead absorption layers. In the very forward region
of 3.1 < |η| < 4.9 the liquid argon forward calorimeter (FCal) con-
sisting of concentric copper and tungsten tubes extends the coverage.
The maximum thickness of the hadronic calorimeter are eleven inter-
action lengths, which is enough to prevent a punch-through into the
Muon Spectrometer and contains all hadronic-shower end-products
well within the calorimeter system, while only allowing muons, neu-
trinos and other hypothetical long-lived particles to pass.

Figure 3.19: Schematic of a scintillating
wedge of the barrel tile calorimeter. Fig-
ure taken from [248].

Measurements with pion test-beams have shown the energy reso-
lution of the tile calorimeter is given by [193, 249]

σ(E)
E

=
(56.4± 0.4)%

√
GeV√

E[GeV]

⊕
(5.5± 0.1)%

√
GeV (3.5)

while the resolution

σ(E)
E

=
(70.6± 1.5)%

√
GeV√

E[GeV]

⊕
(5.8± 0.2)%

√
GeV (3.6)
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is stated for the hadronic end-caps [250].
At a radial distance of up to 4.2 m the tile calorimeter provides a

very good timing measurement. In this study it is used to perform
time-of-flight measurements to calculate the propagation velocity of
a traversing particle. One scintillating wedge containing many tiles
is sketched in figure 3.19.

3.2.3 Muon Spectrometer

Figure 3.20: Schematic representation
of the ATLAS Muon Spectrometer in
the x–y projection. Three layers of
Monitored Drift Tubes are drawn in
light blue, Resistive Plate Chambers are
drawn in red. The chambers in the
inner, middle and outer layers in the
barrel of the detector are labelled BI,
BM and BO. Those in the end-caps are
called EI, EM and EO. There are sec-
tors with large and short chambers. The
magnet system is drawn in grey colour
and shows the end-cap toroid and a
cross-sectional view of the barrel toroid
coils. The figure was taken from [251].

Figure 3.21: Schematic view of the MS
showing the position of the individual
technologies within the detector. The
figure was adapted from [219].

The outermost subdetector is the Muon Spectrometer (MS) [252].
Submerged into the magnetic field of the toroid magnets, the MS
allows to accurately measure the momentum of muons with 3 <

pT < 1000 GeV in the pseudorapidity range |η| < 2.7 [230]. The
necessary size of the system determines the characteristic shape of
the ATLAS detector. The MS has a twofold purpose: high-precision
tracking of passing muons and delivery of a fast trigger signal for
studies involving muons. To accommodate the two a variety of dif-
ferent technologies are employed in the MS. Monitored Drift Tubes
(MDTs) are used for high-precision tracking. In the innermost layers
of the end-caps where higher counting rates are expected they are
complemented by Cathode Strip Chambers (CSCs). CSCs are multi-
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wire proportional chambers well suited for the forward region where
they cover 2.0 < |η| < 2.7. For triggering Resistive Plate Chambers
(RPCs) are installed in the barrel of the detector where |η| < 1.05 and
Thin Gap Chambers (TGCs) in the end-caps with 1.05 < |η| < 2.4.
Figures 3.20, 3.21 and 3.22 give an overview of the MS and the posi-
tions of each technology within the detector.

Figure 3.22: Profile of the ATLAS de-
tector in the r–z projection at φ ≈ π/2.
The MDT chambers in the barrel are
drawn in green, those in the end-caps
are shown in blue. RPCs are marked
in black and found in the barrel, TGCs
are drawn purple and exclusively in the
end-caps of the detector. The CSCs are
marked yellow. The figure was taken
from [253].

Each MS station is named with three letters describing its exact
position within the detector in terms of region, layer and sector. An
overview of the station naming is given in table 3.3.

Symbol Meaning

Region B Barrel
E End-cap

Layer E Extra layer
I Inner layer

M Middle layer
O Outer layer

Sector F Feet region
L Large sector
S Small sector

Table 3.3: Overview of the naming
of stations in the MS. Each station
name consists of three letters describing
the region, the layer (sometimes called
super-layer) and the sector. A BIL sta-
tion is thus located in a large sector of
the inner layer in the barrel.

Since MDTs and RPCs are employed for time-of-flight measure-
ments in the present study and require extensive calibration. A good
understanding of the working principle of both detectors is required.
In the following they are discussed in some depth.

Monitored drift tube (MDT) chambers Key element of the MDT cham-
bers are the gas-filled13 and pressurised aluminium drift tubes with13 The gas consists of 93% argon and 7%

carbon dioxide a diameter of 29.970 mm and a length of up to 6 m. At the cen-
ter of the tube a 50 µm gold-plated tungsten-rhenium wire acts as
anode. The wire is held in position relative to the tube with an accu-
racy < 10 µm [193]. A passing particle ionises the gas and the free
charges drift to the wire. Depending on the distance from the wire,
drift times of up to 700 ns are possible. The radius of the drift-circle
is thus determined by the arrival of the first charges from the track-
segment closest to the wire, which is indicated as Rmin in figure 3.23.

Figure 3.23: Cross section of a drift
tube. Figure taken from [193]

Three layers of MDT chambers have been installed in the MS. Each
chamber consists of two multilayers of drift tubes that are separated
by a mechanical spacer (figure 3.24). In the middle and outer cham-
bers, a multilayer is composed of three layers of drift tubes, while
in the inner chambers, where the pattern-recognition performance
needs to be highest, a fourth layer has been added. The space be-
tween the multilayers varies between chambers from 6.5 mm up to
317 mm. In total, there are 1150 MDT chambers, comprised of 354 000
tubes [254].
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Since the reconstruction of the hit in the tube depends solely on
the radius of the drift-circle around the wire, the precision of the
measurement is to good approximation independent of the incidence
angle of the traversing particle, which reaches values > 45◦ at the
outermost edges of the barrel chambers. The resolution of a single
tube is around ≈ 80 µm, for a multilayer ≈ 50 µm and for a whole
chamber ≈ 35 µm [255].

Figure 3.24: MDT chamber with
two multilayers consisting of three
drift tube layers each. Figure taken
from [256]

The signal readout is done via a mezzanine card which is con-
nected to up to 24 drift tubes by a signal distribution (hedgehog)
board as depicted in figure 3.25. The whole MDT system is served
by ≈ 15 000 mezzanine cards, every chamber containing up to 18
which are connected to the Chamber Service Module which acts as
the local processor [257]. Knowledge about the chamber readout
provides several ’natural’ levels for timing corrections to act on.

Figure 3.25: 24 MDT tubes are read out
via mezzanine cards mounted on the
chambers. The chamber service module
(CSM) serves up to 18 mezzanine cards.
The figure was taken from [254].

Resistive Plate Chambers (RPC) The RPCs are part of the ATLAS trig-
ger system and arranged in three layers as indicated in figure 3.26.

Figure 3.26: Cross section through a
standard barrel sector of the ATLAS
detector showing the RPC chambers
marked in colour. The inner and mid-
dle RPC layers (RPC1 and RPC2) are
positioned below and above the middle
MDT stations. The position of the third
RPC layer varies depending whether
the corresponding chamber is in a small
(e.g. sector 4 and 6) or a large sec-
tor (e.g. sector 5). RPC chambers can
thus be distinguished into short and
long modules. The round structures are
cross sections of the barrel toroid mag-
nets. The figure was taken from [193].

A coincidence between the two inner chambers (RPC1 and RPC2)
allows to select low-pT muons in the range 6− 9 GeV, while the large
lever arm of the third layer (RPC3) with one or two of the inner layers
provides the trigger for high-pT muons with 9− 35 GeV [258]. Every
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chamber consists of two independent detection layers where orthog-
onally placed strips measure the position in η and φ. Hence, the RPC
system provides a nominal of six spatial position measurements for
a muon passing through all three RPC layers14.14 Depending on the layer this allows

the trigger to use a 3-out-of-4 coinci-
dence for low-pT muons and a 1-out-
of-2-OR for high-pT ones [258].

The chambers consist of two rectangular resistive phenolic-mela-
minic plastic laminate plates that are held at a distance of 2 mm. The
gap is filled with gas15 at a voltage gradient of about 4.9 kV/mm. A15

94.7% C2H2F4, 5% Iso-C4H10, 0.3%
SF6 passing particle causes an avalanche within the gas gap that can be

read out through metallic strips that are attached to the outside and
capacitively coupled to the plates. The orthogonally placed η and
φ strips are 2.3− 3.5 cm wide and up to 3.2 m long. For chambers
with larger sizes the gas gaps are segmented and two units attached
to each other as shown in figure 3.27. The same charge is thus read
by both an η and a φ strip. In total there are about 3600 gas volumes
and 370000 individual readout strips [259].

The internal logic of the RPC systems uses a 320 MHz clock as
compared to the 40 MHz of proton collisions. This means every
bunch crossing (BC) is divided into 8 separate ticks of an equal spac-
ing of 3.125 ns at which the readout is happening [260]. The intrinsic
timing granularity of the detector has to be considered during track
reconstruction and calibration.

Figure 3.27: Overlap region of two RPC
units and how they are assembled to-
gether. Figure adapted from [261]

3.2.4 Trigger System

Figure 3.28: Illustration of the ATLAS
trigger system. Figure taken from [262].

With a proton–proton interaction rate of 40 MHz delivered by the
LHC, disk space and offline computing becomes a limiting factor. To
reduce the data-taking rate to a more manageable ≈ 1 kHz, ATLAS
uses a dedicated two-level trigger system [263]. The first stage is the
hardware-based Level-1 (L1) trigger system [264, 265] that reduces
the event rate to ≈ 100 kHz. Its key element is the Central Trig-
ger Processor (CTP) which is fed by dedicated trigger hardware in
the calorimeters (L1Calo) and MS (L1Muon), or from a new set of
topological triggers (L1Topo). The latter allows to exploit kinematic
and topological information of L1 objects like angular separation, in-
variant mass or sums of transverse masses. If an event satisfies the
predefined selection criteria a ’Level-1 Accept’ (L1A) is issued. The
L1 takes around 2 µs before reaching a decision. To prevent the over-
lap of readout windows, the CTP applies a dead time16 which was16 This is called a simple dead time. An

additional complex dead time limits the
number of L1As in a certain number of
BCs to avoid an overflow of the front-
end buffers.

set to 100 ns during 2015 data-taking [266]. After the L1A is issued,
the event information is temporarily stored in the Read-Out System,
which hands over a Region-of-Interest (RoI) to the High Level Trig-
ger (HLT), which incorporates the software-based trigger stages and
constitutes the second trigger layer composed of the Level-2 trigger
and the Event Filter.

The Level-2 trigger is using customised fast selection algorithms
on partial event data in a RoI received from L1 which during Run 1

reduced the rate to a maximum of 5− 6 kHz with processing times
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averaging at 75 ms/event [267, 268].
The last stage is the Event Filter (EF), where algorithms are mostly

following the offline object reconstruction on full granularity detector
data in the RoI. The HLT is designed for an event output rate of
1000 Hz (400 Hz during Run 1). The processing time of a single
event is of the order ≈ 1 s. A schematic illustration of the ATLAS
trigger system is given in figure 3.28.

The selection algorithms take a threshold value (typically the trans-
verse momentum of a detector object) as an input. The trigger rate
can be controlled by either adjusting the threshold value, or prescal-
ing the trigger chain, i.e. limiting the number of events read out even
if the trigger issued an accept17. If the trigger rate is too high, the 17 A trigger with prescale 10 will on av-

erage only accept one in ten events in
which the trigger has fired.

HLT computing farm is not able to keep up with the stream of in-
coming events and some will be lost. It is therefore crucial to limit
the rate to the read-out and computing capabilities.

3.3 Event data and simulation

The data that is read out from the ATLAS detector is not yet ready for
analysis. It undergoes a multi-staged process of reconstruction trans-
forming the raw data content into analysable physical-object collec-
tions, ultimately reducing the disk size of a single event. The ATLAS
event data model during LHC Run 2 is depicted in figure 3.29. An
innovation for Run 2 is the introduction of the derivation stage. The
Analysis Object Data (xAOD) is undergoing an analysis-specific re-
duction. The thus produced derivations or derived xAOD (DxAOD)
contain only the information relevant for a specific analysis (or group
of related analyses) resulting in much faster processing times and
reduced disk space storage [269]. More details about the ATLAS
event-data model can be found in [270].

Figure 3.29: Sketch of the event
data model in ATLAS. Figure adapted
from [271]. The disk sizes per event
have been extracted from [272].

In order to get a physically meaningful result of a hypothesised
new particle signal over background, the measurement is compared
with the expected background and its deviation assessed. Thus, it
is necessary to have an excellent understanding of how complicated
final states would look like in the complex machinery that is the par-
ticle detector. An analytical treatment of such a process is virtually
impossible. Instead, irreducible backgrounds and desired signals are
simulated by elaborate software packages. Since the accuracy of their
predictions have a direct impact on the quality of the analysis, an
extensive amount of work is invested into maintenance and devel-
opment of such event generators and detector simulation packages.
A variety of generators are currently available, each yielding slightly
different results as they use different approximations and models.
To a certain degree the result of an analysis always depends on the
choice of event generator used [273]18. Usually the differences be- 18 Some of the most common genera-

tors are listed in [274] along with com-
parisons and explanations about their
working principle.

tween generators are accounted for by estimating a systematic un-
certainty on the MC modelling.

The simulated event is then passed through a detailed and con-
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stantly refined simulation of the detector to mimic its response to
the simulated final states. This requires to take dead material and
detector inefficiencies into account. Because of the complexity of
the process huge computing clusters are required as the full detec-
tor simulation of one event requires up to about 20 minutes [275].
Several millions of events are required for a typical analysis.

Finally, the simulated samples are overlaid by several minimum-
bias19 collisions to mimic the influence of pile-up and underlying19 Inelastic collision events which are se-

lected with as little bias as possible. event20. The pile-up distribution in data (figure 3.5) determines how
20 Interaction of additional partons of
the same proton undergoing the hard
scattering and beam remnants.

many collisions are overlaid.

3.4 Summary

The Large Hadron Collider is a proton–proton collider which de-
livers collisions at

√
s = 13 TeV every 25 ns to the experiments.

During operation in 2015 and 2016 the machine has delivered data
corresponding to around 36.1 fb−1 to the ATLAS experiment that
were deemed good for physics analysis. On average 23.7 individual
proton–proton interactions have taken place during every event in
the dataset.

The ATLAS detector consists of several concentric subdetectors
nested inside each other and focused around the primary interaction
point. The first subdetector is composed of several tracking cham-
bers which track the position of charged particles to determine the
sign of their charge and their momentum via the Lorentz-force in-
duced bending of the particle track in the external magnetic field
of the solenoid magnet. The Pixel Detector, which is the innermost
detector, can be used to measure the ionisation-energy losses of a
traversing particle. In the electromagnetic and hadronic calorimeter
particles are stopped and their energy is measured. The intrinsi-
cally good timing resolution of the hadronic Tile calorimeter allows
to employ it for time-of-flight measurements for charged stable mas-
sive particle identification. Lastly, muons and neutrinos penetrate
the calorimeters and reach the Muon Spectrometer where muons are
tracked inside a toroidal magnetic field. Monitored drift tubes and
resistive plate chambers exhibit good timing resolutions suitable for
time-of-flight measurements. Neutrinos are the only known particles
to leave the detector without being detected.

To trigger events, ATLAS employs a two-stage trigger system that
reduces the 40 MHz collision rate to a mere 1 kHz for storage.
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Timing calibration of the
ATLAS Muon Spectrometer

Figure adapted from [276]

The Monitored Drift Tubes (MDTs) and Resistive-Plate Chambers
(RPCs) have sufficiently good timing resolution to allow to deter-
mine the propagation speed of a particle through precision time-
of-flight measurements and discriminate between highly-relativistic
SM particles and SMPs propagating considerably slower due to their
large mass1. In order to maximise the sensitivity it is necessary to

1 TGCs have an intrinsic resolution that
rivals the RPC system, however, the
timing is lost after the trigger decision
since only the BC information is passed
on. It is thus not possible to use TGCs
for time-of-flight measurements. CSC’s
are located outside the pseudorapidity
range relevant for analysis.

perform a multi-stage timing calibration of both systems. This in-
cludes individual corrections for every detector element, as well as
the correction of time-dependent overall phase-shift variations and
online-timing changes. The ATLAS Muon Spectrometer, including
MDT and RPC systems, is described in detail in chapter 3.2.3. Since
the timing is not well modelled in simulation, it is further necessary
to establish a strategy for the treatment of MC to match the timing
information in data.

4.1 Uncalibrated data

The calibration is done using the full 2015 and 2016 datasets corre-
sponding to an integrated luminosity of 36.1 fb−1. The SUSY8 data
format defined in appendix A is used, where events are selected by
requiring either an Emiss

T , single-muon, di-muon or Emiss
T +jet trig-

ger. All events are required to pass a good-runs-list (GRL) selection,
which rejects luminosity blocks2 during which individual compo- 2 One luminosity blocks typically con-

sists of 1− 2 minutes of data-taking and
contains thousands of recorded events.

nents of the detector were not fully operational and are thus consid-
ered bad for physics. Further, an event cleaning is applied in which
individual events which are plagued by some detector problem3 in 3 This could be for example if the event

was not properly recorded after a par-
tial restart of the detector

one or more of the subsystems are likewise rejected.
The calibration relies on hit information from muons. This infor-

mation is only written into xAOD data files for muons which were
reconstructed using the MuGirlStau algorithm (see chapter 5.2).
In order to ensure there is no possible signal contamination or low-β
tracks caused by detector noise in the calibration dataset, all Mu-
GirlStau muons are ∆R =

√
∆η2 + ∆φ2 matched to a muon recon-

structed with any other reconstruction algorithm that assumes the
particle to be propagating with the speed of light. The matching
is successful for more than 99.7% of the MuGirlStau muons. All
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muons used possess reconstructed tracks in the MS and the ID. Be-
cause of the online pT threshold of the MuGirlStau algorithm the
selected muons have ponline

T > 60 GeV4 in the first 14 fb−1 of data,4 The online pT is calculated before the
reconstruction of the muon and relies
only on a very crude geometrical mo-
mentum estimation. It is therefore pos-
sible to nevertheless get a small frac-
tion of muons with offline pT below the
threshold.

while the cut was lowered to ponline
T > 30 GeV for the remainder of

data taking. In addition a cut of 20 GeV is applied on the offline
transverse momentum. The pT distribution of muons used for cali-
bration is depicted in figure 4.1. In total, the calibration uses timing
information from ≈ 1.86× 108 muons.
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Figure 4.1: Transverse momentum of
muons used for calibration. The bump
at ≈ 60 GeV is caused by the changed
online pT threshold.

4.1.1 Uncalibrated timing distributions

The time-of-flight (ToF) is measured with respect to the ATLAS clock,
where the nominal proton–proton interaction is defined to occur at
t = 0. After the successful reconstruction of a muon, the track fit
determines the precise position of a hit within a drift tube or on a
readout strip. The ToF of a speed-of-light particle from the IP to the
reconstructed hit can be calculated and is denoted by tc. The relation

ToF = t0 + tc = t0 +
d
c

(4.1)

holds for all particles regardless of their velocity. Here, t0 can be
interpreted as the delay of a particle with respect to a speed-of-light
particle and is the quantity that is measured in the detector, d is the
distance of the hit from the IP and c the speed of light. The ToF
distributions in the MDT and RPC system are drawn in figure 4.2.

Figure 4.2: The uncalibrated ToF distri-
butions are drawn for MDTs (left) and
RPCs (right). In the MDT distribution
the three end-cap layers are clearly vis-
ible as three distinct peaks in the tim-
ing distribution. The three barrel lay-
ers are merged into the first peak, while
the two outer layers in the MS end-caps
show as two separate peaks. Since the
RPC system is only installed in the cen-
tral part of the detector the spread is
smaller for RPCs.
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For speed-of-light particles t0 describes the measurement resolu-
tion and potentially contains systematic effects. In a perfectly cal-
ibrated detector, the calculated t0 values should be distributed ac-
cording to a Gaussian function around t0 = 0. Figure 4.3 shows the
uncalibrated t0 distributions for MDTs and RPCs.

While the MDT t0 distribution looks close to expectation with the
mean slightly shifted towards larger values, the expected Gaussian
shape is absent from the RPC t0 distribution. This is largely due
to the functionality of the detector itself. The timing granularity of
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Figure 4.3: The uncalibrated t0 distri-
butions are drawn for MDTs (left) and
RPCs (right). Mean t0 (denoted by a
bar above the symbol: t̄0) and stan-
dard deviation σ of a Gaussian func-
tional parameterisation to the data are
given. The roughness of the RPC distri-
bution originates from the timing gran-
ularity of the detector.

3.125 ns results in discrete values for every readout strip that then
get smeared out by the propagation time, i.e. the time the charges
take to arrive at the readout electronics from the point of creation on
the strip5. Since not all strips have the same intrinsic calibration or 5 Typical propagation velocities are

0.208 m/ns [277, 278], which results
in propagation times of up to several
nanoseconds.

resolution, the features in figure 4.3 emerge.
Because η and φ strips of the RPC system possess individual read-

out electronics with possibly different delays through optical links or
cable lengths, it is useful to treat them as two separate systems that
require slightly different calibration constants. Figure 4.4 shows the
uncalibrated t0 distributions for RPC η and φ strips separately. The
differences in shape confirm the approach of a separate treatment.
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Figure 4.4: The uncalibrated t0 distribu-
tions separately for RPC η strips (left)
and RPC φ strips (right). Mean t̄0
and standard deviation σ of a Gaussian
functional parameterisation to the data
are given. The differences in the shape
of the distribution suggest that η and
φ strips need to be treated individually
during calibration.

4.1.2 Uncalibrated β distributions

The measured ToF and reconstructed distance6 from the IP of a hit 6 The distance is always taken to be a
straight line. The true track of a parti-
cle is of course bend due to the mag-
netic fields, however at the large mo-
menta considered here the bending is
minimal and the error is negligible.

i can be used to calculate the velocity of the passing particle via the
simple relation

βi =
di

c · ToF
. (4.2)

Since the MDTs deliver an average of 20 hits per muon and the RPC
system gives a nominal of 12 hits, the β measurements are combined
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system-wise into a weighted average according to77 The inverse of β is considered for
the weighting as the quantity is di-
rectly proportional to the measured
ToF. However, it would also be feasible
to do the weighted combination with β
directly. β−1 =

∑N
i=1 β−1

i /σ2
β−1

i

∑N
i=1 1/σ2

β−1
i

, (4.3)

where σ
β−1

i
is the uncertainty on the individual 1/β measurement

β−1
i of hit i. The uncertainty on the weighted β−1 is given by

σ2
β−1 =

1

∑N
i=1 1/σ2

β−1
i

. (4.4)

The uncalibrated β distributions are drawn in figure 4.5. Since the
uncertainty σ

β−1
i

is unknown at this stage, all β−1
i receive the same

weight for the calculation of the weighted average.

Figure 4.5: Uncalibrated β distributions
for MDTs (left) and RPCs (right). As
could have already been judged from
the t0 distributions in figure 4.3, the
MDT β is a sharp Gaussian peak shifted
towards β < 1. The RPC β distribution
is much broader when compared to the
MDT distribution and shifted towards
β > 1. The mean β̄ and standard devia-
tion σ of a Gaussian functional parame-
terisation to the data are printed in the
plots.
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It is the goal of the calibration to get the β distributions as sharp
as possible and centred around β = 1.

4.1.3 RPC-timing bug
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Figure 4.6: RPC t0 distribution includ-
ing a bug in the calculation resulting in
long asymmetric tails.

During the initial review of timing distributions, an anomalous shape
in the RPC distributions has been observed. The t0 distributions
exhibit a strong asymmetric tail towards negative values. Such an
initial distribution is shown in figure 4.6. Further investigations re-
vealed a strong correlation between the reconstructed z-position of
the hit and its measured t0, as depicted in figure 4.7. Searches for the
origin of the observed features within the MuGirlStau algorithm
were carried out by Massimiliano Bellomo. It was found that for
RPC hits the distance of the hit to the IP was erroneously calculated
in the transverse plane only, neglecting the hit displacement along
the z-axis.

Since this also affects the reconstruction of muons, the impact on
this analysis is two-fold.
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First, all calculations of d need to account for the missing z com-
ponent when determining t0. The solution is trivial and corrects the
bug completely with no further corrections being necessary.

Second, the wrong calculation of the ToF during reconstruction
could lead to a reduced efficiency of the MuGirlStau algorithm for
signal. This hypothesis was checked by comparing the efficiencies for
simulated stable τ̃ signal8 with and without the bug. It was found 8 A detailed description of the simu-

lated signal samples used for the test is
given in chapter 5.1

that the bug reduces the sensitivity by about 1.5% in the barrel region
of the detector. Since the effect is marginal, no computing-intensive
reprocessing of all data has been conducted.
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Figure 4.7: RPC t0 with timing bug as
function of the z coordinate.

4.2 RPC online-timing correction

Since the RPCs are part of the trigger system, their timing is evalu-
ated scrupulously. The readout window of an RPC signal is 8 BCs
long. With the intrinsic timing granularity of the detector, this trans-
lates into 64 readout ticks, where the trigger BC is defined from tick
26 to 33 [279]. The readout is done via coincidence matrices (CMs)
that allow the application of delays to the signal. It is possible for
a CM to be centred in the wrong BC. In such a case the CM de-
lay is adjusted in between LHC runs to centre the timing distribu-
tion to tick 29. The online-timing adjustments applied to a CM and
therefore to a number of readout strips can be several BCs large and
consequently strongly non-negligible. However, the specific changes
applied to a CM are not well documented and a retracing of the ap-
plied changes therefore difficult. Since a change of > 1 BC in timing
results in prominent double-peak structures in the t0 distributions,
a strip which has received such a correction can be identified and
rejected for β measurements. This is described in more detail in
chapter 4.4.

In addition to corrections on individual CMs a global timing ad-
justment can be applied. This was done at the beginning of data-
taking in 2015 and 2016, as well as four more times during 2016. As
a consequence the RPC timing information is split up into six peri-
ods. For each period the t0 distributions are evaluated. The mean of
a Gaussian functional parameterisation to the peak of the data can
be used as a correction constant for this period. Table 4.1 lists the six
periods, the corresponding integrated luminosities and the derived
calibration constants ∆tonline

0 .

Period
∫

L dt ∆tonline
0

1 3.2 fb−1 -0.008

2 < 0.1 fb−1 -0.302

3 0.3 fb−1 -1.438

4 3.4 fb−1 -1.603

5 10.1 fb−1 -1.619

6 19.1 fb−1 -1.611

Table 4.1: The data was split up into six
periods with constant global online cal-
ibration. Listed are the calibration con-
stants ∆tonline

0 for each period alongside
the corresponding integrated luminosi-
ties.
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Figure 4.8: RPC t0 distribution before
and after online-timing correction.

All periods are shifted from t0 = 0 and approach a central value of
t0 ≈ −1.60 ns. This shift is most likely caused by the different level
of detector information exploited in the online and offline calibra-
tions. While reconstructed MuGirlStau muons are used here, the
online-timing calibration relies on L1 trigger hit information where
no muon reconstruction is run. Since periods 4 to 6 contain most of
the data and exhibit very similar online-calibration, the online-timing
correction mainly corrects the shift between online and offline cali-
bration and controls minor asymmetries introduced by the data in
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period 1, which corresponds to the 2015 data. The effect of the cor-
rection on the overall t0 distribution can be seen in figure 4.8.

Figure 4.9 shows the t0 distributions normalised to unity for all
periods before and after the online-timing correction was run. After
application timing distributions of all periods are centred around the
same common value of t0 = 0 as expected.

Figure 4.9: The RPC t0 distributions
are plotted for the six periods of con-
stant global online calibrations. The left
plot shows the uncalibrated distribu-
tions, while the right plot shows them
after the calibration constants were ap-
plied. All distributions have been nor-
malised to allow for an easier compari-
son.
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The β distribution calculated after online-timing correction has
gained in sharpness and is now more closely centred around β =

1. A comparison between the uncalibrated and the online-timing
corrected β distributions is given in figure 4.10, where again the same
weights were attributed to each β measurement.
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Figure 4.10: RPC β distribution before
and after online-timing correction. 4.3 MDT detector-element calibration

Because of the complexity of the detector each detector element can
possess a slightly different calibration through detector individuali-
ties like small differences in cable lengths, different adjustable time
delays, inaccuracies during manufacturing, etc. It is therefore neces-
sary to derive a calibration constant for each detector element. The
following chapter documents the development of a calibration strat-
egy which started by considering only the MDTs9.9 This was due to a bug which was

found in the calculation of the sig-
nal propagation time on RPC strips
that needed to be corrected in a time-
consuming reprocessing of the data.
This left only the MDT information to
work with. The calibration steps de-
tailed in chapter 4.3.1 and 4.3.2 are thus
only done for the MDTs.

4.3.1 Chamber calibration

As discussed in chapter 3.2.3, each MDT chamber is read out via the
chamber service module (CSM), which combines the signal from up
to 432 drift tubes. Every drift tube has a unique identifier which
is written into the data together with the position and timing infor-
mation. The t0 distribution for all 1070 CSM encountered in data
are plotted separately in histograms and a Gaussian functional pa-
rameterisation is used to determine the mean and the width of the
distributions. As an example, the t0 distribution for a randomly cho-
sen CSM has been plotted in figure 4.11. The chamber number 18 is
located in the inner MDT layer of the barrel and is installed in one of
the large sectors (BIL station). The red Gaussian parameterisation is
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used to determine the calibration constants printed in the plot.
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Figure 4.11: t0 distribution of MDT
CSM 18 over the full dataset. Mean and
width of a Gaussian parameterisation
of the data are printed.

The CSM calibration does not suffer from low statistics withO(106)

entries in all histograms. The inverse of the standard deviation σ of
the Gaussian can be used as a weight for the combination of β mea-
surements. This way measurements from chambers with broad β

distributions receive a small weight, while a β from a chamber with
a better resolution gets a larger weight.

An overview over all calibration constants is given in figure 4.12.
The variation between different CSMs is small, which shows that the
online calibration is uniform for all chambers and spatial variations
are small. Some minor structure is visible in the plot, most notably
between chambers with ID 847-936 which correspond to all chambers
in the outermost layer of the end-caps.
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Figure 4.12: Overview of calibration
constants for each MDT CSM. The cal-
ibration constants are derived from the
mean of a Gaussian functional param-
eterisation to the timing distribution of
the chamber.

The MDT chamber calibration results in the timing distribution
to be shifted towards t0 = 0, however the width of the distribution
is not improved. This could either be due to time-dependent effects
rather than chamber-specific features limiting the resolution, or that
the calibrations of individual drift tubes of one chamber vary enough
to render the chamber-based approach meaningless. The chamber-
corrected β distribution reflects the effects observed in the timing
distribution. A comparison of t0 and β distributions before and after
application of the calibration is depicted in figure 4.13.
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Figure 4.13: MDT t0 and β distributions
before and after the chamber calibration
was performed. The mean and width
of the distributions are printed and are
taken from Gaussian functional param-
eterisations to the data.
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The corrected β distribution is calculated as a weighted mean us-
ing the squared inverse of the standard deviation of the Gaussian
function as weight.

4.3.2 Run-wise chamber calibration
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Figure 4.14: Number of entries in
all run-wise chamber calibration his-
tograms.

In order to clarify why the chamber-based calibration from the pre-
vious chapter does not meet expectations, a possible time-dependent
effect is investigated. The data of 2015 was collected in 65 runs, the
2016 data-taking period consists of 150 runs. Timing distributions
for each chamber and run are created, yielding a total of 230 050 his-
tograms. Since the amount of data within a single run varies strongly,
the number of entries in each histogram can reach up to O(104).
However, a significant fraction of histograms for short runs contain
very limited statistics, as shown in figure 4.14. All histograms with
more than 100 entries are parameterised by a Gaussian function. The
range in which the χ2 minimisation is carried out is defined by a
window of three times the RMS (root mean square) of the histogram
with the histogram mean in the centre of the window. Should a
first attempt of the parameterisation fail, the fitting range is reduced
to twice the RMS and the χ2-minimisation repeated. This way all
but two histograms are successfully described through a Gaussian.
Mean and standard deviation are used to generate a pair (∆t0, σt0) of
calibration constants. For the histograms in which the fit failed and
histograms with less than 100 entries (corresponding to ≈ 7.7% of
histograms) the mean and standard deviation of the histogram are
taken as calibration constants instead of the ones from the param-
eterisation. Histograms with less than 15 entries (≈ 3.3%) are not
corrected at all. The distribution of the correction constants ∆t0 is
shown in figure 4.15. The spike at ∆t0 = 0 is originating predomi-
nantly from low-statistics histograms.
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Figure 4.15: Distribution of timing cor-
rections ∆t0 from all run-wise cham-
ber calibration histograms. The spike
at ∆t0 = 0 originates from histograms
with low statistics.

Just like in the previous chapter, 1/σ2
t0

is used as weight for the
calculation of β in a weighted average. Comparisons between the un-
calibrated and the run-wise chamber corrected t0 and β distributions
are plotted in figure 4.16.

Figure 4.16: MDT t0 and β distributions
before and after the run-wise cham-
ber calibration was performed. The
mean and width of the distributions
are printed and are taken from Gaus-
sian functional parameterisations to the
data.
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Just like for the chamber calibration, the run-wise chamber cali-
bration has no beneficial effect on the resolution of the β measure-
ment. Comparing figures 4.13 and 4.16 it is possible to conclude that
temporal effects do not dominate the inefficiency of the CSM-based
calibration.

4.3.3 Drift-tube calibration

Since the CSM-based calibration has not yielded significant improve-
ments, one needs to find a more detailed approach to account for
finer differences between detector elements. This could either be
done by performing calibrations on the mezzanine-card level, where
each mezzanine card combines the signal from 24 drift tubes, or by
deriving pairs of calibration constants for every drift tube should the
available statistics allow it. The frequency of a drift tube being hit
by a passing muon strongly depends on the position of the tube in
the detector. A tube in the innermost layer in the central region of
the barrel will get more hits than an otherwise equivalent tube in the
outermost layer of the end-cap. Figure 4.17 visualises the available
statistics.
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Figure 4.17: Plotted are the number of
hits per drift tube for the full 2015 and
2016 datasets.

 [ns]
0

 t∆
3− 2− 1− 0 1 2 3

D
rif

t t
ub

es

0

1000

2000

3000

4000

5000

6000 -1
 L dt = 36.1 fb∫
 = 13 TeVs

Figure 4.18: Distribution of drift tube
timing corrections ∆t0.
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Figure 4.19: Distribution of the timing
resolution σt0 for all drift tubes defined
as the standard deviation of the Gaus-
sian fit.

With on average 104 hits per tube the available statistics is large
enough for an individual treatment of each drift tube. Since this
requires the functional parameterisation of 323 799 distributions, a
stable and automated χ2-minimisation procedure needs to be devel-
oped. Tubes with less than 40 hits are rejected. They correspond
to ≈ 0.1% of the drift tubes and have negligible influence on the β

estimate since a nominal 19 layers of drift tubes are passed by each
muon. The remaining tubes are fitted in a two-stage process. First,
the mean and width of the tube t0 histogram are calculated. Then
the fit is carried out in a fitting window of three times the width cen-
tred around the mean. In a second stage, the window is constructed
again, this time however using the mean and width obtained from
the first fit. Should the first fit not converge, which is likely due to
statistical fluctuations in histograms with a low number of entries,
the histogram is re-binned combining the content of neighbouring
bins and the whole procedure repeated. For 90 drift tubes (corre-
sponding to 0.03% of all tubes) the re-binning and retrying approach
fails. Those tubes are rejected for the β estimate.

The calibration constants ∆t0 are visualised in figure 4.18. An
overall timing shift towards large t0 is corrected while the corrections
follow a Gaussian distribution as expected. The small spike at ∆t0 =

0 is due to rejected drift tubes.
The standard deviation of the Gaussian parameterisation is a mea-

sure for the resolution of the drift tube. The distribution of tube
resolutions is given in figure 4.19. Here, a peculiar feature is ob-
served. While most drift tubes possess a resolution of σt0 ≈ 3.5 ns,
the subsequent continuous falloff in resolution is interrupted by a
second accumulation of drift tubes with σt0 ' 10 ns. As an example
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timing distributions of two random drift tubes with good and bad
resolution are shown in figure 4.20.

Figure 4.20: Examples of timing distri-
butions for two random drift tubes with
very different timing resolutions. Note
that the scale of the x-axis is the same
in both plots. The red line shows the
Gaussian parameterisation of the data.
Mean and standard deviation of the fit
are printed next to the distribution.
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Given the small fraction of ≈ 3.5% of hits occurring in drift tubes
with resolution σt0 > 7.5, which corresponds to resolutions worse
than the local minimum in figure 4.19, it seems suggestive to reject
tubes with bad resolution. However, this is only viable if the "bad"
tubes are distributed randomly throughout the detector. To verify
this requirement all hits that occur in tubes with σt0 > 7.5 are pro-
jected into the z–y plane of the detector and plotted in figure 4.21.

Figure 4.21: The number of hits in drift
tubes with a resolution σt0 > 7.5 is
shown in a projection into the z–y plane
of the detector. Clearly "bad" tubes are
not distributed randomly as symmetric
features of the detector are clearly visi-
ble. Especially noteworthy are the tran-
sition regions between the barrel and
the end-caps were all detector layers are
clearly recognisable. For the lower left-
hand sector this region has been high-
lighted by black dashed lines. The same
feature can however be observed in all
four sectors.
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It becomes clear that low-resolution tubes are not randomly dis-
tributed. There are almost none in the central region of the barrel,
while the outermost barrel chambers are entirely composed of low-
resolution tubes. A plot in the x–y projection and corresponding
plots for the high-resolution tubes are given in figures B.1 to B.4 in
appendix B.

The transition regions between the MS barrel and end-caps seem
to be especially affected, as can be seen from the region marked by
dashed lines in figure 4.21. Here all detector layers consist of low-
resolution tubes. A rejection of those tubes would thus be equivalent
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to a rejection of muons in the transition region of the MS and ef-
fectively an η-region veto. Since even a MDT β estimate composed
of low-resolution hits is a powerful tool for analysis, no tubes are
rejected.

Lastly, a truncation of the β estimate is performed. This is less
motivated by an improvement in resolution, but rather to increase
the internal consistency of the measurement. After the weighted
average β̄ has been calculated the averaging is repeated and all hits
with |β̄− βi|/σβi > 5.0 are rejected. This results in a loss of ≈ 1.1%
of hits. The internal consistency κ is defined as the χ2 probability

κ = Prob

 N

∑
i=1

(β−1
i − β̄−1)2

σ2
β−1

i

, N − 1

 , (4.5)

where the sum runs over all N hits used for the calculation. The
effect of the truncation cut on κ is shown in figure 4.22.
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Figure 4.22: Comparison of the inter-
nal consistency κ of the MDT β estimate
before and after truncation. The first
(broader) bin contains all the under-
flow of the histogram. It corresponds
roughly to the 5σ percentile. It can be
clearly seen that the truncation shifts
many muons from the underflow bin
into the plotting range.

The effects of the drift-tube calibration on the overall MDT timing
distribution are mainly visible in a shift of the central value towards
t0 = 0. The width of the distribution is only changed marginally.
The resulting β distribution, however, is slightly improved both in
terms of central value and resolution. Most of the improvements
are likely due to more meaningful uncertainties on individual β es-
timates through the accurate parameterisation of the tube distribu-
tions. MDT timing and β distributions are compared to the uncali-
brated data in figure 4.23.
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Figure 4.23: Comparison of MDT t0 and
β distributions before and after drift-
tube calibration. Distributions are pa-
rameterised by a Gaussian function and
mean and standard deviation are given.
The β for each muon is calculated in a
weighted average where 1/σ2

t0
is used

as a weight.

Since the drift-tube calibration yields the best results it is preferred
over calibrations on chamber-level.

4.4 RPC detector-element calibration

The RPC system consists of 3 600 gas gaps in which the signal is read
out via metallic strips that are oriented to either get a measurement
in η or φ direction. A total of 113 478 η strips and 248 784 φ strips
have registered hits in data. The number of detector elements to cal-
ibrate is thus comparable to the number of drift tubes, however less
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hits are registered per readout strip. Figure 4.24 shows the distribu-
tion of the number of hits separately for η and φ strips.

On average one can expect ≈ 4 200 hits on an η strip, while only
about 2 900 hits are expected for an arbitrary φ strip. Both sets of
strips show a large number of readout strips with very low statistics
of < 40 hits10. One way to explain this is through a peculiarity of the10 Note that all plotted strips have at

least one associated hit. RPC readout. During muon reconstruction consecutive strips are put
into an "OR". This is either achieved by wiring in the same chamber
or via a "logical OR" between nearby chambers. Reconstruction only
knows that one of a set of strips has fired and then tries to pick up
the correct one. However, this procedure sometimes fails and the
wrong strip is associated [280]. It is therefore possible that a dead
strip could get associated hits over a longer time period. The low-
statistics strips in figure 4.24 are thus likely dead channels and all
strips with < 40 hits are rejected for β estimation. While this results
in a loss of 2.3% of η and 3.4% of φ strips, it accounts for < 0.01%
losses in the total number of hits used.
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Figure 4.24: Number of hits on RPC η
and φ strips.

Distributions of the rejected low-statistics strips in the detector
and comparisons with high-statistics strips are given in figures B.5
to B.8 in appendix B. The plots confirm the statistically expected
random distribution throughout the detector.
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Figure 4.25: Timing distribution of an
RPC φ strip with a tail towards large t0.

The fitting procedure for RPC strips is slightly different than the
one for drift tubes in the previous chapter. Many readout strips show
timing outliers that often form tails towards large t0. A randomly
chosen example for such a strip is shown in figure 4.25. Since the
mean of the distribution is taken as an input for the definition of the
fitting range, outliers can bias the fitting. In order to minimise their
influence a truncated mean is calculated which disregards the 10%
largest and 10% smallest measurements. Since the tails are asym-
metric, this will still contain a bias, which is however small enough
for the definition of the centre of the fitting range. The size of the
fitting window is given by five standard deviations σt0 , which were
taken from the untruncated timing distribution. If the fit is success-
ful, the mean and standard deviation of the fit are stored as a pair of
calibration constants. Several criteria have been defined to prevent
pseudo-fits which contain:

• Fits were the mean is located outside the fitting range

• Fits with the character of a single spike in one timing bin

• Fits which are broader than 1.1 · σt0 and thus underestimate the
resolution of the strip

Failed fits are tried again in an enlarged fitting window of 6σt0 . With
this procedure 99.7% of the remaining η strips and 99.4% of φ strips
are fitted successfully. For the strips with failed fits, the truncated
mean and σt0 are taken as calibration constants. An example for a
successfully fitted strip is shown in figure 4.26. [ns]
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Figure 4.26: Timing distribution of an
RPC φ strip with a Gaussian functional
parameterisation.

Unfortunately some strips show peculiar multi-peak structures in
their timing distributions. The affected strips have been studied care-
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fully. Since the online timing for the new chambers in the feet region
of the detector was changed multiple times during the data-taking, it
was first suggested that the multi-peaks originate from localised ad-
justments in the online calibration. However, strips with prominent
double peaks were found throughout the detector. In addition, there
is no time dependency discernable and all peaks grow in parallel
over time. As an example, figure 4.27 shows the decomposition of a
timing distribution as a function of time. Several peaks gather signal
simultaneously which rules out an effect of changed online calibra-
tion. Instead, a likely explanation for the occurrence of the peaks is
an effect in the readout. The signal from the same RPC strip is split
and then sent to two or more different readout channels. If the path
to the channel is not well synchronised it results in the observation
of a double-peak [280]. Two examples of such problematic strips are
given in figure 4.28. In both cases the additional peaks are shifted by
multiples of the bunch spacing from the central peak. In case of the
right-hand distribution the fitting procedure is able to pick the larger
peak and correctly fit it, while the fit fails for the example on the left-
hand side, which corresponds to the distribution of figure 4.27.
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Figure 4.27: Decomposition of the t0
distribution of the η strip shown on the
left in figure 4.28 over time. All peaks
are filled in parallel. It is not known
why the additional peaks disappear at
one point in time.
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Figure 4.28: Examples of RPC strips
with prominent multi-peak timing dis-
tributions. The right plot shows the cal-
ibration picking up the larger peak and
fitting it, while the fit in the left plot
failed. For β estimation such strips are
rejected by a cut on the width of the dis-
tribution and by cuts on the consistency
of a β measurement. In both cases the
mean and width of the histogram (not
the fit) are printed.
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Figure 4.29: Distribution of the RMS for
all RPC η and φ strips. The dashed line
marks the cut.

Obviously strips like the ones displayed in figure 4.28 are not us-
able for a β estimation. Their automated identification and rejection
can however be tricky and two strategies are used. The first is a
placement of a cut on the RMS of the timing distribution. Hits on
strips with RMS> 10.0 are rejected which results in the loss of≈ 3.8%
of hits. The RMS distribution and the point of cutting are shown in
figure 4.29. Since the magnitude of secondary peaks varies, this cri-
terion alone is not enough and outliers like in figure 4.25 could still
significantly bias the estimate. Consequently the second mechanism
is a cut on the consistency of the β measurement: the weighted av-
erage β̄ is calculated and the result taken as a seed value. Then
the weighted average is repeated rejecting all measurements with
|β̄− βi|/RMS > 3.0. This results in a further rejection of about 4.6%
of the remaining hits.

Having so far dealt with bad resolution strips it is also illustra-
tive to look at the strips with an unreasonably high resolution. Fig-
ure 4.30 shows the distribution of the uncertainties on the t0 measure-
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ment coming from the Gaussian fit σi
t0

. The very small uncertainties
might originate from strips where most of the data is contained in
one or two bins, or where only a part of the distribution was fit-
ted (e.g. a highly-populated bin in an otherwise wider distribution).
Since such high resolution strips are not expected, but the associated
measurement would dominate the weighted average, all strips with
σi

t0
< 0.4 ns are rejected. This results in a loss of < 0.05% of hits.

Further plots showing the uncertainty of the timing measurement
as a function of t0 and the ToF are given in figures B.9 and B.10 in
appendix B.
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Figure 4.30: Resolution σi
t0

of RPC read-
out strips. The effect of the RMS and consistency cut can be seen in fig-

ure 4.31, where the strip-corrected t0 distributions before and after
are compared. It shows how the previously observable side-peaks
are completely suppressed by the cuts. As to why the additional
peak at −25 ns is only visible for φ strips can currently only be spec-
ulated about. The tail-suppressed distributions show minor discrep-
ancies from a Gaussian shape in the tails, however, since they are
three to four orders of magnitude smaller than the central value they
can safely be disregarded. The distribution of calibration constants
is shown in figure 4.32.

Figure 4.31: The strip-corrected t0 dis-
tribution is drawn for η strips on the left
and φ strips on the right. In both cases
smaller side-peaks are observable. By
cutting on the strip-timing RMS and re-
jecting β estimates which are inconsis-
tent with the remaining measurements,
it is possible to reduce the tails.
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Figure 4.32: Distributions of calibration
constants for η and φ strips. The spike
at zero corresponds to all rejected strips
that receive no correction.

The improvements of the timing and β distributions through the
strip calibration are shown in figure 4.33, where the uncalibrated
data is compared to the data after online correction and strip calibra-
tion. As can be seen, the strip calibration restores the Gaussian shape
of the timing distribution. While the width got only slightly smaller,
the correct assignment of weights for the β calculation results in clear
improvements in β resolution.

4.5 Time-dependent phase-shift correction

All timing information evaluated here derives from the LHC bunch
crossing clock. Its frequency varies around 40.08 MHz depending
on beam parameters [281]. The timing signal is distributed to the
experimental facilities along a complicated bunch-clock-distribution
system [282] that involves several kilometres of optical fibres. The



4.5 time-dependent phase-shift correction 55

 [ns]
0

RPC t
20− 15− 10− 5− 0 5 10 15 20

N
um

be
r 

of
 h

its

0

1

2

3

4

5

6

610×

-1
 L dt = 36.1 fb∫
 = 13 TeVs

data
uncalibrated

rected data
strip cor-

 = -1.700 ns0t
 = 1.980 nsσ

 = -0.256 ns0t
 = 1.812 nsσ

βRPC 
0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4

N
um

be
r 

of
 m

uo
ns

0

1

2

3

4

5

610×

-1
 L dt = 36.1 fb∫
 = 13 TeVs

data
uncalibrated

rected data
strip cor-

 = 1.037β
 = 0.043σ

 = 0.995β
 = 0.023σ

Figure 4.33: The uncalibrated RPC tim-
ing and β distributions are compared
to the data after online correction and
strip calibration. The Gaussian strip
calibration restores the Gaussian shape
of the RPC timing distribution. Further
improvement to the β estimation results
from the assignment of correct weights.
Mean and width of all distributions are
taken from a Gaussian fit.

system is thus vulnerable to changes of weather which can lead
to phase shift variations of O(100 ps) [283]. As a result, a set of
time-dependent phase shift correction factors is derived by looking
at the arithmetic mean of timing distributions for individual periods
of data-taking (runs). Since the phase-shift variations are overlaid
by detector effects and shifts from online timing adjustments in in-
dividual parts of subdetectors, the time-dependent correction factors
are derived for MDT and RPC η and φ strips separately. Figure 4.34

shows the timing corrections ∆trun
0 for the MDT system.
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Figure 4.34: Phase-shift corrections
∆trun

0 for the MDT system over all data-
taking periods. The dashed line marks
the transition from 2015 to 2016. The
effects of online calibration changes are
discernable as larger changes between
two consecutive runs. During the first
months of 2016 a desynchronisation ef-
fect can be observed, which is fre-
quently corrected.

A change in the online timing calibration can be observed promi-
nently at the change of years. In the following runs a continuous
desynchronisation was observed, which resulted in drifting means
of the timing distributions. The desynchronisation was corrected by
realignment in short time intervals. Two consecutive runs can thus
have widely different correction factors.

The timing corrections for the RPC system are plotted separately
for η and φ strips in figure 4.35.

Since the global online timing changes have already been cor-
rected the timing variation in between runs is much smaller for the
RPC system than for the MDTs. The fluctuations are much larger
during 2015 and early 2016 compared to the later part of 2016 data-
taking. This is due to new RPC chambers that have been installed in
the feet region of the detector11 up until the end of 2015. The year 11 The feet stations are located at −2.0 <

φ < −1.0.
2015 and the first runs of 2016 were used for timing synchronisation
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Figure 4.35: Phase-shift corrections
∆trun

0 for RPC η and φ strips over all
data-taking periods. The dashed line
marks the transition from 2015 to 2016.
The effects of online calibration changes
are discernable most prominently in
early 2016. No large time-dependent ef-
fects are observed during 2016. η and φ
strips receive similar corrections.
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of the new chambers [284]. Later in 2016 the conditions are stable
and variations are as expected O(100 ps).

The effect of the run-dependent phase-shift correction (run correc-
tion) on the timing distributions is small and shown in figure B.11 in
appendix B. A comparison between the MDT drift-tube corrected β

distribution before and after run correction, as well as the RPC online
and strip corrected t0 distribution before and after run correction are
shown in figure 4.36.

Figure 4.36: Effect of the phase-shift
correction. The left plot compares the
MDT drift-tube corrected β distribution
before and after run correction. The
right plot shows the RPC online and
strip corrected β distribution before and
after run correction. The mean and
standard deviation of a Gaussian pa-
rameterisation to the data are given.

βMDT 
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2

N
um

be
r 

of
 h

its

0

2

4

6

8

10

610×

-1
 L dt = 36.1 fb∫
 = 13 TeVs

rected data
tube cor-

data
run corrected

 = 1.000β
 = 0.029σ

 = 0.994β
 = 0.026σ

βRPC 
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2

N
um

be
r 

of
 h

its

0

1

2

3

4

5

6

610×

-1
 L dt = 36.1 fb∫
 = 13 TeVs

rected data
strip cor-

data
run corrected

 = 0.995β
 = 0.023σ

 = 1.001β
 = 0.023σ

4.6 Order of calibrations

Since the different stages of calibration take the output of the pre-
vious stage as an input, the overall result depends on the order of
calibrations. Therefore, the reverse order from what was presented
in the previous chapter has also been tested. For MDTs the order
of tube and phase-shift correction has been swapped. For RPCs on
the other hand, the online calibration needs not be performed if the
phase-shift correction is done before the strip correction as global
calibration changes are accounted for in the phase-shift correction.
A comparison between the β distributions resulting from both cali-
brations is given in figure 4.37.

It can be seen that both calibration yield very similar results. For
MDTs the better result is achieved by first performing the tube cor-
rection, while for RPCs both methods perform equally well. The
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Figure 4.37: Comparison of different
calibration orderings. For MDT the
tube and phase-shift corrections have
been reversed, for RPCs the online cor-
rection is necessarily the first correction
and only strip and phase-shift correc-
tion have been reversed. Both strate-
gies perform equally well and the order
as presented in the previous chapters is
adopted.

order of calibrations as presented here has thus been adopted for
physics analysis.

4.7 Pull correction of σβ
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Figure 4.38: The pull 1−1/βi
σ(1/βi)

is plot-
ted for hits in MDT (left), RPC η strips
(middle) and RPC φ strips (right). If the
estimated individual uncertainties on β
reflect the width of the β distribution
over all muons, the distributions should
have unity width. Correction factors on
the hit uncertainty σβi are derived.

After the combination of individual β measurements in a weighted
average, the error on the weighted average σβ should reflect the
width of the β distribution over all muons. An accurate uncertainty
is necessary for the combination of β measurements from different
subsystems. In order to correct the uncertainty to the right values the
pull values, i.e. 1−1/βi

σ(1/βi)
are plotted. The distributions are expected to

have Gaussian shape with mean zero and unity width, should the
estimated individual uncertainties reflect the actual uncertainty of β

correctly. Correction factors can thus be derived from the deviations
of the widths from unity. Comparisons of the pull distributions be-
fore and after correction for MDTs and RPC η and φ strips separately
are shown in figure 4.38.

The widths of the distributions are determined by fitting the peaks
with a Gaussian function. The MDT distribution conforms to ex-
pectation, while in the RPC distributions a tail towards small pull
values can be observed. The origins of these asymmetries are not
well understood. However, since the widths of the pull distributions
are very close to expectation and correction factors for σβi therefore
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small, the errors caused by the asymmetries are marginal. Possible
dependencies of the pull on η have been investigated and found to
be negligible.

4.8 Combination of β estimates

This chapter serves to summarise the calibration of the MS by com-
bining the β estimates from MDTs and RPCs in one weighted aver-
age. Figure 4.39 shows the final MDT β distribution and compares
it to the uncalibrated data and all intermediate steps. During the
analysis of the

√
s = 8 TeV data taken in 2012, an MDT resolution

of σMDT,2012

β = 0.037 was achieved [160]. Thus, the tube and phase
shift corrected calibration presented here constitutes a significant im-
provement and yields the best MDT β resolution to date.

Figure 4.39: Summary of the MDT β
calibration. Shown are the uncalibrated
data along with the β distributions af-
ter each intermediate step. In the
uncalibrated data the individual mea-
surements βi are combined with equal
weight, while for all other calibrations
the inverse of the standard deviation
from a fit to the timing distribution is
used as weight to perform a weighted
average. The mean and width of the
distributions are given. They are deter-
mined from a Gaussian fit to the data.
The final tube and phase-shift corrected
calibration yields the best MDT β reso-
lution to date.
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The RPC calibration is summarised in figure 4.40. The uncali-
brated and intermediate β distributions are compared to the final
pull corrected RPC distributions where measurements from η and
φ strips are combined with the correct weights stemming from the
uncertainty on the individual β estimate. The β resolution achieved
through the calibrations described here can be compared to the res-
olution in the 2012 data, which was given by σRPC,2012

β = 0.024. Just
like for the MDT system, the newly developed calibration strategy
yields a significant improvement in β resolution over previous re-
sults.

The corresponding summary plots showing the effects of the dif-
ferent calibration steps on the timing distributions are given in fig-
ures B.12 and B.13 in appendix B.

The inverse of the square of the uncertainty on the β estimate is
used as a weight to combine the estimates from MDTs and RPCs.
The distributions of the uncertainties is shown in figure 4.41. Both
uncertainties are very similar in scale as expected from the compa-
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Figure 4.40: Summary of the RPC β cal-
ibration. Shown are the uncalibrated
data along with the β distributions af-
ter each intermediate step. In the un-
calibrated and online-corrected data the
individual measurements βi are com-
bined with equal weight, while for all
other calibrations the inverse of the
standard deviation from a fit to the
timing distribution is used as weight
to perform a weighted average. The
mean and width of the distributions
are given. They are determined from
a Gaussian fit to the data. For all distri-
butions β estimates from η and φ strips
were combined. The blue line shows
the combination after pull correction.

rable β resolution in both systems. The long tails visible for both
systems are many orders of magnitude smaller than the bulk of the
distribution and have negligible effect.
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Figure 4.41: Uncertainties σβ on the β
estimate from MDTs (left) and RPCs
(right). The magnitude of the uncer-
tainties is very similar in both systems,
as was expected from their similar res-
olution.

The dependence of the individual β estimates on the pseudorapid-
ity has been investigated and found negligible for RPCs. For MDTs
the expected β is slightly lower in the central region of the detector.
As this is due to asymmetries in the timing distribution no correction
has been performed. The dependence on η is plotted and shown in
appendix B for MDTs in figure B.14, in figure B.15 for RPCs and in
figure B.16 for the combined β. The dependence of σβ on η is shown
in figures B.17, B.18 and B.19 for MDTs, RPCs and combination, re-
spectively.

Lastly the correlation between the MDT and RPC β estimate has
been investigated. Figure 4.42 shows the two estimates plotted against
each other. The correlation coefficient is found to be ρ(βMDT, βRPC) =

12.7%. This is within the expectation of the β estimation, as the MDT
and RPC system are not completely independent since the RPC de-
livers a β seed-value to the MDTs during reconstruction. The turns
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in the right plot of figure 4.42 can be attributed to the growing im-
probability of producing two outlier results in both systems.

Figure 4.42: Correlation of the MDT
and RPC β estimates. In the right-
hand plot, the means of y-slices of the
histogram on the left are plotted. A
clear correlation can be seen for β ≈ 1.
The correlation strength is found to be
12.7%.
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Figure 4.43: Uncertainty on the com-
bined MDT and RPC β estimate.

The combination of MDT and RPC β estimates is carried out and
yields the final result of the calibration

MS β: β̄ = 0.997, σMS
β = 0.021 (4.6)

The resolution of the combined MS β in the data taken in 2012 was
given by σMS,2012

β = 0.024. Thus, the calibration presented here yields
the best ATLAS Muon Spectrometer β resolution to date. The com-
bined uncertainty on the β estimate is given in figure 4.43, the fully
calibrated MS β distribution is plotted in figure 4.44.

Figure 4.44: Fully calibrated Muon
Spectrometer β distribution. The esti-
mates from MDT and RPC have been
combined in a weighted average with
the weights derived from the uncer-
tainty on the individual estimate. The
mean and width of the distribution are
given. They are determined to a Gaus-
sian parameterisation of the data. The
calibration presented here yields the
best ATLAS MS β resolution to date.
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4.9 MDT simulation timing smearing

The β resolution depends on many different detector effects and
characteristics which are not expected to be well simulated in MC. In-
deed, a comparison of the fully calibrated MDT β estimate with the
untreated MDT β from simulation yields vastly different distribu-
tions, as can be seen in figure 4.45. A dataset of 20 million simulated
Z0 → µµ decays is used for MC studies. All events have been gener-
ated using Powheg-Box v2 [285, 286] interfaced with Pythia8 [287]
and EvtGen v1.2.0 [288] using the Cteq6L1 parameterisation of
the parton distribution functions (pdfs) [289]. Photon radiation from
charged leptons is provided by Photos [290]. All events are passed
through the ATLAS detector simulation [291] that is implemented
within the Geant4 framework [292].
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Figure 4.45: Comparison of the fully
calibrated MDT β estimate with the un-
treated β from simulation. Mean and
width are determined from Gaussian
parameterisations of the data.

Because of the discrepancy between data and simulation it is nec-
essary to develop a procedure to generate an accurate representation
of timing information in simulation. In the past a successful strategy
was the folding of the original timing distribution in simulation with
a Gaussian distribution to smear simulation to match the resolution
in data. Simulated hit times tMC

0 where treated according to

tsmear
0 = tMC

0 − (t̄MC
0 − t̄data

0 ) + R(0, σsmear) , (4.7)

where t̄MC
0 and t̄data

0 are the mean values of the timing distributions
in MC and data respectively and R is a random number drawn from
a Gaussian distribution with mean 0 and width σsmear. The smearing
width relates to the widths of the timing distributions in data σdata

and MC σMC through σsmear =
√

σ2
data − σ2

MC.

4.9.1 Underestimation of data resolution
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Figure 4.46: Differences in width of
tube timing distributions in data and
simulation. The dashed line represents
equal width.

The smearing procedure is only feasible if the simulated timing dis-
tribution overestimates the resolution of data. It is impossible to gen-
erate a sharper timing distribution through folding with a Gaussian
function. The condition is tested by calculating σdata − σMC for every
drift tube. The results are shown in figure 4.46. The dashed line
marks equal width. Because the available statistics is much smaller
in simulation than in data with only ≈ 750 hits per drift tube on av-
erage (figure 4.47), no fit is performed. Instead, timing information
is truncated by discarding the largest and smallest 5% of associated
t0 values to remove the influence of individual outliers. The width is
then calculated from the truncated distribution.

Number of hits

0 0.5 1 1.5 2 2.5 3

310×

N
um

be
r 

of
 d

rif
t t

ub
es

0

0.5

1

1.5

2

2.5

3

3.5

310×

 simulationµµ→ = 13 TeV, Zs

Figure 4.47: Number of hits per drift
tube in simulation. On average about
750 hits are expected per drift tube.

It can be seen that 32.5% of all drift tubes have broader distri-
butions in simulation than in data. Whether this is due to the un-
precedented MDT timing resolution or a failure to keep simulation
up-to-date with data is not clear. Several ideas have been tested to
deal with such problematic strips. The tests were carried out on toy
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data, where one million pseudo-hits with Gaussian timing distribu-
tion have been produced.

Strategy 1: Reweighting A first approach is to reweight simulation
to agree with data. This requires to first shift simulation to agree
with the mean value in data12. To avoid the effects of statistical12 Data has been calibrated to be centred

around t0 = 0. Since no large shifts
have been simulated in MC, the mean
correction should be small.

fluctuations, the distributions are fitted with a Gaussian function.
Next, the ratio of the fits to data and MC is used to construct a
reweighting function. The weights are then applied to individual
hits during the calculation of the weighted β average. The left plot of
figure 4.48 shows the reweighting strategy in the toy dataset which
generates an excellent agreement between toy-data and toy-MC.

Figure 4.48: Toy study to investigate the
possibility of reweighting as a solution
to the underestimation of resolution in
simulation. Left shows the reweighting
of a perfectly Gaussian initial distribu-
tion. In the right plot a grave asymme-
try has been introduced to investigate
the stability of the strategy under dis-
torted distributions.
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However, in reality no distribution is a perfect Gaussian. Since
potential asymmetries in the distribution influence the fit and there-
fore the efficiency of the procedure, the effects are investigated by
introducing asymmetries to the toy distribution13. The right plot of13 The timing distributions in simula-

tion are not asymmetric per se, however
since many tubes have low statistics in
simulation, grave statistical effects are
expected that can influence the fit.

figure 4.48 shows an extreme example. The method fares well even in
such an extreme case and is therefore expected to be a viable option.
No smearing as stated in equation 4.8 is required.

Strategy 2: Sharpening and smearing An alternative approach is the
artificial enhancement of the timing distributions. Again a mean
correction is performed as first step. Then the timing resolution is
considered. Multiplying the t0 values by a constant s < 1.0 will
sharpen the timing distribution. Via s the magnitude of the sharp-
ening can be chosen to create artificial resolutions which are better
than what is observed in data. A smearing according to equation 4.8
can then be applied to generate agreement with data. Figure 4.49

shows the sharpening procedure acting on a perfectly Gaussian dis-
tribution and a distribution into which an extreme asymmetry has
been introduced.

The sharpening procedure yields comparably good results to the
reweighting approach and shows slight advantages in coping with
asymmetries.
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Figure 4.49: Toy study to investigate the
possibility of sharpening and smearing
as a solution to the underestimation of
resolution in simulation. Left shows
the sharpening of a perfectly Gaussian
initial distribution with a subsequent
smearing applied. In the right plot a
grave asymmetry has been introduced
to investigate the stability of the strat-
egy under distorted distributions.

Strategy 3: Unfolding As a last strategy a singular value decomposi-
tion (SVD) is attempted. SVD methods have initially been developed
to remove the effects of a particle detector to reveal the true nature of
a distribution. Through careful studies on the method of measure-
ment itself it is possible to construct a two-dimensional function pa-
rameterising the detector response to a given signal. The measured
quantity can then be interpreted as the folding of the true distribu-
tion with the detector response. Turning this method around one
can try to solve for the response function through the measured sig-
nal. This is called unfolding or unsmearing [293]. The result usually
varies widely depending on small statistical effects [294]. To control
these effects a smoothness condition14 is imposed which is called 14 Any requirement which restricts pos-

sible solutions helps, e.g. one could de-
mand the solution to be strictly posi-
tive.

regularisation.
If the true distribution is now taken to be the calibrated timing

distribution in data and the "observed distribution" is taken to be
simulation, then the inverse of the response function relates MC
to data. A full SVD procedure is implemented in the TSVDUnfold
package [295] for root [296] and used on the toy data. Figure 4.50

shows the result of the unfolding technique on a Gaussian distribu-
tion and on a distribution with large asymmetries.
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Figure 4.50: Toy study to investigate the
possibility of an unfolding procedure as
a solution to the underestimation of res-
olution in simulation. The unfolding
was carried out using the TSVDUnfold
software package. Left shows the un-
folding of a perfectly Gaussian initial
distribution. In the right plot a grave
asymmetry has been introduced to in-
vestigate the stability of the strategy un-
der distorted distributions.

As can be seen, the method yields perfect agreement between toy
data and simulation in the Gaussian case but shows large discrepan-
cies for asymmetric functions.
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Choice of strategy All proposed strategies have been shown to work
very well. While the unfolding strategy is unquestionably the most
elegant solution, it also comes with some baggage. In order for it
to be applicable in the analysis, two 2-dimensional histograms have
to be stored for every distribution. Since 105 10015 individual drift15 The number of drift tubes with

broader distributions than measured in
data. A total of 323 302 drift tubes have
been seen in MC.

tubes need to be corrected, the resulting calibration files are large and
difficult to handle. Furthermore, the low statistics for many tubes in
MC renders the procedure very unstable and a successful and stable
implementation was not possible. For these reasons the unfolding
method was abandoned16.16 In future iterations of this analysis,

where more statistics is available, the
method will be a feasible alternative
and should be the preferred option.

The reweighting and sharpening methods have also been tested
with toy signal (see figure B.20 in appendix B). Both methods per-
form equally well. However, since the reweighting requires a fit to
the timing distribution one again expects problems for the tubes with
low statistics. Furthermore, the propagation of additional hit weights
to the β calculation is not straight-forward. The sharpening method
on the other hand is very robust as it relies solely on the mean of the
distribution. It was therefore decided to use the sharpening method
with a subsequent smearing for analysis.

4.9.2 Drift-tube smearing
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Figure 4.51: Sharpening factors derived
from the widths of the tube timing dis-
tributions in data and MC. Tubes with
s = 1 are already sharper than in data.
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Figure 4.52: Smearing widths calcu-
lated from the width of the timing
distributions in data and MC through

σsmear =
√

σ2
data − (σ

sharp
MC )2.

To generate agreement between data and MC the individual drift
tubes are considered. The mean and width of tube-timing distribu-
tions are determined for simulation and fully calibrated data. To
avoid a bias from outliers this is done for a truncated distribution in
which the 5% largest and smallest values have been discarded. For
tubes with broader distributions in MC the sharpening procedure
is carried out. The sharpening factor s = 0.8× σdata/σMC is chosen,
where the factor of 0.8 is introduced to allow a random component in
the following smearing. The smearing width is then calculated from

the sharpened MC width σ
sharp
MC via σsmear =

√
σ2

data − (σ
sharp
MC )2. Fig-

ure 4.51 shows the sharpening factors s for all tubes. The large spike
at s = 1 corresponds to all tubes which already have a sharper timing
distribution in MC than in data.

Figure 4.52 shows the values of σsmear. The majority of tube tim-
ing distributions need only be convoluted with a Gaussian of small
width. Two peaks in the distribution at σsmear = 2 and σsmear = 7.5
suggest that some systematic effect which causes tubes to have lower
resolution was not correctly modelled in MC and thus affected tubes
receive similar corrections.

For the calculation of the weighted β average the weights are taken
directly from data.

The smearing is applied to Z → µµ MC. The effect on the timing
and β distribution can be seen in figure 4.53.

The timing distribution is much improved through the smearing
with some discrepancies in the peak region. However, the β calcu-
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Figure 4.53: Effect of the drift-tube
smearing on the simulated timing and
β distribution. The t0 clearly approx-
imates the distribution in data much
more through the smearing, however,
the weighted β turns out much too
sharp. The problem can be traced back
to problems with statistics in simulation
and an incorrect description of the tails
of distributions.

lated from the smeared ToF turns out too precise. The reason for
this has been investigated and two factors were identified: for many
tubes the available statistics is too small for the smearing to be trust-
worthy and the non-Gaussian tails that are observed in data (e.g. fig-
ure 4.20) are not well represented in smeared MC. With the absence
of tails in the timing distribution the β distribution necessarily over-
estimates the resolution. Both causes can be remedied by switching
from a drift-tube based smearing to a chamber based one.

4.9.3 Chamber-based smearing

0
MDT t

20− 15− 10− 5− 0 5 10 15 20

sl
ow

 m
uo

ns

0

10

20

30

40

50

60

70

3−10×
data
fit to data
MC
fit to MC

MDT chamber

BIL 5 1

 = 13 TeVs

Figure 4.54: Data and simulated timing
distribution for one MDT chamber fit-
ted with a Gaussian plus Breit-Wigner
function.

In the following individual MDT chambers instead of tubes are con-
sidered. To get an accurate description of the tails of the chamber
timing distribution, a correct parameterisation has to be found. The
central peak is well described by a Gaussian function, while the tails
can be parameterised by a Breit-Wigner distribution. During fitting,
the mean values of the Gauss and Breit-Wigner functions are treated
as one parameter17. This can be seen exemplary for a random MDT 17 Different approaches like a double-

Gaussian or Crystal Ball function have
also been tested but did not yield a con-
vincing result.

chamber in figure 4.54.
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Figure 4.55: Fraction of chambers with
timing distributions broader than data
as function of the sharpening value.
The fits were optimised for large sharp-
ening values, thus at low values the
data points become less trustworthy.

The problem of underestimated timing resolutions in simulation
is also present on chamber level. It is therefore necessary to never-
theless apply the sharpening procedure. To not introduce any bias,
a global sharpening value is chosen with which all drift tubes are
treated. In order to minimise the effect of the procedure the high-
est possible value is chosen that still renders almost all chambers
sharper than data. Figure 4.55 shows the percentage of chambers
with broad distributions as a function of the sharpening value. The
broadness has been determined from a fit to the timing distribution.
It compares the width of the Gaussian and Breit-Wigner part of the
fits individually. Since the fits have been optimised for large s, the fits
fail for some chambers at low s values causing some irregularities. A
value of s = 0.7 has been chosen.

The smearing is realised by generating two random numbers G
and B drawn from a Gaussian and a Breit-Wigner distribution and
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adding them to the sharpened t0 measurement according to

tsmear
0 = tMC

0 − (t̄MC
0 − t̄data

0 ) + G(0, σGauss) + B(0, σBW) .

(4.8)
Since there is no trivial way to calculate the smear widths σGauss and
σBW they are estimated through an iterative process. From the fit to
data and MC toy distributions of 100 000 datapoints are created. The
smearing procedure with different values for σGauss and σBW is then
applied to the toy data to limit the influence of statistical effects in
data and a Kolmogorov-Smirnoff test performed for each hypothesis.
The combination of smearing hypotheses which yield the highest
Kolmogorov-Smirnoff probability are written into a calibration table.
The successful smearing of the chamber from figure 4.54 can be seen
in figure 4.56.

Since the Breit-Wigner function has prominent long tails, it is
likely that a timing value will receive a smearing correction where
B(0, σBW) is many BCs large. To suppress too large corrections a cut
off ΛBW = λ · σBW is defined, where λ > 0. If a random number
B(0, σBW) > ΛBW is drawn, another random number is chosen until
the cut-off condition is passed. To find the optimal λ, the smearing
is carried out with different cut-off parameters. The one yielding the
largest agreement with data is chosen. The Kolmogorov-probability
as a function of λ is shown in figure 4.57.
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Figure 4.56: Smearing applied to one
chamber.
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Figure 4.57: Agreement between data
and smeared MC as function of differ-
ent Breit-Wigner cutoff parameters λ.
The uncertainties on the datapoint have
been scaled to yield large Kolmogorov
probabilities. A Gaussian fit is per-
formed which yields the largest agree-
ment for λ ≈ 7.2.

The optimal λ is derived from the mean of a Gaussian fit to the
data and λ ≈ 7.2 is found.

A comparison of the simulated timing and β distributions after
the chamber-based smearing with data are shown in figure 4.58. The
t0 values agree with the data except for small discrepancies in the
peak region. The β distribution on the other hand agrees very well
with the data. Discrepancies in the tails of the distribution play a
limited role since the MC resolution is the crucial factor for analysis.

Figure 4.58: Effect of the chamber-
based smearing on the simulated tim-
ing and β distributions. Some discrep-
ancies on the peak of the t0 distribution
are observed. The β distributions on the
other hand agree very well. Discrepan-
cies here are confined to the tails and
are of limited interest for analysis.
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4.10 RPC simulation timing smearing

A comparison of the untreated RPC timing and corresponding β dis-
tributions produced from the sample of simulated Z0 → µµ events
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described in chapter 4.9 with fully calibrated RPC data is shown in
figure 4.59.
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Figure 4.59: Comparison of unsmeared
RPC timing and β distributions with
fully calibrated RPC data. The MC t0
distribution is very jagged and shows a
dip in its central region resulting from
the intrinsic detector timing granular-
ity. Compared to MDTs the agreement
of untreated MC with data is slightly
better, a dedicated treatment procedure
is nevertheless required.

Just like for the MDTs the untreated MC and data do not agree
and a correction is therefore necessary. Contrary to data, the un-
treated MC t0 distribution is far from smooth and shows a dip at the
centre where t0 ≈ 0. As this seems unintuitive, a detailed study has
been conducted to investigate the origin of this feature. The study is
summarised in appendix C. In short, since the RPCs work with an in-
ternal 320 MHz clock the readout only happens in steps of 3.125 ns.
Those ticks are then smeared out by the propagation time on the
strip18. The position of the readout tick at t0 = ±1.5625 ns results in 18 Depending on the hit position on the

readout strip typical propagation times
are < 4 ns for chambers which are bro-
ken up into two units of double gas
gaps and < 5 ns for chambers with only
a single unit of double gas gaps.

a small dip in between the ticks at t0 = 0.
The hit simulation is designed to reproduce the overall timing

behaviour of the RPC system, but ignores individual differences be-
tween readout strips. Timing distributions are thus expected to be
correctly calibrated and centred around t0 = 0. However, this is not
the case as can be seen from figure 4.60 where the means of strip-wise
timing distributions are plotted. A significant fraction of strips has
a mean that is clearly shifted away from zero towards larger values.
Investigations have been conducted into the origin of those shifted
values and it was found that more than 90% of the strips with shifted
distributions are η strips located in the BMS stations. Other stations
seem to be unaffected. Since this behaviour is neither expected nor
explained yet, the dedicated experts have been made aware of the
problem and they will carry on the investigation and develop a fix
for future MC productions if needed.
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Figure 4.60: Means of the t0 distribu-
tions for all RPC strips in simulated
Z → µµ events. While most strips have
t0 distributions centred around t0 = 0,
predominantly η strips in the BMS sta-
tions have shifted means.

The problem is easily corrected by applying a correction constant
to all strips with t̄0 > 1.0 ns.

Similarly to the means of the strip timing distributions the widths
are expected to be similar across all strips. The differences in widths
of the strip timing distributions between data and simulation (σdata−
σMC) are plotted on the left of figure 4.61. Once again the result de-
fies expectation. Instead of one Gaussian-like distribution, two sep-
arate distributions can be seen. The underlying cause is to be found
in simulation as can be seen by plotting the differences in width as
function of the width in MC as was done in the right plot of fig-
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ure 4.61. Three distinct populations are visible. The main one is cen-
tred around σdata − σMC = 0 and is found for small σMC. The second
and third population have much larger simulated timing widths and
are also the ones exhibiting the largest difference when compared to
data.

Figure 4.61: Left: Differences in width
of strip timing distributions in data and
simulation. The dashed line represents
equal width. Right: The same quan-
tity is plotted as a function of the width
in MC. Three distinct populations are
clearly discernible. The broader the
timing distribution in MC, the larger
also the discrepancy with data.
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Some effort has been invested into pin-pointing the strips affected
from this behaviour. It was found that once again the η strips in
the BMS stations contribute, but also a large fraction of φ strips all
throughout the detector. Plots and explanations summarising the
investigations into the shifted means and wrongly simulated timing
widths can be found in appendix D. Just as for the shifted means
there is as of the moment of writing no explanation for this feature
and RPC simulation experts have been notified.

The following strategy to treat too broad strips has been adopted:
Strips in the main population with widths σMC ≤ 1.9 receive no cor-
rection as their width seems to be in agreement with data19. The19 i.e. the dashed line in the left plot of

figure 4.61 is right at the centre of the
main peak. Thus, too broad and too
narrow distributions will compensate
each other resulting in a good agree-
ment with data.

second population of strips with 1.9 < σMC ≤ 2.7 are artificially
sharpened. Here it is important to respect the intrinsic timing gran-
ularity of the detector. Since the readout happens only every 3.125 ns,
the sharpening can also only happen in multiples of this tick spacing.
A sharpening factor of s = 0.5 is chosen, which is motivated retro-
spectively by the excellent results it yields. In essence this means a
signal which arrives in the second tick after its supposed arrival cal-
culated from truth, is shifted by 3.125 ns towards the intended arrival
(see figure 4.62). Lastly, all strips with timing widths exceeding 2.7
are rejected from the β estimation. As a final step of the RPC MC
treatment, a global overall shift of 120 ps is applied to simulation to
produce an agreement of the mean value with data.
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Figure 4.62: Plotted are the number of
hits in the primary readout ticks for
strips with 1.9 < σMC ≤ 2.7 prior to
sharpening (black) and after tick-wise
sharpening (blue). Signal arriving in
the second tick from zero is shifted by
one tick.

The procedure results in the overall RPC timing distribution shown
on the left of figure 4.63. The effects of the sharpening result in
less pronounced tails of the treated MC timing distribution and the
shifted means in a generally smoother appearance. In the right plot
of figure 4.63 the β distributions calculated from the treated timing
distribution is compared to data. Here, an excellent agreement both
in mean value and width is observed. The errors and therefore the
weights for the weighted average calculation have been taken from
data.
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Figure 4.63: Comparison of data with
the untreated and treated simulated
RPC timing (left) and β (right) distri-
butions. The effect of the sharpening
for certain readout strips can be seen
in the timing distribution where the
tails have diminished through the treat-
ment. Agreement with data is neither
observed nor expected. The β distribu-
tions agree very well. Mean and width
of Gaussian fits to the data are given.

It is now possible to combine the β measurements from the MDT
and the RPC system and compare to the calibrated combined MS
β in data. The result can be seen in figure 4.64. Once again the
β estimates have been combined in a weighted average, where the
weights are derived from the uncertainty on the individual estimate.
Since the simulation treatment in the RPCs is not trying to precisely
reproduce the timing distributions in data, the uncertainty on the β

estimate has to be corrected for this. To that end, a pull correction
like described in chapter 4.7 is performed for MC and uncertainties
corrected accordingly. As was expected, a good agreement between
data and MC can be observed. The combination serves as a good
cross-check for the validity of the MC strategy applied here.
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Figure 4.64: Comparison of the fully
calibrated Muon Spectrometer β distri-
bution with the treated MC β calcu-
lated from treated timing information.
The estimates from MDT and RPC have
been combined in a weighted average
with the weights derived from the un-
certainty on the tube or strip β esti-
mate. The uncertainties on individual
hits have been taken from data in ei-
ther case and are pull corrected indi-
vidually in data and simulation. The
mean and width of the distributions are
given. They are determined by a Gaus-
sian parameterisation to the data. A
good agreement between data and MC
is observed.
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4.11 Application to signal MC

The MC strategy developed in the previous two chapters is applied
to signal MC for analysis. Since in signal particles are travelling
with β < 1.0, the smearing and sharpening procedures are applied
not to the t0

20, but to the resolution of the tube or strip, which is20 Recall the definition of t0 as the ToF
of a speed-of-light particle subtracted
from the measured ToF. For signal MC
the t0 is therefore a measure on the de-
lay of the particles arrival with respect
to the speed of light.

defined as difference of the measured ToF and the ToF calculated
under consideration of the correct β. In the following, signal MC
is a dataset consisting of stable R-hadrons, charginos and staus with
different masses. No discrimination between different types of signal
or masses are attempted, the samples are only used as a source for
β < 1.0 particles. The details of the signal samples used for the study
are given in chapter 5.1.

A comparison of the MDT and RPC resolution for calibrated data
and treated Z → µµ and signal MC can be found in figure 4.65. The
dip which was observed in the simulated timing distribution is not
visible in signal since it is smeared out over different ticks because
of the wide signal β distribution.

Figure 4.65: Comparison of the detec-
tor timing resolution of muons in cal-
ibrated data (black), muons from sim-
ulated Z → µµ events (blue) and sim-
ulated slow particles (red). For MDTs
(left) all three distributions are on top
of each other. For RPCs this ideal case
is not achieved, however, a generally
similar behaviour is observed. Mean
and widths of Gaussian parameterisa-
tions to the data are given. The general
agreement between simulated Z → µµ
and signal validates the MC strategy
developed here.
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In the MDT system an excellent agreement between all three dis-
tributions is achieved. In the RPC system, where a precise agreement
is not demanded, the general behaviour is recognisably the same.
The agreement shows that the MC strategy developed for muons
from simulated Z → µµ events can be applied for simulated signal
particles as well.

Figure 4.66 compares the β spectrum of signal MC samples before
and after calibration.

The effect of the MC treatment on the signal β distribution is small
but slightly more pronounced for the MDTs. In both cases the β

distribution is corrected towards slightly larger values.

4.12 Summary

In this chapter a detailed description of the calibration of the MDT
and RPC system for β measurement in data and simulation was
given. High-pT muons are used for the calibration as their veloc-
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Figure 4.66: MDT (left) and RPC (right)
β distributions for a combination of dif-
ferent hypothetical slow particles with
different masses before and after appli-
cation of the MC strategy. The effect
of the calibration is small in both cases
and corrects β towards slightly larger
values.

ity is well known to be the speed of light. The uncalibrated data
does not reproduce this result and a calibration is necessary. For the
MDTs the calibration is done for every drift tube. 323 799 pairs of
calibration constants are derived from Gaussian fits to the data. For
the RPC system the first step is to counteract the effects of the on-
line calibration that was changed several times during the taking of
data. Afterwards, Gaussian fits are performed for all 362 262 readout
strips from which calibration constants are derived. Many RPC strips
with prominent multi-peak structures have been observed which re-
quires strong hit selection cuts for their suppression. Both systems
then undergo a time-dependent phase shift correction which corrects
changes to the timing from environmental influences. Lastly, the un-
certainties on the β estimate which were derived from the widths of
the fitted Gaussian distributions are adjusted to be consistent with
the width of the β distribution. The procedure yields not only the
best combined MS β resolution to date, but also for both involved
systems with a final resolution of σβ = 0.021.

Since the timing distributions are not well modelled in simulation,
it was necessary to develop a strategy for Monte Carlo treatment to
reproduce the timing and β spectra observed in data. Simulated
Z → µµ events are used. It was found that a classical smearing
could not be applied to the MDT system since simulated timing dis-
tributions underestimated the data resolution in many stations. A
sharpening procedure was thus developed to artificially enhance the
resolution in simulation and thus enable a subsequent smearing to
work. Smearing constants have been derived for every chamber by
fitting the timing distributions with the sum of a Gaussian and a
Breit-Wigner function. The agreement of data and simulation for the
RPC system has been better in general than for the MDTs. After arti-
ficial sharpening of a subset of readout strips with very wide timing
distributions, the shape in data is well reproduced. The combination
of systems yields a good agreement between data and Monte Carlo.
Lastly, the application of the MC treatment has been demonstrated
for signal MC and shown to produce the expected results.





CHAPTER5

Search for Stable Massive
Particles

In the following a search for stable massive particles with the AT-
LAS detector is presented. The principle analysis strategy is sim-
ilar for all sought-for particle hypotheses. Detector-stable gluinos
from Split SUSY models, as well as bottom and top squarks hadro-
nise into R-hadrons and are addressed in a full-detector and an MS-
agnostic analysis, in which signals from the MS are ignored to ac-
count for charge-flip reactions, limited lifetimes and the lack of a
comprehensive hadronic interaction model. Full-detector searches
are performed for long-lived staus and charginos. The stau results
are interpreted in the framework of GMSB models with the τ̃ being
the NLSP, while interpretations for minimal AMSB models are done
for long-lived charginos.

The details of the dataset and simulated samples are given in
chapter 5.1, followed by a descriptions of object definitions in chap-
ter 5.2 and the main observables in chapter 5.3 and 5.4. The online
selection of events and associated corrections are detailed in chap-
ter 5.5. Chapter 5.6 lists the offline selection requirements and signal-
region definitions. The procedure for a data-driven background es-
timation is given in chapter 5.7. An account of systematic uncertain-
ties are listed in chapter 5.8. Lastly, the results of the searches are
interpreted and discussed in chapter 5.9.

5.1 Data and Monte Carlo samples

m [GeV] σ [pb] σσ [%]

g̃ 400 9.82× 101 14
g̃ 600 9.22× 100 14
g̃ 800 1.49× 100 15
g̃ 1000 3.25× 10−1 17
g̃ 1200 8.56× 10−2 18
g̃ 1400 2.53× 10−2 21
g̃ 1600 8.09× 10−3 24
g̃ 1800 2.76× 10−3 28
g̃ 2000 9.80× 10−4 32
g̃ 2200 3.59× 10−4 36
g̃ 2400 1.34× 10−4 41
g̃ 2600 5.03× 10−5 46
g̃ 2800 1.89× 10−5 51
g̃ 3000 7.12× 10−6 57

b̃ 600 1.75× 10−1 13
b̃ 800 2.83× 10−2 14
b̃ 1000 6.15× 10−3 16
b̃ 1200 1.60× 10−3 19
b̃ 1400 4.61× 10−4 23

t̃ 600 1.75× 10−1 13
t̃ 800 2.83× 10−2 14
t̃ 1000 6.15× 10−3 16
t̃ 1200 1.60× 10−3 19
t̃ 1400 4.61× 10−4 23

Table 5.1: List of all R-hadron MC sam-
ples used for analysis. Given is the sim-
ulated SUSY constituent, its mass m,
the production cross-section σ and the
uncertainty on the production cross-
section σσ . About 10 000 events have
been generated per mass point.

The analysis is carried out using a data sample amounting to 36.1 fb−1

of proton–proton collisions at
√

s = 13 TeV collected in 2015 and 2016

with the ATLAS detector. A specific data format called the SUSY8

derivation, as defined in appendix A, is used for data and all simu-
lated samples.

Simulated samples are treated equivalently to data. This means
identical object definitions and the usage of the same reconstruction
algorithms in data and simulation. All simulated events have to pass
the full Geant4 ATLAS detector simulation [291, 292]. Simulated
Z → µµ Monte Carlo events are used for the timing resolution stud-
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ies described in chapter 4. The details of the sample are given in
chapter 4.9.

For a meaningful physics interpretation it is necessary to know
how a possible signal would turn up in the analysis and to optimise
the selection for maximal signal significance. Thus, simulated signal
MC samples are produced.

m [GeV] σ [pb] σσ [%]

χ̃±1 χ̃±1 199.72 8.83× 10−1 7
χ̃±1 χ̃±1 250.00 3.78× 10−1 6
χ̃±1 χ̃±1 299.82 1.87× 10−1 6
χ̃±1 χ̃±1 349.93 9.97× 10−2 6
χ̃±1 χ̃±1 400.27 5.68× 10−2 6
χ̃±1 χ̃±1 449.81 3.44× 10−2 6
χ̃±1 χ̃±1 500.24 2.13× 10−2 7
χ̃±1 χ̃±1 549.84 1.38× 10−2 7
χ̃±1 χ̃±1 599.89 9.12× 10−3 7
χ̃±1 χ̃±1 649.74 6.14× 10−3 7
χ̃±1 χ̃±1 700.06 4.19× 10−3 7
χ̃±1 χ̃±1 749.77 2.94× 10−3 7
χ̃±1 χ̃±1 799.90 2.08× 10−3 8
χ̃±1 χ̃±1 849.86 1.48× 10−3 8
χ̃±1 χ̃±1 899.81 1.08× 10−3 9
χ̃±1 χ̃±1 949.67 7.83× 10−4 8
χ̃±1 χ̃±1 1000.05 5.73× 10−4 8
χ̃±1 χ̃±1 1099.98 3.16× 10−4 9
χ̃±1 χ̃±1 1200.01 1.79× 10−4 9
χ̃±1 χ̃±1 1299.75 1.03× 10−4 9
χ̃±1 χ̃±1 1400.10 5.99× 10−5 10
χ̃±1 χ̃±1 1500.06 3.56× 10−5 10

χ̃±1 χ̃0
1 199.72 1.78× 100 5

χ̃±1 χ̃0
1 250.00 7.69× 10−1 5

χ̃±1 χ̃0
1 299.82 3.81× 10−1 4

χ̃±1 χ̃0
1 349.93 2.06× 10−1 4

χ̃±1 χ̃0
1 400.27 1.18× 10−1 5

χ̃±1 χ̃0
1 449.81 7.18× 10−2 5

χ̃±1 χ̃0
1 500.24 4.47× 10−2 5

χ̃±1 χ̃0
1 549.84 2.92× 10−2 5

χ̃±1 χ̃0
1 599.89 1.94× 10−2 6

χ̃±1 χ̃0
1 649.74 1.31× 10−2 6

χ̃±1 χ̃0
1 700.06 9.02× 10−3 6

χ̃±1 χ̃0
1 749.77 6.35× 10−3 6

χ̃±1 χ̃0
1 799.90 4.50× 10−3 6

χ̃±1 χ̃0
1 849.86 3.22× 10−3 6

χ̃±1 χ̃0
1 899.81 2.34× 10−3 6

χ̃±1 χ̃0
1 949.67 1.70× 10−3 6

χ̃±1 χ̃0
1 1000.05 1.24× 10−3 7

χ̃±1 χ̃0
1 1099.98 6.82× 10−4 7

χ̃±1 χ̃0
1 1200.01 3.82× 10−4 7

χ̃±1 χ̃0
1 1299.75 2.17× 10−4 7

χ̃±1 χ̃0
1 1400.10 1.24× 10−4 7

χ̃±1 χ̃0
1 1500.06 7.26× 10−5 8

Table 5.2: List of all stable chargino
MC samples used for analysis. Given is
the simulated production channel, the
mass m of the stable chargino, the pro-
duction cross-section σ and the uncer-
tainty on the production cross-section
σσ . About 10 000 events have been gen-
erated per mass point.

For stable R-hadron samples the pair production of gluinos, bot-
tom and top squarks is simulated in Pythia6 v4.28.2 [297]. Spe-
cialised hadronisation routines [137, 298] are employed to ensure fi-
nal states containing R-hadrons. Contributions from other SUSY par-
ticles to the pair production are minimised by setting their masses to
very large values. The interactions of the R-hadrons in the detec-
tor are taken care of by dedicated Geant4 algorithms that assume
a generic interaction model for the gluino R-hadrons and a Triple-
Regge model for the squark R-hadrons (see chapter 2.7.1). It is as-
sumed that 10% of the produced gluinos form gluino balls [128].
Simulated gluino masses range from 400 GeV to 3000 GeV in steps
of 200 GeV, bottom and top squarks were simulated with masses be-
tween 600 GeV and 1400 GeV with the same spacing. An overview
of all stable R-hadron samples is given in table 5.1.

Simulations of mAMSB [299] events containing stable charginos
are done using MG5_aMC@NLO v2.3.3 [300] which is interfaced
with Pythia8.212 [287] for a correct modelling of parton showering
and EvtGen v1.2 [288] using the A14 generator tune [301] with the
NNPDF23LO parton distribution function (pdf) set [302]. For all
samples the model parameters were fixed to m0 = 5 TeV and tan β =

5, whereas the values of m3/2 and mχ±1
were varied. Chargino masses

between 200 GeV and 1500 GeV have been simulated in both a χ±1 χ±1
and χ±1 χ0

1 production channel. The full list of samples with chargino
masses, production cross-section and uncertainty on the cross section
is given in table 5.2.

MC samples containing stable staus that are directly produced
in pairs via Drell-Yan processes and originate from a GMSB sce-
nario are generated using a similar setup to the chargino samples.
MG5_aMC@NLO v2.3.3 is used for event generation. The correct
modelling of parton showers, underlying event and hadronisation
is done employing the A14 tune for Pythia8.212. The matrix el-
ement calculations are executed on tree-level and allows for the ra-
diation of an additional parton. The model parameters are fixed to
mMessenger = 500 TeV, tan β = 10 and Cgrav = 100000, where the latter
is a measure for the lifetime of the stau. The parameter λ is left float-
ing to allow for different masses of the pair-produced stable staus
in the range 287 GeV to 911 GeV. The full list of samples with stau
masses, values of the model parameter λ, production cross-sections
and uncertainty on the cross section is given in table 5.3.

An additional set of MC samples is required for the R-hadron
search. The Emiss

T , which is also used for triggering, arises from the
small energy deposits of R-hadrons in the calorimeters in combina-
tion with high-pT jets originating from gluon or light quark radi-
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ation. In order to achieve meaningful physical results it is crucial
to have an accurate description of such initial-state radiation (ISR).
Since MG5_aMC@NLO allows for the radiation of an additional
jet in the calculation of the matrix element, it is expected to yield
a more trustworthy ISR spectrum than Pythia6, which was used
for the generation of samples, where additional jets are introduced
only through showering. In the absence of a viable alternative to
the event generation in Pythia6 and to nevertheless profit from
the advantages of MG5_aMC@NLO, all events are reweighted to
match the more accurate ISR spectrum in MadGraph. To that end,
pair-produced gluino events are generated, where the gluino masses
correspond exactly to the masses in table 5.1. Since only the infor-
mation on truth-level is required, no detector simulation is necessary.
Reweighting samples were produced with MG5_aMC@NLO v2.2.3
interfaced with Pythia8.186 and EvtGen v1.2 using the A14 tune
and NNPDF23LO pdf set. Approximately 20 000 events were pro-
duced for every mass point.

λ [TeV] m [GeV] σ [pb] σσ [%]

90 287 2.08× 10−3 6
100 318 1.37× 10−3 6
110 349 9.29× 10−4 7
120 380 6.46× 10−4 7
130 411 4.59× 10−4 7
140 442 3.32× 10−4 7
150 473 2.43× 10−4 7
160 504 1.80× 10−4 8
170 536 1.36× 10−4 8
180 567 1.04× 10−4 9
190 598 7.93× 10−5 8
200 629 6.13× 10−5 9
210 660 4.77× 10−5 9
220 692 3.75× 10−5 9
230 723 2.96× 10−5 9
240 754 2.35× 10−5 9
250 785 1.87× 10−5 10
260 817 1.50× 10−5 10
270 848 1.22× 10−5 10
280 879 9.81× 10−6 10
290 911 7.95× 10−6 10

Table 5.3: List of all stable stau MC
samples used for analysis. Given is the
mass m of the stable stau, the λ value of
the model, the production cross-section
σ and the uncertainty on the production
cross-section σσ . About 10 000 events
have been generated per mass point.

In order to derive reweighting factors, the pair of gluinos or quarks
prior to hadronisation are identified on truth-level and their trans-
verse momenta are added vectorially. This sum needs to be balanced
by the recoil of an ISR jet. Comparing the spectra from both gener-
ators allows to derive bin-wise correction factors which are then ap-
plied as an additional event weight to the R-hadron event. To allow
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Figure 5.1: Illustration of the ISR
reweighting for events with pair-
produced gluinos with mg̃ = 2000 GeV.
Left: comparison of the truth-level
transverse momentum distributions for
the gluino–gluino system in Pythia6

and MG5_aMC@NLO samples. Right:
reweighting factors derived from the ra-
tio of the pT spectra after application of
a smoothing function.

for an adequately fine binning with the limited statistics available in
the samples, a smoothing function is applied to the calculated ratio1. 1 The smoothing function used is based

on the 353QH algorithm. Its name sug-
gests its functionality: it uses running
medians in a sequence of three, fol-
lowed by five and three again. The
’Q’ indicates a quadratic interpolation
and the ’H’ refers to the running means
("Hanning"). For details see [303].

An example reweighting function is depicted in figure 5.1.
Reweighting files have only been produced for gluino-pairs, but

it was shown that gluinos reproduce the ISR spectrum of bottom-
and top-squark pairs (see for example figure 5.2). The bottom- and
top-squark R-hadron samples are thus reweighted on the basis of
the gluino–gluino transverse momentum spectrum. Stable stau and
chargino samples do not require an ISR reweighting as they are al-
ready simulated in MadGraph. A systematic uncertainty on the
ISR modelling is estimated in chapter 5.8.4.
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5.2 Object reconstruction
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Figure 5.2: Comparison of the ISR spec-
trum of 1000 GeV gluinos, bottom and
top squarks. Since the spectra agree
within statistical uncertainties the bot-
tom and top squark samples can be
reweighted based on the gluino ISR
spectrum.

Particle tracks in the ID are reconstructed by first forming clusters
of hits in the Pixel and SCT detectors which then act as track seeds
that are used by an iterative track-finding algorithm [304, 305]. Track
finding is limited to |η| < 2.5 and pT > 400 MeV. Furthermore, all
tracks are required to possess at least 7 hits in the Pixel Detector and
SCT.

Within ATLAS two different techniques for muon reconstruction
are used. The first one constructs so-called standalone muons, i.e.
tracklets in the MS, which are then extrapolated towards the IP and
combined with nearby ID tracks [306]. The alternative is an inside-
out approach in which ID tracks are extrapolated towards the MS
and close-by hits are combined with the track measurement. After
all hits have been identified, the track fit is repeated to improve the
momentum measurement of the combined track [307]. In this anal-
ysis, full-detector tracks are reconstructed using the MuGirlStau

algorithm which follows the inside-out approach and relies on sig-
nals coming from all MS technologies and the ID. Contrary to all
other muon reconstruction algorithms, MuGirlStau does not as-
sume particles to propagate with the speed of light [308]. Hence, it
allows the reconstruction of charged SMPs besides regular muons.
The algorithm reconstructs tracks in a window of 0.2 < β < 1.2. As
this track reconstruction is computationally expensive it is only ex-
ecuted for high-pT tracks. During data-taking this cut was lowered
from 60 GeV to 30 GeV2.2 See chapter 4.1 for more details on the

transverse momentum cut

5.3 Measurement of Pixel dE/dx

The specific ionisation is determined from cluster charge measure-
ments in the Pixel Detector. It can be used to reconstruct the mass of
a passing particle3.3 For the dE/dx measurement the SMP

search adapts the same procedure and
method developed for the search of
mSMPs which relied exclusively on
Pixel Detector information to identify
candidates. A more detailed descrip-
tion of the dE/dx determination can be
found in the papers documenting the
mSMP searches [167, 168, 309].

5.3.1 Pixel dE/dx measurement

The charge deposited in a pixel sensor is measured by recording the
ToT as described in chapter 3.2.1 and expected to follow a Landau
distribution with long tails. The detector was calibrated in order for a
ToT of 30 BC (18 BC) to equate to the peak of the Landau distribution
of a MIP crossing 250 µm of active material4 in all pixel layers (in the4 This yields roughly 20, 000 electron-

hole pairs or 80 pairs per micrometer
of sensor thickness.

first layer of the Pixel Detector (’B-layer’) during the 2016 data-taking
period). The IBL has two kinds of sensors, planar and 3D, where the
thresholds were tuned to correspond to 10 BC yielding an estimated
16 000 electron-hole pairs in 2015 and 8 BC in 2016.

Individual pixels are grouped into clusters and the cluster charge
corrected for the path length within the sensor material is deter-
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mined. The dE/dx of a track is then calculated as the average of the
cluster dE/dx measurements. Clusters at the module edges or in the
ganged region5 are rejected since the collected charge is biased for 5 Groups of pixels that share the same

readout and can thus not be evaluated
individually [235].

lower values. In order to reduce the long Landau tails, a truncated
average is calculated by removing one or more clusters according to
table 5.4.

Good
clusters Removed cluster

1 None
2-4 Largest charge cluster
5+ Two largest charge clusters

Table 5.4: Pixel dE/dx values are de-
termined by removing the up to two
largest cluster charges as presented
here.

Contrary to the rest of the Pixel Detector, the IBL offers a special
readout bit indicating an overflow. If an IBL cluster is in overflow,
the corresponding cluster is removed in any case. If another cluster
with a charge larger than the one in overflow is present, it is removed
as well provided more than three good clusters have been identified.

The measured Pixel dE/dx values are corrected for a slight η de-
pendence and for changed threshold calibrations throughout data
taking. Due to radiation damage the charge collection efficiency is
notably reduced and scale factors are applied to correct the effect.

5.3.2 βγ and mass determination

For the mass estimation the most probable Pixel dE/dx valueMdE/dx

is modelled as a function of βγ. To this end one considers minimum-
bias collisions which contain high yields of pions, kaons and pro-
tons. The parameterisation is achieved in a stepwise fitting proce-
dure6. First, the dE/dx distributions are fitted in momentum slices 6 The fitting is done independently for

data and MC since simulation requires
the scaling of measured dE/dx val-
ues for a systematic overestimation. It
has also been verified with corrected
MC that the parameterisation described
here extends to large momenta and
masses.

containing three asymmetric peaks from the three particle species.
Second, the obtained pairs (MdE/dx,βγ) are fitted with one func-
tionMdE/dx(βγ) that describes the dependency of the most probable
value on βγ.

Figure 5.3: Measured dE/dx in
minimum-bias collisions as a function
of the particle momentum multiplied
by its charge q. The fits for the
most probable value according to equa-
tion 5.1 have been superimposed for pi-
ons, kaons and protons. The figure was
taken from [167].

Figure 5.3 shows the dE/dx as a function of momentum multi-
plied by charge with parameterisations according to a Bethe-Bloch-
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function motivated empirical three-parameter function of the form

MdE/dx (βγ) =
p1

(βγ)p3
+ p2 (5.1)

superimposed for pions, kaons and protons.
By inversing the function MdE/dx it is possible to derive βγ for

any measured dE/dx and momentum. The mass of the traversing
particle is then determined via mdE/dx = p/βγ.

The most important aspects of the pixel dE/dx and mass estima-
tion are detailed in [237].

For comparison with figure 5.3, the dE/dx as function of momen-
tum times electric charge is plotted in figure 5.4 for three different
simulated stable τ̃ masses.

Figure 5.4: dE/dx as a function of mo-
mentum and charge for three stable
stau mass points. Note the different
scale on the x-axis when compared to
figure 5.3.

A comparison of βγ distributions for different masses and types of
signal on truth level7 is shown in figure 5.5. The βγ for muons from7 Truth level refers to the true collision

content before the detector response is
simulated.

simulated Z → µµ decays is also drawn. However, the distribution
peaks far outside the plotting range at values around βγ ≈ 630.

Figure 5.5: βγ distributions taken from
truth information for three gluino R-
hadron masses (left) and two different
stau and chargino masses (right). With
increasing particle masses the propaga-
tion velocity decreases and the βγ thus
takes on small values. Note the dif-
ferent scales on the x-axis. The black
line corresponds to muons of all mo-
menta. The bulk is located far outside
the plotting range. The distribution is
normalised to the visible part.
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5.4 Measurement of β via time-of-flight
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Figure 5.6: Comparison of the cali-
brated Tile Calorimeter β estimate with
smeared Z → µµ MC. Figure adapted
from M. Adersberger.

An estimation of the propagation velocity β via time-of-flight mea-
surements allows the reconstruction of the particle mass via mToF =

p/βγ. The Tile Calorimeter as well as MDT and RPC chambers in
the MS provide good enough sensitivity for an accurate measure-
ment. The dedicated calibrations in the MS and resulting β resolu-
tion have been discussed in detail in chapter 4. The calibration pro-
cess of the Tile Calorimeter is similar to the MS. The main features
are detailed in [1, 2]. The calibration starts by correcting a bias in-
troduced by the Optimal Filtering Algorithm [310] used in the read-
out and is followed by a geometry correction which accounts for the
large cell sizes and a correction in bins of η. Since the timing depends
on the deposited energy in the cell, an additional energy-dependent
cell-timing correction is performed. A correction for run-dependent
phase-shift variations, individual cell-by-cell differences and a pull
correction of the uncertainties complete the Tile Calorimeter timing
calibration. For simulation a dedicated smearing with subsequent
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pull correction is applied. The calibrated Tile Calorimeter β distribu-
tion and smeared MC are drawn in figure 5.6.

The separate β measurements from the subsystems are combined
in a weighted average according to the uncertainty σβ on the individ-
ual measurement. The resulting combined β distribution for muons
and combined uncertainty on the measurement are drawn in fig-
ure 5.7.
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Figure 5.7: Combined β distribution
and uncertainty σβ alongside contribu-
tions from all subsystems. The com-
bined β can be composed of only one,
two or all three individual subsystem
estimates. The structure in the Tile
Calorimeter σβ is a result of the num-
ber of cells used for the β estimation.

The direct comparison shows the advantages of the MS β-resolution
over the Tile Calorimeter. The combined β and its uncertainty are
dominated by the good RPC β resolution. Some structure can be
observed in the σβ distributions for MDTs and Tile Calorimeter. For
MDTs it is due to the longer flight distances to the end-cap chambers
resulting in better resolutions compared to the barrel, while for the
Tile Calorimeter the resolution is driven by the number of cells used
for the estimation.
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Figure 5.8: β distributions taken from
truth information for three gluino R-
hadron masses (left) and two different
stau and chargino masses (right). With
increasing particle masses the propaga-
tion velocity decreases and the β thus
takes on small values. The black spike
at β = 1.0 corresponds to the distribu-
tion for muons of all momenta.

In figure 5.8 the β distributions taken from truth information are
plotted for different masses and types of signal. The distribution for
muons of all momenta corresponds to a single spike at β = 1.
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5.5 Online event selection

Events are selected online by requiring the event to be accepted by
either a trigger on missing transverse energy or a single-muon trig-
ger. For the MS-agnostic analysis the event selection relies exclu-
sively on the Emiss

T trigger. During data-taking the trigger with the
lowest threshold that was still running without a prescale (lowest
unprescaled trigger) changed several times [311, 312]. Table 5.5 gives
the thresholds of the lowest unprescaled triggers and the integrated
luminosity of data collected with the trigger active.

Emiss
T Muon

L threshold threshold
[fb−1] [GeV] [GeV]

A 3.2 70 20 L
B 0.5 90 24 L
C 5.6 90 24 M/VM
D 5.4 100 24 M/VM
E 1.1 100 26 M/VM
F 2.3 110 26 M/VM
G 18.0 110 26 VM

Table 5.5: Lowest unprescaled Emiss
T and

single-muon trigger thresholds next to
the amount of data for which the trig-
ger chain has been active. To distin-
guish between time-intervals with dif-
ferent lowest unprescaled triggers, an
arbitrary period number A-G is as-
signed. The supplemented letter to the
single-muon trigger threshold indicates
a loose (L), medium (M) or varmedium
(VM) isolation definition of the trigger
item.

In the following the triggers are discussed in more detail.

5.5.1 Missing-transverse-energy trigger

With the exception of charginos that are produced in association with
a neutralino, SMP events have no intrinsic missing energy. A mo-
mentum imbalance in the detector which can nevertheless give rise
to reconstructed Emiss

T can originate from ISR, final-state radiation
(FSR) and underlying event8. Underlying events cause soft uniform8 Additionally detector effects like mis-

reconstruction of the recoil jet play a
minor role.

radiation with occasional upward fluctuations and are of negligible
role for the trigger. FSR from the R-hadron, on the other hand, will
not be confined to the cone around the direction of propagation as
collinear FSR is suppressed [313] and will thus contribute to a mo-
mentum imbalance. However, at hadron colliders like LHC the ex-
pected ISR greatly surpasses FSR [128]. Thus, it has been concluded
that in SMP events the Emiss

T trigger primarily relies on the presence
of ISR. A generally low trigger efficiency can therefore be inferred
for all particle hypotheses.

Figure 5.9: Emiss
T trigger onsets for all

relevant triggers with different thresh-
olds in data (left) and MC (right). The
offline Emiss

T used here is based on
calorimeter clusters without receiving
corrections from the MS.
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To cope with the rising instantaneous luminosities during data-
taking, the threshold for the lowest unprescaled trigger was raised
several times to keep the HLT trigger rate manageable. While the
threshold stayed constant at 70 GeV throughout 2015, it was raised
to a maximum of 110 GeV in 2016. The trigger is however not fully
efficient above the designated threshold and instead exhibits a long
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onset as function of the offline Emiss
T

9. The onset behaviour of all 9 Since the trigger decision needs to
be fast, the calculation of the online
Emiss

T is done only relying on calorime-
ter clusters. The offline Emiss

T receives
corrections and can be very different
from the online Emiss

T . Thus the broad
onset functions.

relevant Emiss
T triggers in data and simulation is shown in figure 5.9.

The use of the Emiss
T trigger for R-hadron searches is primarily

motivated by the lack of a feasible and better alternative. Though its
efficiency is low, Emiss

T triggers still provide a better trigger efficiency
for R-hadrons than the single-muon trigger in the full-detector event
selection. Figure 5.10 shows the Emiss

T trigger efficiencies for all mass
points of R-hadrons, charginos and staus.
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Figure 5.10: Efficiency of all Emiss
T trig-

gers used in the analysis as function
of the simulated R-hadron mass (left),
stau mass (middle) and chargino mass
(right). For better visibility the dat-
apoints for the top squark have been
shifted by 50 GeV on the mass axis, the
datapoints for χ̃±1 χ̃±1 have been shifted
by 10 GeV to lower masses, χ̃±1 χ̃0

1 by
10 GeV towards larger masses.

A general feature is the rise in trigger efficiency for larger masses.
This is due to the increased available energy which results in larger
Emiss

T contributions from possible transverse-momentum imbalances
through e.g. ISR. For R-hadrons, the increase in efficiency is fol-
lowed by a rapid decrease since the dominant production channel
changes from gluon–gluon fusion to quark–antiquark annihilation
and reduces the ISR content for large masses.

5.5.2 Single-muon trigger

Single-muon triggers are only used in the full detector analysis. Dur-
ing the two years of data taking, the threshold has been raised several
times ranging from 20 GeV to 26 GeV (table 5.5). Besides the thresh-
old, an isolation requirement was used to control the trigger rate,
where the working points have been chosen either loose (L), medium
(M) or varmedium (VM)10. Since an offline cut on the muon momen- 10 The isolation is computed using on-

line reconstructed ID tracks within
a cone of muon-pT dependent size
around the muon. E.g., the loose se-
lection requires the scalar sum of trans-
verse track momenta in a cone with
∆R = 0.2 to be smaller than 12% of the
muon pT [314].

tum is applied during the analysis, the (anyway much sharper) trig-
ger onset does not affect the signal efficiency like for the Emiss

T trigger.
The trigger is only sensitive to muons arriving within the window
of the collision bunch-crossing. Out-of-time muons arriving outside
this trigger window will nevertheless fire the trigger, but will be at-
tributed to the wrong BC. Since the ID has a readout window of only
1 BC, the ID information of the actual collision will be lost in such
a case11. This has consequences for searches for slowly-propagating 11 Chapter 6 gives more information on

this and introduces a novel trigger spe-
cialised on slow particles.

particles that arrive frequently too late in the trigger chambers and
are thus lost. In MC, the L1 trigger electronics is simulated in de-
tail and would reproduce the same trigger decisions as the hardware
trigger, if the same signal is fed into the chain. However, in the
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physical system the timing information is slightly distorted through
cable delays which are approximately corrected for by application of
electronic delays. While this compensation is working very well for
muon physics, it is not accurate enough for SMP searches where tim-
ing is the key feature and the dedicated offline correction described
in chapter 4 becomes necessary. However, the online trigger does not
have access to the calibrated timing and the simulated timing does
not reproduce data very well, as can be ascertained from figure 5.11.
This causes a slight mismatch of trigger efficiency for slow particles.
Since data does not provide any reasonable statistics to study the
efficiency for late particles directly, the efficiency differences are as-
sessed through a comparison of the absolute trigger times in data
and MC.
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Figure 5.11: Uncalibrated RPC timing
in data compared to untreated MC.

Figure 5.12 shows the result of a dedicated study carried out by
the RPC trigger experts and shows the trigger times within the RPC
L1 acceptance window ranging from 81.25 to 106.25 ns. Both the
mean arrival time µ and the width of the timing distribution σ differ
in data and MC.

Figure 5.12: Arrival time of the trigger
signal in the L1 RPC muon triggers in
data (left) and MC (right). The x-axis
denotes RPC readout ticks in the 8BC
long readout window. An L1 Accept
is issued if the trigger signal is located
within the BC from tick 26 to 33, which
is marked by dashed blue lines. Mean
and width of the fitted timing distribu-
tions are printed, the associated uncer-
tainties are small due to the large avail-
able statistics. The figure was taken
from [315].

The parameters µ and σ being known, it is possible to calculate
the trigger efficiency12 as function of the particle β and η via12 To be precise, ε is not the absolute

trigger efficiency, but a scaled efficiency
assuming a trigger which gets 100% ef-
ficient. This is not the case and to get
the absolute trigger efficiency the calcu-
lated efficiency ε needs to be scaled to
match the observed plateau efficiency
in data. Since only the differences be-
tween data and MC are of concern at
the moment, this scaling is neglected.

ε =
1
2

(
1− erf

( L
βc −

L
c − tend − µ
√

2σ

))
, (5.2)

with tend = 106.25 ns corresponding to the end of the trigger ac-
ceptance window, L = r/ sin θ and r the distance from the IP to the
outermost RPC trigger chamber (i.e. r = 10 m). Plugging in the
values for µ and σ from figure 5.12, one can derive scale factors to
account for different trigger efficiencies. In events were exactly one
candidate can be matched to a fired single-muon trigger in the barrel
region with |η| < 1.05, scale factors ρ1 are calculated via

ρ1 =
εdata(β, η; µdata, σdata)

εMC(β, η; µMC, σMC)
. (5.3)

Two examples of RPC trigger β onsets for data and MC are given
in figure 5.13. In addition, the scaling factors ρ1 are drawn. Since
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the efficiency functions assume very small values for small β, the re-
sulting scaling factors can become very large. To prevent individual
events from receiving too large weights a cut-off is introduced which
restrains the scale factor to ρ1 < 5.0.
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Figure 5.13: Comparison of trigger ef-
ficiencies in data (black) and MC (red)
as function of β for particles passing in
the centre of the barrel at η = 0.0 and
particles at the edge of RPC acceptance
at |η| = 1.05. The green function in
the lower panel shows the scale factors
ρ1 which are given by the ratio of data
and MC efficiency and a cutoff that pre-
vents individual events from receiving
too large weights.

In events where both SMP candidates can be matched to a fired
single-muon trigger, the combined efficiency has to be considered.
The scaling factors ρ2 are calculated according to

ρ2 =
1− (1− ε1

data)(1− ε2
data)

1− (1− ε1
MC)(1− ε2

MC)
, (5.4)

where the indices 1 and 2 denote the two candidates. A cutoff lim-
iting ρ2 < 5.0 is applied in this case as well. Thus, all events which
were exclusively triggered through single-muon triggers receive a
small correction to the event weight. The change in signal efficiency
is < 1% for R-hadrons and < 6% for staus and charginos. As an ex-
ample the scaled and unscaled combined β distributions of a stable
stau sample with mτ̃ = 754 GeV are plotted in figure 5.14.
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Figure 5.14: Combined β spectrum of
a signal MC sample with 754 GeV
staus before and after application of the
single-muon trigger efficiency scaling.

The procedure is not an exact correction, since the absolute trig-
ger time, i.e. the timing seen by the L1 muon trigger, is unknown
on analysis level, and thus the β which needs to be used for equa-
tion 5.2 is merely an approximation. The uncalibrated reconstructed
RPC beta is used as the best available estimator. To cross-check the
results, the trigger efficiency is determined in signal MC where β is
taken from the one RPC hit with the largest ToF. Figure 5.15 shows a
comparison of the onset for different signal types and η regions.

The onsets thus determined compare well to the scaled generic
onset determined from equation 5.2. Figure E.1 in Appendix E.1
shows a comparison between the onsets determined through both
procedures in three η regions. There is good agreement between both
methods. To account for possible systematic errors, a corresponding
uncertainty is estimated in chapter 5.8.3.
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Figure 5.15: Left: onset function of the
single-muon triggers for different sig-
nal types. As expected, the shape of the
onset is reproduced regardless of the
type of signal. Right: Combined signal
MC onset for three different regions in
η. For both plots β has been determined
from the hit with the largest measured
ToF in the RPC system.
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The muon triggering in the end-caps of the detector is done using
TGCs in which the simulation is based on detailed studies with test
beams and ideal pulses [316, 317]. The electronic compensation of
cable delays is working with greater accuracy than for the RPCs. No
correction for the end-cap muon-trigger efficiency is necessary.

Figure 5.16 shows the single-muon trigger efficiency in all signal
MC samples.
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Figure 5.16: Efficiency of all single-
muon triggers used in the analysis
as function of the simulated R-hadron
mass (left), stau mass (middle) and
chargino mass (right).

Due to late arrival all signal types show similar behaviour of de-
creasing efficiency with increasing particle mass and thus smaller β.
Consequently the largest efficiency can be observed for staus, where
particle masses are smallest. Good efficiency is also seen for mAMSB
scenarios with stable charginos. In R-hadron events the efficiency is
generally small since a large fraction is produced electrically neutral
and their propagation velocity is small.

Figure 5.17 gives the combined trigger efficiencies for Emiss
T and

single-muon trigger in the periods A–G from table 5.5 for selected
signal points.

5.6 Offline event selection

The offline event selection consists of a basic event and candidate
selection which is referred to as pre-selection and a final signal se-
lection based on momentum p and the main observables (and cor-
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Figure 5.17: Efficiency of the trigger se-
lection including both Emiss

T and single-
muon triggers for different periods of
data taking. Example mass points for
R-hadrons (left), stable staus (middle)
and charginos (right) have been se-
lected.

responding calculated masses), β and βγ, where the latter is only
used for the R-hadron searches. Candidates passing the pre-selection
are later used to study the expected background distributions. Both
steps of the offline selection are discussed in the following.

For the remainder of this chapter the following convention is used:
the variable βγ refers exclusively to the estimate derived from Pixel
dE/dx used to calculate the mass mdE/dx, while β is calculated from
ToF measurements and used to determine mToF. In cases were the
notation is unclear additional subscripts βγdE/dx and βToF are used.

5.6.1 Pre-selection

All events are required to pass a quality selection to ensure all de-
tector components operated within their regular parameters during
data taking. This is done by rejection of whole luminosity blocks via
the GRL and removal of individual events which either Tile Calorime-
ter, Liquid Argon or SCT have flagged as bad and thus indicate
corruption. Events can be incomplete if the ATLAS TTC (timing,
trigger and control) system was in recovery or restart mode during
recording. Such events are rejected. To suppress events coming from
non-collision backgrounds and ensure a good Emiss

T measurement the
reconstructed jets of an event are evaluated and the event rejected if
a bad jet is found. The procedure is described in [318], but needs
to be customised for the non-standard event topology of an SMP
search. If the long-lived particle decays within the calorimeter, it is
possible that the jet fails some of the jet quality cuts13. Those cuts are 13 Mainly the EM fraction cut, i.e. the

fraction of energy deposited in the EM
calorimeters and a cut on the sum of
associated track pT divided by the jet
pT .

therefore disabled. Further quality cuts require the reconstructed pri-
mary vertex (PV)14 [319] to have at least two associated tracks with

14 The primary vertex is the vertex with
the largest ∑(pi

T)
2, where the sum runs

over all i associated tracks.

pT > 400 MeV. Lastly, events are required to contain at least one SMP
candidate particle. Candidates are either found from ID tracks for a
selection based only on ID and calorimeters (ID+Calo selection), or
from combined tracks reconstructed with MuGirlStau in the full-
detector selection. The following basic quality cuts are common to
all candidates:

• ID tracks15 are required to originate from the PV. This is done by 15 The superscript ’trk’ is used to distin-
guish ID tracks from full-detector tracksplacing cuts on the transverse (d0) and longitudinal (z0) impact



86 chapter 5: search for stable massive particles

parameters of the track. They are defined as the displacement of
the track’s point of closest approach with respect to the beamline
and accounts for the size of the beamspot. Figure 5.18 illustrates
this for the transverse plane. The track is required to satisfy |d0| <
2 mm and |∆z0 sin θ| < 3 mm, where ∆z0 is the impact parameter
adjusted for the z position of the PV.

Figure 5.18: Illustration of the impact
parameter of a track in the transverse
plane. Figure taken from [320].

• All candidate ID tracks are required to have ptrk
T > 50 GeV and

need to possess a physical momentum, i.e. 0 < ptrk < 6.5 TeV.

• At least 7 hits in the Pixel Detector and SCT, where hits have been
recorded in both the IBL and the next-to-innermost Pixel layer and
no Pixel clusters or hits are shared with another track. The num-
ber of hits in the SCT plus the number of on-track dead sensors
should at least be 3.

• Cuts are placed on the isolation of the candidate track. Candi-
dates are rejected if the sum of transverse momenta of all tracks
stemming from the PV with pT > 1.0 GeV in a cone of ∆R = 0.2
around the candidate track amounts to more than 5 GeV or if
the candidate overlaps (∆R < 0.05) with a reconstructed jet with
pT > 20 GeV that is tagged as an electron jet (> 95% of energy in
the EM calorimeters) or hadron jet (E/p > 1.0).

• Candidates which are actually muons from Z → µµ decays are
suppressed by calculating the invariant mass of the candidate
with the muon exhibiting the largest pT in a cone of ∆R = 0.2
around the candidate and rejecting the candidate should the in-
variant mass fall within 10 GeV of the mass of the Z boson. Fake
candidates from cosmic showers are rejected by either looking
for another track (if the candidate is an ID track) or muon (in
case of a combined track), which lies within a cone of radius
∆R < 0.04 around the candidate track extended beyond the PV
to the opposite hemisphere of the detector and which has an op-
posite charge16 than the candidate.16 Since the track reconstruction as-

sumes particles originating from the
collision point, the track leading to-
wards the centre of the detector will be
reconstructed with opposite sign.

For the full-detector analysis two different cut-flows have been
implemented. A loose and a more restrictive tight candidate se-
lection. The loose selection is executed after a candidate has failed
the tight selection. The following cuts are placed:

• A pT > 70 GeV and a physical momentum of 0.0 < p < 6.5 TeV
for the combined track particle .

• The candidate must lie within |η| < 2.01717 This cut is not motivated by detec-
tor acceptance, but rather through the
method of the background estimate. As
will be described in chapter 5.7, the
background is sampled from a region
with p < 200 GeV. Cuts on the pT
of a track therefore translate to an η-
dependent momentum cut which com-
pletely eliminates events with p <
200 GeV beyond η > 2.0.

• To ensure the quality of the MS β estimate all candidates are re-
quired to appear in at least two of the three MS super-layers, i.e.
at least two different stations must have associated hits.

• The consistency of the combination of βToF estimates from Tile
Calorimeter, MDTs and RPCs should be κ > 0.00023, where the
consistency is defined in equation 4.5.
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• Agreement between the combined βToF estimate and the βγdE/dx

measurement from the Pixel Detector is enforced by cutting on the
consistency between the two estimates and requiring κ > 0.00023.

• A cut of σβ < 0.025 on the combined βToF to guarantee a well-
measured and trustworthy β, restricted to 0.2 < βToF < 2.0.
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Figure 5.19: Selection efficiency of
the loose selection for all simulated
chargino masses in the χ±1 χ±1 produc-
tion mode (blue) and χ±1 χ0

1 (red). The
efficiencies are normalised to the num-
ber of events passing the trigger deci-
sion.

In addition to these cuts, the tight candidate selection requires
furthermore

• a tighter pseudorapidity range of |η| < 1.65 for the candidate to
be within acceptance of the Tile Calorimeter

• that at least two of the three systems (Tile Calorimeter, MDT,
RPC) contributed to the βToF estimate, while one is enough for
the loose selection

• that the track exhibits large ionisation energy losses in the Pixel
Detector with 1 < dE/dx < 20 MeVg−1cm−2.

As an example, table 5.6 gives the tight candidate selection cut-
flow including event yields in data and stable staus at two differ-
ent mass-points. The corresponding table for the loose selection
is given in table E.1 in Appendix E.1. For reference, the selection
efficiencies for charginos in the loose selection are plotted in fig-
ure 5.19, the efficiencies for staus in the tight selection in figure 5.20.

data 411 GeV 629 GeV
observed expected eff. expected eff.

initial 6325439488 52.07 6.72

trigger 926315840 42.26 0.81 5.18 0.77

data quality 897631104 42.26 0.81 5.18 0.77

PV with at least 2 tracks 897621248 42.26 0.81 5.18 0.77

candidate combined track 142200464 39.43 0.76 4.84 0.72

pcand
T > 70.0 GeV 15492583 39.42 0.76 4.84 0.72

ptrk
T > 50.0 GeV 15477206 39.42 0.76 4.84 0.72

0 < ptrk < 6.5 TeV 15464828 39.34 0.76 4.82 0.72

PV matched 15281664 39.31 0.75 4.81 0.72

Nhits
silicon > 6 15269703 39.31 0.75 4.81 0.72

Nshared
pix + Nsplit

pix = 0 14331513 39.19 0.75 4.79 0.71

Nhits+dead
SCT > 2 14331513 39.19 0.75 4.79 0.71

piso
T < 5 GeV 11604712 39.12 0.75 4.78 0.71

hadron, electron veto 11555336 39.12 0.75 4.78 0.71

pix innermost 11387407 39.08 0.75 4.77 0.71

0 < pcand < 6.5 TeV 11386355 39.08 0.75 4.77 0.71

cosmics veto 11384572 38.96 0.75 4.75 0.71

Z veto 9342829 38.87 0.75 4.75 0.71

|η| < 1.65 6672813 32.08 0.62 4.19 0.62

two MS stations 6310966 31.61 0.61 4.13 0.61

β consistency 6068717 31.25 0.60 4.06 0.60

dE/dx–ToF consistency 6068525 31.25 0.60 4.06 0.60

σβ < 0.025 5948443 29.35 0.56 3.87 0.57

1 < dE/dxpix < 20 [MeVg−1cm2] 3541424 26.49 0.51 3.64 0.54

β quality 3500711 25.64 0.49 3.55 0.53

0.2 < β < 2 3500711 25.64 0.49 3.55 0.53

Table 5.6: Cut-flow of the tight selec-
tion targeting the full-detector search.
The number of events surviving a given
cut is stated for data and as an example
for stable staus with masses 411 GeV
and 629 GeV. The efficiency of each cut
is also given.
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Figure 5.20: Selection efficiency of the
tight selection for all simulated stable
stau masses. The efficiencies are nor-
malised to the number of events pass-
ing the trigger decision. The rise in ef-
ficiency with increasing mass is mainly
due to the signal being more central in
the detector and thus less affected by
the cut on |η|.

For the ID+Calo selection, which acts as a backup should a can-
didate fail the loose selection in the full-detector search, the pre-
viously stated event-quality cuts are followed up by additional con-
straints on the quality of the main observables:
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• The track is required to be located within the acceptance of the
Tile Calorimeter with |η| < 1.65.

• To guarantee a good measurement of the Pixel dE/dx the candi-
date is demanded to possess at least two good clusters used for
dE/dx measurement.

• Measured ionisation energy losses are rejected as unreasonable if
not confined to the range 0 < dE/dx < 20 MeVg−1cm−2.

• Analogously the allowed values for βToF and βγdE/dx are restricted
to the sensible ranges of 0.2 < βToF < 2.0 and 0.204 < βγdE/dx <

10.0.

• The consistency of the Tile Calorimeter β estimate κ is required to
be κ > 0.0063.
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Figure 5.21: Selection efficiency of the
MS-agnostic selection for all simulated
gluino (blue), sbottom (red) and stop
(green) R-hadron masses. The efficien-
cies are normalised to the number of
events passing the trigger decision.

Table 5.7 gives the cut-flow of the MS-agnostic analysis stating
the event yields in data after every cut and for gluino R-hadrons at
two different mass points. The selection efficiencies for all R-hadron
masses and types are plotted in figure 5.21.

Table 5.7: Cut-flow of the ID+Calo

selection in the MS-agnostic search.
The number of events surviving a given
cut is stated for data and as an exam-
ple for gluino R-hadrons with masses
1600 GeV and 2000 GeV. The efficiency
of each cut is also given.

data 1600 GeV 2000 GeV
observed expected eff. expected eff.

initial 6325439488 291.84 35.35

trigger 448411008 135.44 0.46 14.50 0.41

data quality 432608448 135.37 0.46 14.46 0.41

PV with at least 2 tracks 432598720 135.37 0.46 14.46 0.41

candidate ID track 52327680 100.73 0.35 10.65 0.30

ptrk
T > 50.0 GeV 35105560 81.43 0.28 8.72 0.25

0 < ptrk < 6.5 TeV 35066052 80.98 0.28 8.57 0.24

PV matched 32890668 80.87 0.28 8.55 0.24

Nhits
silicon > 6 32881838 80.87 0.28 8.55 0.24

Nshared
pix + Nsplit

pix = 0 28111836 75.59 0.26 7.92 0.22

Nhits+dead
SCT > 2 28111836 75.59 0.26 7.92 0.22

piso
T < 5 GeV 5365321 62.82 0.22 6.39 0.18

hadron, electron veto 4737133 62.75 0.21 6.38 0.18

pix innermost 4644899 61.28 0.21 6.26 0.18

cosmics veto 4628776 61.20 0.21 6.25 0.18

Z veto 4010437 59.50 0.20 6.09 0.17

|η| < 1.65 3994962 58.58 0.20 6.09 0.17

Nhits
good dE/dx > 1 3702944 54.05 0.19 5.58 0.16

0 < dE/dxpix < 20 [MeVg−1cm2] 3702944 54.05 0.19 5.58 0.16

0.2 < βγ < 10 2730935 53.95 0.18 5.57 0.16

0.2 < β < 2 2720950 53.95 0.18 5.57 0.16

σβ < 0.06 843877 53.28 0.18 5.51 0.16

κ > 0.0063 772827 51.65 0.18 5.12 0.14

An example for an ID+calo cut-flow for the full-detector search
is given in table E.2 in Appendix E.1.

5.6.2 Signal region definitions

To get an optimal sensitivity to all three investigated benchmark
models of R-hadrons, staus and charginos, four different sets of sig-
nal regions are defined. Depending on the simulated particle masses,
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a final selection is applied on the mass mToF reconstructed through
ToF measurements (and mdE/dx from the dE/dx measurement for the
R-hadron searches). The lower mass thresholds of the signal regions
are defined by taking the mean of the reconstructed simulated signal
mass distribution and subtracting twice the resolution of the distri-
bution at this mass point18. No upper boundaries are defined for 18 Since statistics is low the lower mass

limit derived from the fit can fluctu-
ate. All mass requirements are taken in
steps of 25 GeV for staus and charginos
and 50 GeV for R-hadrons.

any signal region. Since the mass resolution is dominated by the ca-
pability to accurately reconstruct the momentum, the signal regions
are largely model independent.

R-hadron search Searches for R-hadrons are carried out in an MS-
agnostic and a full-detector approach. The MS-agnostic analysis ig-
nores all signals stemming from the MS including muon triggers.
The search is thus less dependent on the precise mechanisms of R-
hadron interaction with detector material, allows for charge-flip re-
actions where previously charged R-hadrons become neutral in the
dense calorimeter materials and furthermore provide sensitivity to
smaller lifetimes. Candidates are selected through triggers on Emiss

T
and the ID+Calo selection. The final selection requires a minimal
candidate momentum p > 200 GeV, βToF < 0.75 and βγdE/dx < 1.00.
The corresponding signal regions are denoted SR-RH-MA. In the full-
detector approach single-muon triggers are used in addition to Emiss

T
triggers and β measurements from the MDTs and RPCs can be con-
sidered. Candidates have to pass the loose selection. If no com-
bined track candidate is found the ID+Calo selection is used as a
fallback19 resulting in an orthogonal selection. As in the MS-agnostic 19 Note that the full-detector ID+Calo

and the MS-agnostic selection are iden-
tical with the exception of the trigger
requirements since the full-detector ap-
proach allows for single-muon triggers.

analysis a cut of p > 200 GeV is placed on the candidate, which is
further required to possess βToF < 0.75 and βγdE/dx < 1.30. The des-
ignation SR-RH-FD is used to identify full-detector R-hadron signal
regions. In rare cases two candidates are found in the same event and
the one with the larger pT is used while the other is dropped. The
signal regions are defined in the two-dimensional mass space, where
the final mass-dependent minimal requirements mmin

ToF and mmin
dE/dx are

listed in table 5.8.

SR-RH-MA/SR-RH-FD

particle mass [GeV] 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000

mmin
ToF [GeV] 350 450 550 650 700 750 800 850 850 850 850 850 850 850

mmin
dE/dx [GeV] 300 400 450 550 600 650 700 700 750 750 750 750 750 750

Table 5.8: Definitions of the two-
dimensional signal regions for the R-
hadron searches.

Stable stau search Directly produced staus occur in pairs, which al-
lows for the definition of two orthogonal signal regions depending
on whether one or two candidates are found in an event. For the two-
candidate region SR-2C-FD events have to pass the loose selection.
If only one candidate is identified it has to pass the stricter tight se-
lection and ends up in the region SR-1C-FD. Contrary to the R-hadron
search the signal regions are one-dimensional and candidates are re-
quired to have p > 200 GeV and βToF < 0.80 (p > 100 GeV and
βToF < 0.95) in the one candidate (two candidate) case. The mass-
dependent minimal mass requirements mmin

ToF are listed in table 5.9.
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Table 5.9: Definitions of the one- and
two-candidate signal regions for the
stable stau searches. Given are the
lower-mass bounds mmin

ToF . No upper-
mass boundaries exist.

SR-1C-FD/SR-2C-FD

particle mass [GeV] 287 318 349 380 411 442 473 504 536 567 598

mmin
ToF [GeV] (SR-1C-FD) 250 275 300 325 350 375 400 425 450 475 500

mmin
ToF [GeV] (SR-2C-FD) 225 250 275 300 325 350 375 400 425 425 450

particle mass [GeV] 629 660 692 723 754 785 817 848 879 911
mmin

ToF [GeV] (SR-1C-FD) 500 525 550 575 600 625 650 675 675 700
mmin

ToF [GeV] (SR-2C-FD) 475 500 525 550 575 600 600 625 650 675

Chargino search The analysis strategy for charginos is identical to
staus and requires either two candidates passing the loose selection
for signal regions SR-2C-FD with p > 100 GeV and βToF < 0.95, or
one tight candidate for the SR-1C-FD regions where the candidate
is required to have p > 200 GeV and βToF < 0.80. The lower signal
region boundaries are given in table 5.10.

Table 5.10: Definitions of the one- and
two-candidate signal regions for the
chargino searches. Given are the lower-
mass borders mmin

ToF . No upper-mass
boundaries exist.

SR-1C-FD/SR-2C-FD

particle mass [GeV] 200 250 300 340 400 450 500 550 600 650 700

mmin
ToF [GeV] (SR-1C-FD) 175 225 250 300 350 375 425 450 500 525 550

mmin
ToF [GeV] (SR-2C-FD) 150 200 225 275 325 350 400 425 450 500 525

particle mass [GeV] 750 800 850 899 950 1000 1100 1200 1300 1400 1500
mmin

ToF [GeV] (SR-1C-FD) 600 625 675 700 725 750 825 875 925 975 1025
mmin

ToF [GeV] (SR-2C-FD) 575 600 625 675 700 725 800 850 900 975 1025

A summary of the required cuts on the main observables momen-
tum, βToF and βγdE/dx for each of the four signal regions is given in
table 5.11.

[GeV]
region pmin βmax

ToF βγmax
dE/dx |η|max

SR-RH-MA 200 0.75 1.00 1.65
SR-RH-FD 200 0.75 1.30 2.00
SR-1C-FD 200 0.80 1.65
SR-2C-FD 100 0.95 2.00

Table 5.11: Summary of momentum p,
βToF, βγdE/dx and |η| requirements for
each of the four signal regions.

5.7 Background estimate

The expected backgrounds for all signal regions are estimated en-
tirely from data. Since masses are calculated via m = p/βγ, the
key variables to consider for the background are momentum p, βToF

and, for the R-hadron searches only, βγdE/dx. All candidates passing
the respective pre-selections are evaluated to get probability den-
sity functions (PDFs) of the key variables. To prevent contamination
of the estimate through possible signal, sideband-regions are used
where possible.

region PDF cuts

SR-RH-MA p βToF > 0.75
βγdE/dx > 1.00

βToF 50 < p < 200 GeV
βγdE/dx 50 < p < 200 GeV

SR-RH-FD p βToF > 0.75
βγdE/dx > 1.30

βToF 50 < p < 200 GeV
βγdE/dx 50 < p < 200 GeV

SR-1C-FD p βToF > 0.80
βToF 70 < p < 200 GeV

SR-2C-FD p βToF > 0.95
βToF 70 GeV< p

Table 5.12: Definition of the sideband
regions from which the corresponding
PDFs are evaluated for all signal re-
gions. If not stated in the last column,
the cuts listed in table 5.11 remain ac-
tive.

The sidebands are the parameter space one gets by reversing the
final selection cuts stated in table 5.11. For the R-hadron search, the
momentum PDF is built from a set of events failing both the βToF

and βγdE/dx cuts, while the βToF and βγdE/dx PDFs themselves re-
quire only reversion of the momentum cut. A minimum momentum
of p > 50 GeV is required nonetheless. An overview of the sideband-
region definitions is given in table 5.12. For the stau and chargino
searches all p PDFs are evaluated by reversing the βToF cut. The re-
verse is however only possible in the one-candidate selections: The
pT cut of the MuGirlStau algorithm constraints the minimal possi-
ble momentum as a function of |η|. As can be seen from figure 5.22,
for |η| > 1.8 no tracks with p < 200 GeV are left. Since the tight
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selection requires |η| < 1.65, it is not affected by this and the βToF

PDF can be produced from the momentum sideband. The loose

selection, however, cuts on |η| < 2.0 and no sidebands can be used.
A minimal momentum p > 70 GeV is required for the evaluation of
all βToF PDFs for stau and chargino signal regions.
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Since no known physical background exists for the SMP searches
and consequently backgrounds arise predominantly through inac-
curately measured particles, the PDFs can be sampled randomly
to generate pseudo-data. Calculating the masses of the pseudo-
candidate and sampling many times results in smoothly falling back-
ground mass distributions. The pseudo-data distributions are then
normalised to the number of observed data events in the low-mass
control regions (CRs) which are defined as mcand

ToF ≤ mcand
dE/dx < 300 GeV

for the R-hadron searches and mcand
ToF < 200 GeV (mcand

ToF < 150 GeV)
for the signal region SR-1C-FD (SR-2C-FD).

The procedure is only viable if no correlations between the mo-
mentum and β distributions exist. While this is the case20, an im- 20 One has to bear in mind that this does

not refer to a correlation between the
physical momentum and β of a parti-
cle which unquestionably exists, but to
a correlation of the mismeasured quan-
tities. All known particles will have
β ≈ 1 at the minimal momenta required
for track reconstruction in the detector.
A correlation of mismeasurements is in-
deed not expected as the measurement
of β and momentum rely on fundamen-
tally different methods.

plicit correlation can be introduced via |η|. As described before and
shown in figure 5.22, the track reconstruction pT cut results in a de-
pendency of p on η. Since the β resolution is not constant throughout
the detector (e.g. there are no RPCs in the end-caps) it also results
in a mild correlation with η. To minimise the effect of this correla-
tion, the observable PDFs are estimated individually in five η bins for
the R-hadron searches and SR-1C-FD, while SR-2C-FD incorporates a
sixth bin due to its larger pseudorapidity range. In all cases the η

is taken to be the reconstructed η of the candidate. The bins are not
equidistant and are instead motivated by the detector layout seeking
to align bin borders with subsystem edges (i.e. the crack regions in
between subdetectors are roughly taken as borders between bins)21. 21 The six η regions are:

1) 0.00 ≤ |η| < 0.35
2) 0.35 ≤ |η| < 0.70
3) 0.70 ≤ |η| < 1.10
4) 1.10 ≤ |η| < 1.25
5) 1.25 ≤ |η| < 1.65
6) 1.65 ≤ |η| < 2.00

As an example the βToF and p PDFs for the stau and chargino
two-candidate signal regions are drawn in figure 5.23 for all six η

slices.
For completeness, the βγdE/dx PDF of the MS-agnostic search is

drawn in figure 5.24. It becomes immediately apparent that the
statistics is much lower, which is amongst other factors caused by
the isolation requirement on the candidate, which rejects fractionally
more events triggered by an Emiss

T trigger than muon triggers, and
thus affects the MS-agnostic analysis to a greater extent.
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Figure 5.23: βToF and momentum PDF
for the two-candidate stau and chargino
signal regions. All candidates passing
the loose event selection are consid-
ered. The six η slices are not equidis-
tant but instead seek to address regions
of the detector with similar sensitivity.
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Figure 5.24: βγdE/dx PDF in the MS-
agnostic analysis. All five η slices are
drawn. The statistics is much lower
when compared to figure 5.23.

The statistical uncertainties on the background estimates are dom-
inated by the uncertainties on the PDF templates. To correctly prop-
agate those uncertainties through, 50 new sets of PDFs are created,
where each time the content of each bin is varied randomly accord-
ing to a Poisson distribution with its mean at the original content of
the bin. The background estimation process is then carried out for all
different PDFs. The final background estimate is given as the mean
of all resulting bin-wise event yields, their variation determines the
statistical uncertainty. The uncertainty due to the normalisation of
the estimate is accounted for by taking the relative statistical uncer-
tainty on the data yield in the CRs and propagating it to the uncer-
tainty on the expected event yield in the signal regions. Examples
of background estimates are drawn in figures 5.25–5.29 for different
signal regions and mass points.

The background estimation procedure would be invalidated if a
strong enough signal contamination is present in the original PDFs.
The possible effect of such a contamination is investigated by in-
fusing the event pool with simulated signal events at the extent of
the current ATLAS exclusion limit at 20 fb for R-hadrons, 2.5 fb for
staus and 5.0 fb for charginos [1, 160]. The PDFs are then built from
this signal contaminated selection and a new background estimate is
done. The contaminated background estimates are included in fig-
ures 5.25–5.29. The effect of signal contamination was found to be
small for all signal regions and mass points.

The background estimates for the stable-stau searches are shown
in figure 5.25 for the example of a stau with m(τ̃) = 629 GeV in the
one- and two-candidate selection.

The background estimates for the stable-chargino search regions
are given in figure 5.26 and have been overlaid with data. The ex-
pected signal of a chargino with m(χ̃±1 ) = 1000 GeV is also given.

For R-hadrons the signal regions are defined in two-dimensional
mToF–mdE/dx space and consequently both background distributions
need to be built independently. For the MS-agnostic analysis the
individual background estimates for mToF and mdE/dx are shown in
the upper two plots of figure 5.27 for the example of a gluino with
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Figure 5.25: Background estimate for the stable stau signal regions SR-1C-FD (left) and SR-2C-FD (right). Black data markers have
been drawn on top of the background estimate. As an example, the expected signal of a stau with m(τ̃) = 629 GeV has been
included in the figure as dashed brown line. The edge of the signal region is marked by the dashed red line. The last bin contains
the overflow. As a cross-check, the background estimates resulting from PDFs that were deliberately contaminated with signal are
drawn as solid red line. The lower panel gives the ratio of data and background (black markers) as well as the ratio of contaminated
and nominal background estimate (red markers).
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Figure 5.26: Background estimate for the stable chargino signal regions SR-1C-FD (left) and SR-2C-FD (right). Black data markers
have been drawn on top of the background estimate. As an example, the expected signal of a chargino with m(χ̃±1 ) = 1000 GeV
has been included in the figure as dashed brown line. The edge of the signal region is marked by the dashed red line. The last bin
contains the overflow. As a cross-check, the background estimates resulting from PDFs that were deliberately contaminated with
signal are drawn as solid red line. The lower panel gives the ratio of data and background (black markers) as well as the ratio of
contaminated and nominal background estimate (red markers).
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m(g̃) = 2200 GeV. Note that no signal region can be shown as the
plots are merely the projections of the event counts onto the mass-
axes and a high-mToF candidate (high-mdE/dx candidate) might still
fail the mdE/dx (mToF) requirement. The actual two-dimensional sig-
nal region is shown in the lower plot of figure 5.27 and is marked by
dashed lines. Two events appear in the signal region.

Figure 5.27: Background estimates in
the mToF (top left) and mdE/dx (top
right) distribution for the MS-agnostic
gluino R-hadron search. A poten-
tial signal distribution for gluinos with
m(g̃) = 2200 GeV is given. The
last bin contains the histogram over-
flow. The estimated background pro-
duced from data with an infused sig-
nal contamination at the current AT-
LAS exclusion limit of 20 fb is drawn
in red and is consistent with the nom-
inal estimate. The data are superim-
posed on the background estimates and
shows good agreement with expecta-
tion in the low-mass regions. Since
the signal region is defined in two-
dimensional mToF–mdE/dx space, no sig-
nal region can be drawn in the projec-
tion plots. Instead, the region is shown
in the bottom plot where the expected
background is drawn in red, simulated
signal in blue and the measured data in
black, where the size of the data marker
corresponds to the number of events in
the bin. The figure is meant to give a
qualitative impression of the distribu-
tions, precise event counts will be given
in table 5.24 in chapter 5.9.
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Lastly, the full-detector R-hadron search requires background es-
timations for mToF and mdE/dx in the loose and ID+Calo selection.
Figure 5.28 shows the background estimate for the loose selection
alongside the potential signal from a 1000 GeV bottom squark, fig-
ure 5.29 gives the estimate for the ID+Calo selection with the po-
tential signal from a 1000 GeV top squark overlaid. Once again, the
signal regions are drawn below the projections of the background
estimates.
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Figure 5.28: Background estimates in the mToF (top left) and mdE/dx (top right) distribution for the full-detector R-hadron search in
the loose selection. A potential signal distribution for bottom squarks with m(b̃) = 1000 GeV is given. The last bin contains the
histogram overflow. The estimated background produced from data with an infused signal contamination at the current ATLAS
exclusion limit of 20 fb is drawn in red and is consistent with the nominal estimate. The data are superimposed on the background
estimates and shows good agreement with expectation in the low-mass regions. Since the signal region is defined in two-dimensional
mToF–mdE/dx space, no signal region can be drawn in the projection plots. Instead, the region is shown in the bottom plot where the
expected background is drawn in red, simulated signal in blue and the measured data in black, where the size of the data marker
corresponds to the number of events in the bin. The figure is meant to give a qualitative impression of the distributions, precise
event counts will be given in table 5.25 in chapter 5.9.
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Figure 5.29: Background estimates in the mToF (top left) and mdE/dx (top right) distribution for the full-detector R-hadron search in
the ID+Calo selection. A potential signal distribution for top squarks with m(t̃) = 1000 GeV is given. The last bin contains the
histogram overflow. The estimated background produced from data with an infused signal contamination at the current ATLAS
exclusion limit of 20 fb is drawn in red and is consistent with the nominal estimate. The data are superimposed on the background
estimates and shows good agreement with expectation in the low-mass regions. Since the signal region is defined in two-dimensional
mToF–mdE/dx space, no signal region can be drawn in the projection plots. Instead, the region is shown in the bottom plot where the
expected background is drawn in red, simulated signal in blue and the measured data in black, where the size of the data marker
corresponds to the number of events in the bin. The figure is meant to give a qualitative impression of the distributions, precise
event counts will be given in table 5.25 in chapter 5.9.
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5.8 Systematic Uncertainties

The following chapter gives a summary of the estimation of sys-
tematic uncertainties affecting theoretical predictions, expected sig-
nal yield and background estimation.

5.8.1 Theoretical cross sections

The cross sections of the R-hadron simulated samples are calculated
at NLO+NLL level, i.e. at next-to-leading order in the strong cou-
pling constant αS and soft gluon emissions are resummed at next-
to-leading-logarithmic accuracy [321–323]. The procedure to esti-
mate the uncertainty is described in [324]. It results from a com-
parison of different cross-section predictions obtained by using var-
ious sets of parton distribution functions following the 68% con-
fidence limit ranges of the MSTW2008 [325] and CTEQ6.6 [326]
pdf sets and incorporating different factorisation and renormalisa-
tion scales. The resulting uncertainties are listed next to the calcu-
lated cross sections in table 5.1. For gluinos they range from 14% at
m(g̃) = 400 GeV to 57% at m(g̃) = 3000 GeV and for squarks from
13% at m(b̃/t̃) = 600 GeV to 23% for m(b̃/t̃) = 1400 GeV.

For stau and chargino samples the cross sections are calculated
at NLO in αS. Uncertainties are obtained by evaluation of the 68%
confidence level (CL) ranges of the underlying pdfs and variation of
the factorisation and renormalisation scales by factors 0.5 and 2.0.
Following the recommendations in [327], the quoted cross sections
are taken as the central value of the enveloping functions, the un-
certainty is taken as half the spread. The assigned uncertainties
are listed in table 5.3 (table 5.2) for stau (chargino) samples and
range from 6% at m(τ̃) = 287 GeV to 10% at m(τ̃) = 911 GeV
(6% at m(χ̃±1 ) = 250 GeV to 10% at m(χ̃±1 ) = 1500 GeV for the
χ̃±1 χ̃±1 production channel and 4% at m(χ̃±1 ) = 300 GeV to 8% at
m(χ̃±1 ) = 1500 GeV for χ̃±1 χ̃0

1).
A summary of systematic uncertainties due to theoretical cross-

section predictions can be found in table 5.13.

particle sys. unc.

Gluinos 14%–57%
Sbottom 13%–23%

Stops 13%–23%
Staus 6%–10%

Charginos χ̃±1 χ̃±1 6%–10%
Charginos χ̃±1 χ̃0

1 4%–8%

Table 5.13: List of systematic uncertain-
ties assigned to all particle types due to
the uncertainty on the theoretical cross-
section prediction.

5.8.2 Emiss
T trigger efficiency

The missing transverse energy which the Emiss
T triggers are sensi-

tive to is calculated exclusively from clusters of deposited energy in
the calorimeters. Since muons do not cause extensive showering in
the calorimeters the Emiss

T trigger is blind to them and muons thus
provide a possibility to access systematic uncertainties regarding the
trigger efficiency.

Events are selected via the lowest unprescaled single-muon trigger
and undergo a basic Z → µµ selection22. The Emiss

T trigger onset is

22 This includes event quality conditions
and exactly two muons with tracks in
the ID and the MS with pT > 10 GeV
that have opposite charge and combine
to an invariant mass within 10 GeV of
the Z-boson mass
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studied in data and simulated Z → µµ events. An error function of
the form

ε(Emiss
T ) =

A
2

[
1 + erf

(
Emiss

T − B√
2C

)]
(5.5)

can be used to fit the trigger onset, where the parameter A describes
the maximal trigger efficiency and is fixed to 1.0, parameter B corre-
sponds to the Emiss

T value at 50% efficiency and thus constitutes an
effective threshold and parameter C, which represents the resolution
as the width of a Gaussian that cumulatively models the slope of the
fit. Figure 5.30 shows the fitted trigger efficiency onset as function of
the reconstructed offline Emiss

T for two exemplary triggers.

Figure 5.30: Emiss
T trigger onsets in data

and MC with an applied Z → µµ se-
lection for the employed triggers with
the lowest (70 GeV) and the largest
(110 GeV) trigger threshold. Fitted er-
ror functions to the onset are drawn as
solid lines. The corresponding plots for
the remaining two Emiss

T triggers with
thresholds of 90 GeV and 100 GeV are
given in figure E.2 in Appendix E.1.
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The effect of the trigger efficiency on the signal yield can be quan-
tified via a bin-by-bin multiplication of the Emiss

T spectrum in signal
MC with the fitted trigger onset. Since the same detector response
models have been used for signal MC and Z → µµ MC, the onset
derived from the latter is also valid in signal MC23. Four individ-23 In fact, Z → µµ MC is only used to

characterise the behaviour of the trig-
ger onset in simulation and assess the
difference from data.

ual components are considered to contribute to the total associated
uncertainty:

• the relative difference between the signal yields derived by folding
the signal MC Emiss

T distributions with the onsets from data and
MC,

• the relative effect of a 10% variation in scale of the signal MC Emiss
T ,

• the relative signal yield differences from independent ±1.0σ vari-
ations of the fit parameters B and C in the fit on data, and

• the same variations for the fit on MC.

[%] C− 1σ C C + 1σ

B− 1σ 0.3352 0.3565 0.3775
B 0.0217 0.0000 0.0216

B + 1σ 0.3780 0.3557 0.3336

Table 5.14: Given is the relative change
in signal yield for a 2000 GeV gluino
R-hadron sample with respect to the
central fit values under independent 1σ
variations of the fit parameters B and
C of the fit in data for an Emiss

T trigger
with a threshold of 110 GeV.

As an example, the relative changes in signal yield through vari-
ation of fit parameters are given in table 5.14 for the fit in data and
table 5.15 for the fit in MC. In both cases a 2000 GeV gluino R-hadron
sample and an Emiss

T trigger with an online threshold of 110 GeV has
been considered. The largest individual relative change is taken as
the contribution from the parameter variation.
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The absolute uncertainty for each trigger and signal mass point is
calculated by adding all four contributions in quadrature. This pro-
cedure has been applied to all signal MC samples and all Emiss

T trig-
gers. Estimates from the different triggers are combined by weight-
ing the estimate according to the fraction of integrated luminosity
during which the trigger was actively used. As an example, fig-
ure 5.31 shows the individual uncertainties for all trigger and signal
mass points of gluino R-hadrons and stable staus, as well as the lu-
minosity weighted average. A full overview over all signal samples
is given in figure E.3 in Appendix E.1.

[%] C− 1σ C C + 1σ

B− 1σ 0.3947 0.4161 0.4374
B 0.0222 0.0000 0.0220

B + 1σ 0.4379 0.4151 0.3924

Table 5.15: Given is the relative change
in signal yield for a 2000 GeV gluino
R-hadron sample with respect to the
central fit values under independent 1σ
variations of the fit parameters B and C
of the fit in MC for an Emiss

T trigger with
a threshold of 110 GeV.

500 1000 1500 2000 2500 3000

 mass [GeV]g~
0.005

0.01

0.015

0.02

0.025

0.03

U
nc

er
ta

in
ty HLT_xe70_mht

HLT_xe90_mht_L1XE50
HLT_xe100_mht_L1XE50
HLT_xe110_mht_L1XE50
Luminosity weighted

300 400 500 600 700 800 900

 mass [GeV]τ∼
0.01

0.015

0.02

0.025

0.03

0.035

0.04
U

nc
er

ta
in

ty HLT_xe70_mht
HLT_xe90_mht_L1XE50
HLT_xe100_mht_L1XE50
HLT_xe110_mht_L1XE50
Luminosity weighted

Figure 5.31: Estimated systematic un-
certainties of the Emiss

T trigger efficiency
evaluated for gluino R-hadrons and
stable staus. The uncertainties de-
rived from the onset for individual trig-
gers are shown with coloured markers,
while the solid black line indicates the
luminosity-weighted average of all trig-
gers. The variation in scale between
samples is generally small and the ap-
proach of a flat uncertainty indicated by
the dashed red line is well justified.

For simplicity and since the variation in between samples is small,
a flat systematic uncertainty is assigned to each particle hypothesis.
The resulting uncertainties are listed in table 5.16.

particle sys. unc.

Gluinos 1.7%
Sbottoms 1.5%

Stops 1.5%
Staus 2.0%

Charginos 2.4%

Table 5.16: List of systematic uncertain-
ties assigned to all particle types due to
Emiss

T trigger efficiency.5.8.3 Single-muon trigger efficiency

particle sys. unc.

Gluinos 1.0%
Sbottoms 1.0%

Stops 1.0%
Staus 4.0%

Charginos 3.0%

Table 5.17: List of systematic uncertain-
ties assigned to all particle types due to
the single-muon trigger efficiency.

In chapter 5.5.2 it was described how the mismodelled trigger tim-
ing in simulation was corrected for by applying an additional weight
to signal MC. These weights depend on the pseudorapidity of the
candidate and its propagation velocity. Since we do not have ac-
cess to the precise hit time (and thus β) seen by the L1 muon trig-
ger, the uncalibrated RPC β measurement, which gives a good esti-
mate, is used. To account for possible systematic errors made in this
reweighting process, the trigger efficiency of all employed triggers
is evaluated for all signal types and mass points with and without
the efficiency scaling. The assigned systematic uncertainty is taken
as half the difference in signal trigger efficiency between scaled and
unscaled signal yield. Figure 5.32 gives the estimated systematic un-
certainties for R-hadrons, staus and charginos separately. The effect
of the cutoff parameter which restrains the scale factors to values
ρ1/2 < 5.0 has been evaluated by performing a 50% variation on the
value of the cutoff. The effects on the systematic uncertainty were
found to be small and covered by the conservative estimate. Since
the single-muon trigger efficiency for R-hadrons is low, the resulting
uncertainties are also smaller compared to staus and charginos. A
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flat uncertainty of 1% is assigned to R-hadrons, 3% to charginos and
4% to staus as listed in table 5.17 for convenience.
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Figure 5.32: Systematic uncertainties
on the single-muon trigger efficiency
for R-hadrons (left), staus (middle) and
charginos (right). The uncertainty is
taken as half the difference in trigger
efficiency between unscaled and scaled
event weights. A flat systematic uncer-
tainty visualised by the red dashed line
is assigned.

5.8.4 Initial-state radiation

The Emiss
T trigger relies primarily on an energy imbalance which orig-

inates from ISR. With the effects of underlying event and FSR negli-
gible, the ISR modelling can have a strong impact on the efficiency
of the Emiss

T trigger and thus the signal yield. It is therefore neces-
sary to estimate a systematic uncertainty on the ISR description in
simulation.

In chapter 5.1 it was described how R-hadron samples generated
in Pythia are reweighted to match the ISR spectrum in MadGraph.
A systematic uncertainty on this procedure is obtained by comparing
the signal yield after trigger selection with the reweighting applied
and turned off. The uncertainty is taken as half the difference and is
estimated individually for every mass point in the MS-agnostic and
full-detector selection. The relative systematic uncertainties are given
in figure 5.33.

Figure 5.33: Relative systematic uncer-
tainty on the modelling of ISR for all R-
hadron mass points. The left plot shows
the uncertainty in the MS-agnostic trig-
ger selection, the right plot for the full-
detector selection where uncertainties
tend to be slightly lower due to the
additional single-muon trigger. A flat
systematic uncertainty visualised by the
red dashed line is assigned.
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A mass dependency of the uncertainty is clearly visible24. A
24 The initial rise is due to the larger
amount of available energy, while the
subsequent falloff is caused by the
change in dominant production chan-
nel from gluon–gluon fusion to quark–
antiquark production and thus reduced
ISR emission

conservative approach is chosen which assigns a systematic uncer-
tainty of 15% to all masses and particle types. Since large contribu-
tions from the gluon–gluon fusion production channel are absent for
bottom and top squarks, the probability for additional radiation in



5.8 systematic uncertainties 101

MadGraph is smaller and thus the uncertainty estimated from the
difference results in smaller uncertainties for squarks.

Stau and chargino sample are already produced in MadGraph

and no reweighting is needed. The uncertainty on the ISR mod-
elling can be estimated by varying different generator parameters
independently of each other. The first variation scales the chosen
renormalisation/factorisation parameter downwards by a factor of
0.5 (qcdw) and upwards by 2.0 (qcup). The uncertainty due to the
CKKW-L25 merging scale is similarly evaluated by applying varia- 25 An algorithm which addresses the

merging of tree-level matrix elements
and parton showers. For more details
see [328] and references therein.

tions of 0.5 (scdw) and 2.0 (scup). Lastly, the effects of system-
atic variations of the parton shower tuning are estimated. In [301]
groups of independent parameters have been combined to form five
separate variations which are labelled VAR1 to VAR3c. Of these
five only VAR3c, which corresponds to a downwards (py3cdw) and
upwards (py3cup) variation of the αS value, was found to have a
non-negligible influence. The overall systematic uncertainty is now
taken as the maximal deviations from nominal values for each varia-
tion individually and adding them, in quadrature. Since this requires
the production of six additional MC samples for every signal sample,
only three mass points, chosen to cover all of the relevant mass spec-
trum, have been considered for each signal model. The uncertainties
are taken to be flat over the full mass range but are estimated individ-
ually for χ̃±1 χ̃±1 , χ̃±1 χ̃0

1 and τ̃. The adopted systematic uncertainties
are listed in table 5.18. Figure 5.34 shows the final uncertainty and
deviations from the nominal MC yields through all six variations.

particle sys. unc.

Gluinos 15%
Sbottoms 15%

Stops 15%
Staus 4%

Charginos χ̃±1 χ̃±1 5%
Charginos χ̃±1 χ̃0

1 7%

Table 5.18: List of systematic uncertain-
ties assigned to all particle types due to
ISR modelling.
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Figure 5.34: Relative deviations from
nominal MC yields through varia-
tions of generator parameters in Mad-
Graph. See text for explanations on
the nature of variations. The system-
atic uncertainties due to the ISR mod-
elling are taken to be flat over all mass
points and are calculated by adding
the largest deviations from each of the
three up-down variations in quadra-
ture individually for χ̃±1 χ̃±1 (left seg-
ment), χ̃±1 χ̃0

1 (middle segment) and τ̃
(right segment). The final values are
indicated by the dashed red horizontal
lines. Only three mass points have been
simulated for all scenarios.

As a cross-check for the uncertainty on R-hadrons, the same vari-
ations of the MadGraph generator parameters have also been ap-
plied to a range of di-gluino samples. The deviations from nominal
MC have been evaluated as described above and were found to be of
similar size as the uncertainty derived from the efficiency difference
between Pythia and MadGraph. Plots showing the deviations
caused by individual parameter variations are given in figure E.4 in
appendix E.1.
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5.8.5 Measurement of Pixel dE/dx

The most probable values for the Pixel dE/dx distribution differ
slightly in data and simulation. This is accounted for by the appli-
cation of correction factors. A systematic uncertainty on the dE/dx
modelling will be estimated by varying the correction factors by ±1σ

and treating the difference to the nominal value as uncertainty.
Since the detector conditions change over time due to radiation

damage26, the measured ionisation varies as well. A run-by-run26 this is especially relevant for the IBL
which only started data-taking in 2015

and effects of radiation damage to the
detector are clearly discernible.

correction of the measured dE/dx is performed accordingly, which
derives scale factors to create a constant ionisation measurements
throughout data taking. Small changes of condition within a run are
taken care of by a 2% smearing of the dE/dx signal27.27 The 2% are chosen since it reflects the

maximal difference in scale factors of
two consecutive runs.

Lastly, the dE/dx estimation in simulation contains an η correc-
tion. A systematic uncertainty on this correction will be estimated
by comparing the proton, pion and kaon mass peaks at a fixed low-
momentum value as a function of η after the correction has been
applied.

The combined systematic uncertainty on the Pixel dE/dx mea-
surement is expected to be small28.28 For comparison, the uncertainty de-

rived for the MS-agnostic analysis per-
formed with the 2015 data was <
3% [1]. 5.8.6 β estimation in signal MC
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Figure 5.35: MDT β distribution for
muons from data and simulated Z →
µµ decays for nominal and scaled MC,
in which the smearing has been in-
creased and decreased by 5%. The
scaled MC distributions bracket the
data distribution as intended.

sys. unc. [%]
RPC RPC

particle MDT Corr. thres.

Gluinos 0.0–0.7 0.1–2.0 0.0–0.6
Sbottoms 0.1–0.8 0.3–1.6 0.2–1.3

Stops 0.2–0.9 0.3–1.9 0.1–0.7
Staus 0.2–2.2 0.9–3.1 0.1–1.0

Charginos 0.1–2.5 0.3–2.7 0.1–0.7

Table 5.19: List of systematic uncertain-
ties assigned to all particle types due to
the MS β estimation.

Simulated timing undergoes dedicated treatments to generate an
agreement with the data distribution. For MDTs this is done by
smearing the hit times as described in chapter 4.9. To estimate the
influence of a systematic error within the procedure, the derived
smearing constants are varied by 10% up and down to create two
new β distributions which encapsulate the data distribution. The
event and candidate selections are then repeated with the altered β

values and the effect on the signal yield within the signal regions
are evaluated. The largest deviation from the nominal yield is taken
as systematic uncertainty. Figure 5.35 shows the nominal, up- and
down-scaled β distributions for muons from simulated Z → µµ de-
cays compared to muons from data. A summary of the thus derived
systematic uncertainties are included in table 5.19.

No smearing is performed for RPCs. Instead some strips with
wrongly modelled timing behaviour are corrected as was detailed in
chapter 4.10. Two sources of systematic errors are investigated. First,
the RPC β is re-evaluated without the correction and the relative
difference in signal yield with respect to the correctly treated RPC
β is taken as systematic uncertainty. The second effect is the choice
of threshold values for the corrections to become active. Recall that
only a subset of strips was affected by the mismodelling and that
only those strips with resolution σt0 > 2.1 ns and mean t̄0 > 1.0 ns
are corrected. The choice of these threshold parameters were taken as
the local minima in the corresponding distributions (see figures 4.60
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and 4.61) but remain somewhat arbitrary. To consider the effect of the
threshold choices the treatment is repeated with changed thresholds
σt0 > 1.8 and t̄0 > 0.8 (MC down) and σt0 > 2.4 and t̄0 > 1.2 (MC
up). The effect of all variations on the RPC β distribution can be seen
from figure 5.36. The uncertainties for all particle types are listed in
table 5.19.
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Figure 5.36: RPC β distributions for
muons from data and simulated Z →
µµ decays to estimate systematic un-
certainties. The left plot compares the
fully treated β distribution with the dis-
tribution for which no strip correction
was performed. In the right plot the
threshold values for the correction to
become active have been altered to gen-
erate two distributions roughly bracket-
ing the data distribution. The final sys-
tematic uncertainty is estimated as the
largest relative change in signal yield
with respect to nominal MC.

Since the Tile Calorimeter MC treatment also involves the smear-
ing of simulated timing information, a systematic uncertainty is esti-
mated analogously to the MDTs through a 5% up and down scaling
of the smearing. The final uncertainties are given in table 5.20.

TileCal β]
sys. unc. [%]

particle MS agnostic full detector

Gluinos 0.4–3.2 0.5–4.5
Sbottoms 0.5–1.0 1.0–1.4

Stops 0.4–1.4 1.2–2.3
Staus 0.1–0.6

Charginos 0.1–1.5

Table 5.20: List of systematic uncertain-
ties assigned to all particle types due to
the TileCal β estimation.

5.8.7 MUG IRLSTAU reconstruction efficiency

To assess whether the reconstruction efficiency of the MuGirlStau

algorithm is the same in data and simulation, Z → µµ decays are
evaluated in data using a standard muon reconstruction algorithm29. 29 The reconstruction efficiency of this

standard algorithm is the same in data
and MC as simulation was tuned for
this algorithm.

The estimation thus rests on two basic assumptions: the reconstruc-
tion efficiency of MuGirlStau is the same for muons and slow
particles and the MuGirlStau efficiency for particles reconstructed
with the standard reconstruction algorithm is the same as the true
MuGirlStau reconstruction efficiency. Both assumptions have been
tested and were found to be fulfilled.
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Figure 5.37: Reconstruction efficiency
of the MuGirlStau algorithm in data
and MC as a function of η. The effi-
ciencies have been measured in Z → µµ
events with respect to tracks identified
by the standard reconstruction algo-
rithm. Figure adapted from M. Habe-
dank.

A data sample consisting of Z → µµ decays is selected using the
standard reconstruction algorithm. The efficiency of MuGirlStau

is evaluated in this sample and compared to simulation. Figure 5.37

shows a comparison of the efficiencies as function of η. The discrep-
ancies peak at about 15− 20% in the region 1.2 < |η| < 1.6 where
simulation underestimates the efficiency in data. The difference is
taken to be 10%, which results in systematic uncertainties ranging
from 0.2% to 5.8% on the signal yield.

5.8.8 Pileup

All simulated samples have been reweighted to get agreement with
the pileup profile in data. This includes a scale factor of 1/1.09
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on simulated events which was determined by a dedicated ATLAS
study group30. To estimate the influence of the pileup modelling on30 The purpose of the scale factor is to

account for the incorrect total scatter-
ing cross-section which was assumed in
simulation.

the signal yield, the scale factor is varied up and down to values 1
and 1/1.18. The change with respect to nominal is taken as a sys-
tematic uncertainty and ranges from 0.1% to 5.5% (0.2% to 3.8%) for
the full-detector (MS-agnostic) analysis.

5.8.9 Luminosity

The uncertainty on the quoted integrated luminosity of the full dataset
is estimated through the van der Meer method31 [329] similar to the31 Dedicated runs are necessary in

which the beams are swept across each
other and the relative interaction rate is
measured.

procedure detailed in [330]. A final uncertainty of 2.1% is obtained.

5.8.10 Background estimate

Two factors could potentially cause a systematic error on the back-
ground estimation: the choice and number of η bins for the creation
of the PDFs and the definitions of the sidebands from which the
PDFs are created.

PDF obs. X

1.0 nom.
p βToF < X 0.98 med.

0.96 tig.

2.5 nom.
p βγdE/dx < X 2.45 med.

2.4 tig.

βToF 200 nom.
& p < X 190 med.

βγdE/dx 180 tig.

Table 5.21: Definitions of alternative
sidebands for PDF creation. A medium
(med.) and tight (tig.) sideband
is added in addition to the nomi-
nal (nom.) definition. The maximal
p/β/βγ cuts as defined in table 5.12 re-
main in place for all three definitions.

To test the influence of the first, the number of η bins is varied to
3 and 6 for all selections with a nominal of 5 η bins and to 4 and 9
for SR-2C-FD where the nominal is 6 η bins. For each variation the
background is estimated according to the description in chapter 5.7
and the number of events in the signal regions evaluated. Half the
maximal discrepancy in event yield with respect to nominal is taken
as a systematic uncertainty.

The influence of the definition of sidebands are evaluated by defin-
ing two new sets of sidebands with medium (med.) and tight (tig.)
cuts as specified in table 5.21 from which the PDFs are created. Ana-
logue to the previous procedure, half of the maximal difference with
respect to nominal event yield in the signal region is assigned as
uncertainty.

An uncertainty caused through the normalisation of the back-
ground estimate in the CR is asserted by propagating the relative
statistical uncertainty on the data event count in the CR Ndata, given
by
√

Ndata, to the estimated number of background events in the sig-
nal region.

For final systematic uncertainty on the background estimate both
components are added in quadrature. Table 5.22 gives a full list of
the associated systematic uncertainties for all signal regions.

region sys. uncer.

g̃ 33− 34%
b̃ SR-RH-MA 34%
t̃ 34%

g̃ 27− 53%
b̃ SR-RH-FD 27− 47%
t̃ 27− 47%

τ̃ SR-1C-FD 9− 11%
τ̃ SR-2C-FD 18− 31%

χ̃±1 SR-1C-FD 18− 34%
χ̃±1 SR-2C-FD 9− 19%

Table 5.22: Overview of the systematic
uncertainties on the background esti-
mate for all signal regions and particle
types.

5.8.11 Summary of systematic uncertainties

A list of all investigated systematics and their relative magnitudes on
searches for R-hadrons, staus and charginos is given in table 5.23.
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Relative uncertainties [%]
MS agnostic full detector

Systematic R-hadrons R-hadrons staus charginos

Theoretical cross sections 13–57 13–57 6–10 4–10

Emiss
T -trigger efficiency 1.7 1.7 2.0 2.4

Single-muon trigger 1.0 4.0 3.0
Initial-state radiation 15.0 15.0 4.0 7.0
Pixel dE/dx − − − −
TileCal β estimation < 4 < 5 < 1 < 2
MDT β estimation < 1 < 3 < 3
RPC β estimation < 2 < 4 < 3
MuGirlStau reco. efficiency 1.7–5.8 0.2–5.8 0.8–5.8
Pileup 0.2–3.8 0.3–5.5 0.1–3.1 0.2–4.4

Luminosity 2.1 2.1 2.1 2.1

Background estimate 33–34 27–53 9–31 9–34

Table 5.23: Summary of all investi-
gated systematic uncertainties and their
relative effect on R-hadron, stau and
chargino searches. The items are split
into four groups through horizontal
lines: theoretical cross section, signal ef-
ficiency, luminosity and background es-
timate.

Additionally, a series of cross-checks has been performed to vali-
date the SMP search which are briefly summarised in appendix E.2.

5.9 Results

The results of the MS-agnostic R-hadron search are summarised in
table 5.24 where the event yields of expected signal, estimated back-
ground, corresponding uncertainties and observation are listed for
all signal regions and particle types.

SR-RH-MA

mass [GeV] Nexp Efficiency Nest Nobs

g̃ 400 160000± 10000 0.045± 0.003 8.0± 3.0 8
g̃ 600 28000± 1000 0.085± 0.004 3.0± 1.0 7
g̃ 800 5700± 200 0.106± 0.005 1.8± 0.6 4
g̃ 1000 1350± 60 0.116± 0.005 1.0± 0.3 2
g̃ 1200 400± 20 0.128± 0.006 0.7± 0.3 2
g̃ 1400 135± 7 0.148± 0.007 0.6± 0.2 2
g̃ 1600 42± 2 0.144± 0.007 0.5± 0.2 2
g̃ 1800 13.6± 0.8 0.137± 0.007 0.4± 0.1 2
g̃ 2000 4.4± 0.3 0.124± 0.005 0.4± 0.1 2
g̃ 2200 1.5± 0.2 0.113± 0.004 0.4± 0.1 2
g̃ 2400 0.5± 0.2 0.107± 0.004 0.4± 0.1 2
g̃ 2600 0.2± 0.2 0.101± 0.004 0.4± 0.1 2
g̃ 2800 0.1± 0.2 0.092± 0.004 0.4± 0.1 2
g̃ 3000 0.0± 0.2 0.088± 0.004 0.4± 0.1 2

b̃ 600 320± 20 0.051± 0.003 3± 1 7
b̃ 800 66± 3 0.065± 0.003 1.8± 0.6 4
b̃ 1000 15.2± 0.7 0.069± 0.003 1.0± 0.3 2
b̃ 1200 4.3± 0.2 0.074± 0.003 0.7± 0.3 2
b̃ 1400 1.1± 0.2 0.068± 0.003 0.6± 0.2 2

t̃ 600 470± 20 0.074± 0.004 3± 1 7
t̃ 800 93± 4 0.091± 0.004 1.8± 0.6 4
t̃ 1000 22.1± 0.8 0.099± 0.004 1.0± 0.3 2
t̃ 1200 5.9± 0.3 0.103± 0.004 0.7± 0.3 2
t̃ 1400 1.8± 0.2 0.110± 0.004 0.6± 0.2 2

Table 5.24: Final event yields for
the MS-agnostic R-hadron searches.
Given are the number of expected
signal events Nexp, the selection ef-
ficiency, number of estimated back-
ground events Nest and the number
of observed events Nobs. No signifi-
cant excess of events above expectation
is observed with the largest deviations
occurring for the high-mass gluino R-
hadrons regions where 2 events are ob-
served with an expected background of
0.4± 0.1.

The largest deviation occurs in the high-mass gluino R-hadron
search where 2 events are observed while a background of 0.4± 0.1
events is expected. Thus no significant excess of events above ex-
pectation was observed in any signal region. As a result, the data is
used to derive 95% CL upper limits on the production cross-sections
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of all particle types as shown in figure 5.38. The limits are obtained
by considering the estimated background and expected signal fol-
lowing the CLs technique [331]. Knowledge of the theoretical cross
sections allows the translation of these limits into lower-mass lim-
its, resulting in observed 95% CL mass limits of m(g̃) > 1950 GeV,
m(b̃) > 1170 GeV and m(t̃) > 1220 GeV. The expected limits of
m(g̃) > 2060 GeV, m(b̃) > 1230 GeV and m(t̃) > 1300 GeV are not
reached due to the slight surplus of events in the high-mass signal
regions.
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Figure 5.38: 95% CL upper cross-
section limits for gluino (left), sbottom
(middle) and stop (right) R-hadrons in
the MS-agnostic analysis are shown.
The expected limit is drawn as dashed
black line, the solid red line illustrates
the observed limit. The theoretical pre-
diction is drawn as solid black line in-
cluding the ±σ uncertainty band.

The event yields of the full-detector R-hadron search are shown
in table 5.25 separately for the ID+Calo and Loose selection. No
deviations from expectation are observed in any of the signal regions.
The event yields are generally lower in the loose selection as the
additional measurement of momentum and β in the MS suppresses
mismeasurements more efficiently. Upper limits on the production
cross section are derived as shown in figure 5.39. Just as for the MS
agnostic analysis limits on the heavy R-hadron constituents mass
are derived, resulting in lower limits of m(g̃) > 2015 GeV, m(b̃) >

1240 GeV and m(t̃) > 1325 GeV, whereas lower-mass limits of m(g̃) >
2070 GeV, m(b̃) > 1255 GeV and m(t̃) > 1340 GeV were expected.
Once again the expected limits are not matched as a slight surplus
of events is observed. As expected, the full-detector analysis places
more stringent limits on all particle masses when compared to the
MS-agnostic approach.
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Figure 5.39: 95% CL upper cross-
section limits for gluino (left), sbottom
(middle) and stop (right) R-hadrons in
the full-detector analysis are shown.
The expected limit is drawn as dashed
black line, the solid red line illustrates
the observed limit. The theoretical pre-
diction is drawn as solid black line in-
cluding the ±σ uncertainty band.
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SR-RH-FD (ID+Calo) SR-RH-FD (Loose)
mass [GeV] Nexp Efficiency Nest Nobs Nexp Efficiency Nest Nobs

g̃ 400 132000± 10000 0.037± 0.003 9± 2 13 93000± 7000 0.026± 0.002 1.5± 0.5 1
g̃ 600 20000± 1000 0.059± 0.004 4± 1 9 17000± 1000 0.051± 0.003 0.5± 0.2 1
g̃ 800 3800± 200 0.072± 0.004 2.5± 0.7 5 3300± 200 0.062± 0.004 0.3± 0.1 1
g̃ 1000 940± 60 0.080± 0.005 1.6± 0.4 3 710± 40 0.061± 0.003 0.14± 0.05 0
g̃ 1200 260± 20 0.083± 0.005 1.3± 0.4 2 220± 10 0.071± 0.005 0.10± 0.04 0
g̃ 1400 81± 5 0.089± 0.006 1.1± 0.3 2 77± 6 0.084± 0.006 0.07± 0.03 0
g̃ 1600 26± 2 0.088± 0.006 1.0± 0.3 2 23± 1 0.077± 0.005 0.06± 0.03 0
g̃ 1800 8.3± 0.6 0.083± 0.005 0.9± 0.3 2 7.2± 0.5 0.072± 0.005 0.05± 0.03 0
g̃ 2000 2.5± 0.2 0.071± 0.004 0.9± 0.2 2 2.4± 0.2 0.067± 0.004 0.05± 0.02 0
g̃ 2200 0.9± 0.2 0.067± 0.003 0.9± 0.2 2 0.8± 0.2 0.061± 0.003 0.05± 0.02 0
g̃ 2400 0.3± 0.2 0.066± 0.004 0.9± 0.2 2 0.3± 0.2 0.052± 0.003 0.05± 0.02 0
g̃ 2600 0.1± 0.2 0.063± 0.003 0.9± 0.2 2 0.1± 0.2 0.050± 0.003 0.05± 0.02 0
g̃ 2800 0.0± 0.2 0.061± 0.003 0.9± 0.2 2 0.0± 0.2 0.040± 0.002 0.05± 0.02 0
g̃ 3000 0.0± 0.2 0.055± 0.003 0.9± 0.2 2 0.0± 0.2 0.042± 0.002 0.05± 0.02 0

b̃ 600 210± 10 0.033± 0.002 4± 1 9 200± 10 0.032± 0.002 0.5± 0.2 1
b̃ 800 42± 2 0.041± 0.002 2.5± 0.7 5 40± 3 0.039± 0.002 0.3± 0.1 1
b̃ 1000 9.7± 0.5 0.044± 0.002 1.6± 0.4 3 9.3± 0.5 0.042± 0.002 0.14± 0.05 0
b̃ 1200 2.7± 0.2 0.046± 0.002 1.3± 0.4 2 2.6± 0.2 0.045± 0.003 0.10± 0.04 0
b̃ 1400 0.7± 0.2 0.045± 0.002 1.1± 0.3 2 0.7± 0.2 0.043± 0.003 0.07± 0.03 0

t̃ 600 230± 20 0.037± 0.003 4± 1 9 420± 20 0.067± 0.003 0.5± 0.2 1
t̃ 800 51± 3 0.050± 0.003 2.5± 0.7 5 78± 3 0.077± 0.003 0.3± 0.1 1
t̃ 1000 11.6± 0.6 0.052± 0.002 1.6± 0.4 3 19.4± 0.8 0.088± 0.004 0.14± 0.05 0
t̃ 1200 3.1± 0.2 0.053± 0.003 1.3± 0.4 2 5.0± 0.2 0.086± 0.003 0.10± 0.04 0
t̃ 1400 0.9± 0.2 0.056± 0.003 1.1± 0.3 2 1.5± 0.2 0.093± 0.004 0.07± 0.03 0

Table 5.25: Final event yields for
the full-detector R-hadron searches.
Given are the number of expected
signal events Nexp, the selection ef-
ficiency, number of estimated back-
ground events Nest and the number of
observed events Nobs. No significant
excess of events above expectation is
observed.

Table 5.26 gives the event yields for the stau search separately
for SR-1C-FD and SR-2C-FD. As can be seen, no event appears in
any of the SR-2C-FD signal regions consistent with the background
where a maximum number of 0.33 ± 0.06 events is expected. The
one-candidate region also offers reasonable agreement between back-
ground and observation. Figure 5.40 shows the derived 95% CL lim-
its. A lower-mass limit of m(τ̃) > 420 GeV can be placed, slightly
exceeding the expected limit of m(τ̃) > 410 GeV.

SR-2C-FD SR-1C-FD

mass [GeV] Nexp Efficiency Nest Nobs Nexp Efficiency Nest Nobs

287 11.2± 0.4 0.148± 0.004 0.33± 0.06 0 5.6± 0.3 0.075± 0.003 80± 7 74
318 8.0± 0.4 0.162± 0.007 0.22± 0.04 0 4.2± 0.3 0.084± 0.005 56± 5 52
349 5.5± 0.2 0.163± 0.005 0.15± 0.03 0 2.8± 0.2 0.084± 0.003 41± 4 36
380 3.9± 0.2 0.166± 0.006 0.11± 0.02 0 2.3± 0.2 0.101± 0.005 30± 3 24
411 2.9± 0.2 0.174± 0.005 0.08± 0.02 0 1.6± 0.2 0.098± 0.004 23± 2 20
442 2.2± 0.2 0.181± 0.007 0.06± 0.01 0 1.2± 0.2 0.103± 0.006 17± 2 16
473 1.6± 0.2 0.185± 0.005 0.045± 0.009 0 1.0± 0.2 0.115± 0.004 13± 1 15
504 1.2± 0.2 0.191± 0.005 0.035± 0.007 0 0.8± 0.2 0.116± 0.004 10± 1 11
536 1.0± 0.2 0.194± 0.005 0.027± 0.006 0 0.6± 0.2 0.118± 0.004 7.9± 0.8 7
567 0.8± 0.2 0.207± 0.005 0.027± 0.006 0 0.5± 0.2 0.125± 0.004 6.3± 0.6 4
598 0.6± 0.2 0.212± 0.005 0.022± 0.005 0 0.4± 0.2 0.125± 0.004 5.0± 0.5 3
629 0.5± 0.2 0.214± 0.006 0.017± 0.004 0 0.3± 0.2 0.131± 0.004 5.0± 0.5 3
660 0.4± 0.2 0.215± 0.005 0.014± 0.003 0 0.2± 0.2 0.134± 0.005 4.0± 0.4 3
692 0.3± 0.2 0.209± 0.007 0.011± 0.003 0 0.2± 0.2 0.134± 0.005 3.2± 0.3 2
723 0.2± 0.2 0.213± 0.007 0.009± 0.002 0 0.1± 0.2 0.136± 0.005 2.7± 0.3 1
754 0.2± 0.2 0.218± 0.006 0.008± 0.002 0 0.1± 0.2 0.141± 0.004 2.2± 0.2 1
785 0.1± 0.2 0.216± 0.006 0.007± 0.002 0 0.1± 0.2 0.142± 0.005 1.8± 0.2 0
817 0.1± 0.2 0.216± 0.006 0.007± 0.002 0 0.1± 0.2 0.141± 0.004 1.5± 0.1 0
848 0.1± 0.2 0.212± 0.005 0.006± 0.001 0 0.1± 0.2 0.141± 0.004 1.3± 0.1 0
879 0.1± 0.2 0.215± 0.005 0.005± 0.001 0 0.1± 0.2 0.155± 0.005 1.3± 0.1 0
911 0.1± 0.2 0.222± 0.005 0.004± 0.001 0 0.0± 0.2 0.153± 0.005 1.1± 0.1 0

Table 5.26: Final event yields for the stable stau searches. Given are the number of expected signal events Nexp, the selection
efficiency, number of estimated background events Nest and the number of observed events Nobs.
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Figure 5.40: 95% CL upper cross-
section limits for staus (left) and
charginos (right). The expected limit is
drawn as dashed black line, the solid
red line illustrates the observed limit.
The theoretical prediction is drawn as
solid black line including the ±σ uncer-
tainty band.
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Lastly, the event yields for the stable-chargino searches are shown
in table 5.27 for both the one-candidate and two-candidate selection.
Once again, no events are observed in any of the two-candidate sig-
nal regions with a maximal expected background of 1.5± 0.3 events,
while the two-candidate region shows a good agreement of esti-
mated background and number of observed events. 95% CL limits
are derived according to figure 5.40, which allows the exclusion of
stable charginos with masses m(χ̃±1 ) < 1100 GeV matching the ex-
pected limit of m(χ̃±1 ) < 1095 GeV. This constitutes a significant im-
provement with respect to the previous ATLAS limit at

√
s = 8 TeV

which was given by m(χ̃±1 ) < 620 GeV. For the limit setting currently
only the χ̃±1 χ̃±1 samples are used. It is however planned to expand
this with the χ̃±1 χ̃0

1 samples in the future.

SR-2C-FD SR-1C-FD

mass [GeV] Nexp Efficiency Nest Nobs Nexp Efficiency Nest Nobs

200 2600.0± 100.0 0.082± 0.003 1.5± 0.3 0 1260± 70 0.039± 0.002 240± 20 227
250 1250.0± 50.0 0.092± 0.004 0.51± 0.09 0 930± 40 0.068± 0.003 120± 10 109
300 690.0± 20.0 0.102± 0.004 0.32± 0.06 0 530± 20 0.079± 0.004 81± 8 74
350 370.0± 10.0 0.104± 0.004 0.15± 0.03 0 310± 10 0.087± 0.003 41± 4 36
400 212.0± 7.0 0.104± 0.004 0.08± 0.01 0 214± 8 0.104± 0.004 23± 2 20
450 141.0± 5.0 0.113± 0.004 0.06± 0.01 0 140± 5 0.113± 0.004 17± 2 16
500 91.0± 3.0 0.119± 0.004 0.033± 0.007 0 88± 3 0.115± 0.004 10± 1 11
550 62.0± 2.0 0.124± 0.004 0.026± 0.005 0 59± 2 0.119± 0.004 8.2± 0.9 7
600 43.0± 1.0 0.130± 0.004 0.021± 0.004 0 43± 1 0.131± 0.004 5.2± 0.5 3
650 28.8± 0.9 0.130± 0.004 0.013± 0.003 0 26.6± 0.9 0.120± 0.004 4.2± 0.4 3
700 19.9± 0.7 0.132± 0.005 0.011± 0.002 0 19.3± 0.6 0.128± 0.004 3.4± 0.3 2
750 12.7± 0.4 0.120± 0.004 0.007± 0.002 0 14.3± 0.5 0.135± 0.004 2.2± 0.2 1
800 9.9± 0.4 0.132± 0.004 0.006± 0.002 0 10.0± 0.4 0.133± 0.004 1.9± 0.2 0
850 6.3± 0.3 0.118± 0.004 0.005± 0.002 0 6.9± 0.3 0.129± 0.005 1.3± 0.2 0
900 4.7± 0.2 0.121± 0.004 0.004± 0.001 0 5.3± 0.2 0.136± 0.004 1.1± 0.1 0
950 3.5± 0.2 0.124± 0.004 0.003± 0.001 0 3.8± 0.2 0.133± 0.004 1.0± 0.1 0
1000 2.6± 0.2 0.124± 0.005 0.003± 0.001 0 2.8± 0.2 0.136± 0.006 0.80± 0.09 0
1100 1.4± 0.2 0.121± 0.004 0.0017± 0.0009 0 1.7± 0.2 0.145± 0.005 0.48± 0.07 0
1200 0.7± 0.2 0.109± 0.004 0.0013± 0.0008 0 0.9± 0.2 0.136± 0.004 0.33± 0.07 0
1300 0.4± 0.2 0.106± 0.004 0.0011± 0.0006 0 0.5± 0.2 0.131± 0.004 0.24± 0.07 0
1400 0.2± 0.2 0.105± 0.004 0.0008± 0.0006 0 0.3± 0.2 0.130± 0.004 0.19± 0.06 0
1500 0.1± 0.2 0.096± 0.004 0.0006± 0.0005 0 0.2± 0.2 0.133± 0.004 0.14± 0.05 0

Table 5.27: Final event yields for the stable chargino searches. Given are the number of expected signal events Nexp, the selection
efficiency, number of estimated background events Nest and the number of observed events Nobs. No significant excess of events
above expectation is observed.
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The final 95% CL limits for all hypothesised particles and signal
regions are summarised in table 5.28 alongside previous results.

95% CL mass limits
Full detector MS agnostic

Particle 2012 2015 + 2016 2012 2015 2015 + 2016

g̃ 1270 GeV 2015 GeV 1260 GeV 1580 GeV 1950 GeV
b̃ 845 GeV 1240 GeV 835 GeV 805 GeV 1170 GeV
t̃ 900 GeV 1325 GeV 870 GeV 890 GeV 1220 GeV
τ̃ (440 GeV) 420 GeV

χ̃±1 620 GeV 1100 GeV

Table 5.28: Summary of 95% CL lower-
mass limits from three ATLAS SMP
searches: (1) based on the dataset from
2012 at

√
s = 8 TeV corresponding to

19.1 fb−1 [160], (2) based on the 2015

dataset at
√

s = 13 TeV corresponding
to 3.2 fb−1 [1], (3) the present study
based on 2015 and 2016 data. For sta-
ble staus the chosen GMSB parameters
varied between 2012 and the search pre-
sented here. Thus, a direct comparison
of limits is not practicable.

5.10 Summary

In this chapter a detailed description of the analysis strategy and
results of a search for stable massive particles was given. All data
collected in 2015 and 2016 is used to search for R-hadrons contain-
ing gluinos, bottom or top squarks, staus from GMSB models and
charginos stemming from mAMSB scenarios. The amount of initial-
state radiation in an event is a crucial quantity for the analysis. Since
it is not well modelled for R-hadron samples a reweighting of events
is required on the basis of the MadGraph generator. Stable massive
particles are identified in the detector based on their large anoma-
lous ionisation energy losses and their reduced velocity. The ionisa-
tion energy losses are measured in the Pixel Detector as a truncated
mean of several cluster charges, while the propagation velocity is
determined in time-of-flight measurements in the Tile Calorimeter
and Muon Spectrometer. Both observables possess a good discrimi-
nation power between signal and background. The online selection
of events is based on either a trigger on missing transverse energy
or a single-muon trigger. Timing plays an important role for the
single-muon trigger as slow particles might arrive out of time and
thus influence the efficiency negatively. This effect is not well re-
flected in simulation and an efficiency scaling is therefore necessary.
The search for R-hadrons follows two different approaches: a full-
detector search and a Muon-Spectrometer-agnostic version in which
all information from the muon system including triggers is ignored.
Stau and chargino searches employ the full detector and are split up
in a two-candidate and one-candidate search. Candidates are found
from either Inner Detector tracks or full-detector tracks, depending
on the analysis. All candidates are required to pass certain event
and candidate quality criteria to ensure physically sensible main ob-
servables. Candidates are further restricted in pseudorapidity and
required to have a large momentum. Signal regions are defined
based on the masses determined from the main observables. Since
the background originates predominantly from mismeasurements,
it is sampled from probability density functions generated from all
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particles in dedicated control regions. A detailed account of possi-
ble systematic errors and additional uncertainties on the calculated
cross sections, signal efficiency and background estimate was given.
No statistically significant excess of events was observed in any of
the signal regions and mass-exclusion limits have been set on all hy-
pothesised particles which are the most stringent limits to-date.



CHAPTER6

Late-muon trigger for
slow-particle searches

ATLAS L1 trigger racks in the service
cavern next to the detector. Figure
taken from [332]

In chapter 5.5.2 it was shown that single-muon triggers are inefficient
for slow particles that arrive with a delay at the trigger chambers.
The mitigation strategy currently used relies on triggers on missing
transverse energy, but results in large sensitivity losses for SMPs with
large masses. This chapter introduces a conceptually new trigger that
is dedicated to retain efficiency for late-arriving particles.

6.1 Concept of the late-muon trigger

The muon trigger chambers are calibrated to centre the arrival time
of particles travelling with the speed of light in the 25 ns long win-
dow that consitutes the trigger BC (BC0). Particles arriving outside
this acceptance window will be registered in a BC other than BC0,
but get rejected by the HLT since the reconstruction of a muon-like
particle fails with the ID information from the wrong BC. This is the
case for all particles with β < 0.65, as can be seen in figure 6.1. A
late-muon trigger is therefore required to consider information from
at least two consecutive BCs. The easiest way to do this is to combine
two L1 objects: A frequent trigger object (TOB)1 like a soft jet or miss- 1 TOBs on L1 could be electrons, muons,

jets, photons, taus and Emiss
Ting energy in BC0, and a muon as the candidate for the late particle in

one of the following BCs. By adjusting the allowed range of the late
muon (BC+1, BC+2, etc), one is able to construct an efficient trigger
in a wide β range. However, the concept has limitations: L1 items can
only be combined after an ’L1 accept’ (L1A) has been issued, i.e. after
a potential prescale has been evaluated. To get maximum efficiency
it is therefore necessary to use the lowest-unprescaled L1 items. In
case of Emiss

T this has been a trigger with threshold 50 GeV. Since all
Emiss

T triggers used in the analysis were based on this L1 item any-
way, the maximally possible signal efficiency increase through the
new trigger is given by those events, which are accepted on L1 but
rejected on HLT. In essence, the expected signal gain is small.
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Figure 6.1: Single-muon trigger effi-
ciency as function of the particles β
evaluated from simulated long-lived
massive particles.

The comissioning of the topological processor (L1Topo) [333] dur-
ing 2016 allows for a more efficient approach in the future. L1Topo
receives information from L1Calo and L1Muon and can run com-
plex algorithms like the calculation of angular separation, invariant
mass or hardness of different TOBs, and then deliver the result to the
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CTP where the trigger decision is made. L1Topo therefore allows the
combination of TOBs before application of prescales, thus avoiding
the restriction imposed by the previous approach. However, there
is also a drawback to this method. The late-muon information can
only be supplied while L1Topo is processing and before delivering
the signal to the CTP. This limits the late muon to BC+1. Even larger
delays will not be registered in time. Nevertheless, the usage of low
Emiss

T or jet thresholds is very attractive to SMP searches even if the
window of β efficiency is limited.

Figure 6.2 shows the event topology the late-muon trigger is sen-
sitive to. ID information is shown for two consecutive BCs, while the
slow particle arrives late in the muon system.

Figure 6.2: The event topology of the
late-muon trigger. The first collision
produces a slow particle (yellow) in as-
sociation with a jet or Emiss

T . The arrival
of the slow particle at the trigger cham-
bers in the MS is delayed until the fol-
lowing BC. The detector cross-section
was extracted from the HYPATIA event
visualisation software [334].

On HLT level the trigger runs an algorithm similar to the offline
reconstruction of slow particles with MuGirlStau and seeks to re-
construct the full-detector track of the particle allowing for β < 1.

6.2 Trigger thresholds

Two thresholds have to be defined for the late-muon trigger: the
amount of missing energy or jet pT and the pT associated with the
late muon. In the following only the version of the trigger that is
based on Emiss

T is discussed, however, the reasoning also applies to
the jet-based trigger. From an analysers point of view it would be
desirable to have the thresholds as low as possible. Especially the
missing-energy threshold is required to be low, since in most signal
models no intrinsic Emiss

T is expected. Limitations come from readout
bandwidth and computing capabilities on the HLT farm, since the
track reconstruction with variable β is a complex and computing
intensive process.

To evaluate the trigger efficiency a gluino R-hadron sample with
mg̃ = 2000 GeV has been considered. The trigger simulation was
executed with different threshold values. For the late-muon thresh-
old it has to be taken into account that the Muon-to-Central-Trigger-
Processor Interface (MuCTPI) [335] sends only limited muon infor-
mation to L1Topo. Therefore only three low-pT thresholds for the
late muon are available: 4 GeV, 6 GeV and 10 GeV. Figure 6.3 gives
the trigger efficiencies for all simulated thresholds.

Figure 6.3: Efficiency of the late-muon
trigger in a gluino R-hadron sample
with m(g̃) = 2000 GeV for differ-
ent simulated L1 Emiss

T and late-muon
thresholds. Only three possible muon
thresholds are available for L1Topo.
The Emiss

T triggers in the analysis were
seeded by a 50 GeV L1 item. Sam-
ples with larger thresholds than 50 GeV
were therefore not simulated as they
would not yield an increase in signal ef-
ficiency.
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The efficiency clearly depends on both thresholds. In order to
select the lowest possible thresholds which are still manageable by
readout and computing, it is necessary to have an estimate of the
expected rate of the trigger.

6.3 L1 rate estimation

To calculate the rate of a specific trigger in a data-driven manner2, 2 Since the simulation of the trigger was
not yet working at the time it was not
possible to do the rate estimation from
MC.

one needs to consider a dataset that does not contain any trigger
bias. This can for example be achieved by using only random trig-
gers. However, since the cross-section of physically interesting event
topologies is many orders of magnitude smaller than the total cross-
section, an unreasonably large dataset would be required. To pre-
vent this, an enhanced bias dataset is taken, in which the num-
ber of physically relevant topologies3 are overrepresented. Events 3 For example the number of events

containing one or more high-pT lep-
tons.

are selected using L1 triggers of different signatures and thresholds
and are stored without running any HLT algorithms4. The trigger 4 The enhanced-bias data taking is

based on five trigger chains that are
seeded by 10–30 L1 items, includ-
ing one random chain that selects
events at random. The collection of
enhanced-bias data is done while regu-
lar physics data is taken, which means
L1 prescales have to be taken into
account. Enhanced-bias data is col-
lected at a rate of ≈ 300 Hz and one
collection run lasts approximately one
hour. Thus, about 1 million events are
recorded to base rate estimations on.

menu for enhanced bias datasets is designed to allow to derive event-
weights, which restore the desired zero-bias spectrum for rate predic-
tions [336]. The specific beam parameters of the collider (like optics
or pileup) are reflected in the enhanced-bias data and a new dataset
has to be recorded should the parameters change.

Three types of weights need to be considered for every event: a
weight wEB which corrects the effect of the trigger selection on the
dataset and restores the zero bias spectrum, a weight wC that ac-
counts for the trigger chain and includes possible prescale correc-
tions and lastly a weight wL, which is a weight to extrapolate the
event rate from the instantaneous luminosity at recording of the data
to a desired reference luminosity. The rate R of a specific trigger can
now be estimated through

R =
∑N

e=1 wEB(e)wC(e)wL(e)
∆t

, (6.1)

where the sum runs over all N recorded events e, and ∆t is the length
of data collection.

Undergoing this calculation one arrives at an expected rate of the
L1 muon trigger with threshold pT = 10 GeV of (224.6± 1.3) kHz
and at a rate of (8.38± 0.04) kHz for a trigger on Emiss

T > 50 GeV for
luminosity L = 2.0× 1034 cm−2s−15. In a first step the expected rate 5 The quoted rates are based on

enhanced-bias data taken in Septem-
ber 2016 with 2208 colliding bunches in
the machine. 1.5 million events were
recorded.

of the late-muon trigger is estimated by neglecting the late compo-
nent and the muon is treated as being in-time. The combined rate,
which could be seen as an upper bound, is calculated as random
coincidence between both components according to

Rcomb. =
pmuon · pEmiss

T
· b

T
, (6.2)
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where pmuon and pEmiss
T

are the probability of the muon or Emiss
T trig-

ger firing in an event, b is the number of bunches in the machine
and T = 88.924 µs the revolution time of a proton bunch around the
accelerator ring. Assuming a full ring, one arrives at a combined rate
of

Rcomb. = (96.4± 0.7) Hz (6.3)

hinting at a very low rate when considering the total L1 bandwidth
of 100 kHz6.6 The main limitation for the late-muon

trigger is unfortunately not the L1

bandwidth, but the computing power
needed for the track fit done on HLT
level. A low L1 rate can thus neverthe-
less cause problems later on if the CPU
costs for the HLT are too high.

The effect of the delayed muon on the trigger rate cannot be as-
sessed directly from data because of the dead time after any L1A was
issued. Instead, the bunch structure within the collider can be ex-
ploited. Recall the LHC filling scheme described in chapter 3.1.2. In
between the proton bunch trains there are empty buckets for which
no collisions occur within ATLAS. Neglecting the influence of pos-
sible signal7 the trigger only fires if a muon is wrongly attributed7 which would be small in any case and

can therefore safely be ignored. to the following BC. To estimate how frequent this happens, those
BCs which immediately follow the end of a bunch train, i.e. the
first empty buckets, are considered. A special trigger menu is used
to record events from empty BCs. One long 2016 data run corre-
sponding to 277 pb−1 of integrated luminosity is considered here
for a rough estimate. The filling scheme delivers 46 empty buckets
following a filled one. An empty BC trigger with a muon thresh-
old of 4 GeV is used8. With the total time of data recording known8 The implemented variety of trigger

thresholds is limited. The motivation
is to estimate upper bounds to the rate
of the late-muon trigger by choosing a
trigger with a low threshold.

(27556 s), one can estimate the rate of a trigger with > 50 GeV Emiss
T

in the first BC and a delayed muon with pT > 4 GeV in the following
BC to be

Rcomb.,delayed = 120.03 Hz (6.4)

confirming the low expected rate from the previous estimate.
Three incarnations of the late-muon trigger have been activated in

mid-2017 for data-taking. A 10 GeV delayed muon is combined with
either a 50 GeV jet or with Emiss

T of either 40 or 50 GeV. The actual
rate of the late-muon trigger in configuration as for the rate estimate
above was measured in October 2017 to be

Rtruth = 44.39 Hz (6.5)

and is therefore in good agreement with the derived upper rate lim-
its.

6.4 Expected efficiency
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Figure 6.4: Efficiency of the L1 late-
muon triggers as function of the parti-
cle β.

The expected efficiency has been estimated for gluino R-hadron sam-
ples. Figure 6.4 shows the efficiency of the L1 late-muon trigger as
function of β of the particle firing the trigger. The efficiency is highest
in the region 0.5 < β < 0.7, which corresponds exactly to the region
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for which the single-muon triggers are not efficient anymore (com-
pare to figure 6.1). The loss of efficiency for particles with β < 0.5
is due to arrivals at the MS trigger stations with delays larger than 1

BC. Figure 6.5 shows the efficiency of the jet-based late-muon trigger
and the lower-threshold Emiss

T -based trigger as function of the sim-
ulated gluino masses. The efficiency is dictated by the underlying
β spectrum. The increase in signal efficiency is ranging from 4% at
mg̃ = 1200 GeV to 2% at mg̃ = 3000 GeV. For stau and chargino sam-
ples the efficiency is expected to be much higher since no neutral
particles are produced (except for χ̃±1 χ̃0

1 production) and because a
larger portion of the β spectrum is located inside the region of max-
imal efficiency of the late-muon trigger since the possible expected
signal masses are smaller. 500 1000 1500 2000 2500 3000
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Figure 6.5: Efficiency of the L1 late-
muon triggers as function of the sim-
ulated gluino mass.6.5 Summary

Single-muon triggers are inefficient for slow particles since arrival
delays cause the trigger signal to be shifted to one of the follow-
ing bunch crossings. The late-muon trigger is a fundamentally new
trigger that aims to recover efficiency for slow particles by consid-
ering two consecutive events. The target signature expects a soft jet
with 50 GeV transverse momentum or missing-transverse energy of
40 GeV in the first bunch crossing and a muon in the immediately
following one. The muon acts as the slow-particle candidate that ar-
rives with delay at the trigger chambers in the Muon Spectrometer.

The trigger thresholds were chosen to allow for a largest possi-
ble signal efficiency while still retaining a manageable data-taking
rate. To this end the signal efficiency for various thresholds has been
evaluated. The expected trigger rate was estimated in enhanced-bias
data assuming random coincidence between trigger elements while
for the late component the first empty bucket after a filled bunch
train in the collider was used. The late-muon trigger performs within
expectation and extends the coverage of muon triggers to β > 0.5.





CHAPTER7

Conclusion and Outlook

This thesis presented a series of searches for charged stable massive
particles with the ATLAS detector in 36.1 fb−1 of proton–proton col-
lisions at

√
s = 13 TeV. In order to exploit the SMP signature of slow

propagation speeds by performing time-of-flight measurements in
the ATLAS Muon Spectrometer, extensive timing calibrations of the
MDTs and RPCs were necessary. Gaussian parameterisations have
been used to derive pairs of calibration constants for every individ-
ual drift tube or readout strip. Time dependent variations were ac-
counted for by dedicated run-wise calibration steps. The successful
calibration results in an MDT β resolution of σMDT

β = 0.026, which
constitutes a 40% improvement compared with previous calibration
efforts during LHC’s first operational run. For the RPC system a
resolution of σMDT

β = 0.021 is achieved, which marks a 14% im-
provement. In order for simulation to reflect the better sensitivity
two different treatments were devised to accommodate both systems
which generated a good agreement between data and MC timing.
The calibrated β, and for R-hadron searches the anomalous ioni-
sation energy losses measured in the Pixel Detector, were used to
identify SMPs and furthermore allow for a calculation of the particle
mass. The background is estimated in a purely data-driven manner.
Signal regions were defined via the estimated masses. To account
for shorter lifetimes, model independence and possible charge-flip
reactions the R-hadron searches are done, in addition to the full-
detector analysis, in an MS agnostic version, where all signals from
the MS are ignored. Stau and Chargino searches comprise two or-
thogonal signal regions depending on whether one or two SMP can-
didates are found in an event. No statistically significant excess of
events was observed in any signal region and lower limits on the
particle mass at 95% CL have been placed. Long-lived gluinos from
Split SUSY models, where long lifetimes originate from a decoupling
of the sfermion and sboson sectors, were excluded up to masses of
m(g̃) = 2015 GeV. Long-liced bottom and top squarks could be ex-
cluded to m(b̃) = 1240 GeV and m(t̃) = 1325 GeV. Directly pro-
duced long-lived staus from GMSB models, where the long lifetimes
result from the weak coupling of the LSP, are excluded to masses
up to m(τ̃) = 420 GeV. Detector-stable charginos originating from
mAMSB models with nearly mass-degenerated states of neutralinos
and charginos can be ruled out up to masses of m(χ̃±1 ) = 1100 GeV.
All limits are the most stringent limits on stable SUSY particles to
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date and are a significant improvement over previously reported AT-
LAS and CMS results. The largest departure from expectation occurs
for the MS agnostic gluino R-hadron search, where 2 events are ob-
served over an expected background of 0.4± 0.1, marking a < 2σ de-
viation. The expected signal yield for gluinos with m(g̃) = 2200 GeV
in the corresponding signal region is given by 1.5± 0.2, consistent
with the measurement. More data is needed to extent sensitivity
into the relevant mass range.

These results put severe pressure on Split SUSY models contain-
ing long-lived gluinos. Following the reasoning of [337], one can
determine the mean lifetime of the gluino according to

τ(g̃) = 4 s
(

1 TeV
m(g̃)

)5
·
( mS

109 GeV

)4
, (7.1)

Figure 7.1: Combinations of Split SUSY
tan β and mS values which reproduce
the Higgs mass marked as a solid black
line. The dark red shaded band cor-
responds to a ±1σ variation of the top
mass, the light shaded band indicates a
variation in the scalar mass parameters.
Gaugino and higgsino masses were set
to 1 TeV. The green line marks the EW
tuning condition resulting in universal
scalar masses at the GUT scale. The fig-
ure was adapted from [338].

which depends only on the mass of the gluino and the scale of
SUSY breaking mS. Consider figure 7.1, where pairs of tan β and mS

reproducing the measured Higgs-boson mass are marked as solid
black line. Assuming tan β ≈ 2, the breaking scale is fixed to mS ≈
1000 TeV. Using equation 7.1, one can calculate an expected gluino
lifetime of τ(g̃) ≈ 0.03 ps for m(g̃) = 2000 GeV, which corresponds
to a mean decay length of < 100 µm. This is obviously far too short-
lived for the SMP analysis. Lifetimes which allow for detector stabil-
ity are still possible if tan β approaches 1, however, this might lead
to EW vacuum instability [338].

The results of the present and future analyses have to be inter-
preted in terms of simplified models where the gluino lifetime is
long for whatever reason, just like it was done for the long-lived bot-
tom and top squark search. Since the analysis does not depend on
the decay signature and is to a large degree model independent, such
simplified models will continue to be of relevance in future searches.

The pressure on long-lived particles from GMSB and mAMSB
models is less severe. In GMSB the lifetime of the NLSP is dictated
by its mass and the mass of the gravitino [109]. Heavier and heavier
staus can still possess longevity, provided the mass of the gravitino
increases accordingly. In mAMSB, where the long lifetimes follow
from the small mass difference between neutralino and chargino, a
similar argument holds.

LHC will continue to provide proton–proton collision data un-
til the end of 2018 resulting in more than 100 fb−1 of data1. This1 This marks the end of run 2. It is fol-

lowed by a 2-year maintenance break.
LHC and its high-luminosity upgrade
are expected to keep delivering colli-
sion data well beyond 2030.

increase in data will expand sensitivity to larger SMP masses and
probe further in the available parameter space. However, the new
data also provides additional challenges. The beam conditions dur-
ing 2017 resulted in very large pileup with up to 70 simultaneous
interactions. This will have consequences for the dE/dx estimation
in the Pixel Detector, where especially the IBL will suffer from ra-
diation damages, and the Tile Calorimeter, where the higher multi-
plicities of jets and soft radiation cause a more challenging environ-
ment for timing measurements. The high-density hit environment
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in the Inner Detector is also challenging for tracking and requires
time and computing efficient algorithms. The MuGirlStau recon-
struction algorithm as used in this analysis was decommissioned for
the 2017 data-taking and replaced by a new more efficient version
that was re-written from the ground up. It is expected to yield a
better tracking efficiency for slow particles than the algorithm used
in the present study. The principle steps and procedure of the cali-
bration as presented here are easily transferable to any new dataset
and thus remain of relevance for future SMP searches. The MC treat-
ments, especially the unfolding technique presented in chapter 4.9.1
will also be important in the future. The larger amount of available
data will increase the quality of the calibration as the individual fits
to drift-tube and readout-strip timing will suffer less from statistics-
caused inaccuracies. It might even be possible to account for slight
asymmetries and tails in the tube and strip timing distributions. A
possibility for improvement of the calibration itself is given for the
run calibrations. With the length of many runs exceeding 20 hours, it
is worth investigating in-run timing changes. These could be of the
order 100 ps.

As has been shown, the single-muon trigger becomes increasingly
inefficient for slow particles with larger masses due to late arrival.
The late-muon trigger was introduced as a new concept for online
event selection. It became active in the second half of 2017 and is
expected to run unprescaled during the remainder of LHC run 2.
While the sensitivity gain for gluino R-hadrons will be small, the
largest increase is expected for the stable stau search, where the mass
limits are weakest.

One motivation for the MS-agnostic R-hadron search are possible
charge-flip reactions in which charged R-hadrons undergo a parton
exchange and end up being neutral and therefore invisible to the MS.
It is possible to imagine an SMP search considering the reverse sce-
nario: a neutral R-hadron becomes charged in the calorimeters. Its
track would thus show up only in the MS. While this analysis would
suffer from larger uncertainties on the momentum measurement, it
would profit from the good timing resolution in the MDTs and RPCs
and an independent β determination in the Tile Calorimeter. The list
of observables could be expanded by performing ionisation energy
loss measurements in the MDT chambers similar to [339].

In addition to MDT dE/dx, one could imagine a dE/dx estimation
in the TRT2, and a time-of-flight measurement in the LAr calorimeter. 2 In fact, the TRT dE/dx is used in [339]

just like the MDT dE/dx.While the sensitivity of these systems will not be able to rival the
measurements which are currently performed3, they could be used 3 The LAr calorimeter has a very good

timing resolution, however since the
system is much closer to the IP the β
resolution will not be competetive with
the Tile Calorimeter and the MS.

in a multi-variate analysis for background suppression.
So far no search for supersymmetric particles has resulted in a

discovery. With ever-tightening exclusion limits and shrinking of pa-
rameter spaces, the long-lived sector still delivers some of the weak-
est exclusion limits and therefore remains a promising candidate for
the appearance of the first hints on particles beyond the Standard
Model.
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APPENDIXA
Definition of an SMP

specific derivation

All recorded data and all simulated MC events are ultimately pro-
cessed into the analysable xAOD format. Since the xAODs contain
all reconstructed physical objects, the required amount of disk space
is enormous. A single event of a simulated gluino R-hadron sample
averages at 326 kB per event. Most of the information contained in
the xAOD, however, is irrelevant for the present study. The event
data model as described in chapter 3.3 suggests the production of a
derived format which is specific for a group of related analyses. The
size of a single derivation (DxAOD) should be � 1% of the whole
xAOD. This can be achieved through three mechanisms which are
also schematically shown in figure A.1:

Figure A.1: Schematic representation of
how the size of an xAOD can be re-
duced. Here, two input events are taken
of which one is skimmed away. The re-
maining event is slimmed and thinned
to reduce its disk size. In a last augmen-
tation step, new information is added to
a collection.

• Skimming: Events are rejected if they do not fulfill certain selection
criteria. In the simple most case this is achieved via a trigger se-
lection, but object requirements or topological considerations are
possible as well.

• Slimming: Individual variables or collections of variables are re-
moved from the output if they are superfluous.

• Thinning: Removal of individual objects from collections in the
data file. This could for example be the rejection of all muons
which do not fulfill a certain momentum cut.

In addition to the procedures leading to a reduction of disk space,
a derivation can also be subject to a fourth treatment which leads to
an addition of information

• Augmentation: Additional information is appended to an object
which was previously not available for a specific object.

Since the search for SMPs is unlike most ATLAS searches, the DxAOD
used was solely produced for the present analysis and carries the
name SUSY8 derivation. Events which have not fired either a single-
muon, di-muon, Emiss

T or jet+Emiss
T trigger are skimmed away. Since

the analysis relies heavily on ID tracks and muon-like objects, all
variables are kept for the associated objects. Further, SUSY8 con-
tains all available Emiss

T information. Even though collections like
photons or electrons are not needed for analysis, a rudimentary se-
lection of associated variables is kept to ensure the reconstructability
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of the event topology and the functionality of software tools sup-
plied by dedicated ATLAS performance study groups. Lastly, since
the biggest contributor to the derivation size are tracks ("‘track par-
ticles"’), a mild thinning is applied and tracks are rejected if they
posess no hits in the Pixel Detector, ptrack

T < 10 GeV or longitudinal
impact parameter |z0| > 10 mm. However, tracks which are asso-
ciated to muons, electrons, jets or taus, are kept regardless of their
properties.

In order to perform time-of-flight measurements in the calorime-
ters it is necessary to have access to the hit information of all relevant
cells. Upon first creation of the SUSY8 derivation all calorimeter cells
have been stored which led to very large derivations with ≈ 85 kB
per event.

Calo Clusters
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Track particles
Truth information
Muons and Staus
MissingET
Jets
Photons
Event shape
Vertices
Electrons
Taus

51%

27%

 8%

 6
% 3

% 2
%
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g~
stable R-Hadron m

Total size of derivation: 85.395 kB/event

Figure A.2: Content of the SUSY8

derivation upon first creation. The
disk size is dominated by the stored
calorimeter cell information.

To reduce the size, a tool has been written, which picks out the
calorimeter cells associated to an ID track with ptrack

T > 30 GeV
(ptrack

T > 50 GeV throughout 2015 and early 2016) and augments
the track with the necessary information. This way, considerably less
calorimeter cell information has to be stored. This becomes apparent
in the left panel of figure A.3, where the composition of the SUSY8

derivation in late 2015 has been plotted.

Figure A.3: Composition of the SUSY8

derivation in late 2015 (left) and 2017

(right). Changes to the derivation
were made due to new requirements
for common software tools and up-
dated trigger specifications resulting in
a slight increase of the derivation size
per event.
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The right panel of figure A.3 shows the SUSY8 composition in
2017. The composition has changed slightly due to updated re-
quirements for common software tools. Since the trigger menu was
changed in between data-taking in 2015 and 2016, the changes in the
derivation reflect the updated trigger selection and associated trigger
elements. Lastly, a few variables which were found to be beneficial
during analysis have been added to the derivation.



APPENDIXB
Further Muon Spectrometer

Calibration Plots

Projections for drift tubes with resolution σt0 < 7.5 are shown in
figure B.1 in the z–y projection and in figure B.2 in the x–y projection.
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Figure B.1: The number of hits in drift
tubes with a resolution σt0 < 7.5 is
shown in a projection into the z–y plane
of the detector.
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Figure B.2: The number of hits in drift
tubes with a resolution σt0 < 7.5 is
shown in a projection into the x–y plane
of the detector.
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The corresponding plots for drift tubes with σt0 > 7.5 are given in
figure B.3 in the z–y projection and in figure B.4 in the x–y projection.
From the comparison of plots one can see that "bad" drift tubes are
not distributed randomly throughout the detector.

Figure B.3: The number of hits in drift
tubes with a resolution σt0 > 7.5 is
shown in a projection into the z–y plane
of the detector. The transition region
between the barrel and the end-caps is
marked by dashed lines in the lower
left-hand sector
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Figure B.4: The number of hits in drift
tubes with a resolution σt0 > 7.5 is
shown in a projection into the x–y plane
of the detector.
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It was observed that about 2.3% of RPC η and 3.4% of RPC φ

strips have < 40 associated hits. The number of such low-statistics
strips is much larger than what could have been expected. It is sur-
mised that some hits are wrongfully associated to dead strips. In
order to reject such strips one has to make sure to not introduce any
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bias. Low-statistics strips should therefore be distributed randomly
throughout the detector. Figure B.5 shows the distribution in the x–
y projection, while the z–y projection is given in figure B.6. It can
be clearly seen that the low-statistics strips are distributed randomly
throughout the detector and that a rejection therefore does not intro-
duce any analysis bias.
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Figure B.5: Distribution of hits that
were associated to an RPC readout strip
with < 40 hits shown on the projection
into the x–y plane of the detector.
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Figure B.6: Distribution of hits that
were associated to an RPC readout strip
with < 40 hits shown on the projection
into the z–y plane of the detector.

For comparison, the high-statistics strips with ≥ 40 hits are shown
in figure B.7 in the x–y projection and in figure B.8 in the z–y projec-
tion.
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Figure B.7: Distribution of hits that
were associated to an RPC readout strip
with ≥ 40 hits shown on the projection
into the x–y plane of the detector.
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Figure B.8: Distribution of hits that
were associated to an RPC readout strip
with ≥ 40 hits shown on the projection
into the z–y plane of the detector.
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All RPC readout strips are fitted with Gaussian functions. The
mean of the fit is used as a calibration constant for all associated
hits, while the inverse of the standard deviation σi

t0
of the fit is used

as a weight to calculate a weighted β average. Figure B.9 shows
σi

t0
as function of the fully calibrated (i.e. after online correction,

strip calibration and run correction) t0. Figure B.10 shows the same
as function of the fully calibrated time-of-flight. Both plots show
accumulations of hits with very small σi

t0
that could potentially bias a

weighted average. Therefore all strips with σi
t0
< 0.4 ns are rejected.

A noteworthy feature in figure B.9 are columns observable in the
lower part of the plot. The spacing in between them is 3.125 ns. They
originate from hits in the wrong readout tick.
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Figure B.9: Uncertainty on the timing
measurement σi

t0
derived from the stan-

dard deviation of a Gaussian fit to the
timing distribution of the readout strip
as a function of the measured t0 of a hit.
The "columns" in the lower part of the
plot originate from high-resolution RPC
strips that were presumably shifted by
one or more readout ticks during data-
taking. Strips with resolution σi

t0
<

0.4 ns are rejected from β estimation.
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Figure B.10: Uncertainty on the timing
measurement σi

t0
derived from the stan-

dard deviation of a Gaussian fit to the
timing distribution of the readout strip
as a function of the measured time-of-
flight of a hit. Strips with resolution
σi

t0
< 0.4 ns are rejected from β esti-

mation. The two distinct accumulations
of hits come from different layers in the
RPC system. The outer-most layer nat-
urally has a larger time-of-flight.

Figure B.11 shows the effects of the phase-shift correction on the
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already drift-tube corrected MDT t0 distribution and online and strip
corrected RPC t0 distribution.

Figure B.11: Effect of the phase-shift
correction. The left plot compares the
MDT drift-tube corrected t0 distribu-
tion before and after run correction.
The right plot shows the RPC online
and strip corrected t0 distribution be-
fore and after run correction. The mean
and standard deviation of a Gaussian
parameterisation to the data are given.
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A summary of the effects of the different steps of calibration are
given in figures B.12 for MDTs and B.13 for RPCs where the uncali-
brated timing is compared to the timing distribution of all interme-
diate calibration steps.

Figure B.12: Summary of the effects
of the MDT β calibration on the tim-
ing distribution. Shown is the uncali-
brated data along with the t0 distribu-
tions after each intermediate step. The
mean and width of the distributions
are given. They are determined from
a Gaussian fit to the data.
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To investigate the stability of the fully calibrated β estimates in
pseudorapidity, the two quantities are plotted against each other.
Figure B.14 shows this for MDTs with the contour of the histogram,
i.e. the arithmetic mean in y-slices of the histogram, added. A slight
discrepancy from the expected value of β = 1 can be seen in the cen-
tral region of the detector. This is due to asymmetries in the timing
distributions that are treated correctly while fitting and correcting
the drift tubes, but result in too low values in the arithmetic means
shown here. No correction is therefore performed.

The corresponding plot for the RPC β is given in figure B.15. An
excellent stability of the β estimate over the full η range is oserved.
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Figure B.13: Summary of the effects
of the RPC β calibration on the tim-
ing distribution. Shown is the uncali-
brated data along with the t0 distribu-
tions after each intermediate step. The
mean and width of the distributions
are given. They are determined from
a Gaussian fit to the data.
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Figure B.14: MDT β as function of
the pseudorapidity η. The black data
points mark the means in y-slices of the
histogram. A slight discrepancy to the
expected value of β = 1 can be seen in
the central detector region. These have
been traced back to asymmetries in the
timing distributions. The transition re-
gion between barrel and end-cap of the
MS at |η| = 1.05 can be seen systemati-
cally producing too low β values.
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Figure B.15: RPC β as function of
the pseudorapidity η. The black data
points mark the means in y-slices of the
histogram. A very nice stability of β
over the full η range is observed.
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Figure B.16: Combined β calculated
as a weighted average of the MDT
and RPC β estimates as function of
the pseudorapidity η. The black data
points mark the means in y-slices of the
histogram. Slight discrepancies in the
central region of the detector are stem-
ming from the MDT β.
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After the β estimates from MDT and RPC have been combined in
a weighted average the values over η are plotted again and shown
in figure B.16. The same slight discrepancy in the central detector
region stemming from the MDTs is observed.

Analogously the uncertainty on the β estimate can be plotted as
a function of η. This is done for MDTs in figure B.17, for RPCs in
figure B.18 and for the combined MS β in figure B.19.

Figure B.17: MDT σβ as function of the
pseudorapidity η. The transition re-
gion between the MS barrel and end-
caps can be seen as producing β esti-
mates with large uncertainties. The un-
certainty is lower at large |η| since the
distance and therefore the ToF is larger,
and the relative measurement uncer-
tainty smaller.
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Figure B.18: RPC σβ as function of the
pseudorapidity η. The uncertainty is
flat over the full η range of the RPC
system. The larger asymmetries at η ≈
−0.75 are attributed to some dead chan-
nels in this region [340].
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Several methods have been evaluated in trying to cope with sim-
ulated MDT timing distributions that underestimate the resolution
in data. In the process of evaluating the usability of different meth-
ods it was also tested whether or not the method works with signal
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Figure B.19: Uncertainty σβ on the com-
bined β calculated as a weighted aver-
age of the MDT and RPC β estimates, as
function of the pseudorapidity η. The
transition region between the MS bar-
rel and end-caps can be seen as produc-
ing β estimates with large uncertainties.
The uncertainty is nearly stable over the
full η range. The larger uncertainties in
the barrel region which were observed
in the MDTs are compensated by the
additional RPC measurement.

simulation. For this, a toy signal has been introduced which should
result in a second peak in the t0 distribution at t0 = 5.0. Both meth-
ods need to preserve the position of the additional peak with respect
to the main peak. Note, that both methods act on the resolution
ToFreco − ToFtruth rather than the plain t0 distribution, thereby treat-
ing background and signal on the same footing. Figure B.20 shows
the two methods acting on the toy signal. As can be seen, the exact
position of the signal is preserved after the procedure.
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Figure B.20: Toy signal has been sim-
ulated. The t0 distributions possess an
additional peak at t0 > 0. After both
procedures act on the resolution treco

0 −
ttruth
0 the position of the peak needs to

be preserved. In both the reweight-
ing (left) and the sharpening procedure
(right) this is the case.





APPENDIXC
Decomposition of the

simulated RPC timing
distributions

The feature-rich t0 distributions depicted in figure C.1 have been ob-
served in simulated RPC timing. Here and in the following the η and
φ strips are plotted separately to rule out any overlay effects between
the orthogonal strips. While both distributions show a very jagged
shape the most curious feature is the dip for the φ strips at t0 ≈ 0.
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Figure C.1: Untreated RPC t0 distribu-
tions separately for η and φ strips.
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Figure C.2: By adding the propaga-
tion time and the difference between
the RIO and PRD time to the observed
RPC t0, the granularity of the detector
can be made visible.

In the RPCs the signal from a passing particle first has to propa-
gate along the strip to the readout element. The time it takes to reach
the readout is called the propagation time tprop. As the strip is read
out, the precise position of the hit along the strip is unknown. As
a first approximation it is therefore assumed the hit occurred right
at the centre of the strip. The calculated hit time on the basis of
the incorrect position is internally called the Prep-Raw-Data (PRD)
time tPRD. The position of the hit on the strip can be determined
more accurately after the track or segment fit and a new more re-
fined time is calculated. The position-corrected time is stored as
the reconstruction-input-object-on-Track (RIO) time tRIO. The xAOD
data files supply not only the time-of-flight information but also a
pseudo-propagation time consisting of the actual propagation time
and the difference of RIO and PRD time. This includes not only the
propagation time difference, but also the difference in ToF due to
the hit position on the strip. Adding the pseudo-propagation time
(tprop + (tPRD − tRIO)) to the t0 reveals the timing granularity of the
detector by visualising its individual readout ticks with a spacing of
3.125 ns, as can be seen in figure C.2.

It is now possible to decompose figure C.1 by looking at the indi-
vidual contributions from the dominant ticks after getting smeared
out by the propagation time. This can be seen in figure C.3 for η

and φ strips individually. The origin of the central dip in the φ dis-
tributions becomes now evident. Contrary to η strips, the central
tick is missing in φ distributions and results in the two neighbour-
ing ticks forming a valley in between them. However, in both η and
φ distributions still a vast amount of structure remains. Since all
hits throughout the detector are considered in these distributions it
seems likely to have some effects from many different strips overlay-
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Figure C.3: Decomposition of the RPC
simulated timing distributions into in-
dividual contributions from the domi-
nant readout ticks. The figures show
η strips on the left and φ strips on the
right.
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Figure C.4: Decomposition of the RPC
simulated timing distributions into in-
dividual contributions from the domi-
nant readout ticks of one RPC chamber.
The figures show η strips on the left and
φ strips on the right.
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ing each other. To gain further insights one specific chamber within
the detector is studied. One two-module chamber mounted on the
underside of the sixth long middle-layer barrel station (BML station)
from the detector middle in sector 6 (see e.g. appendix F) has been
chosen. One one layer of the double gas-gap is considered. The sta-
tion is at an angle of 45◦ relative to the accelerator plane. The correct
association of readout strips to these gas gaps has been verified by
plotting the hit positions. Looking at the decomposition of the timing
distributions for this chamber results in figure C.4.
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Figure C.5: RPC η strip pseudo-
propagation time. The distribution is
uniform which is expected since each
part of the readout strip has in good
approximation the same probability of
being hit by a passing muon.
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Figure C.6: RPC φ strip pseudo-
propagation time. Instead of a uniform
distribution as for the η strips, two dif-
ferent populations can be observed.

Several curious features still remain. Predominantly the jumps in
the φ strip distribution. To trace their origin the pseudo-propagation
time as stored in the xAODs is plotted in figure C.5 for η and in fig-
ure C.6 for φ strips of the chamber. Since all strips within a chamber
have the same length and the propagation speed on the strip should
be the same for all strips (about 4 ns/m), the expected distributions
should be close to uniform. This is clearly not the case for the φ strips
where two different values of the pseudo-propagation time seem to
overlay each other. To investigate the origin, the pseudo-propagation
time is plotted as a function of the three spatial coordinates x, y and
z and as a function of the radial distance in the transverse plane. The
resulting plots are shown in figure C.7

The pseudo-propagation time distribution on the η strips looks
exactly as expected. The chamber is made of two units with two gas
gaps each that overlap slightly in the central region. The centre of
each gas gap is defined as zero propagation time. From the shape in
the x and y plots one can correctly deduce that both units have their
readout electronics at opposite ends of the readout strips. Plotting as
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Figure C.7: Pseudo-propagation time as
a function of the radial distance and
spatial coordinates x, y and z for η
strips in the top row and φ strips in the
bottom row. The BML chamber chosen
here is composed of two double-layers
of gas gaps with read-outs at oppos-
ing ends of the strips which accounts
for the triangular shapes in the x plots.
For φ strips the two different scales of
pseudo-propagation times can be seen.
Especially the bottom right-hand plot
needs further evaluation.

function of the z position illustrates the structure of parallel readout
strips next to each other. For η strips the hit is always assumed to be
in the centre of the strip in z direction. Lastly, plotting the pseudo-
propagation time as a function of the radial distance further reveals
the four separate gas gaps in the chamber. The distributions for the
η strips are thus very well understood.

Once again it is the φ strips which reveal some curious features.
The first observation is the presence of hits seemingly outside the
chamber itself (lower right-hand plot in figure C.7). These are due to
consecutive strips being put into a logical ’OR’ either by wiring in the
same chamber or during the readout in neighbouring chambers. The
track reconstruction then only knows that one of the strips has fired
and tries to identify the correct one. At the edge of a strip this might
fail resulting in the tails observed in the plot. The second feature re-
sponsible for the two different scales of pseudo-propagation times is
best visible in the z plot. The two units of the chamber seem to have
different propagation speeds. However, this is clearly not physical.
Instead there are two effects to consider: The true propagation time
on the strip and the intrinsic spread of the ToF. Since the chamber
is located at large η, the first unit (left part in the bottom-right-hand
plot of Figure C.7) is further away from the IP than the other unit and
thus has longer ToF. Consider Figure C.8 where a rough schematic
of a two-unit chamber is given. The readout electronics are mounted
mirror-symmetrically on the two units. Thus, the spread of the ToF
causes a counteracting of the propagation time in unit 2 and an am-
plification in unit 1. This gives rise to the curious shapes observed
in Figure C.7. Since the effect depends on the relative ToF differ-
ences between the units, the effect should be larger in chambers at
high η compared to central chambers. Figure C.9 shows the pseudo-
propagation time as a function of z for a ’column’ of RPC chambers
(φ sector 6, all RPC chambers η −7 to 7).

One can clearly see the chambers which are manufactured from
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Figure C.8: Schematic view of a two-
unit RPC chamber with a double gas-
gap in each unit. The readout electron-
ics sit at opposite ends of the units thus
the intrinsic spread of the ToF amplifies
or compensates the propagation time.

Figure C.9: Pseudo-propagation time as
a function of the z coordinate along a
sequence of BML chambers. The cham-
bers with two units are discernible by
their subdivided structure. The tilt (and
thus the pseudo propagation velocity)
of the separate components decreases
to large |η|.
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two separate units. Studying closely the tilt of the two bands in two-
unit chambers one can see it decrease towards large |z| and with that
large |η|. The tilt is a measure for the perceived propagation velocity.
The expected amplification of the effect can be clearly observed.

As a result of the investigation the compositions of the RPC timing
distributions have been understood and it can be concluded that the
initially observed distribution is expected.



APPENDIXD
Shifted means and large

widths in RPC MC timing

While looking at the timing distributions in RPC readout strips for
muons coming from simulated Z → µµ decays it has been noted
that some have mean values which are considerably shifted from
t̄0 = 0 (see figure 4.60). This observation was not expected since
all RPC strips are assumed to be treated identically in simulation.
An example of a strip with an incorrect mean is given in figure D.1,
where the (pseudo-)propagation time has been added to the t0 to
reveal the readout ticks. The plot does not give a good hint upon
the source of the shifts. The investigation is continued isolating the
affected strips from the correct ones by cutting the t̄0 distribution
in two and defining good strips as strips with t̄0 < 1.0, and as bad
strips otherwise (see figure 4.60). Then the position of the good and
bad strips are plotted. This was done in figure D.2.
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Figure D.1: One RPC strip has been
picked randomly to give an example of
a shifted distribution. The propagation
time was added to the t0 which reveals
the readout ticks corresponding to the
actual measurement of the detector. Be-
sides the shift the plot reveals no fur-
ther irregularities or hints on the origin
of the shift.

The top row shows the x− y projection of the detector, the bottom
row the z − y projection. The position of hits on good strips are
plotted jointly for η and φ strips in (a) and (d). They give a good
orientation on where the different detector elements are found. For
the bad strips the plots are done separately for η and φ strips. Plots
(b) and (e) clearly show that the bad η strips are not distributed
randomly throughout the detector, but are instead found exclusively
in the BMS stations. It is further possible to see that more than 90%
of the bad strips are in fact BMS η strips. The much lower number
of bad φ strips are also found dominantly in the small sectors of the
detector, but at large z values. Their location is given in figures (c)
and (f).

The precise origin of these features is not yet understood. The
findings have been reported to dedicated experts who will continue
the investigation and provide a fix for future MC productions if
needed.

A further irregularity which has emerged while reviewing the
simulated RPC timing distributions is a number of RPC strips that
show much wider timing distributions when compared to both data
and other MC distributions (figure 4.61). Analogously to the inves-
tigation for the shifed means, the RPC strips are split up into ’good’
and ’bad’ strips. The separation in this case is done at σMC = 1.9.
Once again the positions of hits on good and bad strips are plot-
ted separately to localise the faulty strips. This has been done in
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(a) All good strips x− y projection
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(b) Bad η strips in x− y projection
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(c) Bad φ strips in x− y projection
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(d) All good strips z− y projection
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(e) Bad η strips z− y projection
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(f) Bad φ strips z− y projection

Figure D.2: Distribution of hits on RPC
readout strips with regular and shifted
means throughout the detector. The left
column contains the good RPC strips,
while the middle (right) column shows
the position of bad η strips (φ strips).

figure D.3.
Similarly to before, the problematic η strips are found almost ex-

clusively in the BMS stations with some additional contributions
from outer stations in the foot region of the detector. Whether the
shifted means and the broad distributions in those stations are con-
nected is in the absence of an explanation difficult to judge, however
a coincidence is highly unlikely. For the φ strips the situation is more
complicated. From figures (c) and (f) it can be seen that broader dis-
tributions are found for strips in all stations. Nevertheless a pattern
emerges and the affected strips are not distributed randomly. In
fact, for those chambers which are composed of two units, the broad
strips are found exclusively in the unit which is closer to the IP in z
direction. In the remaining unit all strips are fine. This observation
is presumably closely linked to the findings reported in Appendix C.
The (pseudo-)propagation time is larger for the units close to the IP
(compare to the scan of propagation times along the z axis in fig-
ure C.9), which results in a larger spread of the underlying ticks and
thus a broader timing distribution. It is therefore believed that the
broad distributions for φ strips are an artefact of the handling of
propagation time, PRD and RIO time within the resonstruction al-
gorithm. However, as of the time of writing no explanation can be
offered for the broad distributions in η strips.
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(b) Bad η strips in x− y projection
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(c) Bad φ strips in x− y projection
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Figure D.3: Distribution of hits on
RPC readout strips with regular and
broad timing distributions throughout
the detector. The left column contains
the good RPC strips, while the mid-
dle (right) column shows the position
of bad η strips (φ strips).
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E.1 Further plots and tables
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Figure E.1: The markers give the single-
muon trigger onsets determined by
looking at signal MC and taking the β
from the hit with the largest measured
ToF in three η regions of the detector.
The dashed lines correspond to the on-
set determined from equation 5.2 where
the edges of the η windows were taken.
Furthermore, the generic efficiency has
been scaled to match the plateau effi-
ciency in signal MC. The principal fea-
tures of the onsets like threshold value
and onset shape are well matched be-
tween both procedures.

Chapter 5.6 gives a detailed account of the candidate selection.
An example cut-flow of the MS-agnostic analysis was already given
in table 5.7. In the full-detector analysis several cut-flows are im-
plemented. An exemplary table of the tight selection cut-flow was
given in table 5.6. A cut-flows for the loose selection is given in
table E.1. Finally, table E.2 states the cut-flow for the ID+calo se-
lection.
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Table E.1: Cut-flow of the loose selec-
tion targeting the full-detector search.
The number of events surviving a given
cut is stated for data and as an exam-
ple for gluino R-hadrons with masses
1600 GeV and 2000 GeV. The efficiency
of each cut is also given.

data 1600 GeV 2000 GeV
observed expected eff. expected eff.

initial 6325439488 291.84 35.35

trigger 926315840 141.09 0.48 14.82 0.42

data quality 897631104 141.02 0.48 14.78 0.42

PV with at least 2 tracks 897621248 141.02 0.48 14.78 0.42

candidate combined track 142200464 45.02 0.15 4.57 0.13

pcand
T > 70.0 GeV 15492583 44.80 0.15 4.47 0.13

ptrk
T > 50.0 GeV 15477206 44.80 0.15 4.47 0.13

0 < ptrk < 6.5 TeV 15464828 43.45 0.15 4.28 0.12

PV matched 15281664 43.32 0.15 4.26 0.12

Nhits
silicon > 6 15269703 43.32 0.15 4.26 0.12

Nshared
pix + Nsplit

pix = 0 14331513 43.01 0.15 4.24 0.12

Nhits+dead
SCT > 2 14331513 43.01 0.15 4.24 0.12

piso
T < 5 GeV 11604712 42.29 0.14 4.18 0.12

hadron, electron veto 11555336 42.29 0.14 4.18 0.12

pix innermost 11387407 41.54 0.14 4.07 0.12

0 < pcand < 6.5 TeV 11386355 39.13 0.13 3.87 0.11

cosmics veto 11384572 39.09 0.13 3.87 0.11

Z veto 9342829 38.51 0.13 3.78 0.11

|η| < 2 7860437 35.46 0.12 3.61 0.10

two MS stations 7417328 31.02 0.11 3.06 0.09

β consistency 6959917 27.83 0.10 2.81 0.08

dE/dx–ToF consistency 6959649 27.83 0.10 2.81 0.08

σβ < 0.025 6833380 27.79 0.10 2.81 0.08

β quality 6833288 27.57 0.09 2.79 0.08

0.2 < β < 2 6833288 27.57 0.09 2.79 0.08

Table E.2: Cut-flow of the ID+calo

selection targeting the full-detector
search. The number of events surviv-
ing a given cut is stated for data and as
an example for stable staus with masses
411 GeV and 629 GeV. The efficiency of
each cut is also given.

data 411 GeV 629 GeV
observed expected eff. expected eff.

initial 6325439488 52.07 6.72

trigger 926315840 42.26 0.81 5.18 0.77

data quality 897631104 42.26 0.81 5.18 0.77

PV with at least 2 tracks 897621248 42.26 0.81 5.18 0.77

candidate ID track 188613888 37.33 0.72 4.81 0.72

ptrk
T > 50.0 GeV 65976344 36.93 0.71 4.78 0.71

0 < ptrk < 6.5 TeV 65918760 36.91 0.71 4.77 0.71

PV matched 63148044 36.89 0.71 4.77 0.71

Nhits
silicon > 6 63134604 36.89 0.71 4.77 0.71

Nshared
pix + Nsplit

pix = 0 57846400 36.74 0.71 4.75 0.71

Nhits+dead
SCT > 2 57846400 36.74 0.71 4.75 0.71

piso
T < 5 GeV 33016852 36.54 0.70 4.72 0.70

hadron, electron veto 32237924 36.53 0.70 4.72 0.70

pix innermost 31720652 36.49 0.70 4.71 0.70

cosmics veto 31663028 36.37 0.70 4.68 0.70

Z veto 25173912 36.32 0.70 4.68 0.70

|η| < 1.65 25067764 36.29 0.70 4.68 0.70

Nhits
good dE/dx > 1 23295944 35.64 0.68 4.58 0.68

0 < dE/dxpix < 20 [MeVg−1cm2] 23295944 35.64 0.68 4.58 0.68

0.2 < βγ < 10 17185952 34.24 0.66 4.49 0.67

0.2 < β < 2 17120692 34.22 0.66 4.49 0.67

σβ < 0.06 5133322 17.92 0.34 2.67 0.40

κ > 0.0063 4631851 17.05 0.33 2.57 0.38
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Figure E.2: Emiss
T trigger onsets in data

and MC with an applied Z → µµ selec-
tion for the employed triggers with on-
line threshold 90 GeV and 100 GeV. Fit-
ted error functions according to equa-
tion 5.5 to the onset are drawn as solid
lines. The corresponding plots for the
other two Emiss

T triggers with thresholds
70 GeV and 110 GeV were given in fig-
ure 5.30 in Chapter 5.8.2.
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Figure E.3: Estimated systematic uncertainties of the Emiss
T trigger efficiency evaluated for all available signal MC samples. The

uncertainties derived from the onset for individual triggers are shown with coloured markers, while the solid black line indicates
the according to luminosity weighted average of all triggers. The variation in scale between samples is gernerally small and the
approach of a flat uncertainty indicated by the dashed red line is well justified.
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Figure E.4: Relative deviations from
nominal MC by variations of generator
parameters in MadGraph for gluino
R-hadrons in the MS agnostic (left) and
full-detector (right) selection. The com-
bined systematic uncertainty is taken
to be flat over all mass points and is
calculated by adding the largest de-
viations of each up-down variation in
quadrature. The value is marked with
a dashed red line and is similar in size
the the uncertainty estimated from the
efficiency differences between Pythia

and MadGraph.
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E.2 Validation plots

In order to validate the SMP search a number of cross-checks have
been performed. Tests to check whether no events are missed in
either data or MC during the analysis or whether any events are
processed more than once are performed. No missing or duplicated
events have been found.

The stability of the signal selection efficiency of the pre-selection
over the full pileup range is demonstrated in figure E.5 for all differ-
ent selections and concerned MC signals. The efficiencies have been
normalised with respect to all reconstructed candidates that were
successfully matched to truth signal thus resulting in large signal ef-
ficiencies. No major dependency of the selection efficiency on pileup
outside the statistical fluctuations is discernible.

Figure E.5: The signal pre-selection effi-
ciency is drawn as function of the num-
ber of reconstructed vertices in simu-
lated collision events for all types of
selections. The efficiencies are drawn
for staus and charginos of all masses
for the tight (top left) and loose (top
right) selection and for R-hadrons of all
masses and regardless of the type of
heavy constituent for the ID+Calo se-
lection (bottom left) and MS agnostic
analysis (bottom right). The selection
efficiencies are found to be insensitive
to pileup.
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During MC sample production events are overlaid by minimum-
bias collisions to mimic the effects of pileup. However, the overall
pileup distribution will not be identical to data. A dedicated pileup-
reweighting (PRW) tool is used which reweights simulated events
according to the number of pileup collisions to generate agreement
of the pileup profiles. In order to check the functionality of the tool,
the average number of simultaneous interactions before and after
application of the PRW tool are plotted as done in figure E.6. The ex-
pected effect on the simulated distributions is clearly observed. Note
that no agreement with data is expected. While this may seem unin-
tuitive, one needs to realise that the average number of interactions
is a quantity calculated purely through the current instantaneous lu-
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minosity of the collider and the total pp scattering cross-section. The
number of actually reconstructed vertices needs to be taken into ac-
count as well.
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Figure E.6: Average number of simulta-
neous interactions of data and simula-
tion before and after application of the
PRW tool. It can be clearly seen that the
distribution is closer to data after appli-
cation of the tool. However, no agree-
ment is expected since the PRW tool
needs to take both the average number
of simultaneous interactions and the
number of reconstructed vertices into
account. The PRW tool acts as expected
for all types of MC: Simulated Z → µµ
decays (top left), R-hadrons of all types
and masses (top right), staus (bottom
left) and charginos (bottom right).

Lastly, time-dependent effects are ruled out by a comparison of
the expected and observed event yields, where the expected is de-
rived from the integrated luminosity of each data run. The expected
event yields are calculated individually for all periods with constant
trigger conditions. As expected, the ratio of observed and expected
events is close to 1.0 throughout the data for all selections. The cor-
responding plots can be found in figure E.7.
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Figure E.7: Ratio of expected and ob-
served event yields for all selection cut-
flows over all runs of the 2015 and 2016

data-taking. Top to bottom: tight,
loose, ID+Calo and MS agnostic se-
lection. The ratio is found to be in good
agreement with 1.0.
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APPENDIXF
Layout of the Muon

Spectrometer

Figure F.1: View of one sector of the barrel MS with chamber naming and dimensions. Figure taken from [252]. Note: The
designation of the outer-most station on the left-hand side is incorrectly stated as ’BML’. Located in a small sector the correct name
is ’BOS’.
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Figure F.2: Cut through the MS showing the z–y plane for a quarter of the detector. The layout of a large sector is given. The IP is
drawn in the bottom right-hand corner. Figure taken from [252].
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Figure F.3: Cut through the MS showing the plane of a barrel magnet coil for a quarter of the detector. The layout of a small sector
is given. The IP is drawn in the bottom left-hand corner. Figure taken from [252].
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Figure F.4: Layout of the detector in the feet region. Figure taken from [252].
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