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ABSTRACT

The goal of this thesis is to provide a mathematical rigorous derivation of the Schrodinger-
Klein-Gordon equations, the Maxwell-Schrodinger equations and the defocusing cubic
nonlinear Schrédinger equation in two dimensions.

We study the time evolution of the Nelson model (with ultraviolet cutoff) in a limit where
the number N of charged particles gets large while the coupling of each particle to the
radiation field is of order N~1/2. At time zero it is assumed that almost all charges are in
the same one-body state (a Bose-Einstein condensate) and that the radiation field is close to
a coherent state. We show the persistence of condensation over time and prove that the time
evolution is approximately described by the Schrodinger-Klein-Gordon system of equations
in the large N limit.

Subsequently, we consider the spinless Pauli-Fierz Hamiltonian which models the interaction
between charged bosons and the quantized electromagnetic field. We discuss the limit
previously described and prove that the time evolution is approximated by the Maxwell-
Schrodinger equations. To our knowledge, this is the first rigorous result concerning a
mean-field limit of the Pauli-Fierz Hamiltonian.

We then turn to the evolution of Bose-Einstein condensates in two dimensions and consider
N bosons which interact by a repulsive two-body potential. The interaction is given either
by N~1H28Y (NBz) with B € R{ or by e2VV(eMNz), for some spherical symmetric, positive
and compactly supported V € L>®(R? R). We prove that the dynamics is approximated
by the defocusing two-dimensional cubic nonlinear Schrodinger equation in the large N
limit. In case of the exponential scaling, we show that a short-scale correlation structure
affects the dynamics of the condensate. This is the first rigorous derivation that considers
an exponential scaling of the interaction.

All derivations rely on a method developed by Pickl in [Lett. Math. Phys. 97(2), 151-164
(2011)]. The first two results are obtained by an extension of the method to systems which
interact with quantized radiation fields. The latter is derived by an appropriate adaption of
the proof in three space dimensions [Rev. Math. Phys., 27, 1550005 (2015)].

The crucial insight to derive the Maxwell-Schrodinger equations is to restrict the class of
many-body wave functions to a subspace of states whose energy per particle only fluctuates
little around the energy functional of the Maxwell-Schrédinger system.

To derive the two-dimensional Gross-Pitaevskii equation it is essential to define a measure
of condensation which properly incorporates the correlations that arise from the exponential
scaling of the interaction.

This thesis is based on the preprints [54) [47].






ZUSAMMENFASSUNG

Ziel dieser Arbeit ist eine mathematisch prizise Herleitung der Schrodinger-Klein-Gordon
Gleichungen, der Maxwell-Schrodinger Gleichungen und der repulsiven kubischen nichtlinea-
ren Schrodingergleichung in zwei Dimensionen.

Wir untersuchen die zeitliche Entwicklung des Nelson Modelles mit Ultraviolett Beschrankung
und studieren einen Limes, in dem die Teilchenzahl N der Ladungen wichst, wihrend die
Kopplungskonstante zum Strahlungsfeld wie N—1/2 abfiillt. Zum Anfangszeitpunkt Null
setzen wir voraus, dass sich fast alle Ladungen in demselben Zustand (einem Bose-Einstein-
Kondensat) befinden und das Strahlungsfeld ndherungsweise durch einen kohérenten Zustand
beschrieben wird. Dann zeigen wir die Stabilitdt des Kondensates wihrend der zeitlichen
Entwicklung und beweisen, dass diese fiir grole Teilchenzahlen N ndherungsweise durch die
Schrédinger-Klein-Gordon Gleichungen beschrieben wird.

Anschlieend betrachten wir den Pauli-Fierz Hamiltonian ohne Spin, der die Wechselwirkung
zwischen bosonischen Ladungen und dem quantisierten elektromagnetischen Feld modelliert.
Wir beweisen, dass dessen Zeitentwicklung in dem bereits beschriebenen Limes durch die
Maxwell-Schrodinger Gleichungen gendhert wird. Nach unserem Kenntnisstand liefert dies
das erste mathematisch prizise Resultat iiber eine Mittlere-Feld Nédherung des Pauli-Fierz
Hamiltonians.

Als néchstes widmen wir uns der Dynamik von Bose-Einstein-Kondensaten in zwei Di-
mensionen und studieren N bosonische Teilchen, die durch ein abstoflendes Zwei-Teilchen-
Potential miteinander wechselwirken. Das Wechselwirkungspotential wird entweder durch
N~1+28V(NPz) wobei 8 € R oder durch e?NV (eNz) mit der Anzahl der Teilchen skaliert.
Bei V € L>®(R2,R) handelt es sich um eine radialsymmetrische und positive Funktion mit
kompaktem Trager. Wir beweisen, dass die Dynamik im Grenzwert vieler Teilchen durch
die repulsive kubische nichtlineare Schrédingergleichung in zwei Dimensionen gendhert wird.
Hierbei treten im Falle der exponentiellen Skalierung Korrelationen mit kurzer Reichweite
auf, die die Dynamik des Kondensates beeinflussen. Dies ist die erste mathematisch préizise
Arbeit, die eine exponentielle Skalierung der Wechselwirkung untersucht.

Unsere Resultate basieren auf einer von Herrn Prof. Dr. P. Pickl entwickelten Methode [Lett.
Math. Phys. 97(2), 151-164 (2011)]. Fiir die Herleitung der ersten beiden Gleichungen musste
deren Anwendbarkeit auf Systeme mit quantisierten Strahlungsfeldern erweitert werden. Im
Falle der nichtlinearen Schrédingergleichung war eine adiquate Anderung des Beweises in
drei Dimensionen [Rev. Math. Phys., 27, 1550005 (2015)] von Noten. Fiir die Herleitung der
Maxwell-Schrodinger Gleichungen war es unabdingbar die Vielteilchen-Wellenfunktionen
auf einen Unterraum von Zusténden zu beschrénken, deren Einteilchen-Energien gering um
die Energie des Maxwell-Schrédinger Systems fluktuieren. Bei der Herleitung der Gross-
Pitaesvkii Gleichung war es notwendig eine Messgrofle fiir Kondensation zu definieren, die
auf passende Weise die durch die exponentielle Skalierung des Potentiales hervorgerufenen
Korrelationen beriicksichtigt. Diese Dissertation basiert auf den Arbeiten [54] [47].
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PREFACE

This thesis consists of four chapters and one brief outlook. The first chapter provides a
short introduction into mean-field equations and can be skipped by readers familiar with the
subject. All chapters are self-contained and can be read in an arbitrary order. Nonetheless,
chapter two may be seen as a preparation for chapter three. Some of the results presented
here has been achieved with coworkers. Therefore, we begin every chapter with a short
abstract and a preface which clarifies the contributions of the author. Moreover, the chapters
are complemented by an appendix which provides further information or includes parts of
the proof. The chapters slightly differ in notation. However, all variations made are stated
explicitly. References are classified either by chronological order or by their relevance for the
presented content.
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CHAPTER
ONE

INTRODUCTION

Abstract: This chapter introduces the subject of effective evolution equations. We briefly
motivate the necessity of effective equations and explain the mean-field idea. Thereafter, the
Hartree equation serves as prime example to illustrate the kind of Theorem that is proven in
this work. Subsequently, we explain the method of counting and derive the Hartree equation
in the simple case of bounded interaction potentials.

Contributions of the author The content of this chapter is common knowledge in the
community of mathematical physics. Parts of the discussion closely follow the presentations
in 10} 11], 16] and [53} [75].

Introduction

Quantum systems in the non-relativistic regime are considered to be well described by the
Schrodinger equation and a suitable Hamiltonian. The Schrodinger equation however is
difficult to analyze for systems with many particles. This favors the use of simpler effective
theories to predict the outcomes of experiments. These involve fewer degrees of freedom,
are less exact but easier to investigate. In physics, effective theories are usually derived by
heuristic arguments. Beyond that, a mathematical rigorous derivation is necessary to justify
the validity of the applied approximation. The present work is concerned with the rigorous
derivation of effective evolution equations from many-body quantum dynamics. This started
in the 1970s with the work of Hepp [44] and has since then been an active field of research in
the community of mathematical physics. Hereby, great emphasis was put on the derivation
of the Hartree equation [84} 31 [38], [80), [75], [67], the fermionic Hartree(-Fock) equations [8] 30,
111, [13], 4], 151 6}, (711 [70, [78] and the Gross-Pitaevskii equation[27, 28] 29, 30, [76, [77, 12, [1§].
Moreover, there has been interest in the dynamics of particles which interact with quantized
radiation fields [39, 33, [ 86, 34, 35 43 24]. The goal of the present thesis is to derive three
effective equations from quantum mechanics/non-relativistic quantum field theory:

(a) the Maxwell-Schrodinger equations from the spinless Pauli-Fierz Hamiltonian,
(b) the Schrédinger-Klein-Gordon equations from the Nelson model and

(c) the time dependent NLS- and Gross-Pitaevskii equation in two dimensions from the
many-body Schrodinger equation.



1. Introduction

(a) The central result is the derivation of the Maxwell-Schrédinger equations. The moti-

vation of its consideration originates from fundamental physics and is explained as
follows:
Most phenomena of light, for instance the diffraction of light on a prisma, are perfectly
predicted by Classical Electromagnetism. Here, light is described by an electromagnetic
wave which evolves according to Maxwell’s equations. However, there exist effects
which are not solely explained by the wave character of the electromagnetic field. The
most famous is the photoelectric effect, which caused Albert Einstein [25] to postulate
the existence of light quanta and led to the invention of Quantum Electrodynamics.
Nowadays, Quantum Electrodynamics is considered to be the fundamental theory
about the interaction of light and matter. It endows the nature of light with an inter-
pretation in terms of particles and pictures the electromagnetic field as a collection
of photons. Nonetheless, the particle character is negligible in many situations and
the quantized electromagnetic field appears as a classical wave. This raises the question:

Is it possible to derive Maxwell’s equations from Quantum FElectrodynamics?

A short yet insufficient answer is the following: The Heisenberg equations of the
field operators satisfy Maxwell’s equations. Consequently, in situations where quantum
effects are negligible it seems plausible to replace the second quantized fields by their
classical counterparts. This answer is unsatisfactory because the Heisenberg equations
are always valid (even when Classical Electromagnetism leads to wrong predictions)
and do not provide a regime in which the applied approximation is justified.

A rigorous approach is to investigate the emergence of Maxwell’s equations in a specific
scaling regime. From physics literature it is commonly known that coherent states with
a high occupation number of photons can be approximated by a classical electromag-
netic field [23, Chapter II1.C.4]. However, it is less clear which initial configurations
of charges lead to the creation of a coherent state. In this work, we show that a
condensate of charged bosons leads to the creation of a coherent state whose back
reaction on the charges behaves like a classical electromagnetic field. We consider a
system, described by a wave function ¥y, € L? (]R3N ) ® Fp, of N identical charged
bosons which interact with a photon field. The time evolution of ¥y ; is governed by
the Schrodinger equation

10Ny = HNU Ny,

where

H —i(—'V-—A”(%))2+1 Y. vlzy—ap) +H
N—;1 1V JN N v(T; — Tk ¥
J= 1<j<k<N

is the Pauli-Fierz Hamiltonian. Hy denotes the free Hamiltonian of the photon field,
A, the quantized transverse vector potential and v causes a direct interaction between
the charged particles. The mean-field scaling 1/N in front of the interaction potential
and the scaling 1/ VN in front of the vector potential ensure that the kinetic and
potential energy of Hy are of the same order. We are interested in initial conditions
of the product form p$Y @ W(v/Nag)Q, where W (v Nag)Q denotes a coherent
state with a mean particle number N ||og||?. Due to the interaction correlations take
place and the time evolved state will no longer have an exact product structure.
In general, the photon state does not need to be coherent and to behave like a



classical field at later times. However, for large N we are able to show that the
time evolved state can be approximated in trace norm distance of reduced density
matrices by a state of product form &V @ W(vVNay)Q, where |[k|"2a;(k,\) =
%q(k) - (|k|FT[A](k,t) — i]—"’T[E}(k:,t)) and (¢, A(t), E(t)) solve the Maxwell-

Schrédinger system

iOppr(z) = ((—iV = (hx A)(2, 1)) + (v * [0 ) (@) i (),
V-A(z,t) =0,
OtA(x,t) = —E(x,t),
HE(z,t) = (-AA)(z,t)— (1 - VdivA™) (k ) (2),
i 2) = 2 (Im(¢} Vigr)(2) — 912 (2) (s = A) (3, 1),

with initial datum

©0,

A(z,0) = (2m) %23y, [ &k \/ﬁek(/ﬁ) (e*@ag(k, A) + e~ ag(k, ) ,

E(x,0) = (21) %2 Y, [ Bk Blenk)i (e*ag(k, A) — e a(k, \)) .

This system of equations models the coupling of a non-relativistic particle to the
classical electromagnetic field. The precise result is given in Theorem To our
knowledge this is the first rigorous result concerning a mean-field limit of the Pauli-Fierz
Hamiltonian.

(b) In order to derive the Maxwell-Schrodinger equations we extended the "method of
counting” which was introduced by Pickl in [75]. Formerly, the method was used to
derive mean-field dynamics for systems with a fixed particle number. Its extension to
systems which interact with quantized radiation fields was achieved by the introduction
of an additional functional which measures the closeness of the radiation field to a
coherent state. The result can be seen as a combination of the method of counting and
the coherent state approachﬂ The strategy turns out to be rather general and we hope
it will be useful for the derivation of further mean-field equations. Since quantized
radiation fields are not only used to describe photons but also appear in condensed
matter physics for the description of quasiparticles and collective excitations this
seems to be of physical interest. This observation motivated us to concisely explain
the method by means of the Nelson model. The mathematical structure of the Nelson
model is similar to the Pauli-Fierz Hamiltonian. However, the mean-field limit of the
Pauli-Fierz Hamiltonian is much more complicated because one encounters technical
problems that arise from the minimal coupling term. The Nelson model was introduced
to describe the interaction of non-relativistic nucleons with a meson field. The state of
the system is given by a wave function ¥y ; € L?(R3) ® F which evolves according to
the Schrodinger equation

iUy, = [i (-a5+ &):"/(vaj)) + Hy | Wi
p=

!FT[A] and FT[E] denote the Fourier transforms of the vector potential and the electric field.

2The coherent state approach is a method for the derivation of mean-field dynamics which is based on a
representation of the many-body system on the Fock space. A detailed introduction can be found in [16]
Chapter 3].




4 1. Introduction

The non-relativistic particles couple linearly to the second quantized scalar field EI;,.@.
We again choose initial states of the form o5 ® W (v Nag)Q2 and show that the
product structure is preserved during the time evolution ¥y ; ~ @?N @ W(VNaoy)Q
However, this time (¢, o) solve the Schrédinger-Klein-Gordon system of equations

iOpu(z) :HeffSOt( ) = [-A 4 (k% @) (2, 8)] (),
10y (k) w(k)az(k )+(27T)3/2\/’;T}—T [lel*] (),

— 3 3/2 ikx —ikx %
O(z,t) = [d°k(2m)” \/m (e* oy (k) + e~ ** (k) ,
which describes the interaction between a quantum particle and a classical scalar field.

The exact statement can be found in Theorem [2.3.1] A comparison with similar results
is given in Remark

(c) Subsequently, we consider the evolution of Bose-Einstein condensates which interact
by a repulsive two-body potential. We are interested in experimental setups in which
the condensate is strongly confined in one spatial direction. Then, one approximately
obtains a two dimensional system without confining potential. The dynamics of N
bosons is described by a wave function Wy, € L2(R2Y), which evolves according to
the Schrodinger equation

N
10 W Ny = [E (=D + Vege(xj, 1)) + Z Ul(x ]‘I/Nt
j=1 1<j<k<N

The potential U renders the interaction between the particles and Vg, is a time
dependent external trapping potential in the unconfined direction. We are interested in
a dilute gas where rare but hard collisions take place. This is achieved by strong interac-
tions with small range. More explicitly, we consider either U(z) = N~*28W (NPz) for
any fixed 3 > 0 or U = *NV (elVz), for some spherical symmetric, positive and com-
pactly supported V € L>(R?,R). At time zero, the Bose gas is assumed to condensate

in the ground state of the Hamiltonian, i.e. 7\(1,1]2]0 — |0} (po| for some o € L*(R?) as

N — ooE| Then, we show that the condensate is stable during the time evolution after
the trapping potential has been switched off. We prove 7\(1,) — || as N — oo,
where the condensate wave function evolves according to the nonlinear Schrédinger

equation
iOpr = (=D + Vegr) 1 + bul e

The coupling constant by is ||V||, for U = N~1+28V(NPz) for all 8 > 0. In case of
the exponential scaling, the ground state has a short-scale correlation structure which
affects the dynamics of the condensate. Then, by is given by 4w. The fact that the
coupling parameter of the effective equation does not depend on the scattering length
of the potential V is special in two dimensions and follows from the structure of the
zero energy scattering state. The precise result is stated in Theorem |4.2.1} To our
knowledge, this is the first rigorous derivation considering an exponential scaling of
the interaction.

'y\(l,lj)w denotes the one particle reduced density matrix with kernel 'yfl,l)v (z,x") =

[Un (@22, .., an)UN (2, 22, . .., on)d? 22 ... d*2N.



Structure of the thesis

This thesis is organized as follows.

Chapter 1 The remaining part of this chapter is used to introduce the mean-field regime
and heuristically motivate the appearance of the Hartree equation. Subsequently, we introduce
the "method of counting” and derive the Hartree equation for bounded interaction potentials.

Chapter 2 We explain how the "method of counting” must be extended in order to derive
mean-field limits of systems which interact with quantized radiation. As an example we look
at the Nelson model and derive its mean-field limit, the Schréodinger-Klein-Gordon system
of equations.

Chapter 3 In Chapter 3 we derive the Maxwell-Schrodinger equations from the Pauli-
Fierz Hamiltonian. We explain how the strategy of Chapter 2 must be adapted to solve
the difficulties that arise from the minimal coupling term in the Pauli-Fierz Hamiltonian.
Subsequently, we provide essential preliminary estimates and prove Theorem

Chapter 4 Chapter 4 is devoted to study the Gross-Pitaevskii regime in two dimensions.
We introduce the short scale correlation structure described by the zero energy scattering
state and motivate the exponential scaling of the interaction. Then, we derive the defocusing
two-dimensional cubic nonlinear Schrodinger equation.

Chapter 5 Finally, we provide a short outlook for possible future research.



6 1. Introduction

1.1 Mean-field regime

We are interested in bosonic quantum system of N particles in three dimensions that interact
with each other by a two-particle interaction potential. At a given time ¢, the state of the
system is described by a wave function ¥y, € L? (R3N). The Hilbert space of the system

LIRN) = {Uy € LP(R*™) : Un (2501, - - To(n)) = Un(z1,...,2n) for all 0 € Sy}

consists of square-integrable functions that are symmetric under the interchange of their
arguments. The Hamiltonian of the system is given by

N N
Hy = Z (_A:vj + Vemt(xjat)) + ZUN(%' — ), (1.1)

j=1 1<J

where V., models a time-dependent trapping potential and vy is an interaction potential
depending on the number of particles. The time evolution of the system is governed by the
Schrodinger equation

i0UN, = Hy Wy, (1.2)

with initial data ¥y . The specific choice of vy = N ~Ly, where v is a function independent
of N, is referred to as mean-field limit in the literature. It implies that the mean kinetic
and potential energy are of the same order and ensures interesting behaviors of systems
with a large number of particles. The physical meaning of the mean-field scaling is best
motivated for the Coulomb potential v = | - |~!. In this case, it is possible to rescale space-
and time-coordinates in a way that the interaction potential is no longer dependent on N.
Choosing y; = N~ 'z; for all j € {1,..., N} and 7 = N2t leads to

i0: ¥ N n27 (Ny1, .-, Nyn)

N N
. [Z (—Ay, + N?Verr (Ny;, N°7)) + > |y1 — yj|_1]\I/N’NzT(Ny1, ....Nyy). (1.3)
j=1 i<j

Considering a mean-field system with size of order one thus corresponds to an unscaled
system with small support and high density (of order N3). Moreover, studying the mean-field
regime for times of order one allows us to investigate the time evolution of the systems
without scaling up to times of order N~2.

Generally, it is difficult to analyze the physical properties and determine the time evolution
of systems with many particles. Nevertheless, the problem becomes feasible if one studies
mean-field systems near equilibrium. For instance, if one cools bosons in an external trapping
potential below a certain critical temperature it has been proven that almost all particles
occupy the same quantum state; a phenomenon known as Bose-Einstein condensation.
The ground state of the system is approximately described by a factorized state cp?N and
its energy can in good approximation be computed by a simple energy functional, called
the Hartree functional (see for instance [42] and [I1, p.6]). Moreover, it is assumed that
the quantum state remains unchanged if one switches off the external potential. At that
particular moment the system is no longer in a static state and evolves according to the
Schrédinger equation

N N
z’@t\IlMt = [Z _Amj + Z N_lv(xj — [L'Z)] \I/N,t (14)
j=1 1<j



1.1 Mean-field regime 7

with initial data Uy = cngN . It is obvious that a complete factorization of the initial state
will be destroyed during the the time evolution because the particles are getting correlated
by the interaction potential. Nevertheless, we will see that the factorization nearly remains

N
Uni(z1,...,2N) %ngt(xi) (1.5)
i=1

in the large N limit. Hereby, the one-particle wave function ¢; evolves according to the
Hartree equation

10ppr = (—A + v * ](pt\z) Ot (1.6)

The many-body wave function can consequently be approximated by a product of the same
one particle wave function whose evolution is given by an effective nonlinear one-particle
equation. This substitution simplifies numerical calculations tremendously.

The previously mentioned can be elaborated more explicitly in probabilistic terms. There-
fore, we would like to stress that quantum mechanics is a statistical theory that predicts
distributions of repeatedly or simultaneously performed experiments. At a given time ¢
there exists a probability space (R*Y, B(R3Y), | Wy ,|?) and observables which describe the
outcomes of experiments. These can be seen as random variables. An effective theory can
be called a good approximation to quantum mechanics if it predicts the same distributions
of observables.

In the following we will see that this can be shown in form of a law of large number statement.
Given a system in the state ¥y ; and an observable O) that describes a measurement
involving (the first) k particles one computes its mean value by

(U, O(k)‘I’N,t> =Tr OW| Wy ) (T s

. (1.7)

Since the operator only acts on the first k particles, we are allowed to trace out the remaining
degrees of freedom. Explicitly, we define the k-particle reduced density matrix by
k
’Y](v)t = Trp1,. NN (Nl (1.8)
where Try 1, n denotes the partial trace over the last (/N — k) particles. It is a non-negative
trace class operator on L?(R3*) with an integral kernel given by

’Y](\I;;(Jfl, e TR YL -5 Yk)
= /dachrl L dx YN (@1, s They Thgts - IN)Y N (YL, Uk Thp1s - - 2N). (1.9)
The mean value of a k-particle observable is then computed by
(Une, O Wy ) = Try L O, (1.10)

This shows that the statistics of experiments that involve at most k particles are determined
by the k-particle reduced density matrix. To motivate the appearance of the mean-field
potential we consider for i € {1,..., N} the random variables z; : R3" — R3, (21,...,zy) —
x; describing the positions of the particles. For ¥y = go%z’N the probability measure is a
product measure and the positions of the particles are independently, identically distributed
with a probability density |¢o|?. Independence is lost at later times as a result of the
correlation of the particles. Nonetheless, ”[.. .| they are still identically distributed because
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of the permutation symmetry of ¥, [...]” [10, p.4] and one could hope that the correlations
between the particles are sufficiently weak to prove a law of large number statement for the
positions of the particles. For large IV this guarantees that the total potential of the i-th
particle is typically well approximated by the mean-field potential

N
N7 (i — a) & (0 @) (). (1.11)
J#
To show the emergence of the Hartree equation we consider the evolution of the integral

kernel of the one-particle reduced density matrix. By using the many-body Schrodinger
equation (|1.4)) and integration by parts, we compute

thy](&;(:c,y) = 8t/d$§ e dl’?v \I/NJ(.’E, Ty vn 7xN)\II*N7t(y7x27 ey I'N)

N N
= —i/dx%...d:ni,)’v (—Aw—I—N_lZv(a:—xj) —I—Ay—N_IZv(y—xj))x
=2 =2
X\IJN,t(Iy‘TQW")xN)\I’R/,t(yul‘Qv"wa)' (112)
Substituting (1.11) into (1.12]) yields
PG ~—i[ — A 2 A, — 2 W 1.13
VN (@, y) & =i = Bg + (v [oe]*) (@) + Ay — (v e *) (W) 7y (2, 9) (1.13)
and we obtain
0N, ~ [(~A+ v !wtl2),v§\},)t]- (1.14)

In case of weak correlations this suggests to approximate the time evolution of the one-
particle reduced density matrix by the Hartree equation.
In this thesis, we prove results of the following type.

Theorem 1.1.1. Let v € L(R3,R). Let Vo € L2(R3N) N H2(R3N) with ||¥np|| = 1 and
wo € H2(R3) with ||po|| = 1 such that

ay = TTL2(R3)|’YJ(\},)0 — lpo)(poll| =0 as N — 0. (1.15)

Let WUy be the unique solution of the Schréodinger equation (1.4) with initial data ¥
and @, the unique solution of (L.6)) with initial data ¢o. Then, for any t > 0 there exists a
generic constant C' independent of N and t such that

TTLQ(RB)”)/}\}; - \got><g0t]| < Cect van + N-1. (116)

Remark 1.1.2. It is possible to consider more general interaction potentials and initial
conditions. The choices of Theorem [I.1.1] were made to ease the presentation of the proof.
Moreover it is possible to add time-dependent external potentials to the Schrédinger and
Hartree equation. Further information can be found in [53)].

Remark 1.1.3. The rate of convergence presented here is in the best case of order N—1/2.

This is known to be unideal. Regarding the fluctuations around the Hartree dynamics it is
possible to derive similar results with a rate of order N~ (see for instance [67, [80)]).
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Analogously to Theorem one derives (see [53, Lemma 2.1 and Lemma 2.3]) the estimate

ey, ks — (len) (i) 2| < Cet/k (an + N7T). (1.17)

The relation

k
(T, k0P, = Tre k0P (o) (o) < [|OW| Tre ¥l = (el ™] (118)

for bounded observable O%) (acting on the first k particles) shows that mean-values of
(bounded) observables can (in the limit of large N') be computed by means of the one-particle
wave function ;. Additionally, we could think of measuring a physical property (for example
the kinetic energy) of all particles in the system. Such a measurement is described by an
observable ZZ]L Oj, where 0; =1®...® O ®...® 1 only acts on the i-th particle and O
is an operator on L?(R?). For a bounded observable O one derives the weak law of large
numbers

N
limsup Py, <|N_1 ZOj —{pt,0p) > e|> =0 foralle>0 (1.19)

N—oo i=1

by Theorem and Markov’s inequality [10, p.4]. This tells us that the empirical mean of
a measurement is (for typical configurations of the many-body system) given by the mean
value of the corresponding observable with respect to the one-particle wave function ;.
In [I0] it was shown that it is possible to derive a central limit theorem for the observable

N2, (0i = (1, Ogr)).

Literature: The first rigorous derivation of the Hartree equation with bounded interaction
potential was initiated by Hepp [44] and was later extended to singular potentials by Ginibre
and Velo [40]. The convergence of the one-particle reduced density matrix to the projector
onto the condensate wave function were proven without an explicit rate of convergence by
the BBGKY technique [84], [31], 8, 26]. Moreover, precise estimates on the rate has been
obtained in [80, 53}, [75], 67, 2, 21], 37, B8] by the coherent state approach, the method of
counting and other techniques. The derivation of the Hartree equation in the mean-field
regime has also been examined by the use of Wigner measures [3, 4]. More information
referring to the literature can be found at [16] p.8§].
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1.2 Method of counting

In this section, we introduce the "method of counting” and prove Theorem Our
sole goal is to emphasize the main ideas of the proof. For a more detailed introduction we
refer to the articles [53) [75]. In order to prove Theorem we have to keep track of the
correlations that are developed during the time evolution. The key idea of the method is to
pinpoint that correlations emerge because particles leave the condensate. This suggests to
quantify the correlations of the quantum state with the help of a functional that counts the
relative number of particles which are not in the condensate state ¢;. The advantage of this
functional is that its change can easily be controlled in time. Moreover, it provides a notion
of condensation which is related to the trace norm convergence of reduced density matrices.
The functional is defined as follows:

Definition 1.2.1. For any N € N, ¢; € L?(R3) and 1 < j < N we define the time-dependent
projectors p7' : L*(R*N) — L2(R3Y) and ¢7* : L*(R*N) — L*(R*N) by

Py UN (21, aN) = () /dxg’ o (x))Un(21,...,2n)  for all Uy € LA(R3N) (1.20)

and qsot —1— ;Ptﬁ
FurtheTmore, we define the functional an(¥ny, 1) : L2(R3Y) x L2(R3) — R} as

aN(\IIN,ta Spt) \I/Nh -1 Z qwt\I,Nt L2 (R3N)Y (121)

One should note, that the projector q}ot gives the eigenvalue 1 if and only if the j-th
coordinate of the many-body wave function is orthogonal to the condensate wave function
¢. The functional ap tests the orthogonality of each coordinate of the wave function to
the condensate state and counts in this manner the relative number of particles outside the
condensate. Using the symmetry of the wave function, the functional can be written as

O‘N(\I’N,ta th) = <\IIN,t7Q1Lpt\IJN,t>L2(R3N)' (122)

The relation of the functional to the trace-norm distance of the one-particle reduced density
matrix is given by the inequalities’]

an (U, ot) < Trpagasylry), — lee (@il < \/San(Tne, ¢ (1.23)

Both indicators are equivalent in the way that the limit oy — 0 as N — oo implies the
convergence of the one-particle reduced density matrix to the projector onto the condensate
wave function in trace norm and vice versa. Nevertheless, the second inequality shows that
both indicators may converge with a different rate [53][p.2]. Theorem is often (for
instance in [I1], [64]) depicted as the diagram:

partial trace (1) N—oo
_—

Yo —— |p0){wol

Many-body dynamicsl l J{Hartree equation (1 24)

N partial trace (1) .
Nt W o e

4For ease of notation we mostly omit the superscript ¢; in the following. Additionally, we use the bra-ket

notation p* = | (x;)){(:(z;)].
A proof can be found in [53] and Section
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The convergence of the one-particle reduced density matrix to the projector onto the
condensate wave function will be proven in the following way:

(a) We choose appropriate initial states g and ¥y o such that an(¥y o, @) < Trw](\})o -

lv0){¢ol] — 0 as N — 0.

(b) For each t € Rg we control the time-derivative of the functional by |dian (¥, pr)| <
C (ozN(\I’N,o, ©o) + N_l). Then, an(¥n, pr) < eCt (aN(\llNyo, ©o) + N_l) follows by
Gronwall’s Lemma.

(c) For a given time t we conclude condensation in terms of the one-particle reduced
density matrix by means of ([1.23]).

Proof of Theorem [1.1.1k

Lemma 1.2.2. Let v € L®(R3 R), Uy € L2(R3N) N H2(R3N) with ||[Unol| = 1 and
w0 € H2(R3) with ||¢o|| = 1. Let W4 be the unique solution of the Schrédinger equation
with initial data Yy o, @i the unique solution of with initial data pg and an defined
as in Definition |1.2.1. Then, for any t > 0 there exists a generic constant C independent of
N and t such that

ldean (TNt )] < C (an(Ung o) + N7Y) and
an(Wn, 1) < e (an(¥no,00) + N7 (1.25)

From inequality (|1.23)) we conclude

Tr sy 1), — lee) (il < Ce%yfan(Tno, o) + N1

< CeO\[Trpagas Yh — leo) (ol + N1 (1.26)

and Theorem [[L1.1] follows.

Proof of Lemma[1.2.2. In the following, we use the shorthand notation a(t) = an (¥4, ¢t
The symbol C' is used as a generic constant independent of N and ¢. The functional «(t) is
time-dependent, because ¥y ; and ¢; evolve according to and respectively. Its
derivative is given by

a(t) = dt<\I/N7t,q<1pt\I}N7t> = i<‘IIN,t7 [(HN — Hfff) ,qft] \I]N,t>7 (127)

where Hy = Zjvzl —Ag; + N7t Zf\ij v(xj — x;) is the many body Hamiltonian without
external potential and Hff Fo= —Ag, + (v |¢e]?) (z1) denotes the mean-field Hamiltonian
acting on the first particle. The free evolution of the first particle cancels and all terms in
the commutator that do not act on the first coordinate of the many-body wave function
vanish. The time-derivative of the functional then simplifies to

=

= i(Uny, [(N—l — Do(ay — 22) — (v |@e]?) (x1)>,qft}\IlN7t>, (1.28)
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where we used the symmetry of the wave function. This shows that the change of a(t) is due
to the difference of the actual potential experienced by the first particle and the mean-field

potential. So if we insert the identity 1 = p{’ + ¢{* and use the shorthand notation
Z(w1,22) = N"HN — Doz — 22) — (v |@e]?) (1), (1.29)
we get,
aft) = W(UNe Z(21,22) 0" Ung)  — i{UNyt, a7 Z(21, 22) Ung)

(U, P72 (1, 22) a7 g ) + i(Ung, ¢ Z (31, 22) a7 U e)
—i(Uny, qf Z(21, 32)q7 g ) + 1(UNg ¢ Z (21, 22)pT U ng)
= —2Im<\IfN’t,p‘ftZ(:U1,xg)qft\I/N7t>. (1.30)

Inserting 1 = p3* + ¢§" then gives

=— 21m<\I’Nt,p1tp§tZ(x1, z2)qf pgt\IJNt>

—21m<‘l’Nt,p<ftp§tZ(:E1,x2)q1 th\IJNt>

— 21m<‘l’N,t7p1 q;ptZ(l‘l,xz)qftpft\IlNﬁ
)ql

— 2Im( W N4, pY' g5 Z (21, 22) a7 45 Wy ). (1.31)

The third line vanishes due to the symmetry of the wave function under the interchange of
z1 and zo. The absolute value of & is then bounded byﬁ

&) < 2(U N, p1p2Z(z1, T2)1p2V Ny )| (1.32)
+2/(Un ¢, p1paZ (1, 22) 1 a2 ¥ Nt | (1.33)
2/ (VN prgaZ (21, 22) 12PN ) |- (1.34)

The first term can be interpreted as a process where two particles in the condensate interact
with each other such that one particle leaves the condensate. The other two lines might
likewise be seen as interactions (between two particles within the condensate or one particle
inside the condensate with another particle outside the coordinate) which cause both particles
to leave the condensate. The first line contains the dominant part of the interaction since
most of the particles are in the condensate state and collisions are weak. It is small because
the many-body potential experienced by the first particle is well approximated by the
mean-field potential. This is seen by

p2Z(x1,22)p2 = p2 [N~ (N — D(z1 — 2) — (v |¢e]?) (21)] p2
= [NHN=1) —1] (v*|pe?) (z1)p2 = =N"" (v |e|*) (x1)p2  (1.35)
and
I(T32)] < 2N (T, p1 (v |@e]?) (21)@ipa P

<2NTH| (v loe?) (21)p1 | [ Hlawp2 U vel] < 2N 71| = ]|
< 2N |vllog leelly < 2N o]l - (1.36)

In order to estimate the remaining terms we note that

12 (21, 22)llgp < (N = DN THJoll o + [[vx e[|, < 210l (1.37)

5To ease notation we omit the superscript ¢; of p?* and ¢%* in the following.
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holds for bounded interaction potentials. By use of symmetry and Schwarz’s inequality we
estimate

((L:33)] = 2[{ U N1, p1p2Z (21, 22) 102 ¥ N 1 )|

N
=2(N = 1) g2 (21, 25)p1p; Un e, 1P )|
j=2
N
< 2N = D)7 oWl Y gy Z @, w)pim | (1:38)
j=2

Due to (N —1)~! < 2N~ and 2ab < a® + b* this becomes

N N
([C33)] < 4[| Wnel” + N7 q1g;2 (1, 25)p1ip; v, Y 014k Z (w1, 25)p1ipe Ve
Jj=2 k=2
< da(t) + N7V |q1qeZ (w1, x9)p1p2¥ | |?
+ (@ Z(x1, 22)p1p2Y N, 1932 (21, 23)p1p3 PNt ). (1.39)

Schwarz’s inequality and the fact that p;, g; (for ¢ € {1,2,..., N}) are projectors leads to
|(T33)] < da(t) + N1 Z (21, 962)”31, + (1 Z (21, 22)p1p2a3¥ N, 1.2 (21, 23)p1p3¢2 VU Nt )
< dat) +11Z(w1,22)|3, (Il Unal + N7
< Cll% (at) + N7 (1.40)

The last term is simply estimated by

|(L39)] = 2/(p1g2¥ n,t, Z (w1, 22)1q2¥ N )| < 21| Z (21, 22) 102V Nt ] [1P102 Y v |
<1 Z(z1,22)],p |la2¥ n,e 2 <210 | ot). (1.41)

Since v € L™ (R3,R) there exists a constant independent of N and t such that
at) < la@®)| < C(a@)+N71). (1.42)
By means of Gronwall’s Lemma we obtain
a(t) < €l da(0) + N1 (eCfS ds _ 1) < % (a(0) + N7 1) (1.43)

for any ¢ > 0. O
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1.3 Appendix: Gronwall’s inequality

In this section, we state and prove Gronwall’s inequality as it is found in [70].

Lemma 1.3.1 (Gronwall’s inequality). Let o : R — R be a differentiable function that
satisfies the estimate

(dix) (t) < C(t)(a(t) +€) forallt >0 (1.44)
with C': R — R continuous and € € R. Then, for all t > 0 one has

at) < elo Cl)ds o (0) + (efOt Cls)ds _ 1) €. (1.45)
Proof. Let f: R — R be a differentiable function that satisfies
(dif)(t) < C(t)f(t) forallt >0 (1.46)
and let g : R — Ra“ be defined by
g(t) = eJo C()ds. (1.47)

From the estimate

I\ oy (def) (t)g(t) — f(t) (deg) (t) _ C(&)f)g(t) — f(H)C()g(t) _
dy (g) (t) = 20 < =0  (1.48)

for all t > 0 and (5) (0) = f(0) one obtains <£) (t) < f(0). For all ¢ > 0 this leads to the

inequality

F(t) < g(£) £(0) = f(0)elo C)ds, (1.49)

Next, we define h : R — R by
h(t) = elo C@ds o (0) + (efé Cls)ds _ 1) € (1.50)

The function h is differentiable (due to the continuity of C') with derivative

(deh) (t) = C(t) (h(t) +€) (1.51)
and h(0) = a(0). This gives
(de(a = R)) (t) < C(t) (a(t) + €) = C(¢) (h(t) + €) = C(¢) (alt) — h(t)) - (1.52)
By means of we obtain
a(t) — h(t) < (a(0) + h(0)) elo C@)ds — o, (1.53)

hence «a(t) < h(t). O



CHAPTER
TWO

DERIVATION OF THE SCHRODINGER-KLEIN-GORDON
EQUATIONS FROM THE NELSON MODEL

Abstract We report on a simple strategy to treat mean-field limits of quantum mechanical
systems in which a large number of particles weakly couple to a second-quantized radiation
field. Extending the method of counting, introduced in [75], with ideas inspired by [63] and
[33] leads to a technique that can be seen as a combination of the method of counting and
the coherent state approach. The strategy is similar to the coherent state approach but
might be slightly better suited to systems in which a fixed number of particles couple to
radiation. It is effective and provides explicit error bounds. As an instructional example
we derive the Schrodinger-Klein-Gordon system of equations from the Nelson model with
ultraviolet cutoff. Furthermore, we derive explicit bounds on the rate of convergence of the
one-particle reduced density matrix of the non-relativistic particles in Sobolev norm. More
complicated models like the Pauli-Fierz Hamiltonian can be treated by similar manner (see
chapter [3)).
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is presented here for the first time and has not been published elsewhere. I am grateful to
Prof. Dr. Peter Pickl for many valuable discussions. Moreover, I would like to thank Dr.
Ioannis Anapolitanos, Dr. Dirk André Deckert, Prof. Dr. Detlef Diirr, Dr. Marco Falconi,
Dr. David Mitrouskas, Prof. Dr. Benjamin Schlein and Prof. Dr. Robert Seiringer for helpful
remarks. N.L. gratefully acknowledges support from the Cusanuswerk.

2.1 Introduction

Quantum systems with many degrees of freedom can be very complicated and difficult to
analyze. This becomes especially severe in the presence of quantized radiation fields which
are described by Fock spaces with infinitely many degrees of freedom. It is thus not surprising
that there has been interest in the derivation of effective dynamics for particles that interact
with quantized radiation fields [39, 33, [1 [86l, B4 [35] 43, 24]. The general setting in these
works is given by the tensor product of two Hilbert spaces

HWN = 1N @ F. (2.1)

The space H](JN) describes N non-relativistic particles and F (usually a bosonic Fock space)

models the quantized radiation field in terms of gauge bosons. The dynamics of the system

15



16 2. Derivation of the Schrodinger-Klein-Gordon Equations from the Nelson model

is governed by the Schrodinger equation with a Hamiltonian of the form

N
HY = H + Hy + Y Hinj. (2.2)
j=1

Here, HYY and H; (solely acting on HZ(JN) and F) denote the free Hamiltonians of the
particles and the radiation field. The term Hj,; ; establishes an interaction between the
j-th particle and the radiation field. This couples the dynamics of the particles with the
gauge bosons. A typical question of interest is, whether the quantized radiation field can be
approximated by a classical field and the evolution of the whole system described by a system
of simple effective equations. Usually one considers initial data U9 = Py o ® W (yY 20z0)
with no correlations between the particles and the gauge bosons, sometimes referred to as
Pekar product state [34]. The state W (v'/2a0)Q € F denotes gauge bosons in the coherent
state ag with a mean particle number ~ ||040H2, see (2.16]). Hereby, 7 is a model dependent
scaling parameter, for instance the number of particles [33] (1, [54] or the strong coupling
parameter in the Polaron model [34] [35, 43]. From physics literature it is commonly known
that coherent states with a high occupation number of gauge bosons can approximately
be described by a classical radiation field [23, Chapter III.C.4]. This allows us to describe
the system in the limit v — oo (in a suitable sense, see Section effectively by the state
of the particles ®y o and a classical radiation field with mode function «g. The arising
question is, if at later time ¢ one can still approximate the system by the pair (®n4, o)
which evolves according to a set of simple effective equations with initial datum (®x 0, ap).
The diagram then generalizes to

%
Yo 27, (®n0,0)

Many-body dynamicsl lEﬂective dynamics (23)
‘I’N,t m (‘I)N,t, Oét)-

This only holds, if the radiation sector of ¥y ; is approximately given by a coherent state, i.e.
if the gauge bosons, that are created during the time evolution, are either in a coherent state
or subleading in the number of particles with respect to . The effect of the particles on the
radiation field is typically negligible, if one considers a fixed number of particles, a coupling
constant that tends to zero in a suitable sense and a coherent state, whose mean particle
number scales with the parameter v [39]. Otherwise, the state of the particles must have a
special structure to ensure that the contributing gauge bosons are coherent [23], Complement
Bnr]. This is expected, if one considers slow and heavy particles [86] or a condensate of
particles that weakly couple to the radiation field. In this work, we are interested in the latter
situation. More explicitly, we study the dynamics of initial states ¥ o = goggN QW (NY2a)02
with one particle wave function g in the limit N = v — oo where the fields in the interaction
Hamiltonian Hj,; ; are multiplied by N —1/2 (see Section . We refer to this limit as mean-
field limit, because its key feature is that the source term of the radiation field is replaced by
its mean value in the effective description. So far, such kind of limits have been studied either
by the coherent state approach [39, [32] 33] or by means of Wigner measures [1]E| While the
method of Wigner measures allows us to derive limiting equations for an extensive class

'The reader might note that the letter a refers to the mode function of the radiation field while the
counting functional is denoted by ( in the present chapter.

2These approaches usually embed the N particle states of ’H,(ON) in a bosonic Fock space for the particles
Fp and consider the Hilbert space Fp ® F.
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of initial states it does in contrast to the coherent state approach not provide quantitative
bounds on the rate of convergence. In the following, we present a strategy, similar to the
coherent state approach, which is designed for systems with fixed particle number. Such
systems usually arise in the non-relativistic limit when the creation and annihilation of
the (charged) particles is suppressedﬂ The method provides explicit bounds on the rate of
convergence and can be seen as a combination of the method of counting and the coherent
state approach. As an instructional example we derive the Schrédinger-Klein-Gordon system
of equations from the Nelson model with ultraviolet cutoff. Our strategy is effective and we
hope it will be useful when treating more complicated models. As shown in Chapter [3]it can
also be applied to derive the Maxwell-Schrédinger system of equations from the Pauli-Fierz
Hamiltonian.

2.2 Setting of the problem

We consider a system of N identical charged bosons interacting with a scalar field, described
by a wave function Uy ; € HW) . The Hilbert space is given by

HWN) = 12 (R®N) © F, (2.4)

where the scalar field is represented by elements of the Fock space F = @, 5, L? (R3)®s

The subscript s indicates symmetry under interchange of variables. An element ¥y € H®V)
is a sequence {W%)}RENO in L2(R3N+3n) Wit

W2 = Z/d3N:cd3"k 190 (21, o ks )2 < 00 (2.5)
n=0

The time evolution of Wy ; is governed by the Schrédinger equation
10 VNy = HyW . (2.6)

Here,

denotes the Nelson Hamiltonian and
= (k) ik —ik
(I)Ra::/d3k e*a(k) + e *a* (k) . 2.8
@) s (o) ®) (23

The scalar bosons evolve according to the dispersion relation w(k) = (|k|2 + m?)'/? with
mass my > 0 and

1 if k] < A,

| (2.9)
0 otherwise,

(k) = (2m) 72 Lyp<a(k),  with Ljy<n(k) = {

3For the sake of clarity, we want to stress that only the number of the non-relativistic particles is fixed
while gauge bosons are created and destroyed during the time evolution.

4Note that ‘l’g\’;) is symmetric in the variables ki,...k,. For notational convenience we will use the
shorthand notation \IJ%O(XN, K,) = \115\7) (1, ..., zN, k1, .. kn).
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cuts off the high frequency modes of the radiation field. The (pointwise) annihilation operator
a(k) and creation operator a*(k) are given byE|

(a(k)\IJN)(n) (Xvah sk ) = (n + 1)1/2\Il(n+1)(XN7 kyki,... 7kn)7

(a*(k)UN)™ (X, ks K —n—l/QZM kU (X ko kg k). (2.10)

They are operator valued distributions and satisfy the commutation relations
[a(k),a*(D)] = 6(k = 1), la(k),a(l)] = [a"(k),a" ()] = 0. (2.11)

On the domain
D(Hy) = {@N e HW Z/d3Nxd3”k | Z DR (X, K2 < oo} (2.12)
the free Hamiltonian of the scalar field is defined by

(Hpwn)™ =" w(k) iy, (2.13)
j=1

By means of the creation and annihilation operators it can be written as

Hy = /d?’kw(k)a*(k)a(k). (2.14)

The Nelson model was originally introduced to describe the interaction of non-relativistic
nucleons with a meson field. By standard estimates of the field operator and Kato’s theorem
it is easily shown that Hy is a self-adjoint operator with D (Hy) = D( Z;V:]L —Aj + Hy)
[69]. The mean-field scaling in front of the interaction ensures that the kinetic and potential
energy of Hy are of the same order. For simplicity, we are first interested in the evolution
of initial states of the product form

N & W(VNag)Q. (2.15)

Here, 2 denotes the vacuum in F and W (f) is the Weyl operator

W(f) =exp (/ Bk f(k)a* (k) — f*(k:)a(k)) , (2.16)

where f € L?(R3). This choice of initial data corresponds to situations in which no correla-
tions among the particles and the gauge bosons are present. Nevertheless, it should be noted
that Theorem holds for larger class of initial data. Due to the interaction between the
particles and the gauge bosons correlations take place and the time evolved state will no
longer have an exact product structure. However, for large N and times of order one it can
be approximated, in a sense more specified below, by a state of the form go?N QW (VNa)Q
where (¢4, a¢) solves the Schrodinger-Klein-Gordon system of equation

Opr(x) = HN pi(x) = [=A + (5 x @) (2, 1)) @i (),

i0p(k) = w(k)an(k) + (2m)3/2 \/“(LJ-"T [lspel?] (k) (2.17)
O(x,t) = [dk(2m) 32— (e oy (k) + e i (k)

v 2w(k)

SHere, 12:]- means that k; is left out in the argument of the function.
%We use the shorthand notation (k * ®) (z,t) = [ d*k """ & (k) FT(®](k, ).
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with initial data (@o, ag) € L2(R3?) @ L2(R3). In this work we will assume global existence
and smoothness of the following typem

Conjecture 2.2.1. Let (¢o, ) € (H*(R*) @ L2(R?)) for 1 < n < 2@ Then there is
a strongly differentiable (H*"(R®) ® L2(R®))-valued function (¢(t),a(t)) on [0,00) that
satisfies (2.17)).

This system of equations determines the evolution of a single quantum particle in interaction
with a classical scalar field. In the literature it is better known in its formally equivalent
form

{iatmx) = [+ (k% ®) (2,0)] 1 (@), (2.18)

07— A+ m] @z, t) =~ (sxlei) (2).

2.3 Main result

The physical situation we are interested in is the dynamical description of a Bose-Einstein
condensate of charges. We start initially with a product state and show that the
condensate persists during the time evolution, i.e. correlations are small also at later times.
Let Uy, € (L2 (R3) @ F) N HW) N D(N) with [|U || = 1. On the Hilbert space L2(R?)
we define the ”one-particle reduced density matrix of the charges” by

1,0
'YJ(V,t) =Tro N @ Trr[Un ) (Unl, (2.19)
where Tra  n denotes the partial trace over the coordinates x2,...,xy and Trr the trace

over Fock space. Then, the charged particles of the many-body state ¥ ; are said to exhibit
complete asymptotic Bose-Einstein condensation at time ¢, if there exists ¢; € L?(R?) with
l|ot]| = 1, such that

1,0

Trzaohvy — len (el = 0, (2.20)
as N — oo. Such ¢ is called the condensate wave function. For other indicators of conden-
sation and their relation we refer to [65]. Moreover, we introduce the ”one-particle reduced

density matrix of the gauge bosons” with kernel
N (kK = N YW, a* (K)alk) W) (2.21)

Let

N = / 3k a*(k)a(k) (2.22)

be the number (of gauge bosons) operator with domain

D(N) = {\IfN e HWM) . an/dSNﬂfds”k 0 (X, Kn)|? < 00}- (2.23)
n=1

"We expect that Conjecture [2.2.1] can be proven by a standard fixed-point argument. Especially due to
the cutoff in the radiation field it seems possible to make use of Theorem X.74 in [79].
8Here, H™(R®) denotes the Sobolev space of order m and L2 (R*) a weighted L3-space with norm

ol 2 oy = H(1 1 P™2a

L2(®3)



20 2. Derivation of the Schrodinger-Klein-Gordon Equations from the Nelson model

Then, '7](\(,)7}1) is a positive trace class operator with T‘I'L2(R3)(’7§\([):t1)) = N*1<\IIN¢,N\IIN¢>H(N).
It should be noted, that differs from the usual definition (e.g. [80) p.8]) by the weight
factor <\I/ N, NT N>H( ~y/IN. Our choice ensures that we only measure deviations from the
classical mode function that are at least of order IN. This is reasonable because Fock space
vectors with a mean particle number smaller than of order NV only have a subleading effect
on the dynamics of the charged particles. We say the gauge bosons exhibit ”asymptotic
Bose-Einstein condensation”, if there exists a state oy € L?(R?), such that

0,1
Trpas)iv; — las) (el = 0, (2.24)
as N — oo.
Theorem 2.3.1. Let (o, ap) € (Hz(R?’) ® L%(R3)) with |lool| = 1 and assume that

Conjecture holds. Let Uy € (LER3N)® F) N D (N)ND (NHy) with |[Tyoll = 1
such that Pl

an =Tr 2@ 1o) — 190) (woll = 0 and (2.25)
by =N"H (W (VNag)¥n0, NWH(VNag) ¥ o), v — 0 (2.26)

as N — oo. Let W, be the unique solution of (2.6]) with initial data Vo and let (¢, o) be
the unique solution of (2.17)) with initial data (o, ). Then, there exists a generic constant
C independent of N, A and t such that

Trrams)7yy) — lee (@il < Vay + by + N-1eAC, (2.27)
Trpages 7y — lae)ael] < Vay + by + N-1eM 00 (1+ [|oy]) (2.28)

for any t € RS’ In particular, for Yo = go%gN @ W(VNap)Q one obtains

1,0 _ 2
Trizms)lryy) — lee){(orl] < N7Y2C8% (2.29)
0, _ 2
Trrams) 1y — lae){el] < N7YV2NCHC (1 4+ [Jagl]). (2.30)

Moreover, let (oo, ap) € (H*(R3)DL3(R?)) and U € (L2(R3N) @ F)ND (N)ND (N Hy)N
D (HJQV) such that

2
CN = Hvl (1 — [0) (ol ® ]le(Rs(Nﬂ)) & ]l}') \I’N,O‘ ‘H(N) —0 (2.31)

as N — oo. Then, there exists a positive monotone increasing function C(s) of the norms
HO‘SHLQ(]}@) and H(psHHl(R3) such that

TT’LZ(RB)‘\/ 1—A (’Y](\}f) - |90t><90t|) v1-— A’ < \/CLN + by +cn + N—lC(t)eA4 f(f C(S)ds.
(2.32)

For Uy o= goggN @ W(VNag)Q one obtains

t
Trpz@s) V1 — A (71(&7}0) - \sot><90t\> VI—A| < N72C(t)er o Clds, (2.33)

9Here, W' (v Nay) = W(—+vNayp) is the inverse of the unitary Weyl operator W (v Nao), see Section
10To ease the presentation we have chosen for given ¢ the scaling parameter N large enough such that

0<B(t) <1landO0 < B2(t) <1 (see Subsections and [2.8.3)).
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Remark 2.3.2. The trace norm convergence of the reduced density matrices was already
obtained in [33] for special classes of initial statesﬂ This was established by quantitative
bounds with a rate of order N71. Theoremm generalizes this result to a larger class of
initial states. However, it provides a slower rate of convergence. Additionally, we present the
first explicit bounds on the rate of convergence of the one-particle reduced density matriz
of the charges in Sobolev norm. It seems possible to improve the rate of convergence if one
combines the strategy of the present work with techniques from [67].

2.4 Comparison with the literature

In [39], Ginibre, Nironi and Velo derived the Schrédinger-Klein-Gordon system of equations
from the Nelson model with cutoff. They considered a finite number of charged bosons, a
coupling constant that tends to zero and a coherent state of gauge bosons whose particle
number goes to infinity. The number of gauge bosons that are created during the time
evolution is negligible in this case and it is possible to approximate the quantized scalar
field by an external potential which evolves according to the Klein-Gordon equation without
source term. Falconi [33] derived the Schrédinger-Klein-Gordon system of equations in
the setting of the present paper by means of the coherent state approach. A comparison
between his result and Theorem is given in Remark Making use of a Wigner
measure approach Ammari and Falconi [I] were able to establish the classical limit (without
quantitative bounds on the rate of convergence) of the renormalized Nelson model without
cutoff. Teufel [86] considered the adiabatic limit of the Nelson model and showed that
the interaction mediated by the quantized radiation field is well approximated by a direct
Coulomb interaction.

2.5 Notations

The Fourier transform of a function f is denoted by f and FT[f]. H*(R?) stands for the
Sobolev space with norm || f|| 7« (gs) = |[(14]-12)2FT(1] ‘LQ(Rg) and L2, (R3) is the weighted

L? space with fll 2, (msy = H(l + |- |2)m/2fHL2(R3). Moreover, we use ||Al|yg = VITA*A
to denote the Hilbert-Schmidt norm. With a slight abuse of notation we write ® and F' to
indicate the scalar and auxiliary field but also their respective Fourier transforms. If we use
®(t) or F(t), we always refer to the coordinate representation of the fields. Furthermore, we
apply the shorthand notation ®,(z,t) == (k * ®) (x,t).

2.6 The strategy

We are interested in the evolution of product states of the form under the dynam-
ics . The scalar field in the Nelson Hamiltonian establishes an interaction between the
charges and the field modes with wave vectors smaller than AB This changes the state
of the charges, leads to the creation and annihilation of gauge bosons and causes initially
factorized states to build correlations between the charges, the gauge bosons as well as

" The considered initial states are of the form ¥~ @ C(vNao)Q € H™N), C(vVNgo, vVnao)Q € Fp @ F
and p$V ® af™ € L*(R*N3"). For a precise definition we refer to [33][Theorem 3].

20ne should note that the high frequency modes of the radiation field do not interact with the non-
relativistic particles and evolve according to the free dynamics.
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among charges and gauge bosons. To study the emergence of these correlations we combine
the ”method of counting”, introduced in [75], with ideas from [63] and [33]. The result can
be seen as a fusion of the ”method of counting” and the coherent state approach, as used for
instance in [33, 80]. The key idea is to prove condensation not in terms of reduced density
matrices but to consider a different indicator of condensation. To study the correlations
between the charges we introduce a functional 5%, which counts the relative number of
particles that are not in the state of the condensate wave function ;.

Definition 2.6.1. For any N € N, ¢; € L?(R3) with ||¢¢]| = 1 and 1 < j < N we define
the time-dependent projectors p5"' L2(R3N) — L2(R3N) and ;" L2(R3N) — L2(R3N) by

p}otf(xl, o) = p(Ty) /d3xj of () f(z1,. .., an)  forall f € L2(R¥Y)  (2.34)
and qft =1- p}pt Let U, € HWN) . Then g% : HWV) x L2(R3) — R{ is given by

B (Ung, o) = (Uny,qf @ LrUny). (2.35)

Remark 2.6.2. The functional % was denoted by « in Chapter [ It was already used
in [75, 76, [77, [47, (53, |67, (66, (5] and others to derive the Hartree and Gross-Pitaevskii
equation.

The situation is slightly different in the radiation sector because the number of gauge bosons
is not preserved during the time evolution. Moreover, it is known from physics literature [23],
Chapter III1.C.4] that the radiation field must be in a coherent state with a high occupation
number of gauge bosons to behave classically. This is a state not only with little correlations
but also a Poisson distributed number of gauge bosons. In order to investigate if the state
of the radiation field is coherent we define a functional, referred to as 3, which measures
the fluctuations of the field modes around the classical mode function «; for each time.

Definition 2.6.3. Let oy € L*(R?) and Uy, € HN) ND (N). Then B : HM NnD(N) x
L3(R?) — R{ is given by

b 3, , [ a(k) > (a(k) )
Unpar) = [ k(B _ a0, 6)) Une, (B — o, (k) ) s 2.36
B (o= [ (SR = i) wve (S - i) B (2.36)
Remark 2.6.4. Let ag € L*(R3) and U = W(VNag)¥ for some ¥ € HN) 0D (N).
Then, the functional B° can be written as

BY (TN, o) = N~ HUn(40)T, NUn (8 0)T), (2.37)

where Uy (t;0) = W*(vVNay)e INTW (V/Nag) denotes the fluctuation dynamics of the
coherent state approach (as used for example in [10, p.18])E Thus, 3° measures the number
of gauge boson fluctuations around the effective evolution.

Remark 2.6.5. It seems that 5% is the natural quantity to consider for condensates with
fized particle number. The functional B°, which usually arises in the coherent state approach
as used in [80, (35, [16] and others, is perfectly suited to keep track if the state of the radiation
field remains coherent.

BFor ease of notation we occasionally omit the superscript ¢:. Additionally, we use the bra-ket notation
Pyt = lpe(@;))(pe(z;)] = |pe) (ol

14This is a simple consequence of W(v/Na;) being unitary and W* (v Na:)a(k) = a(k)W* (v Naz) +
VNW*(VNaz)a(k), see (2.128).
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Finally, the counting functional is defined by

Definition 2.6.6. Let N € N, ¢, € L*(R?) with ||¢i]] = 1, oy € L*(R®) and ¥y, €
HN) D (N). Then : HN) N'D (N) x LA(R?) x L*(R?) — Ry is defined by

B(UN 1y o) = B (U, 1) + 5b (Nt o) - (2.38)
In summary, the functional has the following properties:
(i) B® measures if the non-relativistic particles exhibit condensation.
(ii) B examines whether the radiation field is in a coherent state.

(iii) B (YN, 1, 0) — 0 as N — oo implies condensation in terms of reduced density
matrices (Lemma [2.7.1)).

(iv) B(¥nt, @, 00) =0if Uy, = Lp;?N @ W(vVNaz)Q (see Lemma [2.9.2).

In order to show that the product structure (2.15)) is preserved during the time evolution
we apply the same strategy as in Chapter

(a) We choose initial states g, g and ¥ o such that 5 (¥, @0, ) < ay +by — 0 as
N — oo.

(b) For each t € R we estimate |di8 (Uny, 1, ) | < CA (B (U, o1, ) + N7 for
some C' € Ry. Then, Gronwall’s Lemma establishes the bound B (¥, ¢, ar) <

O (B (W0, 0, 0) + N71).

(¢) By means of property (iii) we conclude condensation in terms of reduced density
matrices.

To show the convergence of ,y](\}f ) to the projector onto the condensate wave function in

Sobolev norm we include (¥ ¢, pr) = ||V1g{" ¥ N,tHQ in the definition of the functional.
This allows us to control the kinetic energy of the non-relativistic particles which are not in
the condensate.

Definition 2.6.7. Let N € N, ¢ € H*(R?) with ||¢i]] = 1, au € L*(R3) and Yy, €
D(Hy)ND(N). Then By : D(Hy) N D (N) x H2(R3) x L2(R3) — R{ is defined by

B2 (\I/N,ta Pt Oét) = (‘I’N,n Pt Oét) + B¢ (\I/N,ta @t)
= B(Uns o, a) + |[Vigf Uyl (2.39)

We would like to remark, that the ultraviolet cutoff (2.9)) is essential for the proof because:

(a) The finiteness of ||n||, (see (2.65))) is needed to establish a connection between the
difference of the radiation fields and the functional 5° by means of the auxiliary

fields (2-62).

(b) The cutoff A imposes regularity on the radiation fields which will be used to estimate
the time derivative of ||V1q; ¥ N7t||2. In spirit, this is opposite to the usual treatment
of the polaron [61], where regularity of the electron state is used to obtain a sufficient
decay in the field modes with large wave vectors.

15We sometimes apply the shorthand notation 3(t) = 8(¥n ¢, @1, t).
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2.7 Relation to reduced density matrices
In this section, we relate the functional 8 to the trace norm distance of the one-particle
reduced density matrices.

Lemma 2.7.1. Let N € N, ¢, € L*(R®) with ||¢|| = 1, ay € L*(R3) and ¥y, € HM N
D (N). Then,

BU(Wnarpr) < Triaayy) — lee (el < \/889(Wnanpr),  (2.40)
Trizgesy ) — lon)(onl] < 38°(Wne, ) + 6 |l o msy 1/ AP (W e, ). (2.41)

For ¢; € H*(R?) with ||¢s|| = 1 and ¥y € HN) N'D(Hy), we have
1,0
Triaeoy VI = A (757 = e (il ) VI= A1 < (14 lletl 71 ey ) X

X (BY(Ung pt) + B(YNg, 1) + 2|0t o sy \//Ba(\I/N,ta o) + B (YNt ). (242)

Proof. The lower bound of ([2.40]) is proven by

a 1,0 1,0
Bt =1 — (Una, pf Une) = 1 — (00,70 0t) = Ty (o) (el — L) (eelriv )
1,0 1,0
< pillop Trrzes) 1N — loe)(@ell = Trpas) YY) — e (el (2.43)
To obtain the upper bound we use that
Tr|y —p| < 2||y = pllgg + Tr(y — p) (2.44)

is valid for any one-dimensional projector p and non-negative density matrix . The original
argument of the proof was first observed by Robert Seiringer, see [80]. We present a version
that is found in [5]: Let (An)nen be the sequence of eigenvalues of the trace class operator
A :=~ —p. Since p is a rank one projection A has at most one negative eigenvalue. If there
is no negative eigenvalue, Tr|A| = Tr(A) and (2.44) holds. If there is one negative eigenvalue
A1, we have Tr|A| = [Ai| + 3,50 A = 2|A1] + Tr(A). Inequality (2.44) then follows from
Ml < 1Al < [[Allgs -

This shows

Tepaey 1y — e (el < 2|25 - rc,ot><sot|H (2.45)
because Tr L2(R3)(’YNt — |)(pt]) = 0. The upper bound of (| is obtained by
Tr oy (T3 — I (@i)? =1 — 2Tr oy (@) (eelvs)) + TrL2<R3)((va1,’f))2)
<2(1 = Trpagey (o) (eehiy)) = 268°(8). (2.46)
To prove (2.41)) it is useful to write the kernel of 7](\(,)7’3) — Jou) (o] as
(v = laadaal) (b, 1) = N™N (W, a* (Da(k) U ) — af (ou(k)
= ((N"2a(1) = au(1)) W, (N"12a(k) = ou(k)) W)
+ag(k)( (N72a(l) - ar(1) ) Wy, W)

+ a7 (1) (T, (N—Wa(k) — au( ) Ty, (2.47)
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By means of Schwarz’s inequality we have
G~ lagtau) kD P < [[(N2a(k) — (k) wa || || (87200 = ae)) wa||
Fla())? H(N_1/2a(k)—at(k)) \IJNH2+yat(k)PH(N—l/%u)—at(z)) \IJNH2 (2.48)
and
b8 = tanta ||} = [ & / PHO ~ ) ol (. D
< (B(0))? + 2ol 22 8°(0). (2.49)

Similarly, one obtains
0,1 0,1)
Tepany (1% — lon)ad]) < / |18 — o) (aul) (8, B)|

< [ |87t - ) o[

3 —-1/2 _
+ 2/d ko (k)| H(N a(k) at(k:)> \IJN‘ ‘H(N) . (2.50)
Applying Schwarz’s inequality in the second line leads to
Trpageay(viy — las)al) < BO(E) + 2 || sy ) B(D): (2.51)

Inequality (2.41]) follows from the monotonicity of the square root and ([2.44]). The esti-
mate (2.42)) originates from [67]. One starts with the relation

Trisms)|V1— (’YNt — | (e ) V1 — Al
= sup [Trpegs)(A1v1— A(%w — e (e )V1 = A, (2.52)

[[A1]]<1

where the supremum is applied to all compact operators A; on L?(R3) with norm smaller
or equal to one. Then, one continues with

Trpomsy(A1v/1 Al(’YNt ) () V1 — Ar)

(2.53)
= (Un, p7 /1T — A A1 = A ON) — (o1, /1 — A1 AT — Arpy) (2.54)
(2.55)
(2.56)

+ (Un, gf' V1= A AT — Apft TN + (U, pf' /1 — At AT — Argf O y)
+(Un, qf V1= AA1 — A" Ty).

By means of

2
[VI=Buggwn[| =llag onl? + Va7 wnlP < g°(0) + 5°0) (257)

and

V=

<o, (1= A1) ) = \|<Pt||§{1(ne3) (2.58)
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we estimate
(@59 <|{pr, VI = AAVT = Api) (TN, pf TN ) — 1] < [|Aully, pel | Frr gy B (D),
|@55)| <2 Aull,, el g ray v/ B(E) + B(1),
|@56)| < [1Aull,, (B*() + B(1)) - (2.59)
This leads to
Trp VI — A (v = e i) VI= A1 < (1+elfngs) ) (8°() + B°(8)
T2 |oel] 1 (msy vV B(E) + B(2). (2.60)

O

2.8 Estimates on the time derivative

2.8.1 Preliminary estimates

In the following, we control the change of § in time by separately estimating the time
derivative of 5 and . On the one hand a change in 8% is caused by the fraction of particles
which are not in the condensate state ¢;. This behavior is analogous to the growth of
diseases, where the infection rate of cells (or particles that will leave the condensate) at
a given time is proportional to the number of already infected cells. On the other hand
there will be a change due to the fact that the particles of the many-body system couple to
the quantized radiation field, whereas the condensate wave function is in interaction with
the classical field. To control the difference between the quantized and classical field by
the functional 8% we will have to split the radiation fields in their positive and negative
frequency parts.

&ﬁ(a:) — 3 i (k) e i (k) e
\/?w(k) V2w(k)

— 3, F(k) otk () = 3, F(k) ok o *
@:(x,t)./dk e k), o) /dk e i) (260

krok),  ®o(z)= [ &k

- —ikx *(k})

)

For technical reason it is then helpful to introduce the following (less singular) auxiliary
fields

Fr(z) = / Brrk)e*a(k), Fo(x) = / Ak (ke *q* (k),
Fi(z,t) = / Bk Rr(k)e* oy (k), FT(2,t) = / Bk r(k)e™* ok (k). (2.62)

By means of the cutoff function

K 7)3/2
7i(k) = \/2Ef()k) = (\2/21)(@ Ligj<a (k) (2.63)

we are able to express the scalar fields in terms of the auxiliary fields.

Lemma 2.8.1. Let n be the Fourier transform of (2.63)), then

~

Gi@) = (n ) @), F@) = (nxE7) @),
Ot (z,t) =(nxF) (z,1), O (2,t) = (n* F) (,1). (2.64)
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Proof. The proof is a simple application of convolutions theorem. O

In the following, we will integrate the form-factor n of the radiation field and estimate the
difference in the auxiliary fields. This requires that the L?-norms of the cutoff functions

I6]l3 = A%/(67°) and [|n|f5 < A%/(47%) (2.65)

are finite. Subsequently, we use Plancherel’s theorem and estimate the difference in the
positive frequency parts of the auxiliary fields by

[|[(5 2B @) - Frwn) o[ = [ || (V2B @) - B o) e[

- / &3k { (N_1/2a(k) - ozt(k:)> Uyt (N_I/Qa(k:) . at(k:)) W) < B (U, ay).
|k|<A
(2.66)

Pulling the pieces together we get

Lemma 2.8.2. Let a; € L2(R?) and U, € HN) N'D(N). Then, there exists a generic
constant C independent of N, A and t such that

(N2, 1) - D, ) @N,tHQ <CA% (B (Wvg00) + N7Y), (2.67)
o525t ) s 208 (o o).
H( TR (21) — @:(xpt)) plq’N7tH2 <CA*B" (U, ) . (2.69)

Proof. From the canonical commutation relations (2.11]), we obtain

(N8 (@) = B (), (N2 (@) = B () | =N Il (2.70)
and estimate

2
(7580 t0.) 0
2 ~ 2
<2||(N7V2BE () - 0f (o1, 0)) W] |+ 2| (N V285 (2) - @ (a,0)) W
~ 2
< 4||(NTV2BE () - @f (o1, 0)) W[+ 28 3 (2.71)
By means of Lemma [2.8.1] we have
2
(#8500 - ot 0) |
([ @ynan = o) (NVPEL@) - B w0) B, [ a2 (NPE ) - FE ) )

< [ @y [ @1 @) (VR ) - B 000) aor (- 0) (NPENG) - FE ) )l
(2.72)
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Cauchy-Schwarz inequality and the estimate ab < 1/2 (a2 + b2) give rise to
2
H( N~20} (x ‘I’:(iﬂht)) \IINH
<fov ]
<fev ]
= [ @y (NEL W) - B ) s [ dinten - 2P (NRENW) - F00) B)

2
=l [ || (N EE @) - F 0 0) < 38 (). (2.73)

“(or = 2) (N2 ) = B ) ||| 1 = ) (N V2B () = B 0) wa|

(21— 2) (N_l/ZFJ(y) = FJ(Z/J)) ‘I’NHQ

In total, we get

2
<Inll3 (45b (P, o) + 2N*1)

< N2 (56 (U, ) + N—l) . (2.74)

H( N2, (1) — @H(xl,t))\l/]v,t

The second and third inequality are shown analogously. Hereby, it is helpful to recall that
1 B )] = I )] = 0. =

2.8.2 Estimate on the time derivative of

Subsequently, we control the change of 8 (¥, ¢s, ;) in time.

Lemma 2.8.3. Let Uy € (L2(R*) @ F)ND (N)ND (N Hy) with [[¥x || = 1, (w0, o) €
(H*(R®) @ Li(R?)) with ||ol| = 1 and assume that Conjecture |2.2.1] holds. Let Uy, be the
unique solution of (2.6) with initial data Vo and let (¢, o) be the unique solution of

(12.17) with initial data (po, o). Then

B (t) = —2Im (W, (N—1/2<T>K(m1) - @N(:Ul,t)) g Wy,
a8 () = 2Im(Wy, ( / d*ki(k) 2m) " 2FT (i) (k) (N2 (k) — ar(k)) ) W)

— 2Im( Ty, (/d3k (ke (N*l/za(k;) - at(k)) )g:]m, (2.75)

Proof. The structure of the proof is best understood as presented in the following. Since
some manipulations are only formal, we provide a more detailed derivation in Appendix
There, we also show the invariance of the domain D (NV)ND (N Hy).

The functional 5%(t) is time-dependent, because ¥ ; and ¢; evolve according to and
respectively. The derivative of the projector ¢¥* is given by

dyg? = [Hef I qf ] , (2.76)

where H ff F— A+ ®,.(z1,t) is the effective Hamiltonian acting on the first variable. This
leads to

B (1) = de(Ungsaf One) = iU, [(Hy = BT ) af' | W)
= (U, [(N_l/zgl;ﬁ(m) - @K(ml,t)) ,qft} Uny)

= —2Im(¥y,, (N—l/%ﬁ(xl) _ @H(xl,t)> ¢ UNy). (2.77)
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We calculate the commutator
i[HN, (N_1/2a(k) —at(k)ﬂ — —iw(k)N~Y2a(k) — iN~ 1277 —ike; (2.78)
by means of the canonical commutation relations and continue with
d,Bb(t) / &Pk d, < N~124( at(k)) Uy, (N—l/Qa(k) - at(k)> Wy

- / &k (i [HN, (N’1/2a(k) - at(k))} Ups, (N*l/%(k) —at(k)> Uy )

=2 [ d*kRe(i [Hy, (N"a(k) - a )} W, (N72a(k) = ag(k) ) W)
- 2/d3kRe< (Do) ()W, (N 1/24( )qz
= 2/d3k Re{iw(k)( <N_1/2a(k) — oy ) < “12q(k) — Oct(k)> Une)}

/dSk: Re{i(N f: eH W, (N7 2a(k) = an(k)) Una) )

/dSkRe{ {2m)327(k) FT (e 1 (k) ¥ e, (N_1/2a(k) —at(k)> Un)}. (2.79)

So if we use the symmetry of the wave function and Re{iz} = —Im{z}, we get
dif(t) = 2 / R Tm{w(k)( (N2a(k) = ar(k)) v, (N2a(k) = ar(k)) W)}
/d3klm{ Wy, (N7 2a(k) — 0ulk)) W)}

/ @k Im{ ((

ik
< 2m) 3

= 2m{ (W, ([ R @OYRRFT o)) (N720lk) = (b)) ) Bs))
(f e

zk‘z1 (N—l/Qa(k) _ Oét(k’)) )‘I/N,t>}- (2.80)
O

Lemma 2.8.4. Let Uy € (L2(R?) @ F)ND (N)ND (N Hy) with H\IINOH =1, (¢o,a0) €
(H?(R?) @ L3(R3)) with ||gpo|| = 1 and assume that Conjecture 1| holds. Let ¥, be
the unique solution of (2.6) with initial data Vo and let (¢, at) be the unique solution
of with initial data (goo,ozo). Then for any t € ]Rar there exists a generic constant C
independent of N, A and t such that

B (Ui, o, ) | SCA? (B (U, or,00) + N7, (2.81)
BN, 0 0) <eCN (B (W o, 00,0) + N7 (2.82)

i) F TPl 06 @, (N72a(k) = aulk)) )}

— QIHI{ \Ith,
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Proof. Schwarz’s inequality and ab < 1/2(a?+b?) let us estimate the first line of Lemma
by

d8° ()] < 20U, (NT2Buar) = Bulan,t)) af W)
< [[(V12 0 00) — Bl )) |||+ Il (2.83)
By Lemma [2.8.2] we obtain
|dB* (t)| < CA* (B(t)+ N71). (2.84)
In order to estimate d;3°(t) we notice that
[t (N1 2a) - atet) = [ dyatn - o) (N2E W) - B 00) @)
= (N8 (@) - @ (1) (2.85)
and
[ i m P Ty ) (N 2a) - au(h)
= [y (o) (wot) (NV2EL () - ). (2:86)
follow from the convolution theorem. This gives
diB(t) = —2Im / dy (U@ = y) (NTP2EF ) = FE(0,0) Oae)
+2Im/d3y (Unts (0% i) (y,1) (N’l/QFJ(y) - FJ(@/J)) Une). (287
We see that not only present gauge boson fluctuations around the coherent state lead to a
growth in °(t) but an additional change appears, because the second quantized radiation
field couples to the mean particle density of the many-body system while the source of the

classical field is given by the density of the condensate wave function. In order to estimate the
difference between the densities by the functional 5%(t) we insert the identity 1 = p{* + ¢7*

dtﬁb(t) = —2Im/d y<‘I’Nt,P1 n(z1 —y)pt* < 1/2F+( ) — F:(%t)) ‘I/N,t>
w2t [y (Una, (¢ o) (0.0) (NV2ES () = B 00) W)
—21m/ &y (U, g n(z1 — y)pf* (N*WFJ(Z/) - FJ(@/J)) Uy

—21m/d3 (Ungn(z1 —y)gf* (N_l/zﬁ’;(y) — F:(y,t)> Wny). (2.88)

The first two lines are the most important. They become small, because the mean particle

density of the many-body system is approximately given by the density of the condensate
wave function. From n(—x) = n(x) we conclude

p{in(z1 — y)pft =pf* /d3z n(z = y)led*(z,t) = p{* (0 |eul?) (y,t) (2.89)
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and continue with
i3 (t) = —2Im/d3y (U, (7 = 1) (% |el?) (9, 1) (N’l/QFJ(w - FJ(@/J)) Uy e)
Uy [ Eyaten - ) (NVEL) - B 000) o)
—2Im( Py, / Py n(z1 —y) (N*I/zﬁi(y) — Ff(y, t)) A2
_ 21m/d3y<\1/N,t>th (n+ leel) () (NTV2EE () = B (9,0)) W) (2.90)
—2Im( Wy 4, ¢ (N_l/zf/fﬁ(a:l) — @:(xl,t)> P UNy) (2.91)
—2Im( W, (N_l/@i(ﬂfl) — @ (1, t)) 4N L) (2.92)

In the following, we estimate each line separately.

|@:90)] < 2| /d3y< (0 leil) (g 0af Ona, (NTV2ES () = B () )]

< / Py (U, | (0 [o0?) () Pl U )
2
b [y || (VR W) - B w0) B
< || lel? H2<\I/N7t,q1t‘I/N7t> + B2(t) < CA%B(t). (2.93)

Here we have used that

2
[ % L[|, < Tlla [[1eel?[], = [nlla lleellz = CA (2.94)
holds due to Young’s inequality and (2.65)). Lemma leads to

(@I <2/(af" ww, (N8 (21) - @ (@1,1) ) b W)
~ 2
< |[(N 285 @) = o (1, 0) O+ e wnll® < CA%B()  (2.95)

and

EID| <2 (N2, (1) — @5 (1,1)) Uy, gf U]

_1/2/\_ — 2 Pt 2
< ||(N28 (1) - @ (1, 0) ]|+ llaf o)

<CA* (Bt)+N71). (2.96)
In total we have
diB° ()| <CA* (B(t) + N ). (2.97)
Now we can put the terms together to get
difB (1) < |def8® ()| + |8 (1) | < CA* (B(8) + N 7). (2.98)
Gronwall’s Lemma, then gives rise to
B (t) <e“(8(0)+ N1, (2.99)
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2.8.3 Control of the kinetic energy

In order to prove the convergence of the one-particle reduced density matrix of the charges
in Sobolev norm it is necessary to control the kinetic energy of the particles which are not
in the condensate (see Section . To this end we add B4(W¥ny, ¢r) = ||V1q1‘pt\IJN,tH2 to
the functional and perform a Gronwall estimate for the functional S2(Wn ¢, ¢r, o).

Lemma 2.8.5. Let Uy € (L2(R3N) @ F)ND (N)ND (NHy)ND (HE,) with [Vl =1,
(0, a0) € (HA(R3) @ LZ(R3)) with ||¢o|| = 1 and assume that Conjecture holds. Let

Un ¢ be the unique solution of (2.6) with initial data ¥y o and let (o, o) be the unique
solution of (2.17) with initial data (po, ag). Then

diBY(U N1, p1) = 2Im(pf* (N_1/2‘f’n($1) - (I)H({Bl:t)> U, (—A1)g"UN, t)

— 2Im( (N_l/z(/lsm(xl) — (21, 75)) Py UN, (A1) Uy

— 2Im({N"Y23, (21)g7 W 4, (—A1)g W) (2.100)
Proof. From (g, 0) € (H*(R3) @ L3(R?)) with |[¢o]| = 1 and ¥y € (L2(R*N) @ F) N
D(N)ND(NHy)ND (HE), it follows that (¢, ) € (H*(R?) @ L3(R?)) with ||¢e]| = 1
and ¥y € (LA2(R3Y) @ F)ND (N)ND (NHy)ND (HE) for all t € R by Conjecture

Stone’s Theorem and Lemma [2.11.3] This ensures that the following expressions are well
defined. The derivative of 3°(t) is determined by

def(t) = i(¢{" HNU N, (A1) Uy —i{q{" Uny, (A Hn W ny)
+i< [Heff7qft} ‘I’Nt,( Al)Ql ‘I’Nt> - Z< ft\I’N,t, (_Al) [Heffant} ‘I’N,t>
= i{q{"HN U Ny, (—A1) ] W) —i{(=A1)g" VN, T HN U g )
i [HE aft | W, (A0 W) — i((A0)af W [HE aft| W)
= —2Im{q{" HN U N, (—A1) g Uny)
— 2Tm( [Heff,qft} Wy, (—ADG W) (2.101)

Since (qf" <_Ai + N71/2EI\)H($1')) Unt, (—A1)q]" Uny) and (qf HpU N, (—A1)g] Uy ) are
real numbers for ¢ € {2,3,..., N} this becomes
dy3°(t) = — 2Im(qf" (—A1 + N_l/Q(f)K(xl)) Un g, (A1) gf W)
+2Im (g HY/ Wy, (A1) gf Uy
—2m(H{ gf" Oy, (A1) g7 Uy
= — 2Im(gf" (N_1/2</IS,{(:U1 O, (z1, )) Wn s, (—A1)gf W)
— 2Im (P (1, 1) g U N, (A1) Une)
— 2Im || (~A1)gf Wl
= — 21m(gf" (N712®B(21) = Dy(w1,6)) Wy, (—A1)af )
— 2Im( @ (21, 1) Ung, (A1) Uny). (2.102)
The identity ¢{*O = Op?* + Ogf" — p7* O (for any operator O) and
(@ (21, 0) g7 Ung, (A1) U ) = ( <N_1/2‘/f’n(l‘1) - @n(fﬂl,t)) a7 Ung, (A1) Ung)
— N7V, (21)gf Oy, (A1) O ny) (2.103)

) =
(=
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lead to
dy3°(t) = 2Im(pf* (N_1/2</I\>H(x1) - @H(xl,t)> Un g, (A1) gl W) (2.104)
= 20m{ (N2 (21) — (1, 1) p{ U, (~A1)gf Uiv) (2.105)
— 2Im(N 2@, (21) g Uz, (A1) g Tive). (2.106)
O

Lemma 2.8.6. Let U € (L(R3N) @ F)ND (N)ND (NHn)ND (HZ) with ||l =1,
(o0, a0) € (HA(R3) @ LZ(R3)) with ||¢o|| = 1 and assume that C’onjecture holds. Let
Uy, be the unique solution of with initial data Vo and let (i, ) be the unique
solution of with intial data (po, ag). Then, there exists a positive monotone increasing
function C(s) of the norms ||as|[2(gsy and ||@s|| g1 (gs) such that

|dtﬂ2 (\I/N,ta Pt Odt) ‘ §A4C(t) (/82 (\I/N,h Pt Oét) + Nﬁl) )
Ba (W o1, ) <€ Jo €8 (85 (W0, 00, ap) + N7 (2.107)
hold for any t € ]Rar.

Proof. In order to estimate d;3°(t) by 8 and ||V1¢{" ¥ || we will integrate by parts and
apply Schwarz’s inequality. The gradiant will hereby occasionally act on the radiation fields,
which will give rise to the vector fields

~

(V@) = [ dhakki (*alh) - o (b))
(V) (x, 1) = / d%ﬁ(k)m( %oy (k) — e‘lkmaf(k:)). (2.108)

We define the vector field © (k) := 7j(k)k and its Fourier transform © with 3% | [|©[3 <
A*/(167?). This allows us to obtain the relation

~

(V&) (z) =i (@ . F:) (@), (VO )(x,t) =i (0 F) (x) (2.109)

K

between the positive frequency part of the vector fields and the auxiliary fields (2.62)). In
analogy to Lemma [2.8.2 one proves the estimates

(N 298, (@) — (V) (:Cl,t))pl‘liNW <o (80 + N 7).
[(V12(TB ) (a0) — (V) (1)) ar ]| <O (5(0) + N7
H( 12 (21) = Dyl 1)) lel\I/NH2 <CA|[Vll3 (8@ + N71). (2110)
The first term of dy3(t) is estimated by
(ETOD)| < 2(pf* (N72B(21) = Blw1,8)) W, (—A1)af i)
= 2(Vip{" (N7V2B(21) — @u(w1,1)) Wy, Vi U,
< [[vim (N 2Butn) — @) x|+ IV P

< ||Ver|]? H(N_l/QEI\)n(I'I) — %(m,t)) \I/NH2 + Vi On|*. (2.111)
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Lemma [2.8.2] gives rise to

(@T0D| < CA?[[Verl * (B + N71) + |V iar |
< A°C(ledll o) (Ba(t) + N7H) (2.112)

Likewise, we estimate

|([2.1085)

<2|( (N_1/2(/I\)m(x1) - <I>,<(£E1,t)> Py N (A1) )|
:2|<V1 <N*1/2(/I;H(1'1) — @H(xl,t)) p1¥n, lelq/NM
N 2
< Hvl (N_1/2<I>,{(x1) _ q)n(xl,t)) p1\I/NH ViU (2.113)

Due to triangular inequality, (a + b)2 <2 (a2 + b2) and (2.110)) this becomes

|(.103)| <2 H( N2, (z1) - ‘1)n($1,75)) v1]91‘1’NH2
2
+2||(NTAVE) (@) - (V) (@) |+ 11Vaa el
< MOl 1) (Balt) + N7V (2.114)
Next, we consider line

2.106) = — 2Im(Vi NY2®, (21) g7 Uy, Vig Wy
= — 2Im(N"V2(V®,)(z1)q{ U s, Vigl Ui y)
— 2Im(N"V23,(21)V1g N, Vigl Ty (2.115)

The scalar product in the last line is easily shown to be real. This yields
2.106) = — 2Im(N~"Y2(V®,)(21)q{" Oy, Vi Uy )

= — 2Im( <N71/2(v§)ﬁ)(x1) — (V@) (21, t)) a7 VN, Vgl Une)
= 2Im((Vy)(21,1)g] U n s, Vig] Ui ). (2.116)

and allows us to estimate
(ET08)| < 20( (NV2(VE,) (1) — (V@) (1,)) af U, Vraf U]
+ 2[((V®x)(z1,)q{ U, Vigl Ui )|
< [[(V 2B @)~ (V)1 0) a7 ]|+ (T2 (@ D W
+2([Vrgf gl < O (8(1) + N71) + CAY el 3 57 (2) + 28°(2)
< A'C(llaclly) (B2(t) + N1 . (2.117)
Here, we used and the fact that
1(V®s) ()l < CAZ e (2.118)

holds because of Schwarz’s inequality. In total, we have

|d:B°(t)] <A'C(l@ellg s [lewel]) (B2 + N7H) . (2.119)
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With Lemma this implies
(B2 [W vty 15 aa] | SAC(llpl | s el (B2 [P s 2y e + N7 (2.120)
Using the shorthand notation C(t) := C(||¢¢|| g1, |lax||) we obtain
t
Bo (YN ¢, @t 0u) <eM o Clo)ds (B2 [¥n,0, 0, o] + N71) (2.121)

by means of Gronwall’s inequality

2.9 Initial states
Subsequently, we are concerned with the initial states of Theorem [2.3.1

Lemma 2.9.1. Let Uno € (L2R3N)® F) N D (N) with |[Unp|| = 1 and (po, a0) €
(L2(R?) @ L?(R?)) with ||po|| = 1. Then

BUY N, o) < TTLQ(R3)|’7](\}:(())) — lo) (wol| = an,
BY (W0, a0) = N“HWH(V/Nag)Uno, NWH(y/Nag)Un o) = by. (2.122)

Proof. The first inequality is a consequence of Lemma [2.7.1] Before we prove the second
relation we justify (2.37)). Therefore, is useful to note that the Weyl operator (f € L?(R?))

W) = exp ([ @100 - @) (2.123)
is unitary
W) = W) = W(=) (2.124)
and satisfied™]
WDk (f) = alk) + (), W ()a"(RW () =a* () + F(R). (2125)

This leads to

B (W4 ) = /d% (N172a(k) = (k) ) \I/N,tHz
= /d3k: W*(VNoy) (N—1/2a(k) —ozt(k:)) W(\/N%)W*(\/Nozt)\lfzv,t‘‘2
:/d3k: N*1/2a(k)W*(\/ﬁat)q/N7tH2
= N"YW*(VNay)e HN0 o, N (VNag)e HN 0Ty ). (2.126)
Let
Uy (t;0) == W*(VNay)e N (VN ayg) (2.127)

6More information is given in [80][p.9]
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denote the fluctuation dynamics then
B (Un g, 1) = N~HUn(0)WH(/ Nag) W0, NUn (£ 0)W L (VNag)Tng)  (2.128)
follows from the unitarity of the Weyl operator. In particular, we have
B (T, a0) = N"HW (/' Nag)¥no, NW L (v/Nag) W) = b (2.129)
O]
In the following, we are concerned with initial states of product form .

Lemma 2.9.2. Let (g, ap) € (H*(R?) @ L}(R3))with ||po]| = 1 and Uy = ¢f" @
W (V/Nag)Q. Then

ay = Trias) iy — l9o)(woll =0, (2.130)
by = N_1<W_1(\/ NOéo)\Ipr,./\/‘W_l(\/ NOéo)\IfN70> =0 and (2.131)
Uyo € (LZR*M)®@F)ND(N)ND (NHy). (2.132)

Let (¢, 0) € (H*(R?) @ LZ(R?))with ||¢o|| = 1 then

(2.133)
Uyo € (LZR*™M) @ F)NnD(N)ND(NHy)ND (Hy). (2.134)

Proof. From the definition of the one-particle reduced density matrix and (2.129) we directly

obtain the relations (2.130)) and (2.131]). Equation (2.133)) holds because ¥y is in the
kernel of the projector ¢{°. In order to show (2.132)) we point out that

T (X, K, H pola)e Mol /2 () 12 TT (V)20 (k) (2.135)
j=1

follows from the definition of the the Weyl operators [80][p.8]. A direct calculation gives

2
= N |ao||* + N? [Jaol|*. (2.136)

n? H\IJ%)O

Hence, \IJS\?)O € D(N) (see (2.23)). Moreover, we have Uy € D(Eﬁl —A;) because g €
H?(R3). A straightforward estimate leads to

/ df”Nxdf”%\Z BN, K < O, llaolls). (2137

From (2.12)) we then conclude \I'X,l)o € D(Hy) and \IIS\T,iO e D(Hy)=D(XN, -A)N D(Hy).

Similarly, one derives

3 A R i (Pl

n=1

e[

+CZ 2| e pwa )™

* < OO, ol sy - Lol )

(2.138)
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and concludes ¥y € D(NHy) = {¥y € D(Hy) : Hy¥n € DN)}. In order to
show (2.134) we would like to note that (po,0) € (H*(R3),L3(R3)), | - |?7 € L*(R?)
and 7j € L*(R?) imply HyUn € D(Zf\il —A;). By means of the estimate
YN d kY w(ky)P|(Hy Vo)™ (Xn, Kn) P < CN, A, ool g2ggs) » llaol 3 eay)
n=1 j=1
(2.139)

one obtains HyWy o € D(Hy). In total, we have HyWy o € D(Hy) and Yo € D(HJQ\,) O

2.10 Proof of Theorem [2.3.1]

In order to finish the proof of Theorem [2.3.1] we remark that Lemma and Lemma [2.9.1
imply

B(¥nN0, o, 0) < an + by,
B2(¥n o, 00, 0) < an + by + ¢n. (2.140)

We then choose for a given time ¢ € RE{ the number N of charged particles large enough

such that the values of (W4, ¢, on) in (2.82)) and Bo(Vny, 1, o) in (2.107) are smaller
than one and derive Theorem [2.:3.1] by means of Lemma [2.7.1]

2.11 Appendix: Proof of Lemma 2.8.3

In this section, we derive Lemma in greater detail. Hereby, we occasionally use the
notation Wy, = Wy (t), pr = p(t) and oy = a(t). Since the functional 8%(-) : R — R, ¢
<\If Nt @'Y N,t> (and likewise 3°) is a real function in ¢, we can determine its derivative by
the quotient

pe(t+h) — B(t)

d:.B3%(t) = 1 . 2.141
) h_}g}}#o h ( )
Moreover, we would like to note that Uy € D (Hy) and
li Un(t+h)—Un)|] =0
i ([0( 4+ ) — U (o)) =0,
. Un(t+h)—Pn(t) .

1 HxUn ()| =0 2.142
i n TiHNEN (D) (2.142)

follow from W o € D(Hy) and Stone’s Theorem. Let (o, o) € (H?*(R?) & L}(R?)). Accord-
ing to Conjecture there exists a strong solution such that (¢, o) € (H*(R3) @ L3 (R?)).
Furthermore,

lim {lp(t+h) — ¢(t)]| = 0,

h—0,h£0
li t+h)—al)|| =
i la(e+ 1) = a(0)] <0,
. So(t+h)_90(t) -rreff _
h—}%){lf};éo Y +iHY p(t)|| =0 and
. alt+h) —at) . 3/2~ 20\ || _
Jim - —i—z(wa(t) + 2m) 20 F T |(t)] ]) ~0. (2.143)
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For ease of notation we define
g(t) = wa(t) + ) 25FT]le))?]. (2.144)
The derivative of 5% is given by

Lemma 2.11.1. Let Uy € D (Hy) with |[¥no|| = 1. Let (g0, a0) € (H*(R®) & L} (R?))
with ||po|| = 1 and assume that Conjecture |2.2.1| holds. Therﬂ

aB°(t) = i( W, | (Hy = HT) L af] W)
= —2Im(Wy,, (N*%H(xl) - <I>n<:c1,t)) ¢ VN ). (2.145)
Proof. We consider

(Wt + b ot + m) (ot + h>|1wN<t+h>> (U (), o) O TN (D) (2.146)
— Re(Wn(t+h) — U (D), \¢<t+h>><¢<t+h>h<wN<t+h>—\IJN<t>>>
+ Re(Un(t \SO(H p(t)) (e (t+h)!1(‘PN(t+h) Uy (1))
+ Re(Un(t),]e(t)
+ Re(Uy
+ Re(Uy

(

(Un(t)

(TN (t), o

(Un(t+

(Un(t+
+Re<\IfN(t,gpt h) — ()

(Tn (1),

(Wi (

(Tn (1),

(Tn (1),

h) -
Mot +h) — (®)]1 (Ta(t+ ) — Tx (D))
Uy (t), lp(t + h) — () (o <t+h>m<t>>

+h h
+h) = Un (1), [e(t) (et +h) — o() 1PN (1))

) —
) —
( ) (ot + h) o)1 TN ()
+ Re(Un(t), [o(t)) () 1N (t + h) — Un (L))
+Re(Un(t + h) — Un(t), [o(t) (p(t) 1 ¥ N (L))
+Re(Un(t), [0t + h) — o)) {p() 1 ¥ N (1))
+ Re(Un(2), [0(0) (p(t + h) — o)1 VN (1))
and
Re{i(\I!N(t), KHN - Hfff) ,pf(t)} \IfN(t)>} - (2.147)
= Re(Un (1), p{ " (—i) Hy U n (1))
+ Re((—i)Hy U (t), pf 0y (1)
+ Re(Un (1), [(—i) HY o)) (0(t) 1T n (t))
+ Re(Un (1), o)) (=) H o(t) 1 T (t))

This allows us to estimate

|h~ ' ([@146) — (2-147)| < h™!| lines 2 till 7 of (2.146)|

+Re(Wn(), o) o) IV )
+Re(TYEENZUND o), (o) (o0 (1)
+Re( (1), | OO | press oty oo w )

p(t + h}z —e) | G () U (1)), (2.148)

"The commutator is well defined because ¢; € H*(R?) ensure ¢7*Un ¢+ = (1 — pf*) Uy € D(Hn).

—|—Re<\I/N(t>7 lo(t))(
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By Schwarz’s inequality one derives
(T, o) (€hx) < [Ixllzze) 1l Laey 12 1€l (2.149)
and easily shows that the right hand side converges to zero as h — 0. This proves
(U, p§ U ) = i (U, [(HN - Hfff) ,pff} Ty,) (2.150)
and leads to
A (s af ) = i (1= (U, 00 W) = =i, | (Hy = H) ot W)
=i, | (Hy = HT) (1= pf)| W)
[

(
(- )
(o

- i<\IIN,t7
= (U, [(N28 (1) = @n(ant)) af| Owve)
= —2Im(¥y,, (N— 23, (z1) — @R(ml,t)) AT (2.151)

O]

In the following, we determine the derivative of 4°. This is slightly involved because the
creation and annihilation operators are unbounded operators. The best strategy seems to

introduce the actual (not pointwise) creation and annihilation operators. For {\IJE\?)}RGNO =
Uy € D(NV?) and f € L*(R?) we define

(a*(f)\I/N)(”) (kl,..., —n_l/ZZf n 1) kl;'"7kj—17kj+17"'7kn)7

(alF)UN)™ (k... Fn) = (n + 1)1/2 / RO by k). (2.152)
They are related to the pointwise creation and annihilation operators (2.10) by
(5= [ im0 ®), alf)= [ @k s Fath), (2.153)

The functional 8° may then be written as

B'(Unp ) =N NN, NUp ) + llewel 13
N7V Wy a* (@) Ung) — N7V (W a(a0) U
- N_1<\IJN7t,_/\/\IJN7t>—|—(—2)N_1/2Re<‘PN,t7a(at)‘PN,t>+ el - (2.154)
——

SEHAT =B5(UN,t,00t) =% (c)

The functional 8° is well defined for Uy, € D (N 1/ ?) and oy € L*(R3). This is seen by the
standard inequalities

Lemma 2.11.2. For f € L?*(R?) and ¥y € D(N) one has

la(ryenll < 11711|]
la* (Fyenll < A1 ||V + D) 2en] | (2.155)
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Proof. The proof [80][p.7] is a direct application of Schwarz’s inequality

lo(gyel < [ at 5@ lawal < 151 ( [ % laerent?)
< |11l |[A/2 ]| (2.156)
and the commutation relations
(D = (T (1)) = (T’ (D)) + 111001

~lla(ryen P + AP el < 117 (e |+ el ?)
= 171 o+ 12 | (2157)

O]

However, to ensure the well-definedness of ,Bb(t) at any time and compute its derivative it is
useful to show the invariance of D (N) N D (N Hy).

Lemma 2.11.3 (Invariance of the domains). Let N € N and ¥y € D(N)ND (N Hy). Let

U be the unique solution of (2.6) with initial data Uy o. Then Uy, € D(N)ND (NHy)
for allt € R. Moreowver,

[N +2)U#)@nol| < alt) ||(N +2) @nol|  and (2.158)

IV +2) ExU@)xwol| < at) [V +2) Hyxol (2.159)

is true for all ®x9 € D(N) and xno € D(NHy) with a(t) = N ?Ilillalt]

Proof. Lemma [2.11.3| has been shown in [32, Proposition 4] but we are recalling the proof
for sake of completeness. For f: Ny — C and ¥y € HW) we define

{(f W) )™ = f) ey, ) (2.160)
D((f (N) = {@n € HOD - 200 | (0) | [0S0 7 2 eanvsany < 00}
If f is a bounded function, we obtain
IFN)EN|| < sup,en, [£(@)][[n]| for Uy € HOY, (2.161)
D((f (V) =HD. '

In particularly, we are interested in h : Ng — R,n + h(n) = (n + 2)~! and the bounded

~

operator h (N). For U € D(®,) C D(Hy)

AN)BTU N = OFR(N — 1)y,
hN)O- U n = B h(N + 1)y,
h(N)®, Uy = DLAN — 1)Uy + B (N + 1)Uy, (2.162)

follows from a direct computation. Let U € D(Hy) and Uy = U(t)U . In analogy to
the derivative of 5%(t) one derives

di [|h(N )T 4]|% = 2Im (AN )T 4, [R(N), HY] T, (2.163)
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To find suitable bounds for the time derivative, we notice that

follows from Lemma [2.11.2] and Definition B.611 We then observe the commutator relation
[h(N), HN] = Zj\le N-1/2 [h(f\/), (I)H($j):| and estimate

rwn|| <llilly ||V + 2wy 2164

Srwn|| < lally [N72wn|| and |

& (23) (WOV = 1) = h(V)) |

N
[, B || < N2
j=1

B (@) (BN + 1) = ) Wi |

N

+3oN
=1

< N2l [APV2 (= 1) = ) |

+NV2 7, HN1/2 (R(N +1) — h(N)) ‘I/N,tH

= N2 il HN1/2 (R(N —1) = h(N)) ‘I’N,tH

+ N2l | [N2 (BN = BN+ 1) B (2.165)
Due to
n*? (h(n —1) — h(n)) = n!/? ((n+ Dt —(n+ 2)_1) =nl/? <Z:::i - 1) (n+2)7t
B nl/2 . .
= it =(n+2)
n'/2 (h(n) — h(n+1)) =n'2 (n+2)"' = (n+3)71) = n!/? (1 - Z i f) (n+2)!
_ 21 < (n+2)"! 2.1
= 5+ <(n+2) (2.166)
for all n € Ny and we have
[N, HY Wiy || < 2NV [l || BN )@ ]| (2.167)

and obtain

e [[BN )Tl [* | < 21BN ) Oty [BN), HY] Uy
< 2[R Tl [ [BNV), HN] W] < 4N il [[R(OA)

(2.168)
Then, Gronwall’s inequality leads to
H(N+ 2)~1 \IJN,tH < a(t) H(N+ 2)~1 \PMOH for all W0 € D(Hy) (2.169)

with a(t) = NIl Since D(Hy) is dense in H™ and (M +2)7! is a bounded
operator, inequality (2.169) extends to (™) by a standard density argument.
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Density argument. The operator Hpy is self-adjoint and therefore has a dense domain
D(Hy) € HW). This implies that for every vector Wy € HW) there exists a sequence

(l) € D(Hy) such that ‘

l
Uno— \I/SV)OH — 0 as | — o0o. Moreover we have smoothness

with respect to the initial data, namely H\I/Mt — \I/(l H H\IIMO — \11%)70

’ — 0asl —
0o due to the unitarity of U(t). Since (M +2)"! is a bounded operator we also have
H(N+ 2)~! (\IJN¢ - \I/%)tw < H(/\/+ 9)~!

and obtain

N’t—\IJ%{tH—>0asl—>ooforallt€R

it < 2 s 2) o2

(
< H N +2)7! (\IJN,t —\If%)tm +a(t) H(N+2)—1\p§QOH
< ||ov+2)7 (wwe = w0, || + et || v+ 27 (90 - wwo) ||
)~

+alt HN+2 1\I’N70H (2.170)
where we made use of the fact that (2.169|) holds for \Ilg\l,)’o € D(Hy). Taking the limit [ — oo
shows inequality (2.169) for all ¥y o € HN). O

In particular this implies

H(N+ LU () (N +2) \I/N,OH <a(t)||[Unoll forallUyge DN +2)  (2.171)

with a(t) = 64N1/2||7~7H2‘t|'
Let ®no € HNV) and Uy € D(N + 2). The boundedness of U(t) and (N + 2)~! as well as
inequality (2.171f) let us obtain

[(U(t) (N +2) 7" @0, (N +2) Uno)| = [(Bwo, (N +2)7 U (=) (N +2) Unp)|
<a(t) [[®nol[ YNl - (2.172)

This shows that the map D((N +2)) — C, U (U(t) (N +2) " g, (N +2) Tpp) is

continuous. Recalling the definition of the domain of an adjoint operator
D(T*)={yeH:V,:DT) - C,x+> (y,T(x)) is continuous} (2.173)

shows that U (t) (N +2) ' ®x o € D (N +2)*) = D (N + 2), because (N + 2) is self-adjoint.
This gives

a(t) [|®n ol 1noll > [(U#) (N +2)" Do, (N +2) Unp)]
={(N+2)U(t) (N +2)"" ®ng, Uno)l (2.174)

for &N € HWN) and ¥ No € D(./\/ + 2). By a standard density argument one derives this
inequality for all ®x o, ¥no € H®) . Choosing Uno=N+2)U(t) (N + 2)71 Oy o leads to

H(/\/+ N U(t) (N +2) (I)N’OH < a(t)||®np|| for all @y € HO (2.175)

and

[NV +2)U#)@nol| < alt) [|[(N +2) Pnyol| forall Pyge DN +2)=D(N). (2.176)
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This implies
I[N +2) HNU ()@ wol| = [[(V +2) UR)Hn®nol| < at) [[(V +2) Hn®wpl|  (2.177)

for all Uno € D((N +2)Hy) = D(NHy)ND(Hy). Hereby, we used the fact, that
the unitary time evolution commutes with its generator due to Stone’s theorem. The

inequalities (2.176)) and (2.177)) show the invariance of D(N) N D (NHy)ND (Hy) =
D (N) ND (M Hy). O

Next, we differentiate the terms in (2.154]) and determine the derivative of 8°. The derivative
of B’f is given by

Lemma 2.11.4. Let Uy, € (L2(R¥*) @ F) ND (N)ND (NHy). Then
diBY(t) = d{ VN, NUN,) = —2N V2 Im(Wy y, &F (1) Uy ). (2.178)

Proof. From the initial data and Lemma it follows that Wx(t) € (L2(R¥*) @ F) N
D(N)ND (NHy) for all t € R. Let h € R with h # 0.

BY(t+h)—B(t) = N"HUN(t+h),NUy(t+h)) — N NN ), NUx(t))
= N '"Re(¥y(t+h), N\IIN(t+h> N™'Re(Un (), N TN (t))

= N"'Re( (Un(t+h)—Un(t)), N\IJN(t—i—h))

+ N~'Re(Un(t) J\/\I/Nt+h> 1Re<\I/N()N\I/N(t)>

= N""Re( (Un(t+h) —Un(t) N (Un(t+h) —Un(t))

+ N7'Re{ (Un(t+h) — Un(t) , NUpn(1))

+ N7'Re(NT (1), ( qu<t+h,) Un (L))

= NN (Un(t+h)—Un(t),N(Uy(t+h)—Un(t))

+ 2N TRe(NUN (1), (TN (t+h) — Un(D)) (2.179)

This gives
‘ﬁll)(t +h) - i)
h

— 2N 'Re(N W (), —iHN\IIN(t)>‘ <

Un(t+h)— \I/N(t)>‘
h

W (E+h) = Un(), N
Un(t+h)—Pn(t)

+ 2N Re(N Wy (1), - +iHNUN (1))

< NN (E+R) = On (), N <‘I'N(t i h})z — N mrew () - iHN\IJN(t)> )l
+ 2N Re(N N (t), Un(t+ h})L N () +¢HN\IJN(t)>\

< NN (e 4 ) - wy(e)), TR IV )

+ NTH((UN(E+h) = Un (1) , NHN N (D) >|

+ 2N Re(N TN (), Iultt })L ()+iHN‘IfN(t)>\

< n-1|[In(E+h) — Un(t)
= h

+ iHN\I'N(t)H BINTNOI + [N TN (E+ R)]])

+ N W (4 h) = N ()] [[NHy YN ()] (2.180)
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Inequality (2.158) ensures the existence of limp_,q p20 [[NU N (t + h)|| and (2.143) implies
that the right hand side converges to zero when h — 0. This shows

51 (t+h)—
h—>0 Jh#£0 h

pr) — 2N Re(N W (1), ~iHN W ()] = 0 (2.181)

and allows us to compute

diB(t) = 2N 'Re(N'U (1), i Hy U n ()
(6)) =

=  —NYNUN®),iHNIN ) = N GHNUN (), N TN ()

= —iN"P((NUN@), HpUn()) — (HpUn, t, NN (D)) (2.182)

- i (NUN (), A1 TN (1) — (= Ay TN (), NTN(2))) (2.183)
INTY2((NW N (L), B (21) TN (1)) — (D (1)U (£), NN (D))). (2.184)

Line (2.182) = 0 because

<N\IIN,t7Hf\IIN7t> = /dng Z <N\P§\7f117Hf\I/S\% L2(R3")(XN)
n=1

/dng Z n\Ith,Z S\?,)t>L2(R3n)(XN)

-/ V3 (3l W) (X)

n=1 j=1
= /dgN.CE Z<Hf\II§\1;’)l€,N\IIS\T/'Z7)15>L2(R3n)(XN)
n=1
= <Hf‘IIN7t7N\IJN,t>' (2185)

Likewise, we use integration by parts

(NUN 4, =AUy, = Z/dSnk/d3N:cn (O (X, o) (— A1 W)™ (X, Kn)
n>0

= Z/d3nk/d3N ~ AU (X, Ko (U)X, K

n>0
= (—A1UN, NOyy) (2.186)
and obtain (2.183)) = 0. A straightforward calculation leads to
<;I;; (ml)\I’N,taN‘IJN,t> = < N +1) YNt ‘/1;,—:(231)\1’1\[’0 (2.187)

and allows us to show

B184) = —iN 2 ((NUN (L), Bu(z1)Un (1)) — (Du(21)Tn (1), Ny (1))
= —iNTV2((NUN(L), D (21)Un(t)) + <N\I/N(t) S(21) TN (1))
+ zN*1/2(<cT>:($1)q/N(t>,N@N(m+<A;(x1)xyN ), NUx(t)))
= —iNTV2 (NN (1), & (@1) D) Un (t)) + (B (21) T (t), (N + 1)Tn (1))
+ ANTYV2((F () Un (), NON(8)) + (N + DTN (L), B (1)U (1))
= N2 ((UN (1), D5 (1)U (1) — (D (2)UN(E), Un(E)))
2N V2 (W (t), B (21)Un (1)) (2.188)
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In total, this gives
B0 (t) = —2N "V m( Uy (t), Bf (x1) Uy ()

= —21m<\I/N(t), </d3k ﬁ(kﬁ)eikmlN—l/2a(k))\IJN(t)> (2189)

and proves Lemma O

Now we are interested in the derivative of 5.

Lemma 2.11.5. Let Uy, € (L2(R¥*N)®@ F) N D(N) N D (NHy) with ||\11N0|| = 1. Let
(¢0, ) € (H*(R3) @ L¥(R3)) with ||¢o|| = 1 and assume that Conjecture 1| holds. Then

diBY(t) = 2Im(W (/d3k k)€™ g (k) ) W)
2y, ([ @RA0 0T (e PN e y) (2190
Proof. First, we would like to note that the expressions in (2.190]) are well defined because

AFT[le)?] € L?(R3). This follows from || € L' (R3) and FT|¢¢]?] € L>®(R3). By means
of the expansion

(Un(t+ h)alalt+ ))\Ith+h)> (Un(t),a(at)Un (L))
= (Un(t+h) = Un(t),ala(t + h) - (t))\I’N(Hh))
+ (Un(t), ae (t+h) ) (¥n(t+h)— (t))>
+ (N (t+h) = On(t), a(@®)(Pn(t+h) — Un(t)))
+ (TN (t), ae (Hh) (1)w(t))
+ (Un(t+h) = Un(t), a(a(t)Un(t))
+ (O (1), a(a(t))(Un(t +h) — Un(t))) (2.191)

we estimate

/33<t+h2 ZB) N R (1) a(—ig (1)) (1)

+2N"V2Re( — iHNUN(t), a(a(t)) Un (1)) + 2N 2Re(U (1), a(a ())—iHN‘I’N(tD)

<ONTV2Wn(t+ h) — Up(t), <(t+h}1 ()>\I’N(t+h)>’

a*(a t+ h})b — Oé( >)\I/N(t),\IfN(t+ h) _ \I/N(t)>’
), aa(t)) +h]i_\PN(t)>! (2.192)

U (t
Wa(t).a(® “*hh‘“( L ig) wn(n)

W ( t—I—h — Un(t)

+ 2NV (U (t + h)

+ 2N—l/2

(
(
I
+aN~12)( +iHNUN (L), a(a(t) Un(t))|

Un(t+h)—¥n(t)
h
The third summand can further be estimated by

+ 2N Y2 {a* (o) T (1), +iHNUN(t))]. (2.193)

EI92) < 2N 2|(ala” () (Un(t + h) — Ty (2)), 2T hZ “I L Ewn @)

+ 2NV (Wt + h) — Uy (t), a(a(t)iHy TN (). (2.194)
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With the help of Schwarz’s inequality and the standard estimates of Lemma [2.11.2] one
easily shows that the right hand side of (2.193]) converges to zero as h — 0. This proves

diB4(t) = 2NV2Re(iHn Uy, a(ar) Uny) + 2NV Re( Uy, a(ay)iHn Ty )
+ 2N Y2Re( Uy, alig) ¥, )
= 2N VI {(HnW s, a(ar) U ) — (a*(ar) Uy, Hv O N )}
+ 2N m (W, a(ge) W) (2.195)

Due to the symmetry of the wave function we have

(HNUpnga(at)Un) = N{(—A1)Unga(a)Ung) + (HpU g, alo) Wy
+ NY2B, (1)U, alar) W) (2.196)

By means of

<(—A1)‘~I’N,t7 a(Oét)‘I’N,t> = <a*(at)\IIN,t7 (—Al)‘I’N,t>,
<Hf‘I’N,t7 a(at)‘I’N,t> = <a*(at)\I]N,t7 Hf‘I’N,t> - <‘I’N,t, a(wat)‘I’N,t>7
N1/2<(/ISH<371)\IIN¢> alo)Wny) = NY2{a* (o) Wy, ‘55(901)‘111\/,0

— NYV2(Wy,, ( / d%ﬁ(k)e—ikrla;(k))wN,t>. (2.197)
this becomes
(HxUn ., (o) Uny) = (a* () Ung, HNOn2) — (Un g, a(war) Ty
— NV, ( / d3kﬁ(k)e’ik’”1af(k))\IJN,t> (2.198)
and leads to
diB(t) = —2N"V2Im( Wy 4, a(war) Wiy 4) — 2Im( Ty, ( / d%ﬁ(k)e‘ikmlozj(k))\PMQ
+ 2N 2 I (g, a(ge) Uave)
= —2NV2Im (W, a(war) W) — 2m( W, / aki(k)e ™ 0 (k) ) W)
+ 2NV, a(wor) Ty

+ 2Im( Wy ¢, ( / >k ﬁ(k)(%)?’ﬂf’r*[\gotP](k)Nflﬂa(k))mN7t>
= 2m( Wy, ( / &Pk ﬁ(k)eikmat(k))qw,t>
+ 2Tm (W, (/d3kﬁ(k;)(27r)3/2fT*[|¢t\2](k)N1/2a(k))\1:N,t>. (2.199)

O

Lemma 2.11.6. Let Uy € (L2(R3Y) @ F) with [|¥no|| = 1. Let (po,a0) € (H*(R?) @
L2(R3)) with ||po|| = 1 and assume that Conjecture|2.2.1| holds. Then

dyf33(t) = dy ||u||5 = —2Im (W, ( / d*k ﬁ(k)(zw)?’/?fT*H%F](/c)at(k))\IJN,t>. (2.200)
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Proof. We observe

{a(t +h),at+h)) = (a(t),a®)) = ||a(t + h)a@®)|]* + {a(t + h) — a(t), alt))
+ {a(t), at + h) — a(t)) (2.201)

and estimate

Ba(t+ ) — B3(t)
h

— Re(a(t), —ig(t)) — Re( — ig(t), oz(t)>‘ <

< re(“H =00 i) (i)

+ [Re(at), alt+h) —aft) | ig(t))|

alt+ h) — a(t)

+ |Re(

a(t+h) —at))], (2.202)

where g is defined by ([2.144]). Recalling ([2.143)) we see that the right hand side converges to
zero as h — 0. This shows

diB5(t) =  Relay, —igi) + Re( —ige, o) = Im{{aus, gt) — (ge, )}

— f{anwar) - (warai)} + Im{ [ @ik EnYET oo ()}
— tn{ [ @R ET PR}
= —2tm{ [ @)@ T oIk}

= —2Im( ¥, (/d3k:ﬁ(k)(zw)?’/?f”r*[ygoty2](k)at(k))xlzm>. (2.203)

Lemma 2.11.7. Let ¥ng € (L2(R¥*) @ F) N D (N) N D (NHy) with ||[Unpl| = 1. Let
(0, a0) € (H*(R3) @ L3(R3)) with ||po|| = 1 and assume that Conjecture holds. Then

a8 (t) = 2m (W, / Rii(k)(2m) 2 FT i) (k) (N~2a(k) = ay(k)) ) )

— 2Im (W, ( / &k f(k)eke (N’l/Qa(k) - at(kz)) )\If ). (2.204)
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CHAPTER
THREE

DERIVATION OF THE MAXWELL-SCHRODINGER EQUATIONS
FROM THE PAULI-FIERZ HAMILTONIAN

Abstract We consider the spinless Pauli-Fierz Hamiltonian which describes a quantum
system of non-relativistic identical particles coupled to the quantized electromagnetic field.
We study the time evolution in a mean-field limit where the number N of charged particles
gets large while the coupling to the radiation field is rescaled by 1/ V/N. At time zero we
assume that almost all charged particles are in the same one-body state (a Bose-Einstein
condensate) and we assume also the photons to be close to a coherent state. We show
that at later times and in the limit N — oo the charged particles as well as the photons
exhibit condensation, with the time evolution approximately described by the Maxwell-
Schrodinger system, which models the coupling of a non-relativistic particle to the classical
electromagnetic field. Our result is obtained by an extension of the ,method of counting®,
introduced in [75], to condensates of charged particles in interaction with their radiation
field (see Chapter [2)).

Contributions of the author and Acknowledgements This chapter presents joint
work with Prof. Dr. Peter Pickl and has with minor modifications already been published as
the preprint [54]. Theorem is formulated in more generality than in [54] and its proof
has slightly been changed. In addition, we inserted further references and remarks based on
Chapter [2| The preprint was written by me. My contribution to the conceptual ideas is 50%
and my share on their technical implementation is 80%. We thank Dr. Dirk André Deckert,
Prof. Dr. Jan Derezinski, Prof. Dr. Detlef Diirr, Dr. Marco Falconi, Maximilian Jeblick,
Vytautas Matulevic¢ius, and Prof. Dr. Alessandro Michelangeli for many helpful remarks.
We are deeply grateful to Vytautas Matulevicius for valuable discussions at the early stage
of this project and to Prof. Dr. Alessandro Michelangeli for helpful remarks concerning the
Maxwell-Schrodinger system. N.L. gratefully acknowledges support from the Cusanuswerk.

3.1 Setting of the problem

The existence of light quanta, later named photons, was first postulated by Albert Einstein
in his renowned paper ,,On a heuristic point of view about the creation and conversion of
light“[25]. This led to the invention of Quantum Electrodynamics and supplemented the
nature of light, which was formerly described as a wave in classical electromagnetism, with a
particle interpretation. During the last decades the predictions of Quantum Electrodynamics
has been tested up to highest accuracy. Nevertheless, in a lot of situations the corpuscular
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character of light is subordinate and the second-quantized electromagnetic field can be
approximated by a classical field satisfying Maxwell’s equations. In this paper, the validity
of such an approximation is justified in the mean-field regime. More explicitly, we derive
the Maxwell-Schrodinger equations from the spinless Pauli-Fierz Hamiltonian. Such a
derivation is of great interest to fundamental physics. Moreover, since the applied mean-field
approximation reduces the degrees of freedom of the original system tremendously explicit
error bounds might also be of interest for numerical simulations. We consider a system,
described by a wave function ¥y ; € HW) | of N identical charged bosons in interaction with
a photon field. Here,

HWN) = L2 (R3N) @ F,, (3.1)
where the photon field is represented by elements of the Fock space

Fo= P [L2R?) & €% (3.2)

n>0

The subscript s indicates symmetry under interchange of variables. The Hilbert space
h = L?(R?) ® C? consists of wave functions f(k, ), with wave number k¥ € R and helicity
A =1,2. It is equipped with the inner product

(Fr9)y = /d3kf*(k,)\)g(k,/\). (3.3)

A=1,2
The time evolution of ¥y ; is governed by the Schrédinger equation
10Ny = HNU Ny, (3.4)

where

- Aufay)) 1
HN—Z<—’iVj— 3%) -l-N Z U(.l‘j—xk)—‘er (3.5)

j=1 1<j<k<N
denotes the Pauli-Fierz Hamiltonian and
- 1 . .
A,.(z) = /d3k:/% k ex(k) (e*a(k,\) + e % a* (k, X 3.6
(2) = > ()\/m,\()( (k. \) (kN) (36

A=1,2

the quantized transverse vector potential. The function

1 if [k| < A,

) (3.7)
0 otherwise,

R(k) = (2m) 7% Lypea(k),  with Ljycp(k) = {
cuts off the high frequency modes of the radiation field. There are two real polarization
vectors €1 (k) and e2(k) with

‘61(]{)‘ = ‘62(]{)‘ = 1, 61(]€) k= Eg(k) k= 61(]6) . 62(]{2) =0. (3.8)

The operator valued distributions a(k, \) and a*(k,\) (k € R3 X\ € {1,2}) are the usual
pointwise annihilation and creation operators in J,,, satisfying

la(k, ), a*(l, u)] = 6/\,M5(k —1), la(k,A),a(l,p)] = [a*(k, A),a"(l, p)] = 0. (3.9)
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The energy of the photon field is given by
Hp= > /d3k kla* (k, N)a(k, \) (3.10)
A=1,2

and the potential v describes a direct interaction between the charged particles.

We assume:
(A1) The (repulsive) interaction potential v is a positive, real, and even function satisfying
loll o g = _nf . {llonll gy + lloel oy} < 00 (3.11)
such that the Pauli-Fierz Hamiltonian Hy is self-adjoint on the domain D(Hy) =
DN —A; + Hy) (see [45] and [83, p.164]).

The mean-field scaling 1/N in front of the interaction potential and the scaling 1/v/N in
front of the vector potential ensure that the kinetic and potential energy of Hpy are of the
same order. At first, we are interested in the dynamics generated by H for initial conditions
of the product form

oSN @ W(VNag)Q. (3.12)
Here, §2 denotes the vacuum in F, and W (f) is the unitary Weyl operator

W(f)=exp| > /d3k flk, Na*(k,\) = f*(k,Na(k,\) | . (3.13)

A=1,2
This choice of initial data corresponds to situations in which both the charged particles and
the photons exhibit condensation. Due to different types of interactions, correlations take
place and the time evolved state will no longer have an exact product structure. However,

for large IV and times of order one it can be approximated, in a sense specified below, by a
state of the product form &V ® W (v Nay)Q, where

k" 20y (K, N) = \}ﬁq(k‘) (k| FTTA](k,t) — iFT[E](k, 1)) (3.14)

and (¢¢, A(t), E(t)) solve the Maxwell-Schrédinger systenﬂ

o) = (=19 = (A @, D) + (v i) (@) 91(@),

V-A(z,t) =0,

O A(z,t) = —E(x,t), (3.15)
WE(z,t) = (-AA)(z,t)— (1 - VdivA™) (k) (2),

Je(z) =2 (Im(p; Vo) (@) — e *(@) (5 + A) (2, 1))

with initial datum

©0,
A(.Z', O) = (277)73/2 ZA:LQ f d3k ﬁek(k) (eikzO‘O(k7 )‘) + eiikxazk)(kﬂ A)) ’ (3.16)
E(x,0) = (21) %2 Y, [ Pk Blen(k)i (e*ag(k, A) — e ag(k, \)) .

These equations determine the time evolution of a single quantum particle interacting with

the classical electromagnetic field it generates. The solution theory of this system is well
studied, see [68] and references therein.

! Hereby, (k x A)(z,t) = [ d°k e k(k) A(k,t).
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3.2 Main result

The physical situation we are interested in is the dynamical description of a Bose-Einstein
condensate of charged particles. We start with an initial wave function of product form
(3.12)) (a condition that will be relaxed later) and show that the condensate is stable over
time, i.e. correlations are small at later times. Let Wy ; € (Lg (R3N) ® ]:p) NHDN) with
[@n¢|| = 1. On the Hilbert space L?(R?), define the ,one-particle reduced density matrix
of the charged particles“ by

1,0
’VJ(V,t) =Tro N @ Trr[Un ) (Ungl, (3.17)
where Tro .y denotes the partial trace over the coordinates wo,...,zy and Trr the trace

over Fock space. The charged particles of the many-body state ¥y ; are said to exhibit
complete asymptotic Bose-Einstein condensation at time ¢, if there exists ¢; € L?(R?) with
llo¢]| = 1, such that

Trpaesy vy — oo (el = 0, (3.18)

as N — 00. Such ¢y is called the condensate wave function. For other indicators of condensa-
tion and their relation we refer to [65]. Given Wy, € D(Hy) with ||[¥y,|| = 1, we introduce
the ,,one-particle reduced energy matrix of the photons “ with kernel

AN (R AKX = NTURY2 IR Y2 (0, a* (K, N )alk, VTN - (3.19)
’y](\?’tl) is a positive trace class operator on b with Try (fy](\(,)’tl)) = N*1<\I!N7t, Hf‘I’N,t>H<N)- It is

important to note, that differs from the usual definition (e.g. [80, p.8]) by the weight
factor |k:|1/2|k:’|1/2<\IlN,t,/\/'\IIN’t>H(N)/N with A being the number of photons operator. Our
choice ensures that we neglect photons with small energies and measure only deviations
from the photon field that are at least of order N. This is reasonable because due to the
scaled coupling many photon states with a mean particle number smaller than of order N
only have a subleading effect on the dynamics of the charged particles. We say the photons
exhibit asymptotic Bose-Einstein condensation, if there exists a state u; € b, such that

0,1
Trglyy = e (el | = 0, (3.20)

as N — oo.

In the absence of a cutoff function and v being the Coulomb potential, the Maxwell-
Schrodinger system is globally well-posed in the spaceﬂ C(Ry, H3(R?) @ H3(R?) @ H?(R?))
[68]. We assume that this also holds in presence of the ultraviolet cutoff # and for potentials
of the form (A1). More specific, we choose ¢o € H?(R3) and ag € b such that (A(0), E(0)),
defined by (3.16)), is in (H*(R®) & H?(R?)). Then, we assume

o0 (Ul IAD s + 1B s} < o0 (3.21)
€10,
for any T € R*. This ensures (see (3.33])) that u;, defined by
1
up(k, \) = [k 2a(k,\) = —=ex(k) - (|k|FT[A](k,t) — iFT|E](k,t)), (3.22)

V2

is an element of the Hilbert space .

2The direct sum of the Sobolev spaces refers to (¢, A(t), E(t)).
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Theorem 3.2.1. Let v satisfy (A1), o € L*(R3) with ||po|| = 1, ag € b such that
(A(0), E(0)) € (H3(R®) & HX(R®)). Let Uy € D(Hy) N (L2(R*N) @ F,) such that

an = Trpz2en 7y — leo) (ol = 0, (3.23)

by =N W (VNag) U0, HW ™ (VNao)Un ), — 0 and (3.24)
_ 2

ey = |[(NT'Hy — Enr [0, a0]) Yol — 0 (3.25)

as N — oco. Here,

Ent s an] = ||(—iV — A () @el)* + 1/2(pr, (v |e]?) 1) (3.26)
+ > /d3klk\|at(k,/\)]2 (3.27)
A=1,2

denotes the energy functional of the Mazwell-Schrodinger system. Let Wy be the unique so-
lution of (3.4)). Let (@1, A(t), E(t)) be the unique solution of (3.15)), u; defined by and
assume supyefo 1) {11¢¢l] s ms) + [[A®) s msy + 1B g2msy} < 00 for any T € R*. Then,
there exists a monotone increasing function C(s) of the norms ||¢s|| yzmz), [IV@s|| oo (gs),
1A 3uy and |[B(6)|agus) such that

t
Trrams) 7y s — lee) (@il < Van + by + ey + N=TAeA Jo 45C6), (3.28)
Troly o) = [ue) (wil] < Van + by + en + N-LAC(8)eM Jo 45C6), (3.29)

for any t > 0. In particular, for ¥y o = cp%bN ®@ W (v Nap)Q one obtains

1,0 _ 4t asOf(s
Tria@s)hy s — o (el < NTY202A Jo dsCC), (3.30)
Tyl — Jug) Gul| < N™Y2A2C(1)eM" Jo 45C0O), (3.31)

Remark 3.2.2. Assumption (A1) allows to consider the Coulomb potential v(z) = |z|~.
The requirements on the interaction potential can easily be relaxed because our estimates
only rely on the finiteness of Hv * |gpt|2Hoo and HU2 * |g0t|2HOO. This is captured by (A1) and
@1 € H3(R3) but also by other means.

Remark 3.2.3. For simplicity we apply the mean-field scaling 1/N in front of the direct
interaction. Using techniques from [76] and [77] it seems possible to treat the direct interaction
also in the NLS or Gross-Pitaevskii regime.

Remark 3.2.4. The ultraviolet cutoff is essential in our derivation but can be chosen
N-dependent.

3.3 Comparison with the literature

Derivations of classical field equations from Many-body Quantum Dynamics has been
established in a series of works: In [39], Ginibre, Nironi and Velo derived the Schrodinger-
Klein-Gordon system of equations from the Nelson model with cutoff. They considered a
mean-field limit where a finite number of charged particles interacts with a coherent state of
gauge bosons whose particle number goes to infinity. Falconi [33] derived the Schrédinger-
Klein-Gordon system of equations in a mean-field limit where both the number of the
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charged particles and the gauge bosons go to infinity. Making use of a Wigner measure
approach Ammari and Falconi [1] were able to establish the classical limit of the renormalized
Nelson model without cutoff. The replacement of quantized radiation fields by classical
interactions has also been justified in other limits. Teufel [86] considered the adiabatic limit
of the Nelson model and showed that the interaction mediated by the quantized radiation
field is well approximated by a direct Coulomb interaction. In [34] and [35], Frank, Gang
and Schlein showed that in the strong coupling limit the dynamics of a polaron is described
by an effective equation, in which the phonon field is treated as a classical field. Knowles
[52] analyzed a finite number of heavy particles in a strong radiation field and derived the
Newton-Maxwell equations from the Pauli Fierz Hamiltonian. In [82] it is shown that the
semiclassical set of coupled Maxwell-Schrédinger equations is obtained by neglecting certain
terms of the Pauli-Fierz Hamiltonian. To our best knowledge, this is the first rigorous result
concerning a mean-field limit of the Pauli-Fierz Hamiltonian. This work continues the master
thesis [63].

3.4 Notations

We set Planck’s constant £, the speed of light ¢, the charge e, and twice the mass of the
particles 2m equal to one. Except in definitions, results, and where confusion might be
possible, we refrain from indicating the explicit dependence of a quantity on the time t. We
use the notations ¢(t) and ; interchangeably to denote a quantity ¢ at time t. The symbol
C is used as a generic positive constant independent of ¢, N and A. We use expressions
like C(|[¢ll g2(rsy » [|All2(rs)) to denote positive monotone increasing function of the norms

indicated. Both f and FTI[f] stand for the Fourier transform of f. With a slight abuse
of notation A and E denote the vector potential and the electric field, but also their
respective Fourier transforms. If we write A(t) or E(t), we always refer to the coordinate
representation of the electromagnetic fields. Furthermore, we use the shorthand notation
Ag(z,t) = (kx A) (x,t).

H*(R?) stands for the Sobolev space with norm || f| s gs) = |1+ |k’2)8/2fHL2(R3) and

|All zg = VTrA*A is used for the Hilbert-Schmidt norm. The symbol (-, -) denotes the
scalar products on HW), L?(R?) and b. Furthermore, we use the shorthand notation

<"'>;y = [d’ () and Il = J &y ().

3.5 Organization of the proof

The structure of the proof is similar to Chapter 2l However, the interaction between the
charges and the radiation field is more singular than in the Nelson model. This causes two
major difficulties:

(a) The number of photons with small energies is difficult to control during the time
evolution.

(b) There exist additional terms in the time derivative of the functional which can not be
controlled with the techniques from Chapter

In order to solve the first problem, we modify the functional 8? from Chapter |2 by a factor of
|k| in the integral. In this way we measure the fluctuations of the radiation field but neglect
contributions from photons with small energies. The modified functional is well defined
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on D(Hy) and we do not need to show the invariance of D(N') under the time evolution
which is generated by the Pauli-Fierz Hamiltonian. The disadvantage of the redefinition
is that we only obtain information about the one-particle reduced energy matrix and not
the one-particle reduced density matrix of the photons. To overcome the second problem
we introduce an additional functional that measures the fluctuations of the energy of the
many-body system. This allows us to control many-body states with high energy and to
perform a Gronwall estimate. More information is given in Subsection The proof is
organized as follows:

(a) We define a functional S which serves as a measure of condensation. Afterwards,
we show that convergence of the functional to zero in the limit N — oo implies
condensation in terms of reduced density matrices.

(b) In section we control the growth of 5 by means of a Gronwall estimate. To this
end, we provide preliminary estimates and control the time derivative of .

(¢) Then, we relate the value of the functional at time zero to the initial data of Theo-

rem 3.2.11
In our estimates, we need the regularity conditions
letlloo <00, [[Vetlloo <00, [[Ver]| <00, [|Agt|| < o0, (3.32)
AL, <00, &)= 3 /d3k|kHat(k,>\)|2 < o0, (3.33)
A=1,2
Ep(t) =) /d3k\k|2\at(k,)\)|2 < 0. (3.34)
A=1,2

Assuming sup;c(o 71 {0t/ grsms) + [[AO)| gs(rsy + 1 E Q)| gr2msy} < oo for any T € RT the
first line follows from Sobolev inequalities. To continue, we define the functions

Re(k) = 2m) Pl (k),  Rs(k) = 2m) 22k Ligp<a (k) (3.35)

with

Ir<l2 =(fe, <) = (2m) 3 / P = (677,

[k|<1
16 l5 =(Fs, fs) = (27T)_3/ Ck [kt = (4r*)TH1 - 1/A) < (4n*)7h (3.36)
1<|k|<A
This gives

A (z,t) = (27r)3/d3k e <n (k) Ak, ) = (271)3/d3keikxﬂ|k|<1(k)A(k,t)
4 (27r)3/d3l<:eik$]k|_2ﬂ1§|k|§[\(l€)|k]2A(l<:,t)
= (ke ¥ A) (z,t) — (k> * AA) (2,1). (3.37)
and

ARl < (k< * A) (D)l + [[(r> + AA) (B)]]
< [[r<[l Al + [l5> [[ AA]] < [JAD] 72 ms) (3.38)
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where we made use of Young’s inequality. By means of

> kIel k) = b~ i (3.39)

A=1,2

one easily shows

S [ @k lHllate VP =172 [ d*k (KEA k) + B2 (K.0) < 1Ay + O
A=1,2

> /d3k]k\2]a(k,/\)]2 = 1/2/d3k (|k[>PA%(k,t) + |k|E*(k, 1))
A=1,2
< AW ey 1AD 2 grsy + IEOIE@)] g1 s - (3.40)

3.6 The counting functional

In this section, we introduce a new indicator of condensation referred to as the ,counting
functional®“. Our system under consideration describes the interaction of charged
particles with a radiation field. Initially, we assume the charges and photons to exhibit
condensation and we would like to show that both condensates are stable over time. In
case of the charges, this is done by means of a functional, denoted by 5, which counts for
each time ¢ the relative number of charges which are not in the state ;. Under suitable
conditions on the photon field it is then possible to show that the rate of particles which
leave the condensate is small, if initially almost all particles are in the state ¢g. The situation
is different for the radiation field because the number of photons is not a conserved quantity.
On that account not only existing photons gets correlated but also new photons are created
or destroyed. One should note that the high frequency modes of the radiation field do not
interact with the charges due to the ultraviolet cutoff and evolve according to the
free evolution. This is why neither the number of photons changes nor the photon state
shows correlations for wave-numbers |k| > A. However in the long wave-length sector of F,
correlations take place and the number of photons varies. To show that the photon field
remains coherent we introduce the functional 3° measuring for each time ¢ the fluctuations of
the photon field around the classical mode function. An additional factor of |k| in the integral
implies that we neglect contributions from photons with small energies. The main difficulties
in our derivation arise from the minimal coupling term in the Pauli-Fierz Hamiltonian. On
that account we have to control expectation values of certain unbounded operators, see
Subsection This is established by 8¢ which restricts our consideration to a subspace
of many-body states whose energy per particle only fluctuates little around the energy
functional of the effective system.

In order to define the counting functional we introduce the projectors pft and qft.

Definition 3.6.1. For any N € N, ¢; € L?(R3) with ||¢¢]| =1 and 1 < j < N we define
the time-dependent projectors pt* : L*(R*N) — L*(R3N) and ¢ : L*(R*) — L2(R?Y) by

pftf(asl, oo xN) = p(zy) /d3xj o () f(z1,...,zn) forall f € LZ(RgN) (3.41)

and ¢f* =1~ p}”ﬂ

3For ease of notation we mostly omit the superscript ¢; in the following. Additionally, we use the bra-ket
notation pf* = |¢¢(2;)) (e (z;)|
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Moreover, we define the energy functional of the Maxwell-Schrodinger system by
Ent e ) = [|(=iV — Ax(®)) il [* + 1/2( 1, (v % |21]*) 1)
+ > /d% || o (B, \) | (3.42)

A=1,2

Note that Eas ¢, o] is finite under assumption (A1) and supye(o 7 {|1%t|| g (rs) A @)|| 3 ms)
+[|E()||2gs)} < oo for any T' € R*. The counting functional is defined by

Definition 3.6.2. Let Yy € D(Hy), ot € H3(R3) with ||p:]| = 1 and oy € b such that
(A(t), E(t)) € (H3(R3) @ H?(R?)). We define

BNt pr) = (Ung,q1 @ Lr, Uny),
unnan= Y [kl <M - at(kw) W, <a<k A _ at(kz,A)) W),

P VN VN
HN HN
B(U N, o1, ) = <N - SM[SDt,Oét]) Y, (N - EM[SDtaat]> W) (3.43)

The functional 8 : D(Hy) x H3(R3) x h — RS‘ is then given by B = B+ B + B¢.

The functional 8% was already used in [5], [53], [66], [75], [76],[77], [47] and others to derive
the Hartree and Gross-Pitaevskii equation, while 5° and 8¢ are introduced to control the
interaction with the radiation field.

3.7 Relation to reduced density matrices

Next, we show that condensation indicated by the counting functional, 5 — 0 as N — oo,
implies condensation in terms of reduced density matrices.

Lemma 3.7.1. Let U, € D(Hy), o1 € L*(R3) with ||¢¢]| = 1, ot € b such that [lue|ly < oo

Then
BUYN 1) STrrasylyy) — le{edll < /869 (Una o), (3.44)
Troly oy — Jue) (el | <38°(W e, ) + 6 [l /B (Wi, ). (3.45)

Proof. The first inequality follows fronﬁ

B =1 (Tn,pr W) =1 = {21y 0) = Trzageny (1) (] — ool ™)

1,0 1,0
< 1p1llop Trza@n v = o)l = Trramsny® = o)l (3.46)

In order to proof the remaining inequalities we use

Trly — p| < 2||y = pllgg + Tr(y — p), (3.47)

valid for any one-dimensional projector p and non-negative density matrix . The original
argument of the proof was first observed by Robert Seiringer, see [80]. We present a version

4For ease of notation, we discard the explicit time dependence and write for example ¥y instead of ¥y ;.
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that is found in [5]: Let (A,)nen be the sequence of eigenvalues of the trace class operator
A =~ — p. Since p is a rank one projection A has at most one negative eigenvalue. If there
is no negative eigenvalue, Tr|A| = Tr(A) and - holds. If there is one negative eigenvalue
A1, we have Tr|A| = [M] + 32, 59 An = 2|A1] + Tr(A). Because of |Ai| < [|A][, < |[A]ls:
inequality ((3.47] - follows.

For the upper bound of ( we notice that TI"Lz(RS)(’y](\}’O) — |¢){p|) = 0. Then, (3.47)
reduces to

Trreas " — o) el < 2|5 = lodel|| (3.48)

and (3.44)) follows from

T2y (1 = o)) =1 = 2Te 2o (le)plr G ™) + Trzaean (5 )?)
<21~ Tresy () (el ™)) = 28 (3.49)
To prove inequality (3.45) it is useful to write the kernel of 7}(\({),1) — |u)(u| as
0,1
O = ) O, AL = k202 (N (0 (0l ) ) = o (1, (k. )

= [k|1/2[11/2( (N—l/2 (1) — al u) ( 1/2 a(k, \) —a(k,)\)) Ty

R[22 (N’l/Q I ) — a(l M) LT af

+ |k|1/2|l|1/2<\I/N,( 120k, A) — alk, )\I/N>a (U, ). (3.50)
Cauchy-Schwarz inequality gives

(7Y = Ja () (R, A, 0, )2
< Wkl || (N2a(k, \) = a(k, ) \DNHQH(N—l/%a,u)—a(z,u)) wNHQ
)

( (k, A
0 || (N 2ak, 2) — alk, ) \I'NH2 a(l, )2
(

NP2l ) — all, ) U [ ok 2)P (3.51)

1/2,

+ k11 |

and

2
5 = wllyg = 3 [ [ Rl < ot

pef1,2)2
< (B) +2|[ul|} B° (3.52)
follows. Similarly,
Ty ) £ 3 [ @R fwul) (e k)
A=1,2
<y /d3l<:|k|H N"Y24(k, A) — alk, )\)\IJNH
A=1,2

+22/d3kluk>\\|k11/QH( “1/24(k, \) —oz(k)\>\I/NH (3.53)
A=1,2
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Applying Schwarz’s inequality with respect to the scalar product of § yields

TYM%\({);) la ><a’)<5b+2HUHh Z /d3k|k!H N7Y2a(k,\) — af(k, A)\I/NH )1/2

Sﬁb—i-ZHuHh\/[S. (3.54)
Monotonicity of the square root and ([3.47) give rise to (3.45)).

3.8 Estimates on the time derivative

In this section, we control the change of 8 in time. To this end we separately estimate the
time derivative of 5 and 3°. The value of 3¢ is constant in time because the energies of the
many-body system and effective equations are conserved quantities. To control the difference
between the quantized and classical vector potential by the functional 8° it is convenient to
introduce their positive and negative frequency parts.

A 3 ikx
A= 3 [ Pri09 et atk )

A=1,2
A (z) = Bk (k) e (k)e— g k),
~(2) A:Z/ ()b )
Af(z,t) = Bk (k) —— ey (k)eike kA
H(a,1) A:Z/ ()b atk, ),
- o 3 P 1 € efikxa*
A (z,t) = AZI:Q/dk (k:)\/m A(k) “(k,\). (3.55)

Moreover, it is helpful to define the positive and negative frequency parts of the quantum
mechanical and classical electric field.

Z/d“ ) Bleswyietae, ).

A=1,2

-y / Bl i \/> A(B) (i) 0" (I, \),

A=1,2

=) / Bk \/> A(k)ie®® ay (ke N),

A=1,2

=y / R \/7 Ak (—i)e Fr gk (ke N). (3.56)

A=1,2

For § € { ,4, —}, we introduce the shorthand notations

i Al
Ei(a,t) = E\;%) Bi(a,t), Alat) = A“](\f) A (21). (3.57)
By means of the cutoff function
_ 1- 3
(k) = k|7 R (k) = (2m) "2 k|7 L jgy<a (k) (3.58)

we are able to express the vector potential in terms of the electric field.
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Lemma 3.8.1. Let n be the Fourier transform of (3.58)), then

Al (z) = —i(n« E}) (@), A (x) =i(n*E])(w),
Af(ot) = —i(n Ef)(w,0),  Af(n,t) = i(n+Ey)(x,1). (3.59)
Proof. The proof is a simple application of the convolution theorem. ]

At various points in our estimates, we replace the vector potential by the electric field and

make use of (see Lemma (3.11.1))
[y, (VB ) - B w0) (VB W) - B 0) ) < 80 (360)
To obtain proper bounds it is crucial that the L?-norm of the cutoff functions

][5 = A%/(67%) and [ln]]; = A/(27°) (3.61)

is finite.

3.8.1 Preliminary estimates

The minimal coupling term in the Pauli-Fierz Hamiltonian
N N
> (=iV; = N2 A () =) (—A1 +2INTV2A (1) V1 + N’Uii(xﬂ) (3.62)
J=1 Jj=1
contains an interaction that is quadratic in the vector potential. If we want to control
the growth of 4(¢) in time this quadratic part (see (3.98)) requires that quantities like
NN Wy, qlﬁi(ajl)ql\I’Mﬁ are not only finite but bounded by £(¢). This holds for every
bounded operator B because of

(Uny, 1 Bai¥ny) < Cllangl)® < CBYt) (3.63)

but must not be true in general. In case of unbounded operators smallness can sometimes
be shown on a subclass of states which have sufficient decay in the occupation of eigenstates.
For a self-adjoint operator O with [O, ¢1] ~ 0 and ¢ € R one has

(UNt 1O@ N 2 (U, 1OVN) = (Ung,q1 (O — ) Uny) + c(Ung, 1 UNy)

<(c+ 1){(Unt 1 Ung) + (g, (O — c)? Uny). (3.64)
Thus, <\If Nt 1O ¥ N7t> is small if ¥ ; occupies eigenstates of O with eigenvalues A # ¢
only with small probability. This is in the spirit of Chebyshev’s inequality which is of
great use in probability theory. Requiring <\Il N0, (O — 0)2 v N70> ~ 0 initially does not imply
smallness at later times. However, if we choose for O a conserved quantity its variance is
a constant of motion during the time evolution and we only have to restrict our class of
initial states. In the following, we consider the variance of the energy per particles of the
many-body system (see 5¢). Then, we estimate the vector potential and the Laplacian by
Hy /N and bound expression like N *1<\I/ Nt qlAi(a;l)qu! N7t> by the counting functional.

Lemma 3.8.2. Lety € R? ory € {z1,...,2n} and U € D(Hy). Then
“ 2
HN—l/QA:(y)\pNH < A/@2r?)(Un, NTLH DY),
N 2
[N12AL ywew|| < A/2r%)(On, NTUHEN) + A2/ (4N || 9P

N2 A, )| < 20/ () (W, NTUH D) + A2/ N 0Nl (3.65)
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Proof. To ease notation, we define the vector-valued function f(k, ) = %(QITI)CIG A(k). The

first estimate follows from Cauchy-Schwarz inequality
. 2
H 3 /d3k f(k,A)ei“fya(k,A)\IfNH
A=1,2

<(X /d3k|f<k,A>||kr—”2Hrkl”QfL(k»A)‘I’NHz)Q

A=1,2
< (X [ @Rl P (S [ ki a2 wa?)
A=1,2 A=1,2
=A/(2r*)(¥n, Hy U y). (3.66)

By use of the canonical commutation relations (3.9), the second bound is obtained via
, 2 - 2
H 3 /d3k £k, NeFHa* (k, A)\PNH - H 3 /d% Flk NeFka(k, A)\PNH
A=1,2 A=1,2
+IFI NP < A%/(@4x) || Wn|* + A/(27°) (U n, HpWx). (3.67)

The last estimate follows by triangular inequality. O

Lemma [3.8.2] leads to

Corollary 3.8.3. For ¥y € D(Hy) we have

N 2
(N2 AL e)a || <20/ (U, N T Hpa W) + A%/ (272N B,

N 2
[N 2 AL @piey || <20/7(Un, N Hpa O) + A2/ NS (3.69)

Lemma 3.8.4. Let v satisfy (A1), Uy, € (L2 (R3N) ® F,)) ND(Hy), ¢ € H*(R3) with
lloel| = 1 and oy € b such that (A(t), E(t)) € (H3(R?) @ H%(R3)). Then, there exists a
monotone increasing function C(t) of Enlpr, cul, [|otl| y2rsy and [|¢]| poo(rsy such that

(Un, g NP Hyg? U ny) <C(t) (B(t) + A/N). (3.69)

Proof. We decompose the Pauli-Fierz Hamiltonian into

N
N 2
<\I’N,Q1N71HNQ1\I/N> :<\PN,q1N71 Z (—iv]' — Nﬁl/ZAH(xj)> q1\11N> (370)
)

+<\I/N,q1N*2 Z v(xj —xk)ql\I/N> (3.71)
1<j<k<N

+(Un, N Hyq1 Oy ). (3.72)
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Then, we write the first line as

N
. 2
B70) = (Un, 1N~ 12(—¢vj—N—1/2AH(xj)) Ty
7j=1

N - 2
+ ]\]'71 Z <\I/N, q1 |:<—Zvj - N*1/2A,€(a;j)> ,q1:| \I/N>

Jj=1

N
= <\I/N,Q1N71 Z (—Zv] — Nﬁl/QAH(Ij))Q \IIN>

. 2
+ NN N, ¢ [(—ivl - N71/2A5($1)> 7(11] Uy). (3.73)
The second line is given by

BT =(Un,aaN 2 > vz —z)Un)+ N2 > (Uy,q vz — 2x), 1] Un)

1<j<k<N 1<j<k<N
= (Un, N2 Z v(z; — zk)¥N) + (N = )N (Uy, q1 [v(z1 — 22), 1] Un ).
1<j<k<N

(3.74)

In line (3.72)) we use that H; commutes with operators which only act on the sector of the
non-relativistic particles. This leads to

(Un,u N " Hyg1 Un ) = (Un, o N Hy O )
) 2
N Uy g [(—Nl - N—l/zAﬁ(xl)) ,ql] Ty)  (3.75)

+ (N = )N 2Ty, q1 [v(z1 — 22), 1] Un). (3.76)
The first term is estimated by

. 2
(BT = N (¥ @ [(-ivl - N71/2A5($1)> Jh} )|

= N'(Tn, ¢ (-ivl - N_I/ZAK(M))QM‘I’NN
<N 'y, (—A1)p1 TN )|

+ NN T2A (2) 1 On, Vip1 O

+ NN A ()@ Wy, N2 A (2)p Oy
< N7 (8" + 1 Ap W + Vo)

LN (’ ’Nﬂ/mn(xl)qlw‘ ‘2 + HN*l/QAH(xl)pﬂI/N‘ ’2) . (3.77)

Lemma [3:8:2] and the positivity of the interaction potential v let us continue with
(BTB) < NTIAC( ¢l ) (U, NTHH ) + A/N)
< NTAC(¢ll ) (U, NTHHN W) + A/N)
< NTIAC(llellg2) ((Ynvs (NTHHN — Ear) U ) + Eur)
< NTAC(lelle) ([N Hy = Ea) W] + &)
< NT'AC(lellge) (VB + Enr) < NTAC(UIl gz Ear) (378)
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The second term is bounded by

I(B76)| < N'{(Un, g1 [v(z1 — 22), ;] Un)| = N (TN, qro(z — z2)p1 U )|
<1/2[|qn|* +1/(2N?) [[o(21 — 21)p1 ¥y ||
=1/28" 4+ 1/2N*) (¥, prv*(z2 — 21)p1 V)
=1/2B%+1/(2N?)(¥n, p1 (v* * |p|?) (22)TnN)
< 1/28%+1/(2N?) ||o* = |o?]| - (3.79)

We use assumption (A1) and decompose the interaction potential v = v1+vy into v; € L*(R3)
and va € L®(R?). Then, we apply Young’s inequality and obtain

[[o*  Lel*] o < [ty el + o3 oo e[y
= Ilorl 111 + loalIZ Nl < Clllelloo): (3.80)

Thus,

(BT + BTG < Cllellgz |4l » Ea0) (B + A/N) (3.81)

and

(Un, o N TTHyqnOn) < [(Un, o NTTHN O )|+ |(3-75) + (B-76) |
<N, qu (NT'Hy = En) Un) + EnB + Clllol g2 100 » Er1) (B + A/N)
<[ Wn,q (N'Hy — En) Un)| + Cllgll g2 s 11l » Ear) (B+ A/N)

<(Un, (N Hy = En)  Un) + 8%+ Cllel g2 10l » Ear) (B + A/N)
< C(ll¢ll g2+ 110l » Enr) (B + A/N). (3.82)

O

Lemma 3.8.5. Let v satisfy (A1), Uy, € (L2 (R3N) ® F,) ND(Hy), ¢ € H*(R3) with
lloel| = 1 and oy € b such that (A(t), E(t)) € (H3(R?) @ H%(R3)). Then, there exists a
monotone increasing function C(t) of Enlpr, e, [|otl| gz2rs) and ||t poo (rsy such that

[N A | < Ac) (86) + A/N),
[N 124w | < ACE) (5(0) + A/,
3172 Aamaen] | < ACG) (50) + A/N) (3.8
Proof. We have
(Un, i N Hyq1 ) <(Un,qi N~ ' Hy1¥n ) (3.84)
because v is positive. Lemma and Corollary then lead to

(Un, et N Hpqr W) <Cllellgz  |lolloo - Ear) (B + A/N) (3.85)

and
[N A0 ]| <AC(lellye . llelloe E01) (5 + A/N) (3.86)

The other inequalities are shown analogously. O
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Lemma 3.8.6. Let v satisfy (A1), Uy, € (L2 (R¥N) @ F,) ND(HN), ¢ € H*(R?) with
l|pel| = 1 and oy € b such that (A(t), E(t)) € (H3(R?) @ H%(R3)). Then, there exists a
monotone increasing function C(t) of Enlpr, e, ||t pr2msy and |[r]] Lo rsy such that

/d?’yHN 12% ( iV; — NV2A, () )qutH < A3C(t) (B+ A/N). (3.87)

Proof. We use (-, ~>;y = [dPy(:,-) and ||-||,, = \/ [ &3y (-,-) to ease the notation. Then we

estimate

o]+t (-5,

=N~ 2<ZQZ T ( Vi — N~ 124 (xz )‘IJNanJ ) (—iVj—N_l/QAN(JJj)) ‘IIN>;y
=N"Yqr(z —y) (—ivl - _1/2An($1)) Un,q16(T1 — y) (—iV1 - N_l/QAm(xl)) \I/N>;y
+ (N = )N~ Yqr(z1 —y) (—iv1 - N_1/2AK(CU1)) Uy, k(g — y) (—ng - N‘1/2AK(x2)) V),

<N! HK(% -y) (—ivl - N_1/2A~(331)) i

+ (N = DN~ Yk(zy — y) (—Nl - N—1/2A,€(x1)) Uy, k(T2 — 1) (—ng - N_l/QAH(mg)) avN),
< N7 |w(ar = y) (<191 = N2 A () \I/Nsz

+ (N =N ||(ar = y) (=191 = N7V Ak(21) qQ\pNHZ

=N (—ivl - N_1/2An(x1)) Uy, (/d3y |(ay — y)|2) (—N1 - N_1/2A,{(x1)) Ty)
+(N=1)N"Y (—iV1 - N—l/QAN(m)) R (/d3y k(a1 — y)lz) (—ivl - N—l/zAH(xl)) U
= N7 [k|[2 (D, (fiv1 - N’I/QAH(xl)f Ty

(N = )N [5]12 (T, go (—iVl - N’l/zﬁﬁ(xl))Q BUy). (3.88)

So if we insert the identity 1 = p; 4+ ¢1 and use the symmetry of the wave function, we get

/d3yHN 12% ( iV; — N2 4, (z)) )\I/NH
1 , 12 4 2
< NTUIRIB (s (—iV1 - N2 Ag(en) @ 0)
N 2
+ 2N |3 (W (V1= N7V A (@) pit)|

“ 2
+ N Rl p1 (=91 = N2 A1) piww))

N
~ 2
+ NIRRT a (—iVj - N‘l/QAH(xj)> Q). (3.89)
=2
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By adding the lines together this simplifies to

/d?’yHN IZq] ( iV; — N~ 124 (ﬂfg)‘l’NH

N
N 2
= NRIEY (Tx (—z'vj - Nl/zAK(mj)) Q)
j=1

~ 2
+ 2N [l (W (—iV1 = N7 (@) pra)

N &|2 (@ iV - N1'A ? U 3.90
+ 155 (YN, p1 (—iV4 k(1)) P1UN)|. (3.90)

Now we estimate the last two lines analogously to (3.75]) and obtain

[ 1qu =) (=095 = N2 A(e)) || < IR ANClel e €00

N
“ 2
+ JNi1 HHH% Z <\I/N, a1 (—’ivj' - Nﬁl/QAH(xj)> ql\IfN>. (391)
j=1

Because Hy and v are positive operators, this is bounded by
16115 (U N, o N Hygr U ) + [[6]13 A/NC ([l g2 » Enr)- (3.92)

Then, we apply Lemma and obtain

[ quJ =) (=095 = NV AGe)) wa || < IIBCW (84 A/N)
<A3C(t)(B+A/N), (3.93)

where C'(t) is a monotone increasing function of Enrler, aul, (|t 2rsy and [[¢¢]] poo rsy. O

3.8.2 Bound on ;5%

Lemma 3.8.7. Let v satisfy (A1), oy € L*(R3) with ||p¢]| = 1, ag € b such that
(A(0), E(0)) € (H3(R®) @ H*(R?)), Unpo € (L2 (R*N) ® F,) N D(Hy). Let Uy, be the
unique solution of ([B.4), (¢r, A(t), E(t)) be the unique solution of and assume
supreo,11 {1t g3 ra) + [AO gagay + [[E@)| g2 (rsy} < 0o for any T € RT. Then, there
exists a monotone increasing function C(t) of ||Axl|o, Enler, atl, HthHHz R3) l|#]] 7,00 (R3)
and ||V, such that

|84 (U s pr)| < A2C(8) (B(Tnts 01, 04) + A/N) . (3.94)

t

Proof. The time derivative of the projector ¢{* is given by

dgft = —i [H{™ ¢f*] (3.95)
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where H{M denotes the effective Hamiltonian H{TM = (—iV; — A, (1, t))2+(v * |p¢]?) (z1).
This allows us to compute the derivative of 5%(t) by

dtﬁa( ) = dt<‘1’Nt7q1 ‘I’Nt> = l<‘I’Nt, [(HN H ) f
= oWy, [(N2Au(r) — Auler, 1)) - Vi
iUy, [(N—lAi(xl)—Ai(xl, ) } N

i( Uy, {(N’l Z v(z; —xx) — (v |@]?) (= ) ft}‘l’N,t>

1<j<k<N

J Une)
}\I’Nt
)

= —4Re<\I/N’t, <N / A 1'1 An(xl,t)> . quft\PN,t>
— 2Im<\I!N,t, ( 1A2 .’L‘l Az(acl,t)> qftWN7t>
—2Im( Uy, (N — 1)/No(z1 — 22) — (v |@i]?) (21)) ¢ T ne)- (3.96)

Inserting the identity 1 = p; + ¢1 and the relations
Re(Wx, g1 (N2 A5 (1) = Aglor,1)) - Vi ¥y) =0,
Im(Vy, 1 (Nflfii(ﬂfl) - Ai(xlvt)) @¥y) =0,

Im(Vx,q1 (N = 1)N " o(zy — x2) — (v o) (21)) @¥n) =0,

lead to
dy3" = — 4Re( Ty, py (N_l/QAH(azl) ~ A(z, t)) Vi Uy (3.97)
—2Im( Ty, py (N*Ai(xl) — A2(x, t)) QN (3.98)

—2Im( U, py (N — )N o(zy — 22) — (v *[p]?) (1,1) 1w ). (3.99)

In the following, we estimate each line separately. To simplify the presentation we use the
shorthand notation (3.57)).
Bound on (3.97)):
Integration by parts and triangular inequality let us estimate
1B97)| < 4[(¥n,p1 (AT (21,8) + A (21,1)) - Viqi U )]

<A Vip YN, A (21, 8)q1 P )] (3.100)
+4(Vip1¥n, AT (z1,6) 1 U N )| (3.101)

By means of Lemma we bound the first line by
(3.100) = 4{Vip1¥n, A (21, )@ U N)| = 4(Vip1 N, (n* E7) (1, )@ N )|
= 4(ET (y,t)Vipr1 ¥ N, (21 — y)Ql\IJN>;y‘
<4|[E(y.t) - Vim ||, lIn(y — z)@¥n ],
< 2|y, 1) - Vapr ¥ |, + 2([nl13 [l @
< AT+ O(|IVello) 8 < AC(|IVell) B, (3.102)
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where we made use of Lemma [3.11.1) and (3.61)).
The second term is bounded by

(3.101) = 4!<V1p1‘I’N,/d3y77(901 —E (Y, V)|
= 4A(Vip1¥n,n(z1 — y)EF (v, )QI\I/N>,y‘
= 4[{qn(z1 _y)vlpl\IJNag (v, )TN, |

Y

= 4’<N ! ZQZW Vipi¥n, 8+(yat)\I}N>;y‘
2 al 2
<2||e* (g, yun|[}, +2||N 1Y gt — ) Vapew| ‘.y. (3.103)
i=1 ’

Lemma|3.11.1) and the symmetry of the wave function lead to

N N
BI0T) < 28"+ 2N (> qin(zi — y)Vipi¥n, Y ajn(z; — y)Vpi¥n),,

=1 =1
< 28" + 2N H|gin(zr — y) Vip U |I7,
+ 2{qn(z1 — y)Vip1 VU, gan(zo — y)V2p2‘1’N>;y
<28+ 2N |In(z1 — ) Vipr O[5,
+2(n(z1 — y)Vipr@e ¥y, n(z2 — y)Vapear V).,
< 26" + 2N [n(z1 — y)Vip U,
+ 2{|n(z1 — y)Viprae¥n|l,, [In(z2 — y)Vapo1 ¥ N[,
< 28" + 2N H(n(z1 — y)Vip1 U, n(z1 — y)v1p1‘I’N>;y
+ 2(n(z1 — y)Vip1g2¥ N, n(z1 — y)V1p1q2‘llN>;y. (3.104)

Interchanging the order of integration we have

EI0) <28 (Vup. ([ Py~ ) Vipriy) + 25

+ 2(Vip1g2¥ w, (/ d*y n(z1 — y)|2> Vip1g2¥n)

=25 (NN, p1(—A)P1EN) + (TN, gap1 (—A1D)p1g2Tn)) +26°. (3.105)
By virtue of p; (—A) py = py ||[Ve|[3, this becomes

BI01) < 2|l 1IVell3 (N (TN, p1¥n) + (Tn, 201020 ) + 28°
< [l Cll#ll ) (B“ +8°+ N‘l) < AC(|[¢l| =) (B+ N1 (3.106)

and we obtain

(BN < AClellg2 IVelle) (B+NT1). (3.107)
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Bound on (|3.98)):

B < 20(wn.pr (N AL (1) = A1) @ ¥)|
= 2(Wx,py (N2 An(@1) = Anlwr, 1)) (N2 An(1) + Anlar,t)) n)
< 2Ty, prA” (21, 1) (N_l/QAn(xl) v An(ml,t)> QN (3.108)

+2(Wp, pr AT (21, 8) (N_1/2AH(:E1) n An(xl,t)> Q)| (3.109)
First, we deal with line (3.108):

(3.108) = 2[{Wn,p1 (n*x E7) (w1,t) <N_1/2An(901) + An(xlat)> a¥N)|
= 2(EF (. Op1n .y — 1) (N2 A1) + Anlant)) W), |
+ 2 —~1/2 2 2
<||€ (yat)pl‘I/NHw + Hﬁ(xl —v) <N Ag(z) + An(wlat)> Q1‘I/NH_y

< Hﬁ(y,t)pl\I'Nny + |Inlf3 H(N*I/QAH(xl) + Aﬁ(m,t)) q1\I’N‘ ‘2. (3.110)

Making use of Lemma [3.11.1{ and (a + b) < 2(a? + b?), we obtain
b 2 2 2 -1/2 4 2
B108) < B + 2|0l (1AWl [l W] + HN Aﬁ(xl)ql\IlNu . (3.111)

By means of (3.61)) and Lemma this becomes
BI0D) <A2C( 1 Aullog N9l 6] e E1) (B + A/N). (3.112)

The second line is bounded by

BI09) = 21(W v prAT (1, 1) (N2 A1) + Awlwr, 1)) @)
= 2T,y {(N*l/mﬁ(ml) + A (1, t)) At (21,1) + A2/(47T2N)} QU]

<2l W pr (N2 A (1) + Al 1)) A (o1, )01 0n)
+20% /(47 N)[ (U, pra1 O y) |- (3.113)
— ————

=0
Here, we have we used the commutation relation

~

[A*(xl,t), (N’l/QA,i(azl) + Az, t))} _N! [Ag(xl), A;(xl)} — A2/(472N).
(3.114)
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Lemma [3.8.1] and Lemma B.11.1] lead to
(3-109) < 2| (N_l/zAn(fm) + An(xht)) pl‘I’N7/d3y n(x1 —yYE (Y, ) ¥n)|

=2/{qin(z1 — y) (N_l/QAn(x1> + An(ﬂﬁl,t)) Pl‘I’N,5+(y7t)‘I/N>;y\

N
St ) (Y A b 0
=1
N
< N_2H qu(mi - ) (N_l/QAn(ﬂ?z‘) + An(xi’t)) pi\PN‘ ’2;/ + || €T (y, ) V| ‘Qy
=1 7

N
a 2
< N2 X ainCes —y) (N2 As(i) + Aneit)) it |+ 8" (3.115)
i=1 Y
Similar to the estimate of (3.101)) one obtains
“ 2
BI09) < N7 ||n(ar —y) (N2 Au(1) + Aulan, 1)) pquNH.y
- 2
+ | =) (N2 A0 + Asar ) mastnd |+ 8"
“ 2
= N7 ]| (N2 An(@) + Au(ar ) pra|
" 2
+Inll3 H (N_l/QAn(ﬂﬁ) + Ay (1, t)) ple‘I’NH +
b 2 na ~1/2 2
< CA (B + 1AWl 8% + || N2 Au(a)praa |
2 ~1/2 2
+ CA/N ([ Axl[5 + HN An(xl)pl\IJNH . (3.116)

By means of Lemma this is bounded by
(B109) < A’C(lAxllg s 16l g2 [0l » Eae) (B + A/N) . (3.117)
In total, we obtain

(BIF)| < BI08) + BI09) < A2C(| Al el e s lellno - Ea0) (B + A/N). (3.118)

Bound on (3.99)):

Subsequently, we consider the term that arises from the direct interaction. Inserting the
identity 1 = po + g2 and using the shorthand shorthand notation

Z(x1,29) := (N — 1)N Yo(zy — 29) — (v * lo]?) (1) (3.119)
gives
(13.99) = — 21m<‘IIN,p1Z(:L’1, J:Q)ql‘IIN>
= —2Im(Wn, p1p2Z (21, 22)@1p2¥ N )
— 2Im(¥ N, p1paZ (21, 22) 12U )
— 2Im(¥ N, p1g2Z (1, 22) 192U N )
—2Im( VN, p1g2Z (21, 22) 12V N ). (3.120)
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The third term vanishes due to symmetry of the wave function under the interchange of x
and x9 and we are left with

|(3-99)| <2{(V N, p1p2Z (w1, 22)q1p2 ¥ N )| (3.121)
+2[(U N, prp2Z (21, 72)q102 9 N )| (3.122)
+2[ (U, p1g2Z (21, 22)q1¢2 ¥ N ). (3.123)

The first line is the most important. It is small because the direct interaction of the
many-body system is well approximated by the mean-field potential. By means of

p2Z(w1, w9)p2 = p2 [(N — 1)N " w(z1 — x) — (v |¢f?) (21)] pa
= [(N=DN=1] (vx|p]*) (z1)p2 = =N (v [¢]*) (z1)p2  (3.124)
one has
(G121 <2N (W, p1 (v [@l?) (z1)p2q1 ¥ n )|
<2N7H[ (v ) (x)prOn|| o2 ¥nl| < 2N o s [of]|, . (3.125)

We decompose the interaction potential v = vy + vg into vy € L%(R3) and vy € L®(R3).
Then

o [o?[] . < [Jvr = 1@l |+ o2 # el < Hvilla |10l ], + lv2llo el

< orllg 112lloo 121l + 2]l 1213 < Cl16l00)- (3.126)
holds due to Young’s inequality and we obtain
IBE121)| < N'C([[@llo)- (3.127)

Moreover, we have
123 (21, 22)p1 =p1 (e, (N = 1)N " w(zg — ) — (v * |<Pt|2))2<ﬂt>
<2p1{¢t, (7)2(552 —)+ (v |<Pt‘2)2) )
<oy (|[o? x leul?|] o, + ([0 lerl?]1%,) < PC(lllso) (3.128)

because of (3.80)) and (3.126)). This shows

leZ2(x1,m2)p1HOp < C(llelloo) (3.129)
and allows us to estimate
N
(B122)| = 2/{q2Z(z1, 22)p1p2¥ N, 1 ¥ N )| = 2(N — 1) '|( Z%Z(iﬁhxz‘)plpi‘PN, a¥n)|
i—2
N 2
< N_IH > qiZ(a, %)plpi‘I’NH +4]|g Py
i—2
N N
= N~ Z @i Z(x1,2)p1pi VN, Z G Z (w1, 25)pip;UN ) + 46°
i—2 =
< (2Z(w1,22)p1p2 ¥ N, 432 (21, 23)p1p3Un ) + N1 [|g2Z (1, m2)pr1p2 ¥ |[* + 45°
< (Z(x1,22)p10203Y N, Z (1, 23)p103¢2 U N ) + N1 || Z (21, 22)pip2 VN ||* + 45°
< || Z(x1, 22)p1p2gs ¥ n||* + N7 Z (21, 22)p1p2 O N ||* + 45°
< ||p1Z%(z1, 22 le (B*+ N1 +4p°
< Cllello) (B+ N7 (3.130)
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The last term of (3.99) is bounded by

|(3-123)| =2(Z (21, z2)p192¥ N, 0142 ¥ N )
(U, @p1Z% (21, 22)p1¢2 VN ) + |l g2 V|

<||p1Z%(x1, w2)p1 ]|, a2 W n|]* + 8% < C(llello0) 8- (3.131)
This leads to
1B99)| < Cllello) (B+NT). (3.132)

3.8.3 Bound on d,3%:

Lemma 3.8.8. Let v satisfy (A1), p; € L*(R3) with ||p¢]| = 1, ag € b such that
(A(0), E(0)) € (H3(R®) @ H*(R?)), Unpo € (L2 (R*N) ® F,) N D(Hy). Let U, be the
unique solution of ([B.4), (¢r, A(t), E(t)) be the unique solution of and assume
suprepoy el acesy + 1AWy + 1B W) aeoy ) < o for any T € BF. Then, there
exists a monotone increasing function C(t) of SMicpt, ], [oell g2 (ray and [[oe] oo sy such
that

|dt5b(\p]\[’t, Oét)| S A4C(t) (B(\IJNJ, Dty at) + A/N) . (3133)

Proof. We would like to note that the following calculation can be carried out in more detail.
We could for example write 5 as

B (Wn g, 0q) = NN Ung, HpOng) + > /dg/‘ﬂ|k?||04(/<?7)\)\2
A—=1,2

— 2N 2Re(Wny, () /d3k’k|at(k»)\)a*(k’)‘))‘1’N,t> (3.134)
j=1,2

and determine its derivative in analogy to Appendix This is even easier in the
present case because we disregard photons with small energies and 3° is well defined on
D(Hy) C D(Hn) = D(Zf\il(—Ai) + Hy). This allows us to determine the derivative for
many-body wave functions in D(H%) (which is invariant due to Stone’s theorem) and extend
the result later to D(Hy) by a standard density argument.

We compute the commutators

N . .
; [HN, a(k,)\)] _ —i|k;|a(k’)\) 2 Z 7(k) T (ivj . AK(-Tj)> |

VN VN N = /2k] VN
, a (kN etk 20 N R(k) e (o A, (z)
Z[HN, Yo ]_ z|k|7\/ﬁ +Nj§::1 o A(K) <VJ+ \/JV]> (3.135)

by use of the canonical commutation relations (3.9)) and observe that the Maxwell-Schrédinger
system leads to
A k| 2y (ke N) = —i k| 2ou (K, ) + \%R(kz)q(k)(%)?‘/?}“ﬂj](k). (3.136)
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Then, we continue with

B =3 /dgkdt|k\<\I/N,( 20 (5, \) — o (k, )\))( 1/2a(l~c,)\)—at(k7)\)) Ty

A=1,2

Z /d3k|k\ Wy, i [HN N~Y2%(k, /\)] (N_l/Qa(k,)\)fat(k,)\)) Ty

3 —1/2 % — ol i [Hy, N"Y2a(k, N

+A21:2/d ke |k (@, (k, A) — of (k, )\)) [H N2k )\)] )
- Z /d“k\k|1/2 ( AR t) )(N_1/2a(k,)\)—at(k,)\)) Ty
_ 3 1/2 ~1/2 % ) ar 12, N

A21:2/dk\k| ( (k,\) k:)\)(|k\ )kA)\I/}
—zZ/d“k\ld ( 1/2*kz>\—atk:>\)( —1/2,, k)\—at(k:)\)) v
i 3 N, (N~ )= ar -1/, ) — N

A21:2/dk|/~c|<\1/ ( (k, \) k)\)( (k,\) (kA)\I/)
+2;1:2/d3 Uy, i \/; Yetken (iV1 + A:}%”) (“(\/k}vé\) —ozt(k)\)) Ty (3.137)
-2 3 [k (“*5%” ~ ik, A)) iy Wz wes e (v ¥ “‘\}?) y) (3138)
+ ;1:2/&” '\/7”(k)eA(k)(27r)3/2fT[j]*(k) (“(\%\) — ay(k, ,\)) Ty) (3.139)
_ Z /d3 ( \/kNA) (k,A))i\/fg(k)q(k)(zw)wfﬂj}(k)xpN> (3.140)

The first two terms cancel. Moreover, (3.138) = (3.137)" and (3.140) = (3.139)" follows from
[V1,ex(k)e?**1] = 0 (recall Definition (3.8))). This gives rise to

3" =4Re » /d3k<\IJ ,2\/> k)ex(k)e™ (Nl +N_1/2Am(a:1)) (N_I/Qa(k)\) —oat(k,)\)) Un)

A=1,2

+2Re 3 /d3k<\11 ,Z\/i ex(k)(2m)* 2 F T3] (k) (N’1/2a(k,)\) —at(k,/\)) Ty, (3.141)

A=1,2

Inserting the identity 1 = p; + ¢1 and

> /d3 \/> k)ex(k Z’“l( 120k, \) — ay(k, A))z(m*£+) (z1,t)  (3.142)

A=1,2

lead to
a8t = +4Re<\IlN,p1N*1/2A,§(x1)/£(y —z1)pET (v, t)\I'N>;y
+2Re( VN, p1 (k(y — 21)iV1 +iVik(y — 1)) mET (v, t)\IJN>;y
+2Re(¥y, /d?’zm —2)j(z ))8+(y, )\I/N>
+4Re<‘I/N, qk(y — 21)iVip €T (y,t) \I/N>;y
+HARe( Uy, N2 AL (21)k(y — 21)p1 7 (y, t)\IJN>;y
+4Re<‘IIN, (iVl + Nl/QAR(x1)> k(y — 1) €T (y, t)\IlN>;y. (3.143)



3.8 Estimates on the time derivative 73

With the relations
pIN"V2 A, (21)k(y — 21)p1 =p1 /d3Z ol (2) N2 A (2)k(y — 2),

p1 (5(y — 21)iV1 + V1Y — 21)) pr = — 21 / B rly — 2)Im[p* V] (2),

=2 (Im(@*Vgp) — |<p|2AH) (3.144)
we obtain
d4,8° — —4Re / &2 [P (U N2 A (2)rly — 2)E (9,6, (3.145)
+4Re/d32 Im[* V] (2){(¥n, q16(y — z)8+(y,t)\I/N>.y (3.146)
+4Re/d3 (el () (. w(y — 2) (N2 A4(2) — Ag(eat)) EF (0. 0x),, (3.147)
+4Re<\I/N, Qkr(y — xl)iV1p18+(y,t)\I/N>;y (3.148)
+4Re<\I/N, qlN_1/2An(x1)/£(y —z1)p1ET (y, t)\I/N>;y (3.149)
+4Re<\IIN, (—ivl — N_l/QAH(ml)) k(y — 21) 1 €T (v, t)\IIN>;y. (3.150)
Subsequently, we estimate each line separately:
EIE)] <4) [ P ) (O arN 2 AuInly — ) (1)), |
<t [ @y [ @2 1oPE)sty — DN A0y, € () w)
<t [ @y [ @210PE) 1€ W OUN] sty - 2] [N A |
<2 [ @y [ @2 1oP) |l w o]
2 @ lof ) |82 A || ([ bt - 2P)
= 2<lIIN7 & (y7 t)ng(ya t)\IJN>7y
. 2
—|—2H/<5H3/d3z]cp\2(z) HN_l/QAH(z)ql\I/NH . (3.151)
With the help of Lemma and (3.61)) this becomes
@TE) < AC(llgllge Il - Exr) (B + A/N). (3.152)
Similarly,
EIW)| <1 [ @y [ 21ty - )o@ Te)[{anbu, £ (. )%x)

/d3 /d3 (v — eV ||€* (0, )| [l Tl
<9 / iy / B2 V(o) ||E+(y. ) x|

2 @ o) lanen ([ dylnty - 2)7)

< 2|Vl |2 8° + 2]|5][2 8% < AC (||l 2) (3.153)
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and
BITD| <t [ @y [ @2 10PE)Inl — DI (A 0Ty, £ (.0
<t [y [ 1P @Ity - 2l A vl | .|
<2 [ @21oP @) [ AGOUME [ Eylnty - 2P
v2 [ @ lol(e) [y [let o]
<28+ 2} [ 2lol?(2) 1ALz O (3.154)
Linearity and (a + b)? < 2(a? + b?) lead to
|BIL7)| §25b+4||li\|§/d3zlgp|2(z) (Il G own]” + |4 Hwn| ). (3.155)
By means of the commutation relation
[A*(2,1), A (2,8)] = N~ [A;g(z), A;(z)} = A?/(472N) (3.156)
we calculate
[21eP @) |4 G o] = [ dlel ey, At DA Gy
= [ @ P, (A7 (2 OAT (2,8) + A2/ (47N) )
- /d3z 02(2) | AT (2, )W |[* + A2/ (4n°N) (3.157)
and obtain
BITD| <25 + 10l A%/ (6N) + 8l [ P2loP (o) |AY G own] . (3159
Then, we use and estimate
/dSz]cp\2(z) A" (2, )Wy |2 = /d?’z\tpQ(z)<\IIN,A_(z,t)A+(z,t)\IlN>
= [ @ lele . [ dyntc - e ) [ dnt - DETa )
< [ty [ [ @Uel It - it - DIE @ty 71, 00)
<12 [ @2l [l [ dyine- P
+1/2 [ @2 loP@) [ llE ] [ @ op
<l [ @ |l€* w.0wn|” < Inl 8° < OAB" (3.159)
This yields
(EITD) <26" + ||s|3 A2/ (xN) + CA[[s]2 8° < CA* (8 + A/N) (3.160)
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The next terms of d;3(t) are bounded by
|(3-148)| < 4|(k(y — z1)q1 ¥ n,iVip1EF (y, 1) ‘I’N>
2
< 25(y — 2@ UN5, + 2[[iVip € (y, 1) V| b

=2(q ¥y, (/dgy Ky — 1?1)|2>CJ1‘1’N> +2(EF (y, 1)U, p1 (*Al)P15+(y,t)‘I’N>;y
=2|xl[3 (U, 1 Un) +2(|Vel[3 <5+(yat)‘1’N,P15+(y,t)‘I’N>;y
< 2|3 8% + 2||Vell3 (N, E (Y, )ET (y, 1) Tn),, < AC(llgl|2)B8 (3.161)

and
(B-149)| < 4[(r(y — Zl)N_l/QAn(l‘l)Ch‘I’N,p15+(yat)‘l’N>;y\
<2 H/i(y - xl)N71/2An(w1)q1\IlN’ ‘Zy +2 |‘5+(y,t)\I'N| ‘23/
2N 24 w)an by, ([ dy ity - o) P)N VAL o))
+2(Un, E (3, )EF (y, 1) Un),
< 268" 4 2ol || N2 Aear ) v
< AC(llell gz el » Ea0) (B + A/N) . (3.162)

Here, we made use of Lemma [3.8.5

|(3-150) | < 4|( ¥, (-ivl - Nﬁl/zfin(l’l» k(Y — «Tl)Q18+(y7t)\I’N>;y‘

lij y— ) (V5 = N2 A(x))) U, 4 () 0w), |

<2||n- 12% y— ;) (—ivj—N—l/QAﬁ(:nj))ny+2y\£+(y,t)\IJNH?y.
(3.163)

According to Lemma [3.11.1] and Lemma [3.8.6] this is bounded by

(BI50)| <A’C(ll¢llg2 |lollo » €01) (B + A/N). (3.164)

3.8.4 Bound on d,0:

The Maxwell-Schrodinger equations are a conserved system and its energy does not change
during the time evolution

Emliprs cu] = Enmlipo, o). (3.165)

Moreover, 3¢ is a constant of motion because the self-adjointness of the Pauli-Fierz Hamilto-
nian implies a strongly continuous unitary group {e ®#~},.g such that Uy, = e NPy 4
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and

BEUN 1, 1) = || (N Hy — Enrlir, u]) ‘I’N,tH2
— [|(N"Hy — Enrlipo, ao)) e o |
— ||e” N (N Hy — Enrlo, o)) Unol|* = B°(Un0, 00, a0).  (3.166)

The time derivative of () is hence bounded by

Lemma 3.8.9. Let v satisfy (A1), ¢y € L*(R3) with ||oi|| = 1, ap € b such that
(A(0), E(0)) € (H3(R?) @ H*(R3)), Unp € (L2 (R3N) @ F,) N D(Hy). Let Uy, be the
unique solution of ([B.4), (¢, A(t), E(t)) be the unique solution of and assume
subrefo {16415y 1AW s ey + 1B gz} < o for amy T € BT Then, there -
ists a monotone increasing function C(t) of [|Axl|s, Emlpr cul, [[oe]l grzray and [[oe]] oo ray
such that

[diB(U N, o an)| < AC(E) (B(Yng, 1, 04) + A/N)
B(\IJN,ta Pt Oét) S 6A4 fot dSC(S) (B(\PN,()) ©o, aO) + A/N) (3167)

holds for any t > 0.

Proof. The first inequality is a direct consequence of Lemma Lemma (3.8.8[ and (3.166)).
Then, we apply Gronwall’s inequality and obtain

B(U 1,01, ) < XI5 45CE) (B(Wy g, 00, ap) + A/N) . (3.168)

O]

3.9 Initial conditions

In this section we show that B8(¥n o, o, ) is small for the initial states of Theorem

Lemma 3.9.1. Let Uno € D(Hy) N (L2R3N) @ F,), o € H3(R®) with ||¢ol| = 1 and
oo € b such that (A(0), E(0)) € (H3(R?) @ H?(R3)). Then

B (Y0, 00) < Triagesyvys — lo)(woll = ax, (3.169)
B (Uno,0) = N"HWHVNag)Un o, HW (V' Nag)Un) = by, (3.170)
B(YnN,0, po, 0) = cN. (3.171)

In particular for Wy = o5~ @ W(VNap)Q we have
BI¥ N0, 0, ag) < CA'NT (3.172)

Before we prove Lemma we recall some well known properties of Weyl operators (3.13)).
Lemma 3.9.2. Let f,g € h = L?(R3) @ C2.

(i) W(f) is a unitary operator and

W*(f) = WH(f) = W(=f). (3.173)
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(ii) We have

(f) = alk, A) + f(k, A),

(f) = a* (b, A) + F*(k, A). (3.174)
(iii) From (ii) we see that coherent states are eigenvectors of annihilation operators

a(k, W (£)Q = f(k, \)W (£ (3.175)

Subsequently, we compute the expectation values of the vector potential, the field energy
and higher moments.

Lemma 3.9.3. Let ag € h such that (A(0), E(0)) € (H3(R3), H*(R3)) and E} (z,t), E¢(t),
Ep2(t) be defined by (3.56), (3.33), (3.34). We define

VA () ::/d3k () 21|~ e (8 — kb K 72)  with (ﬁAHz <A (3.176)
Then
(W(VNag) N2 A (2)W (VNag)) . = A, 0),
(W(VNag)Q, NP AL (@)W (VNao)Q) . = A% (,0) + A*/(4n°N),
(W(VNag)Q, N' AL (2) Al (y)W (VNao)Q) . = Aj(2,0)AL(y,0) + (2N) i (x —y),
(W(VNag)Q, N~ 1HfW(\/N040)Q>;p:5f(0)>
(W(VNag)Q, N~ 2HfW(\/]vag)Q>]_.p = £3(0) + N7'€42(0),
(W(VNao)Q N™2 A () H W (VNa)Q) . = Au(x,00€(0) —iNT'E[ (,0),
(W(VNao), N“2A% () HyW (VNap)Q) . = AZ(2)E7(0) + A®/(4n°N)Ef(0)

+ —2iN"'A, (x,0)E}(x,0). (3.177)

Proof. The proof is a simple application of the canonical commutation relations (3.9) and

part (ii) from Lemma O

Proof of Lemma[3.9.1. Relation (3.169) directly follows from Lemma [3.7.1, In view of
Lemma [3.9.2 we calculate

B (Wno,c0) = > /d3k\k|H N=Y24(k, 2) — ao(k, A)\I/NOH
A=1,2
> /d3 ]k\HW (vVNao) (N~"2a(k, A) - ag(k, ) Vf/'(\/Noéo)Wfl(\/Noéo)xIJN,o‘‘2
A=1,2
-y /d3k HN Y24k, YW (\/Nao)\IleHQ
A=1,2
= N" YWV Nag) U0, HW (V' Nag)Un) = by (3.178)

Equation (3.171)) is solely the definition of €. In the following, we are interested in initial
data U = cp%@N ® W (V/Nap)Q of product type. First, we notice that

B (¥ N0, 00) =(Un0,¢{"Uno) = (@0, <P0>L2(R3) — {0, 900>2LQ(R3) =0 (3.179)
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because the scalar product factorizes for product states and ¢; only acts on the Hilbert
space of the first charged particle. Then, we follow

BTN, 0] =0 (3.180)

for Uno = @?N @ W (vVNap)Q from . To show that the product structure suppresses
the fluctuations of the energy per particle around its mean value is more elaborate. Nev-
ertheless, the idea of the proof simple and in the spirit of the law of large numbers from
probability theory. We bound ¢ by

B0) = ( (N"'Hy — Em) Uno, (N ' Hy — Enr) Tnp)
< UNTTHNUn o, NTTHy N o) — Exf| + 2Em|Em — (o, N HN TN o)|  (3.181)
and show that
(i) {¥no, N"THNU N ) — Enrlpo, ao]] < CA2NH
(ii) (N"'HnUno, N"THNUNo) — E3[p0, a0]| < CATN?

holds for states of product type.

(i) The mean value of the energy per particle

For ease of notation we denote Ax(-,0), E}(-,0), ££(0), £42(0) by Ak(), Ex(:), E, Ef2 in
the following. The mean value of the energy per particle is given by

N
~ 2
(Uno, NT HNWN0) = (P, N7 Z (_ivj - N_1/2An($j)) Uno)
j=1
+(Uno, 1/(2N?) Y vl — 2) o)

7k
+ <‘I’N,07N_1Hf‘I/N,O>- (3.182)

Due to symmetry and the product structure of ¥y ¢ this becomes
(Uno, NTTHN TN ) = (0, (—A) o)
+ 2i(po, (W (VNap)Q, N—l/QAHW(\/Nao)mfp Vo)
+ <(,00, <W(\/N050)Q, N_lAzW(\/NOZ())Q>]_.pg00>
+ (N = 1)/(2N)(¢o. (v * |ol*) o)

+ (W (VNap)Q, N—leW(\/Nao)mfp. (3.183)
Lemma [3.9.3] gives
(Uno, NP HN U N o) = [|(—iV = Ak) ol |* 4+ 1/2{0, (v [@ol?) w0) + &
+A%/(47*N) = 1/(2N){o, (v * [¢0]?) ¥0) (3.184)

and we obtain

(Uno, NTTHyUn o) = Enrlpo, ao] + A% /(42 N) — 1/(2N) {0, (v * [¢o|*) o).  (3.185)
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(ii) The second moment of the energy per particle

Subsequently, we show that the second moment of the energy per particle approximately
equals the energy of the effective system squared. We split the double sum, arising from the
second moment of the many-body Hamiltonian into its diagonal and off-diagonal part. The
diagonal only consists of N constituents and has a subleading contribution for large V. On
the contrary, there are N? elements from the off-diagonal which give rise to £%,. In order to
organize the estimate, we decompose the second moment of the energy per particle as well
as the effective energy squared into pieces:

<N_1HN\I’N,0, N_lHN‘I’N,0> =

=N ( <—Nj - N_l/QAn(xj>>2 Uy, (—Nk ~ J\f‘l/%i,g(:ck))2 Tyno) (3.186)
ik

FANYHTE N (v — 2) N, vk — 21) T ) (3.187)
i, k2
+N"* (U0, Hf¥n ) (3.188)
N 2
+N7 Y Re (—ivj - N*I/QAH(g;j)) U0, v(@r — 1) Un o) (3.189)
kAl
“ 2
F2N72 Y Re( (—iV; — NTV2A(w;)) W0, Hy W) (3.190)
J
+N_3ZRe<v(acj — xk)\I/N70,Hf\I/N70> (3.191)
ik

and

2

Exrlpo, ao] =(po, (—iV — A)? 0) (3.192)
+1/4(sp0, (v * |i20[*)p0)” (3.193)
+&7 (3.194)
+(%o, <(—N - AN)Q) 0) {0, (v |0l *) o) (3.195)
+2(ipo, (—iV — Ay)? 0 )& (3.196)
+(0, (v * po[*)p0)Ef- (3.197)

In the following, we estimate the difference of the corresponding expressions and obtain

{(NT"HnUno, N"THy TN o) — Exslpo, ao)| < CA'NTL (3.198)
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|(3.186) — (3.192)| < CA*/N:

The off-diagonal part of (3.186)) is given by

{ <—z‘V1 - Nfl/zgﬁ(ml)qum, (—ng - z\rfl/z,éim(m))2 Tno) (3.199)
= ((—=A1) Uno, (—A2) ¥np) (3.200)
+2i( (—Al) W0, N7V2A,(22) Vo) (3.201)
+2i(N"V2 A, (21) VW, (—A2) Ung) (3.202)
+ ((=A1) Un o, NTTAZ (22) U ) (3.203)
+(NTLTA%(21) U, (—A2) Ung) (3.204)
— YNTV2A, (21)V1¥no, N V2 AL (22)VaTng)  (3.205)
+2i(N7V2 A, (21) V10N g, NTLAZ (29) Ui ) (3.206)
+2i(NTLA2(21) U0, N2 AL (22) VoW g) (3.207)
+ (NTFAZ(21) U N, NP AZ (22)Tng). (3.208)

By means of Lemma we have

(B200) + B201) + (B202) =(wo. (—A) ¢0)” + 4i( Axo, Vio ) (00, (—A) o),
(3-203) + (B-204) =20, A%00) {0, (—A) @o) + A%/(27*N) || Vipo||?
[B205) = — 4(00, A, Vo)’ —
~2/N / P / Py ()b (W) (& — 1) T e0(@) Voo (y).
(3.209)

In order to evaluate the last three lines, we use that
N=2(W (VNao)Q, AL(2) AL (y) W (VNao)) . =A2(x)AL(y) + A2/ (47 N) AL (y)

+N! Z%#A(x —y)Al(), (3210)
j=1

and
N W(VNao)Q,AZ () A% (y)W (VNao)Q) = AZ(2) AR (y)+

+A?/(47°N) (A% (x) + AL(y)) +2/N Z i (x — y) AL () AL (y)
k=1

3
N2 it @ - )P + A ((2m)h). (3.211)

k=1

can also be obtained by the canonical commutation relations (3.9) and Lemma
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Consequently, we have

(3:206) + (3:207) = 4i{0, AZp0) {0, AxVipo) +iA? /(7 N){po, AxVio)
+aiN [ [ Eyai@eiwnm Al (V) )
(B208) = (10, A2p0)” + A*/(272N) (00, A2po) + A* /(167 N)

e 872 [ds [ Eygifarein) X it - p)Peem)
k,l

+2/N / d / Pye(@)e i (@ — v) AS@) AL ) p(2)p(y). (3.212)
and

(BI99) — (0, (—iV — Ay)” go)’| <CA*/N (3.213)

because all error terms are bounded by CA4/N with the help of the assumptions of
Lemma 1} Since the diagonal part of | is of order N~!, this implies

(3.186) — (3.192))| < CA*/N. (3.214)

(3.187) — (3.193)| < C/N::

By virtue of the symmetry of the wave function and v(—x) = v(x) we can write line (3.187))
as

(4N*)~ Z (v(@i — 2j) VN, v(zp — 2)VUpN) =
i kAl
= 1/4(v(z1 — 22) VN0, v(x3 — 24)Un )
(6N2—11N+6 3<v (x1 — 22)¥nN, v(x3 — 24) \IJN0>
+ (N =1)N73/2(v(z1 — 22) VN, v(x1 — 22)Unp)
+ (N )(N 2)N~ < (z1— 22)Un0,v(z1 — 23)UN0). (3.215)

The product structure of the initial state gives

(v(z1 — 22)Un 0, v(z3 — 24)Un0) = (@0, (v*|pol?) goo>2,
|[v(z1 — 22) U0l I* = (w0, (v* * |0]?) @) (3.216)

and we conclude
4N4 Z <v —2)Un,o,v(x) — .%‘l)\I/N’()> - 1/4<g00, (v * |g00|2) gpo>2] <
iAj kAl
< 6/N|{v(z1 — 22)¥n,v(x3 — 22)Uno)| + N7 [o(21 — 22) Tl
+ N*1\<v(x1 — 22) N0, v(z1 — 23)UN0)|
< 8/N [Jv(z1 — 22)Tnol)* = 8/N{po, (v* * |pol?) ¢o). (3.217)

|(3-188) — (3.194)| < C/N:

This bound results from Lemma [3.9.3 because

N2 (Uno, H o) = N~ (W (VNag)Q, HiW (VNao)) . = Ef + N 7' (3.218)
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|(3.189) — (3.195)| < CA%/N:
Line (3.189)) simplifies to

N 2
NS Re( (—=iV; = N7V A())) Wi, o, — 2)Uao)
G k#l

“ 2
= (N = 1)(N — 2)N~2Re( (—z’V1 - N—1/2Aﬁ(g;1)) Wy 0,v(z2 — 23) U0
N 2
+ 2(N — 1)N*2Re< (—ivl — N71/2A5($1)> \I’N70, 7)(1:2 - :L’l)‘l’N70>

= (1 -3(N = 2)N72) (g0, (—iV — Ax)? 0 ) {0, (v * [00]*) go)
+ (N = 1)(N = 2)N3A?/(47%) {0, (v * |00]*) o)

. 2
+2(N — 1)N~?Re( (fm - N‘1/2A,{(x1)> Wy 0, v(z2 — 21) ). (3.219)
Consequently the estimate follows because ||v(z; — xg)\IlN70|]2 = (0, (v* * |@o|*) o) and

H (—iVl _ N*l/%ai,@(xl))2 Ty
|

are finite under the assumptions of Lemma [3.9.1

(3-190) — (3.196)| < CA?/N:

Similar to the previous calculations we obtain
N 2
2N"2S " Re( (—iV; = N™2Ag(;)) o, Hy¥no)
i=1

:2Re< (—Al + QiN_1/2AH($1) + N_lAi(xl) + ‘/ex(xl)) \IJN,O7 N_le\I/N,0>

:2<g00, (—N — AN)Z cp0>5f

+2N"'Re (A*/(47%)Ef — 4(Vpo, B} (2)00) — 2i{ Ao, B o)) - (3.220)
By means of

(Ao, EF )| < || Akllo 0l | | B

(Vo B ¢o)| <1Vl lleollo || EX ] (3.221)
and
||En+H§ > / K |k||ao(k, N)|? < & (3.222)
A 1,27 k<

the inequality follows.

|(3.191) — (3.197)| < C/N:

Making use of symmetry and Lemma [3.9.3| one has

-3 ZRG v(zg —xK) Uy 0, Hf Uy, 0> (N — 1)N_2<U(.1‘1 — $2)‘I’N,0, Hf\I/N70>
J#k

= (1= N1 {0, (v |¢o|?) po)&;- (3.223)
This shows the last inequality and altogether we obtain
(N"THnUno, N"THy TN o) — Exlpo. ao)| < CA*NTE, (3.224)

which proves Lemma [3.9.1 0
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3.10 Proof of Theorem [3.2.1]

Let v satisfy (A1), ¢, € L*(R3) with |[¢¢]| = 1, agp € b such that (A(0), E(0)) €

(H3(R®) ® H2(R?)), Uy € (L2 (R3N) @ F,) ND(Hy). Let ¥y, be the unique solution of

(13.4), (¢, A(t), E(t)) be the unique solution of and assume supycjo 71{|[#t]] s ws) +

|A(75)Hhﬁ + [|E()||r2gs)} < oo for any T € R*. According to Lemma fﬂg' and
3.9

Lemma [3.9.1| there is a monotone increasing function of ||A.(s)||., Emlps, asl, |[@s H2(R3)
and ||V]],, such that

BN @1, ) < M Jy dsC(s) (an +by +cny +A/N). (3.225)

The energy Enr[ps, as) = Enr[po, apl is a constant of motion and finite. Moreover, we have
||| < ||A|l2(rs)- This displays that C(s) only depends on [[¢s||y2ge) » [[V¢||, and
|| Al 2 (rsy- We choose for a given time ¢ > 0 the number N of charges large enough so that
B(Ynt, ¢, ) < 1 and obtain

t
Trre@s) 1YY — o (el < Van + by + en + A/N M o @)
t
Trgly 0y — Jue) (uel| < van + by +en + AN 6(1+ [[ugl])er’ o506 (3.226)

by Lemmam Then, we recall (3.33]) and derive

t
TrL?(RR’)’%(\}f) — o) (@il < Van +by +en + N-1 Aeh' Jo ds C(s)
Ty /0 = Jug(uel] < Vaw + by +on + N-TAC(s)e o406 (3.927)

where C(s) depends on [[¢s] g2g2y, [Vl [[Allg2(rs) and || E|| 2gs). For initial states
of product type U = @(?N ® W (v Nap)SQ this becomes

1,0 _ 4t s s
Trgan VL0 — o) (il < N~Y2A26A 5 45CC)

Trylyley — lue) (]| < NV2A20(s)eh fo ds €, (3.228)

3.11 Appendix

Lemma 3.11.1. Let Uy, € (L2 (R*) ® F,) N D(Hn), ¢ € H3(R?) with ||¢oi]| = 1 and
a; € b such that (A(t), E(t)) € (H3(R3) @ H*(R?)). Then

N 2
/dgy "(N_1/2E$(y) - Ei(y,t)) \IIN,tH = (Unu, € (1, )EF (. ) Wny),, < B (3.229)
For G € {A", A=, E",E7} one obtains

~ 2 N N
[Gan VimEn| < ClVie e (G0N G ON),,

. p
HG(yvt)lel\I’N,t .

)

<C |W190t||%oo(ﬂg3) <é(y,t)\I’N,t7 é(y’t)\I’N,t>;ya

~ 2 ~ ~
G(x1,t)p1Uny|| < C’<G(y, O¥N, Gy, t)\IlN,t>;y. (3.230)
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Proof. The first inequality is proven by

ET(y, )W =1/2 RGN BLr|IY?e, (1) [ dPyell=Fy
|| y N|| )\21:2/ )\ uzl:2/ / Y
x ( ( “1/24 (e, \) — at(k,A)) v, (N’l/Qa(l,u) - at(l,u)) Ty)
= 2m/2 [ @URWPI Y e (ke (b)x
Ap

x ( (N‘1/2a(k ) — aq(k, /\)) Uy, (N—Wa(k,m - at(k,u)) Ty)

—1/22/

2
&k |k|‘ 1/2a(l~c,/\)—at(k,)\)) \IINH <pb. (3.231)
A=1,2 7/ IkISA

To show the second relation we compute

HG (w1,t V1p1‘PNH (1,t) - Vip1¥n, G(z1,t) - Vip1 ¥y )

(G(
3 A~
= (Gi(a1, ) Vip1 O, G (21, ) Vip1 U

3
=3 (Uy,p1 (—V5) ((‘;"(xl,t)) Gz, )VipTy).  (3.232)

il=1
According to
(-9) (6'(1.1) G ar. 0V =1 [ e’ () (-¥3) (€' 0n1)) E'(w0) V'etw)
p1/d3y (Vi) ) (G'(w.1) Gy, V()
(3.233)
this becomes
HG x1,t lel‘IfNH = Z/dg (Vg (Vl )(y)<‘PNaP1 (éi(y,t))*él(yat>‘1’N>
il=1

< z / |Vl [Tl (G (g, )T, Gy, ) T
i,l=1

S [, (ku?,o 6. yu][| + vl Hé’(y,t)%(f)
il=1

<3|IVoll% (Gly, ) ¥n, Gly, ) Ty), . (3.234)

The remaining inequalities are proven analogously. O



CHAPTER
FOUR

DERIVATION OF THE TIME DEPENDENT GROSS-PITAEVSKII
EQUATION IN TWO DIMENSIONS

Abstract We present a microscopic derivation of the defocusing two-dimensional cubic
nonlinear Schrodinger equation as a mean-field equation starting from an interacting N-
particle system of Bosons. We consider the interaction potential to be given either by
Ws(z) = NTIH28W (NPz), for any 8 > 0, or to be given by Viy(z) = 2NV (eNz), for some
spherical symmetric, nonnegative and compactly supported W,V € L*(R? R). In both
cases we prove the convergence of the reduced density matrix corresponding to the exact
time evolution to the projector onto the solution of the corresponding nonlinear Schrédinger
equation in trace norm. For the latter potential Vy we show that it is crucial to take the
microscopic structure of the condensate into account in order to obtain the correct dynamics.
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4.1 Introduction

This paper deals with the effective dynamics of a two dimensional condensate of NV interacting
bosons. Fundamentally, the evolution of the system is described by a time-dependent wave-
function ¥; € L2(R*V,C),|¥;|| = 1 (Here and below norms without index || - || always
denote the L2-norm on the appropriate Hilbert space.). Lg(RQN ,C) denotes the set of
all ¥ € L?(R?Y,C) which are symmetric under pairwise permutations of the variables
x1,...,xny € R% Assuming that U; € H2(R2N,(C) holds, ¥; then solves the N-particle
Schrodinger equation

i0,W, = HyW, (4.1)

85
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where the (non-relativistic) Hamiltonian Hyy : H2(R?Y,C) — L?(R?V,C) is given by

N N
Hy=-> Aj+ > Ulwj—ap)+ Y Aylag) . (4.2)
j=1 Jj=1

1<j<k<N

In general, even for small particle numbers N, cannot be solved neither exactly nor
numerically for ¥,;. Nevertheless, for a certain class of scaled potentials U and certain initial
conditions Wy it is possible to derive an approximate solution of in the trace class
topology of reduced density matrices. The picture we have in mind is the description of a
Bose-Einstein condensate. Initially one starts with the ground state of a trapped, dilute
gas and then removes or changes the trap subsequently. In this paper, we will consider two
choices for the interaction potential U.

o Let U(x) = Vy(z) = 2NV (eNx) for a compactly supported, spherically symmetric
and nonnegative potential V € L°(R? R). Below, the exponential scaling of Vy will
be explained in detail. Note that, in contrast to existing dynamical mean-field results,
IVal1 = O(1) does not decay like 1/N.

o Let, for any fixed 8 > 0, U(z) = Wp(x) = N—1H+2817(NBz) for a compactly supported,
spherically symmetric and nonnegative potential W € L2°(R?,R). This scaling can be
motivated by formally imposing that the total potential energy is of the same order as
the total kinetic energy, namely of order N, if Wy is close to the ground state.

Define the one particle reduced density matrix 7\(1,10) of Wy with integral kernel

7\(1,10)(3;,:1;') = / Uh(x, 19, ..., o8)Vo(2, 22, ..., xn)d?2s ... d*2 N .
R2N-2

To account for the physical situation of a Bose-Einstein condensate, we assume complete
condensation in the limit of large particle number N. This amounts to assume that, for
N — oo, ’y‘(l,lo) — |¢o0)(po| in trace norm for some oy € L2(R% C),||po|| = 1. Our main
goal is to show the persistence of condensation over time. This is of particular interest in
experiments if one switches off the trapping potential A; and monitors the expansion of
the condensate. We prove that the time evolved reduced density matrix 7\(1,13 converges to
|ot) (p¢| in trace norm as N — oo with convergence rate of order N~ for some 7 > 0. ¢y

then solves the nonlinear Schrédinger equation
: _ 2 _. ,GP
18tgot = (—A + At) bt + bU|§0t‘ Yt =: th Pt (43)

with initial datum ¢g. Depending on the interaction potential U, we obtain different
coupling constants by. For U = Wpg, we obtain by, = N||[Wp||1 = ||[W]1. This result is
already expected from a heuristic law of large numbers argument, see below. In the case
U = Vn, we have by, = 4m. We like to remark that it is well known that convergence of
’Y\(plt) to |¢¢) (¢¢] in trace norm is equivalent to the respective convergence in operator norm
since |@¢) (| is a rank-1-projection, see Remark 1.4. in [80]. Furthermore, the convergence

of the one-particle reduced density matrix fy\(I,lt) — |¢) (¢ in trace norm implies convergence

of any k-particle reduced density matrix 7\(12 ) against |oP%) (0®*| in trace norm as N — oo

and k fixed, see for example [53].

In the case that the time evolution of W, is generated by Hy,, it is interesting to note
that the effective evolution equation of ¢; does not depend on the scattering length a.
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This contrasts the three dimensional case, where the correct mean field coupling is given
by 8masp, asp denoting the scattering length of the potential in three dimensions. The
universal coupling 4 in the case of a positive scattering length is known within the physical
literature, see e.g. (30) and (A3) in [22] (note that 2 = 1,m = 1 in our choice of coordinates).
Actually, our dynamical result complements a more general theory describing the ground
state properties of dilute Bose gases. It was shown in [60] that for such a gas with repulsive
interaction V' > 0, the ground state energy per particle is to leading order given by either the
Gross-Pitaevskii energy functional with coupling parameter 87 /| In(pa?)| or a Thomas-Fermi
type functional. Here, p denotes the mean density of the gas, see Equation (1.6) in [60]
for a precise definition. The authors prove further that only if N/|In(pa?)| = O(1) holds,
one obtains the Gross-Pitaevskii regime. This directly implies that scattering length of
the interaction potential needs to have an exponential decrease in N. In our case, the
scattering length of the potential Vy is given by ae™, a denoting the scattering length
of V. The mean density of the system we consider is of order one, i.e. p = O(1). This
yields 87N/|In(p(e Na)?)| ~ 4 which is in agreement with our findings. It should be
pointed out that there has been some debate about the question whether two dimensional
Bose-Einstein condensation can be observed experimentally. This amounts to the question
whether condensation takes place for temperatures 7' > 0. For an ideal, noninteracting
gas in box, the standard grand canonical computation for the critical temperature T, of
a Bose-Einstein condensate shows that there is no condensation for 7" > 0. For trapped,
noninteracting Bosons in a confining power-law potential, the findings in [7] however show
that in that case T, > 0 holds. Finally, it was proven in [57] that ’yl(l,l ) converges to |p)(p| in
trace norm if ¥ the ground state of Hy,, and ¢ is the ground state of the Gross-Pitaevskii
energy functional, see . The assumptions made in the paper are that and the external
potential A tends to +o00 as |z| — oo and the interaction potential V' is nonnegative. It
is also remarked that one does not observe 100 % condensation in the ground state of a
interacting homogenous system. The emergence of 100 % Bose-Einstein condensation as a
ground state phenomena thus highly depends on the particular physical system one considers.
Our approach is the following: Initially, we assume the convergence of 7\(1,10) to |¢o) (wo|. We
then show the persistence this condensation for time scales of order one. Our assumption
is thus in agreement with the findings in [57]. We like to remark that the two dimensional
Thomas-Fermi regime could be observed experimentally [41].

Next, we want to explain how the different coupling constants by are obtained in the
dynamical setting. For this, we first recall known results from the three dimensional Bose gas.
There, one considers the interaction potential to be given by Vi (z) = N~138V (NFPz) for
0 <8 <1.For0 < B < 1, one obtains the cubic nonlinear Schrédinger equation with coupling
constant ||V]|;. This can be seen as a singular mean-field limit, where the full interaction is
replaced by its corresponding mean value [gs >y NV (N?(z — y))|ei(v)]? = |V |11]ee(2) %
For 8 = 1, however, the system develops correlations between the particles which cannot be
neglected. As already mentioned, the correct mean field coupling is then given by 8masp.
This is different for a two dimensional condensate. Let us first explain, why the short scale
correlation structure is negligible if the potential is given by Ws(z) = N~1H28W (NPz) for
any 8 > 0. Assuming that the energy of W; is comparable to the ground state energy, the wave
function will develop short scale correlations between the particles. One may heuristically
think of U, of Jastrow-type, i.e. Wy(21,...,2n) =~ [[;; F(zi — ;) I, cpt(xk) The

1 One should however note that ¥; will not be close to a full product HkN:I @+(zx) in norm. For certain
types of interactions, it has been shown rigorously that ¥, can be approximated by a quasifree state satisfying
a Bogoloubov-type dynamics, see [17], [73], [74] and [67] for precise statements.
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function F' accounts for the pair correlations between the particles at short scales of order
N8 Tt is well known that the correlation function F' should be described by the zero energy
scattering state jy g of the potential Wy, where jy g satisfies

{(‘Aw + 1Ws()) jnr(z) =0,
jN.r(z) =1for |z| = R.

Here, the boundary radius R is chosen of order N—#. That is, F(x;— ;) = jN,r(x; —x;) for
lzi — x| = O(N7P) and F(x; — z;) = 1 for |z; — zj| > O(N~"). Rescaling to coordinates
y = NPz, the zero energy scattering state satisfies

(=80 + 3V W) dwento) = 0. (4.4

Due to the factor N~! in front of W, the zero energy scattering equation is almost constant,
that is jy r(z) =~ 1, for all |z| < R. As a consequence, the microscopic structure F', induced
by the zero energy scattering state, vanishes for any 8 > 0 and does not effect the dynamics
of the reduced density matrix fyl(ljlt). Assuming fy‘(l,lo) ~ |po){@o|, one may thus apply a law
of large numbers argument and conclude that the interaction on each particle is then

approximately given by its mean value
/R2 CyNWs(z —y)|ed* (@) = W ilee* () -

This yields to the correct coupling in the effective equation in the case U(x) = Wa(x).
Let us now consider the case for which the dynamics of W; is generated by the Hamiltonian
Hy,, . If one would guess the effective coupling of ¢; to be also given by its mean value
w.r.t. the distribution |¢;|?, one would end up with the N-dependent equation i0;p; =
(=A+ Ay) pr+ N [o d*xV (x)|0¢|*¢¢. Note that the coupling constant of the self interaction
differs from its correct value by a factor of O(N). As in the three dimensional Gross-Pitaevskii
regime S = 1, it is now important to take the correlations explicitly into account. The
scaling of the potential yields to jn,r(z) = jo v g(e" x), which implies that the correlation
function will influence the dynamics whenever two particles collide. The coupling parameter
can then be inferred from the relation

. 47
/2 d*xVy(z)in p(T) =
R

In (Z5)

where a denotes the scattering length of the potential V. As mentioned, the logarithmic

dependence of the integral above on a is special in two dimensions. Since ﬁ = %
n

GE;N
holds for a > 0, the effective equation for ¢; will not depend on a anymore. Consequently,
one obtains as an effective coupling

[ @oNVita = pinate = )le0) = drlen (o)

We like to remark that it is easy to verify that, for any s > 0, the potential Vin(z) =
2NV (eNsz) yields to an effective coupling 47/s. For the sake of simplicity, we will not
consider this slight generalization, although our proof is also valid in this case.

The rigorous derivation of effective evolution equations is well known in the literature,
see e.g. [17, [12], 27, 28, 29, [B30L 53|, 73] [74, [75, [76], [77, 8] and references therein. For the
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two-dimensional case we consider, it has been proven, for 0 < 5 < 3/4 and W nonnegative,
that *y\(I,lt) converges to |¢¢)(p¢| as N — oo [48]. For 0 < § < 1/6, it has been established in
[20] that the reduced density matrices converge, assuming that the potential W is attractive,
i.e. W < 0. This result was later extended to 0 < 8 < 3/4, using stability properties of the
ground state energy [55].

Another approach which relates more closely to the experimental setup is to consider a
three-dimensional gas of Bosons which is strongly confined in one spatial dimension. Then,
one obtains an effective two dimensional system in the unconfined directions. We remark that
in this dimensional reduction two limits appear, the length scale in the confined direction and
the scaling of the interaction in the unconfined directions. Results in this direction can be
found in [9] and [49], see also [50]. It is still an open problem to derive our dynamical result
starting from a strongly confined three dimensional system. For known results regarding
the ground state properties of dilute Bose gases, we refer to the monograph [59], which also
summarizes the papers [57], [60] and[62].

Our proof is based on [77], where the emergence of the Gross-Pitaevskii equation was proven
by one of us (P.P.) in three dimensions for 5 = 1. In particular, we adapt some crucial ideas
which allow us to control the microscopic structure of W,.

We shall shortly discuss the physical relevance of the different scalings. On the first view,
the interactions discussed above do look rather unphysical. It is questionable to assume that
the coupling constant and/or the range of the interaction change as the particle number
increases. Nevertheless, one can think of situations, where for example the support of the
interaction is small and the particle number of the system is adjusted accordingly.

The exponential scaling Viy(z) = 2NV (eNx) is special. In this case it is possible to rescale
space- and time-coordinates in such a way that in the new coordinates the interaction is not
N dependent. Choosing y = ez and 7 = €2t the Schrédinger equation reads

N N
. d -N
15\1’672NT = (— E Ay, + E V(y; — yk) + E A -an (e yj))\lleszT .

Jj=1 1<j<k<N j=1

The latter equation thus corresponds to an extremely dilute gas of bosons with density
~ e 2N In order to observe a nontrivial dynamics, this condensate is then monitored over
time scales of order 7 ~ €2V. Since the trapping potential is adjusted according to the
density of the gas in the experiment, the N dependence of A,—2n,(e™V.) is reasonable.

4.2 Main result

For the sake of simplicity we will bound expressions which are uniformly bounded in N
and t by some constant C'. We will not distinguish constants appearing in a sequence of
estimates, i.e. in X < CY < CZ the constants may differ.

For U € {W3,Vi}, define the energy functional & : HY(R*¥,C) — R

Eu(V) = N~H(¥, Hyv) ,

where (-, ) denotes the scalar product on L?(R?Y,C). Furthermore, we define the Gross-
Pitaevskii energy functional EbC(’}P : HY(R%,C) - R

£57(9) =V, Vo) + (g, (A + sbuleP)e) = o, (7 — Shulel)e)  (45)
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where (-,-) denotes the scalar product on L?(R?,C). Note that both &/ (¥) and Egjp(cp)
depend on ¢, due to the time varying external potential A;. For the sake of readability, we
will not indicate this time dependence explicitly. We now state our main Theorem:

Theorem 4.2.1. Let Uy € L2(R?VN,C) N H2(R?YN,C) with |¥o|| = 1. Let g9 € L*(R%,C)
with ||po|l = 1 and assume limpy_, 7\(1,10) = |po){po| in trace norm. Let the external potential
Ay, which is defined in ([£.2)), statisfy Ay € CH(R, L®(R? R)).

(a) Forany B > 0, let W5 be given by Ws(x) = N~ W (NPz), for W € LX(R%,R) ,W >
0 and W spherically symmetric. Let Wy the unique solution to i0yWy = Hyy, Wy with
initial datum Vq. Let ¢ the unique solution to i0ypr = hﬁ;v[lj”lgot with initial datum @g
and assume that ¢, € H3(R?,C). Let limy o0 (€Wﬁ(\110) — Efvgm((pg)) = 0. Then, for
any B >0 and for any t >0

. 1) _
]\}E)noo Yo, = let) (et (4.6)

n trace norm.

(b) Let Viy be given by Vi (z) = 2NV (eNx), for V € LX(R%,R), V > 0 and V spherically
symmetric. Let W, the unique solution to 10,V = Hy, ¥, with initial datum V.
Let ¢ the unique solution to i0ypy = hprcpt with initial datum g and assume that
¢ € H3(R?,C). Let limy_,o0 (Evy (Vo) — ESF (00)) = 0.

Then, for any t >0
: 1 _
vy = ) (el (4.7)

n trace norm.
Remark:

(a) We expect that for regular enough external potentials A;, the regularity assumption
©; € H3(R?,C) to follow from regularity assumptions on the initial datum ¢g. In
particular, if g9 € ¥3(R% C) = {f € L*(R?,C)| >0t B<3 2205 f|| < oo} holds, the
bound ||¢¢]| g3 < oo has been proven for external potentials which are at most quadratic
in space, see [19] and Lemma In particular, for ¢y € $3(R% C), the bound
llotll s < C holds if the external potential is not present, i.e. A; = 0.

(b) As already mentioned, the convergence of fy\(I,lt) to |p¢) (@] in trace norm is equivalent
to convergence in operator norm, since |¢;)(¢;| is a rank one projection [80]. Other
equivalent definitions of asymptotic 100% condensation can be found in [65].

(¢) In our proof we will give explicit error estimates in terms of the particle number N.
We shall show that the rate of convergence is of order N~9 for some ¢ > 0, assuming
that also initially 7\(1,10) — |po) (po| converges in trace norm with rate of at least N 0.

(d) One can relax the conditions on the initial condition and only require ¥o € L2(R?Y C)
using a standard density argument.

(e) It has been shown that in the limit N — oo the energy-difference &y, (V9°) —
Egrp(cpgs) — 0, where 9% is the ground state of a trapped Bose gas and ¢9° the
ground state of the respective Gross-Pitaevskii energy functional, see [60], [62].
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4.3 Organization of the proof

The method we use in this paper is introduced in detail in [75] and was generalized to derive
various mean-field equations. As we have mentioned, our proof is based on [77], which covers
the three-dimensional counterpart of our system. Heuristically speaking, the method we
are going to employ is based on the idea of counting for each time ¢ the relative number of
those particles which are not in the state ;. It is then possible to show that the rate of
particles which leave the condensate is small, if initially almost all particles are in the state
wo. In order to compare the exact dynamic, generated by Hy, with the effective dynamic,
generated by hS'F| we define the projectors p; and g7 .

Definition 4.3.1. Let p € L?(R% C) with ||| = 1.
(a) Forany1 < j < N the projectors p7 : L*(R*N,C) — L*(R*",C) and ¢ : L*(R*",C) —
L*(R?N | C) are defined as
PV = o(x;) / O (7)V (21, ..., Ty ..., xn)d2E; VU € LH(R?Y,C)
_ @
and g7 =1—p;.
We shall also use, with a slight abuse of notation, the bra-ket notation pf = [p(z;))(p(x;)|-

(b) For any 0 < k < N we define the set

N
Sk =1 (81,82,...,8N) G{O,I}N; Zsj:k

and the orthogonal projector Py L*(R?N,C) — L*(R?M,C) as

pe=> ITN" @)

acsy, j=1
For negative k and k > N we set P = 0.

(¢) For any function m : Ng — R we define the operator m¥¢ : L*(R*N,C) — L*(R?N,C)
as

N
me = m(j)Pf . (4.8)
j=0

We also need the shifted operators m¥ : L*(R?*N C) — L*(R*N,C) given by

N—

Z (j+d)P

Following a general strategy, which is described in detail in [75], we define a functional
a: L*(R*Y,C) x L*(R?,C) — R} such that

(a) %a(‘l/t, ¢¢) can be estimated by a(¥, ¢;) + o(1). Using a Gronwall type estimate, it
then follows that a(Wy, ;) < C1e“?*(a(Tg, o) + 0(1)), for some constants Cy, Co > 0.
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(b) a(¥,y) — 0 implies convergence of the reduced one particle density matrix of ¥ to
|©)(p| in trace norm.

In the case 8 = 0 it was shown that the choice
a(¥,¢) = (v, @y ),

where n(k) = \/k/N and (-)) is scalar product on L?(R?V C) fulfills these requirements, for
arbitrary j > 0, see for example [75] and [53]. For the more involved scaling we consider, it
is however necessary to adjust this definition in order to obtain a Gronwall type estimate.
Our proof is organized as follows:

(a) In Section we recall some important properties of the operator m.

(b) For the most difficult scaling given by the potential Vi, it is crucial to take the
interaction-induced correlations between the particles into account. In Section [4.5)
we provide some estimates on the zero-energy scattering state. Furthermore, we
explain how the effective coupling parameter by, can be inferred from the microscopic
structure.

(c¢) In Section 4.6/ we prove our main Theorem stated above. We first consider the potential
Wp and define a counting measure which allows us to establish a Gronwall estimate
for all B8 > 0. We will explain in detail how one arrives at this Gronwall estimate.

Afterwards, the counting measure is adjusted to the case Vi, taking the microscopic
structure jy, g of the wave function into account. We then establish a Gronwall estimate
and finally prove the Theorem for Vy.

The needed estimates in Section [£.6] are then proven in Section [4.7}

4.4 Preliminaries

We will first fix the notation we are going to employ during the rest of this chapter.

Notation 4.4.1. (a) Throughout this chapter hats = will always be used in the sense of
Definition (c). The label n will always be used for the function n(k) = \/k/N.

(b) For better readability, we will omit the upper index ¢ on pj, q;, Pj, Pjj and™. It will
be placed exclusively in a few formulas where their p-dependence plays an important
role.

(c) We will denote the operator norm defined for any linear operator f : L>(R?N,C) —
LA(R*N,C) by

£ llop = sup LAl
YL (RN 0) )W =1

(d) We will denote by K(pt, Ay) a generic polynomial with finite degree in ||¢t||oo, || Vet|loos
IV, (1A, HAtHOO,fOt ds||As|lee and || A¢|lse. Note, in particular, that for a generic
constant C' the inequality C' < K(pt, Ay) holds. The exact form of K(pt, Ay) which
appears in the final bounds can be reconstructed, collecting all contributions from the
different estimates.
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(e) We will denote for any multiplication operator F : L?>(R?, C) — L%(R?,C) the corre-
sponding operator

190 @ Fe 1R LA(RY C) - LR, C)

acting on the N-particle Hilbert space by F(xy). In particular, we will use, for any
U, Q € L2(R?N C) the notation

(02,1200 @ F @ 12WV-RgY) = (Q, F(z;)0) .

In analogy, for any two-particle multiplication operator K : L?(R? C)®? — L?(R2,C)®?,
we denote the operator acting on any ¥ € L*(R?N C) by multiplication in the variable
z; and x; by K(x;, ;). In particular, we denote

<<Q, K(xl,xj)\ll» = K(a:i, (le)Q*(IL’l, ey .CCN)\IJ(IL’l, ey :cN)d2a;1 ‘e deN .

R2N

First we prove some properties of the projectors pj;, g;, which were defined in Definition

4311
Lemma 4.4.2. (a) For any weights m,r : Ng — R{ the commutation relations
mr =mr=rm ﬁlpj = pjﬁl ﬁlqj' = q]'T/T\l ﬁlpk = Pkfﬁ
hold.

(b) Let n:Ng — Ry be given by n(k) = \/k/N. Then, the square of i equals the relative
particle number operator of particles not in the state p, i.e.

N
@ =N"1Y g5 (4.9)
j=1

(¢) For any weight m : Ng — Rar and any function f € L™ (R4,R) and any j, k =0,1,2
mQjf(x1,22)Qr = Qj f(x1, x2)M;_1Qy ,
where Qo = p1p2, Q1 € {p1g2, @p2} and Q2 = quqz. Furthermore, for j,k € {0,1}
MmQ;V1Qr = Q; V1 1Qk ,

where @0 = py and él =q.

(d) For any weight m : Ng — R(J{ and any function f € L™ (R4, (C)
[f (z1,22), M| = [f(21, 22), prpa( — Ma) + (p1g2 + qip2) (M — Ma)] .

(e) Let f € L' (R?,C), g € L* (R?,C). Then,

lp; f (x5 = z)pillop <IflallllZ (4.10)
1pig" (x5 — x)llop =ll9(xj — za)pjllop < lgll llllo (4.11)
o (23)) (Vi) [0 (x5 — xi)llop =[1h(zj — 21)Vipjllop < |[RIIIVPlloo - (4.12)
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Proof. (a) follows immediately from Definition using that p; and ¢; are orthogonal

(b)

projectors.

Note that UéVZOSk ={0,1}¥,s01 = Z;jzo P.. Using also (g;)? = ¢j and g¢;p; = 0 we
get

N
> 4= qusz—ZZqJPk _kak — Nn? = Na? .
j=1

k=0 j=1 k=0

Using the definitions above we have

N
mQ;f (1, 22)Qx =y m()PIQ; f (w1,22)Qy, -
=0

The number of projectors ¢; in P;Q; in the coordinates j = 3,..., N is equal to [—j. The
p; and ¢; with j = 3,..., N commute with Q;f(z1,22)Qk. Thus P,Q; f(x1,22)Qk =
Qjf(x1,72)QrP—j1 and

N
Qi f (w1, 22)Q = Y m(1) Qs f (w1, 22)Qu Pk
1=0

+
Z Flay,z)m(l + j — k) PQr = Q; f (w1, 22) i x Qi -

I=k—
Similarly one gets the second formula.

First note that

[f(z1,22), m] — [f(x1,22), prp2(M — M2) + p1g2(m — M) + qip2(m — Mmy)]
=[f(z1,22), ngem] + [f (21, 22), prpama + prgama + qipaim] . (4.13)

We will show that the right hand side is zero. Multiplying the right hand side with
p1p2 from the left and using (c) one gets

p1p2f (21, T2)q1gem + p1p2 f (21, T2)p1paimae — p1pama f (1, T2)
+ p1pa f (w1, 22)p1gemi + p1p2 f (21, 22)q1p2ma
=p1p2ma f(1,72)q1q2 + p1pema f (71, T2)p1p2 — prpamaf(x1, 72)
+ p1pema f (21, £2)p1g2 + prpema f (21, £2)q1p2
=0.
Multiplying with pjgo from the left one gets

P12 f (21, x2)q1g2m + p1gaf (1, T2)p1p2ma + p1gaf (21, T2)p1gama
+ p1gaf(z1, z2)qipaimy — prgama f (@1, x2)

Using (c) the latter is zero. Also multiplying with g;po yields zero due to symmetry in
interchanging x; with xo. Multiplying (4.13)) with ¢1q2 from the left one gets

Q@2 f(x1, x2)Mqig2 — qrgam f(x1, x2) + qrqa f (1, T2)p1p2ma+
Q@2 f(x1, x2)p1gama + qiga f (21, 2)qipama

which is again zero and so is (4.13]).
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(e) First note that, for bounded operators A, B, [|AB||op = || B*A*||op holds, where A* is
the adjoint operator of A. To show (4.10)), note that

pif(x; — zi)p; = pi(f * ) (k) - (4.14)
It follows that
1D f (25 — z1)psllop < 1 I1llelZ -

For (4.11]) we write

lg(z; — zi)pslla, = sup |lg(a; — @)y @) =

lw][=1
= s (@, pjlg(z; — 1)) *p; T
=1

<Ilpjlg(x; — 2x)*pillop
With (4.10) we get (4.11)). For (4.12) we use

lg(z; — 2x)V;pi 12, = S, (@, pilg® * [Vel*) @) ®) < [llg]* * IVel*||oo

<llgl*IVeoll3
O

Within our estimates we will encounter wave functions where some of the symmetry is
broken (at this point the reader should exemplarily think of the wave function Vg(x1 — x2)¥
which is not symmetric under exchange of the variables x; and x3, for example). This leads
to the following definition

Definition 4.4.3. For any finite set M C {1,2,..., N}, define the space Haq C L*(R?V,C)
as the set of functions which are symmetric in all variables in M

VeHpy V(e ..,x5,..., T ..., 2N) = V(21, ., Thy oo, Ty .., TN)
forall j, ke M .
Based on the combinatorics of the p; and ¢;, we obtain the following

Lemma 4.4.4. For any f : Ng — Rar and any finite set My C {1,2,..., N} with 1 € M,
and any finite set My, C {1,2, ooy N} with 1,2 € M,

[Fae| < = IRV for any ¥ € Ha,, (4.15)
N2 T2 2
ot < = @R forany ¥ etu,.  @16)

Proof. Let U € Hpy, for some finite set 1 € M, C {1,2,...,N}. By Lemmam (b), (4.15])

can be estimated as

IFRE® =(¥, (F)*@)*T) = N7' Y (¥, (/) a¥)
k=1

NS (w (FPaw) = Hel g, (72w
keMaq
NEA
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Similarly, we obtain for ¥ € H 4,

IF @) =(W, (/@) W) > N2 > (W, (/) *qjan¥)

7 keMy
Mpl(|IMp] — 1 ~ M ~
P g (g, gewy + Kol g, (72w
Mpl(IMp| = 1), ~
Z‘ b’(|N2b‘ )qulqquHQ
which concludes the Lemma. OJ

Corollary 4.4.5. For any weight m : Ng — Rg

[Vamg ¥ || < 2|7 opl| V2g2 ¥ |l (4.17)
[Vamqr ¥ | < Cl[ma opl|V2g2 ¥ ]| - (4.18)
Proof. Using ps + g2 = 1 and triangle inequality,
|Vamga¥|| < [[p2Vamga¥|| + [|g2Vamga ¥ ||, (4.19)
Vamaq1q2¥ || < ||p2Vamaqiga¥|| + ||g2Vamnqi g2 V|| . (4.20)

With Lemma [4.4.2] (c) we get
(@19) = [|Mm1p2Vaqe V|| + [[MageVaga V|| < ([[Mallop + [[72l|op) V22| -

Note that the wave function paVaqo V¥ is symmetric under the exchange of any two variables
but 2. Thus we can use Lemma [£.4.4) to get

(4.20) = ||g1mip2 VeV || + [|[g1mg2Vaga V||

N o PN
< v —qUImaitllop + 1Mt flop) V22 ¥l -

Since vk < VEk + 1 for k > 0 it follows that the latter is bounded by
C(l[manllop + [[m7op) [ V2g2 V]| -

Using that [|7]|op = supg<<n{r(k)} = ||Tallop for any d € N and any weight r, the Corollary
follows. O

Lemma 4.4.6. Let Q,x € Hpaq for some M, let 1 ¢ M and 2,3 € M. Let O, be an
operator acting on the " and k** coordinate. Then

(€2, O12x)| < (1217 + [{O1,2x, O13x)| + (M)~ O1 2xI* -
Proof. Using symmetry and Cauchy Schwarz
(92, 0120 =M1, D Oupd) < IMIPHIQY D Ol -
JEM JEM

For the second factor we can write

1D OuxIP =D Oyx: Y O1xx)

jem jem keEM
< 1§01x: 010+ 1 D (O1x, O1ex)
jem jAkEM

< IM[{O1,2x, O12x) | + IM|(IM]| = 1)[{O1,2x, O1,3x)}| -

Since ab < 1/2a® + 1/2b% and (a + b)? < 2a® + 2b? holds for any real numbers a, b, the
Lemma follows. O
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In our estimates, we need the regularity conditions
IVerloo <00, lptllec <00, [[Ver] <00, [|[Ag]| < o0

That is, we need ¢; € H2(R?, C)NW1°(R2,C). Then, ||A|e:?|l, |Ale:l?|l1 and [|¢?|], which
also appear in our estimates, can be bounded by

Alpi|? =0f Apr + prAp; 4+ 2(V7) - (Vor)
Ao 2] <21 A@ellllt]loo + 21Vt |1 Vot oo
Alee* [l <4)|Ag|

le?ll <lleelloollell -

Recall the Sobolev embedding Theorem, which implies in particular H*(R?, C) = W*2(R2, C)
C CF2(R2,C). If p € CY(R?,C)NH'(R?,C), then ¢ € WH>(IR2, C) follows since both ¢ and
V¢ have to decay at infinity. Thus, ¢, € H3(R? C) implies ¢, € H*(R?, C) N WL (R2, C),
which suffices for our estimates. Since y; obeys a defocusing nonlinear Schrédinger equation,
we expect the regularity of the solution ¢; to follow from the regularity of the initial datum
¢o. For a certain class of external potentials A; this has been proven in [19]:

Lemma 4.4.7. Let ¢y € SF(R%,C) = {f € L*(R?,C)| >t B<k 12202 f|| < oo}, for k > 2.
Let, for b > 0, ¢ the unique solution to

iOppr = (—A + Ay + bl ) s -

Let A. € L° (R; x R2.C) real valued and smooth with respect to the space variable: for
loc T
(almost) all t € R, the map x — A(x) is C*°. Moreover, A; is at most quadratic in space,

uniformly w.r.t. time t:
Va e N% || >2, 0%A. € L®(R; x RY, C).
In addition, t — sup, < |Ai(z)| belongs to L>°(R,C). Then
(a) ¢y € XF(R2,C), which implies p; € H*(R?,C).
(b) lleell = lloll-

(¢) Let oo € X3(R2,C). Assume in addition that || A¢]|ec < 00 and ||A¢]|es < 00. Then, for
any fized t > 0, K(p, Ar) < oo follows.

Proof. Part (a) is Corollary 1.4. in [19]. We like to remark that ||¢¢|| g+ < C holds, if A; =0,
see Section 1.2. in [19]. The conditions on A; are for example satisfied if 4; € C>°(R?,R)
for all t € R, As(x) =0, for all |t| > T'. Part (b) can be verified directly, using the existence
of global in time solutions. Part (c) follows from (a) and the embedding H?3(R% C) C
H2(R2,C) N W12 (R2,C).

O

4.5 Microscopic structure in 2 dimensions

4.5.1 The scattering state

In this section we analyze the microscopic structure which is induced by V. In particular,
we explain why the dynamical properties of the system are determined by the low energy
scattering regime.
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Definition 4.5.1. Let V € L°(R2% R), V(x) > 0, V spherically symmetric and let Viy be
given by Vy(z) = NV (eNx). For any R > diam(supp(Vy)), we define the zero energy
scattering state jn,r by

{<—Am+;emv<e%>>m<x> =0, (4.21)

Jjnr(x) =1 for |z|=R.

One may think of R as the mean interparticle distance of the condensate, i.e. R = O(N~/2).
However, one is quite free in choosing R, since the dependence of jy g on R is only logarithmic
(see below).

Next, we want to recall some important properties of the scattering state jn g, see also
Appendix C of [59].

Lemma 4.5.2. Let V € LP(R%R), V(x) > 0 and spherically symmetric. Define Ir =
Jxe d?zVy(x)jn.r(z). For the scattering state defined previously the following relations hold:

(a) There exists a nonnegative number a, called scattering length of the potential V', such
that

47
NR '
In <8T>

The scattering length a does not depend on R and fulfills a < diam(supp(V')). Further-
more, Ir > 0 holds.

Ip =

(b) jN,r is a nonnegative function which is spherically symmetric in |x|. For |z| >
diam(supp(VN)), jn,r is given by

. 1 |z|
jN7R(JZ) =1+—F——In <> .
In (e]\;R) R

Proof. Rescaling z — eNa = y, we obtain, setting R = ¢V R and sp(y) = Joevgr(y), the
unscaled scattering equation

(—Ay + 3V(y)) sz(y) =0, (4.22)
sply) =1for [y = R. |

Since we assume V' to be nonnegative, one can define the scattering state sz by a variational

principle. Theorem C.1 in [59] then implies that s is a nonnegative, spherically symmetric

function in |y|. It is then easy to verify that for diam (supp(V')) < |y| there exists a number
A € R such that n ol
Y

5 =1+—In|=] . 4.23

sl =1+ 51 (1) (423

Next, we show that A = [, deV(y)sR(y). This can be seen by noting that, for r >

diam (supp(V)),

d*yV (y)sp(y) =2/ deAsR(y)Z/ Vsp(y) - ds

R2 r(0) 0B (0)
A A (71
- 1 cds — -
5. 6BT(O)V n(ly|) - ds o . dp

=A.



4.5 Microscopic structure in 2 dimensions 99

By Theorem C.1 in [59], there exists a number a > 0, not depending on R, such that for all
ly| = diam (supp(V'))

In(ly|/a)
spy) = —=—.
In(R/a)
Comparing this with (4.23]), we obtain
a7
V(y)sp(y)dy* =

R? (Z)
a
Since sp is nonnegative, it furthermore follows that a < diam (supp(V')). This directly
implies A > 0. By scaling, we obtain

Ip = /RQ VN (y)inr(y)dy* = /RQ V(y)sp(y)dy® = m(ﬂgﬂ) :

a
U

Assuming that the energy per particle v, (¥) is of order one, the wave function ¥ will have
a microscopic structure near the interactions Vi, given by jn g. The interaction among

two particles is then determined by N_ﬁ# R %. Keeping in mind that each particle

interacts with all other N — 1 particles, we obtain the effective Gross-Pitaevskii equation,
for p; € H*(R?,C)

iOrpr(x) = (A + Ap + drlps(2)*) o ().

Thus, choosing Vi (z) = 2NV (e x) leads in our setting to an effective one-particle equation
which is determined by the low energy scattering behavior of the particles. We remark that,
for any s > 0, the potential e2V*V (e/V*z) yields to the coupling 47 /s.

4.5.2 Properties of the scattering state

Note that the potential Vi is strongly peaked within an exponentially small region. In
order to control the short scale structure of ¥y, we define, with a slight abuse of notation, a
potential Mg with softer scaling behavior in such a way that the potential Viy — Mg has
scattering length zero. This allows us to “replace” Vi by Mg, which has better scaling
behavior and is easier to control. In particular, ||Ms|| < CN~1*# can be controlled for 3
sufficiently small, while ||Vy| = O(e’V) cannot be bounded by any finite polynomial in N.
The potential Mg is not of the exact scaling N ~1*2°M (NPx). However, it is in the set Vg,
which we will define now.

Definition 4.5.3. For any 3 > 0, we define the set of potentials Vg as
Vs ={U € X®R.R)|U@) > 0¥s € R, U]y < ONL, U] < CN7IHP,
[Ulloe < CN~Y28 U(2) =0V|z| > CN~P, U is spherically symmetric}.

Note that N~1+28W (NBz) € Vg holds, if W is positive, spherically symmetric and compactly
supported.

All relevant estimates in this paper are formulated for Wy € V3.
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Definition 4.5.4. Let V € L(R? R), V(z) > 0 and spherically symmetric. For any 3 > 0
and any Rg > N8 we define the potential Mg via

Mg(z) =

{47TN_1+2’8 if N°% < |z| < R (124)

0 else

Furthermore, we define the zero energy scattering state fg of the potential (Viy — Mpg), that
18

{(_ Ax+ 3 (Viv(z) — Mp(2))) fa(x) =0 (4.25)

fs(x) =1 for |z| = Rp

Note that Mg and fg depend on Rg. We choose Rg such that the scattering length of the
potential (Vy —Mg) is zero. This is equivalent to the condition [, d?z (Vi (z)—Mga(z)) fs(z) =
0.

Lemma 4.5.5. For the scattering state fg, defined by , the following relations hold:
(a) There exists a minimal value Rg < 0o such that [ge d*x(Vy(x) — Mg(z)) fa(z) = 0.
For the rest of the paper we assume that Rg is chosen such that (a) holds.
(b) There exists Kg € R, Kg > 0 such that Kgfg(x) = jnr,(x) V|z| < N7P.
(¢) For N sufficiently large the supports of Vn and Mg do not overlap.

(d) fs is a nonnegative, monotone nondecreasing function in |z|.

(e)
fo(x) =1 for |z| = Rs . (4.26)
(f)
1 N—F
1ZK’621+N+1H(1‘ZB)ID<R&>' (4.27)
(g) RB < CN-5,

For any fized 0 < 8, N sufficiently large such that Viy and Mg do not overlap, we obtain

(h)

In(V)

INIIVN 5l = 4n| = [N[[Mgfpll — 4n| < C—5

(i) Define
gp(x) =1 — fa(z) .
Then,

lgslli <CN"'72In N | lgs| <CN'FImN, lgsllos < 1.
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(i)
()

In
NI Mgy — ] < O

(k)
Mg (S Vg ,Mgfg S Vﬁ .

Proof. (a) In the following, we will sometimes denote, with a slight abuse of notation,
fs(x) = fa(r) for r = |x| (for this, recall that f3 is radial symmetric).

We first show that fs(N %) # 0. Assume first that there exists a xo, |zo| < N7
such that fz(zg) # 0. We may assume that fz(xg) > 0 (otherwise take —fg). By
continuity of fs, there exists a maximal interval I = [a,b] C [0, N~?] on which
fa(x) > 0 for all |z| € I holds. Since Mg(z) = 0 for all x with |z| < N=7, it follows
that Afg = $Vyfs for all @ with |z| < N=P. Using, for |2| € I, 1V (2)fs(z) > 0,
we obtain A, fg(x) > 0 for all |z| € I, which implies that fz is subharmonic on
A = {z € R?|a < |z| < b}. By the maximum principle, max, 4 (f3) = maxzeaa(f3)
holds. If it were now that max,ecpa(f3) = fa(a) > fz(xo) > 0, we could conclude for
a > 0, using continuity of fg, that there exists an € > 0, such that fg(x) > 0 for all
a — € < |z| < b. This, however contradicts the assumptions on I. Note that for a = 0,
we obtain A = {x € R?||z| = b}. Thus, we may conclude that max, 4 (f3) = fa(b).
Since I is the maximal interval on which fg is positive, it then follows that b = N -8,
This shows that fg(N~?) # 0, assuming that there exists a g, |7o| < N7 such that

fo(@o) # 0.
Assume now that fz(z) = 0 for all |z < N=°. Then, (4:25) is equivalent to

(-8 = §M5(0)) fala) =0
fa(x) =1for |z| = Rg
fa(x) =0for |z| < NP .

In the following, we show that this equation does not has a solution. We choose a
maximal value ro > N~# such that f(z) = 0 for all |z| < rg and r > rq arbitrary.
Then, we estimate

8 1 2 N71+2ﬁ r
28 = / &z Mp(|z)) f5(|2])| = | "—no / ds f5(s)s|
or B,(0) r ro

d7r

—142p4 r
< W/ ds sup ‘%(u)‘(s —1p)s
"o or

r ro<u<r

0
< 2rN~1H28 qup ’ﬁ(u)’(r —rp)?
ro<u<r T

and obtain

afs

sup %(u)‘ < 2rN~1H28 qup o (u)’(r — )2

rogugr‘ or ro<u<r
However, this inequality only holds for small r if there exists r; > ro such that
%if(u) = 0 for all u € [rg,r1]. This contradicts our assumption on ry and shows that

fa(N7F) #0.
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Applying Theorem C.1 in [59] once more, it then follows that either fg or —fz is a
nonnegative, monotone nondecrasing function in |z| for all |z| < N~5.

Using (4.25)) and Gauss-theorem,

of, 1

D later = gy | PalVi(a) = Ma(a)) fy(a) (4.25)

T J By (0)
Thus, Rg is the minimal value such that 8f’3 “|r; = 0. Therefore, fg or —fp is a
nonnegative, monotone nondecreasing contmuous function for all |z| < Rg.
Next, we show that Rg < oo by contradiction: Assume Rz = co. Since f(N=BY 40,
we obtain | [po d2zMpg(z) f5(x)| > |f(N7F) [ge d?xMpg(z)| = oo, which yields to a
contradiction since | [go d*zMg(z) f3(z)| = | [ge d?zVN () f5(2)] < o0.
b) Since f3(N~#) # 0, we can define

(c)

jN7Rl3 (Niﬁ)

on the compact set BNfg(O) = {z € R? : |z| < N7P}. It is useful to note that
the scattering equations (4 and (| have a unique solution on a compact set
By—5(0). One easily sees that h( ) = jN,rs(7) on OBy-5(0) and satisfies the zero
energy scattering equation (4 . By uniqueness it follows that h(z) = jn gr,(7) VI €
By-5(0). We can conclude that

iNRy(N7F)

Ko ==p (N5

(4.29)
Next, we show that the constant Kjp is positive. Since jn g, (N—8) is positive, it

follows from Eq. ([#-29) that Kz and f3(N~?) have equal sign. By (a), the sign of f3 is
constant for |z| < Rg. Furthermore, from Gauss-theorem and the scattering equation

(4.25)) we have

s _ 1
or 4rrKpg

/ dZCUVN(fU)jN,RB (x) (4.30)
Br(0)

for all » < N—5. Since j N,Rg; and Vy are nonnegative functions,
of
sem (afu:w) — sen(K). (431)

Recall that Rg is the smallest value such that 8f 28 ‘ = 0. If it were now that

Kj is negative, we could conclude from and - that af 22 |,—n-5 < 0 and

fa(N=?) < 0. Since Rg is by definition the smallest value where % 0, we were

able to conclude from the continuity of the derivative that af £ <0 for all » < Rg and

hence f(Rg) < 0. However, this were in contradiction to the boundary condition of
the zero energy scattering state (see (4.25)) and thus Kg > 0 follows.

This directly follows from e < CN~# for N sufficiently large.
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(d)

From the proof of property b), we see that fz and its derivative is positive at N —B. From
([.28), we obtain 9, f3(z) = 0 for all z with |z| > Rg. Due to continuity 9, f3(z) > 0
for all  with || < Rg. Since fg is continuous, positive at N8, and its derivative is
a nonnegative function, it follows that fs is a nonnegative, monotone nondecreasing
function in |z|.

By definition of Rg, it follows that I = Jge (Vi (z) — Ws(z)) fs(x) = 0. Therefore,
for all |x| > Rg, fg solves —Afz(x) = 0, which has the solution

I
fg(&n)—l—&-@ln(@) =1

Since f3 is a positive monotone nondecreasing function in |z|, we obtain

" . -8 1 N8
N +1n (Tﬁ) 8
We obtain the lower bound
1 N—B
Kg>1+ In < >
N +1In (]Tf) Rg

For the upper bound we first prove that fz(x) > jn r,(7) holds for all [z| < Rg. Using

the scatting equations and we obtain
. 1 .
Ax(fp(@) = jnry (@) = 5V (@)(f5(2) = jnv,R, (7)) = Ws(2) f5 ()

as well as fs(Rp) — jn,r,(Rg) = 0. Since Ws(x) fg(x) > 0, we obtain that A, (fg(z) —
JN.Rs(x)) < 0 for N=P < |z| < Rg. That is, fz(z) — JN,Rr;(z) is superharmonic for
N8 < |z| < Rg. Using the minimum principle, we obtain, using that fs — JN.Ry 18
spherically symmetric
min -3 = min -7 4.32

N—5§|m|§R@(fﬁ jNﬁﬁ) \m|e{N—ﬁ,RB}(fB jN’Rﬂ) ( )
If it were now that min|x|e{N*ﬁ,Rﬁ}(fﬁ —jN,Rﬁ) = f/g(N’ﬁ) —jN,RB(N’fB) < fs(Rg) —
JN,r;(Rg) = 0, we could conclude that fg(x) — jn g, (z) <0 for all N8 <|z| < Rg.
Since fs(w) — jn,r,(z) then obeys

{—A(fﬂ($) — jnr, () + 2V (2)(fs(2) — jn,R,(z)) =0 for |z| < NP,
f8(x) — jN.Rs(7) <0 for |z| = N5,

we could then conclude that fg(x)—jn g, (z) < 0 for all |z[ < Rg. From this, we obtain
that A(fg(z) —jn,r, (7)) <0 for [x| < Rg. That is, fg(z) — jn,r, () is superharmonic
for all |z| < Rg. Using the minimum principle once again, we then obtain

_min (fs — jn.r,) = f3(Rg) — jnRr,;(Rg) =0
Bry(0)

which contradicts fs(x) — jn,rs () < 0 for |z| < Rg. Therefore, we can conclude in
(4.32) that minN*ﬁSMSRB (fB_jN,RB) = fﬁ(RB)_jN,RB (Rﬂ) = 0 holds. Then, it follows
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that fg(z) — jnRr,(x) > 0 for all N8 < |z| < Rg. Using the zero energy scattering
eauation —A(f5(2) — jx,1,(2)) + SV (@) (f5(2) — .y (2)) = 0 for [z] < N5, we
can, together with fg(N %) — JN,R; (N=F) >0, conclude that fz(x) — JN.Rs(z) >0
for all |z| < Rg.

JN.Rg (N=F) <1

As a consequence, we obtain the desired bound Kz = TR S

(g) Since fz is a nonnegative, monotone nondecreasing function in |z| with fg(z) =1
V|z| > Rg, it follows that

Cfa(N~P) =f5(NF) /

R

= [ PoMa@ss(0) > SaN ) [ bt
RQ

RQ

, d2xVN($) > /R2 deVN(:L‘)fﬂ(x)

Therfore, [, d2zMg(x) < C holds, which implies that Rz < CN1/275.
From

1 4 1

KigN_,_T(RTB) :K—ﬁ /}R2 d2xVN($)jN,R5 () = /R? >V (@) fp(x)

Rg
:/ d*x Mg () f5(z) = 87r2N_1+26/ drr fz(r)
R2 -8B
we conclude that
Rg NI—Q,B
/ drrfa(r) = = .
N8 21 Kpg (N +In (%))
Since f3 is a nonegative, monotone nondecreasing function in |z,
1, o o og dNRs(NTP) 1 _ _ Rs
- _ N2y S (R2 _ N26 N*8</ d
2(R5 ) Kg 2(R5 )fﬂ( ) < - W’fﬁ(T)
which implies
RIN? < RN +1
s (N+1H <76)> jN,RB(Nfﬂ)
Using Rg < CNY2-B it then follows
iNR,(NTP) =1+ ! In <N_B> > ¢
N,R = Z L= 755
’ N+ (B2) T\ F N
which implies Rg < CN 7.
(h) Using
4

1Mafslls =V fall = K5 [ Vivings I = K5

a

N+ln<R5> ’
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we obtain
_ N
IV |[Viv £l — 4] =|N1| Mg falls — 4] = dm | B —— 1
8 R,
R
_4r [N - NEg+Ksln (%) < o)
Kp N +1In <%) a N

%ﬁﬁ)ln (%) as well as

(i) Using for |z| < Rpg the inequalities jy g,(z) > 1+
N—Hn(

1> fg(z) > jn,rs(2), it follows for [x| < Rg

. 1 N
0<gg(x)=1- fg(z) <1—-jnpry(r) < ———5<In <>
’ N +1In (%) Rg
<CN7YIn(N|z|)]|.
Since gg(z) = 0 for |x| > Rg, we conclude with Rs < CN~# that

C [hs
lgsl <5 /0 drr{ln (N7) | < N2 1o |

as well as

R
HggH2 Sjg;/o ’ drr (In (Nr))2 =CN™* [r2(2(ln(r))2 —2In(r)+1) ;VRﬁ

<CN72728 (In(N))2.

llggllos = |1 — falloo < 1, since f3 is a nonnegative, monotone nondecreasing function
with fg(z) < 1.

(j) Using (h) and (i), we obtain with |[Mz]j; < CN~!

IN[Mgl[s — x| < [N|[Mg fglls — 47| + N[|Mzgs]

In(NV
<o (M4 gl

Since gg(x) is a nonnegative, monotone nonincreasing function, it follows with Kz <1

iNRy (N7P)

”]1|‘|2N—ﬁgﬂ”oo = gg(Nfﬂ) =1 fB(N*B) —1_ x
B

and (j) follows.

(k) Mg € Vs follows directly from Rg < CN~P. Furthermore, 0 < Mg(z) f5(x) < Ma(x)
implies Mg fg € Vs.
U
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4.6 Proof of the Theorem

4.6.1 Proof for the potential Wjy
Choosing the weight

As we have already mentioned, we define a functional o : L2(R?",C) x L?(R?,C) — R
such that

(I) %a(\llt, ¢¢) can be estimated by a(Wy, ¢r) + 0(1), yielding to a bound of o (¥4, ;) via
a Gronwall estimate.

(IT1) a(¥,¢) — 0 implies convergence of the reduced one particle density matrix 'y?(/)l) to
|©)(¢| in trace norm.

For 5 > 0, the interaction gets peaked as N — oo and one has to use smoothness properties
of W; to be able to control the dynamics of the condensate. For small 5 and many different
choices of the weight, one obtains

a(\Ijtv ()Ot) S a(lll()v SOO)

+ /0 ds (K(ps; As) (a(Wey04) + 0(1) + (W, 790 + |, (W) = EG Ry, (20)

)

This enables us to perform an integral type Gronwall estimate if we choose

a(Wr, 1) = (W AW + €, (0) = EG T, (00)] -

For large 3, however, it is necessary to adjust the weight function for the following reason:
Taking the time derivative of (U;, n¥*W,)), terms of the form n —n; and 1 — Ny appear. The
bound N||A — fjlop = O(NY/?) ;i = 1,2 can then be easily verified. For § > 1/2 it is not
possible to obtain a sufficient decay in N, see Lemma part (b). For this reason, it is
necessary to choose another weight function m in such a way that N||m — m;||op is better
to control.

Definition 4.6.1. For 0 < £ < % define

| +/k/N, for k> N1=%;
m(k) = { 1/2(N~1+€k + N—€), else.

and
aS(W, ) = (U, 7YY + &, (¥) = E5 v, (0] -

With this definition, we obtain N||fi — fiv1[jop < CN¢, see ([4.55).

Lemma 4.6.2. Let ¥ € L2(R?N,C) and let ¢ € L*(R%,C). Let a~(V, ) be defined as
above. Then,

lim a<(¥,9) =0 & lim ’y\(pl) = |p) (| in trace norm
N—00 N—o0

. GP
and A}gnoo(é'wﬁ (V) — ENIIW,BHl(QO)) =0.

A proof of this Lemma can be found in [77]. Thus, «(¥y, ;) satisfies condition (II). To obtain
the desired Gronwall estimate, we will calculate % (¥, m?W) and %(SWB () —5](\;”1'3 Wil (p1)).
For this, define
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Definition 4.6.3. Let W3 € V3. Define

N|Wsl1 N||Wsl1
Z5 (g, xp) = Wp(rj — o) — Ni_ﬁlVP\Q(xj) - Ni_ﬁlMQ(xk) : (4.33)

Note, for Ws(z) = N71F28W (NPz), we have N|Wp|1 = |W 1. With
m®(k) = m(k) —m(k+1), m°(k) =m(k) —m(k +2)

and

7 =m’pips + M (p1g2 + @1p2)
we define the functionals v=, : L*(R*N,C) x L?*(R%,C) — R{ by

7 (W, 0) =, Ay(21)¥) — (i, Asg) (4.34)
() =N(N = 1) (¥, Z§ (w1, 22)70) ) (4.35)
= —2N(N Im( (¥, p1gom®,Zf ($1,$2)p1p2‘1’>>) (4.36)

—N(N —1)Im («‘I’ q1q2m” W (21 — 952)171272‘1/»)
“9N(N — 1)Im <<<\1/,q1q2mz 1Zg(a:1,x2)p1q2\1’>>) .

Lemma 4.6.4. Let Wg € V3. Let W; the unique solution to i0;V; = HWB‘I’t with initial
datum ¥y € L2(R?YN ,C) N H2(R*N,C), ||Wo|| = 1. Let @; the unique solution to iOyp; =

h%ﬁwﬁlllcpt with ¢, € H3(R?,C) , ||ol| = 1. Let a<(Wy, ;) be defined as in Definition .
Then

t
a<(qjt7¢t) < a<(\i[/07§00) +/0 ds (|Pya<(\1157 ‘Ps)‘ + "Yzf(q/s,(ﬂs)b . (437>

Proof. For the proof of the Lemma we restore the upper index ¢; in order to pay respect to
the time dependence of m?#*. The time derivative of got is given by ., ie. z@tgot(xj)
hNHW5||1 ]got(:n]) Here, hN”W . denotes the operator hNHW I acting on the j™ coordinate
x;. We then obtain

d

)

N
=i (Hw, Wy, 7 W) — iU, M Hy, W) — i, [ S,y M7 190)
i=1

<<\Ilt7 HWﬁ ZhN”WBHI,]’ ]\Ijt» ]\7(]\72_1)«\1/757 [th(xh‘rQ)vm% ]\I]t» s

7=1

where we used symmetry of W, in the last step. Using Lemmam (d), it follows that the
latter equals (dropping the explicit dependence on ¢; from now on)

i]\[(]\;_l)<<‘1ft, 25" (w1, w2), prpa (i — o))
+z'N(A;_1)<<\11t, (25 (21, 22), (P1g2 + qup2) (M — 1)Uy .
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Since ZE" and p1p2(m — ma) as well as p1ga(m — my) are selfadjoint, we obtain

d
dt

Im <<<‘1’t, (p1p2 + P1d2 + @1p2 + Q142) 25" (w1, x2) (M"p1po + M (prg2 + Q1P2))‘1’t>>> :

— (P, mPUy ) = —N(N —1)

Note that in view of Lemma (c) ?QjZ“ﬁOt (z1,22)Q; = QjZ‘g‘ (z1,22)Q;T for any j €
{0,1,2} and any weight r. Therefore,

Im («‘I’tmlngt (21, 332)7?11)]?1]32\1’::») =0
1 (s, (pra2 + @p2) 25" (w1, 22) (0102 + @1p2) W) ) = 0.

Using Symmetry and Lemma (¢), we obtain the first line (4.35)). Furthermore,

d o ~ t
%«‘I’hmw‘l’t» =—2N(N —1)Im (((\Ift,mb_lplqu‘,f (x1, xz)plpz‘l’t»)

—N(N —1)Im (<<xm, 010225 (21, 02)p1p2 V1) )
—2N(N ( (W1, pip2Z5" (1, w2) M P1Q2‘Pt>>>

—2N(N —1)Im (<<\I’tam—lQlQ2Z5t($1a$2)p1(_72‘11t>>> :

Since p1p2|@f|(21)a102 = P1p2ao|@f|(x1)a1 = 0 = pipa|¢7|(x2)q1g2, We can replace Z5* (x1, 22)
in the second line by Wg(z1 — x2).

The third line equals 2N(N — 1)Im <<<\IJ, ﬁ@“plqugt (21, wg)plpg\ll»). Since

m(k—1) —m(k+1) — (m(k) —m(k+ 1)) =m(k — 1) — m(k)

it follows that m® ; — m® = m?, and we get

S ) = — ANV = 1)1 (9, praoiit 25 o1, 22)ra )
_N(N - 1)Im (<<\1/, qaam?  W(zy — mg)plpgxp»)
“2N(N = D)Im (@, g2, 25 (21, 22)p129) )

For the second summand of a<(¥y, ¢;) we have

th (gWﬁ(\I]t) gﬁfwglh(%)) = (W, Ag(21) 1) — (1, Avpr)

. N{[Wpglx N|[Wpgl|x
+i <90t7 W Wl <h1v||wﬁ1 —y e ? +{ o5 dt|<ﬂ o)

=(W, Ae(@1) W) — (o1, Asepr) + i <@t7 [hNIIWBN M"P |2] >
NHWB”1

— <90t> B wal [ I2] >=va<(‘1ft,sot)-

The Lemma then follows using that [f(z)| < [f(0)] + [y dy|f'(y)| holds for any f €
Cl(R,C). O
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Establishing the Gronwall estimate

Lemma 4.6.5. Let Wg € V3. Let W; the unique solution to i0;V; = Hw, ¥, with initial
datum Wy € L2 R?YN C) N H2(R*NV,C) , || V|| = 1. Let @; the unique solution to iOyp; =
hﬁﬂ’wﬁlllapt with ¢, € H*(R?,C). Let Ew, (Vo) < C. Let 5 (Y, 1) and v (Uy, @) be defined
as in Definition (4.6.3|). Then, there exists an n > 0 such that

% (1. 0) <O Ailloo (V0,77 W) + N72) (4.38)
(Ve 1) <Ko, Ar) (0770 + N7+ €, (0) = €5y, (e0)|)  (439)
The proof of this Lemma can be found in Section Note that
(W0 90, — (O, )] < 79— 2o = N6

Once we have proven Lemma we obtain with Lemma Gronwall’s Lemma and
the estimate above that

a<(\Ilt7 Spt) S 6‘/3 dsK(ps,As) (Oé<(\I/0’ SOO)
t 3
+ / dsKC (s, Ag)e™ Jo drK(er,Ar) N—n> ‘
0

Note that under the assumptions ¢; € H3(R?,C) and A; € L®(R?,C), A; € L*(R?,C)
there exists a constant C; < oo, depending on ¢, ¢g and A, such that fg dsK(ps, As) < Cy,
see Lemmam This proves, using Lemmam part (a) of Theorem If the potential
is switched off, one expects that C; is of order ¢ since in this case ||¢¢]|oo and ||Vey||oo are
expected to decay like ¢~

We want to explain on a heuristic level why ;" (%4, ¢;) is small. The principle argument
follows the ideas and estimates of [77]. The first line in is the most important one. This
expression is only small if the correct coupling parameter N||Wp||; is used in the mean-field

equation (4.3). Then,
NpiWg(z1 — z2)p1 = NpiWs * |o[* (22)p1 = pile|* (@2) [W[lip

converges against the mean-field potential, and hence the first expression of is small.
In order to estimate the second and third line of , one tries to bound

N2V, q1gom® sWg(z1 — 22)p1p2¥) and N2<<\Il,q1q2ﬁ1‘112g(m1 — z9)p1q2¥)) in terms of
(¥, nU) + O(N~M) for some n > 0. For large 3, one needs to use additional smoothness
properties of W;. This explains the appearance of ‘EWB(\IIt) — Sﬁfwﬂul(cpt)‘ on the right

hand side of (4.39)). The concise estimates are quite involved and can be found in Section
473

4.6.2 Proof for the exponential scaling Vy
Adapting the weight

For the most involved scaling Viy it is necessary to modify the counting functional o< (¥, ¢)
in order to obtain the desired Gronwall estimate. ’yb<(\I/, ¢), which was defined in ,
will not be small if we were to replace W3 by Viy. In particular, ||[Vy| = O(eV) cannot be
bounded by any finite polynomial in 1/N. In order to control the dynamics of the condensate,
one needs to account for the microscopic structure which is induced by Vjy, as explained in
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Section The idea we will employ is the following: For the moment, think of the most
simple counting functional, namely Uy, ¢7" ;) =1 — (¥, p{' ;). This functional counts
the relative number of particles which are not in the state ¢;. Instead of projecting onto ¢y,
we now consider the functional

N N
1= (O, [ ] folwr — 2)pf* [ folar — ;)W)
=2 j=2

which takes the short scale correlation structure into account. Neglecting all but two-particle
interactions, this can be approximated by

N

N
L= (U, | 1= gl —ay) | o [ 1= gplan — ;) | )
i=2 =2

~ (U, g W) + 2(N — DRe ((Wr, gg (a1 — z2)p{" Te)) -

If we now take the time derivative of this new functional, one gets, among other terms,
2(N — D)Im{(¥y, [Hy,, f3(z1 — 22)]p{" ¥;). The commutator equals fz(z1 — z2)(Vn(z1 —
x9) — Mpa(x1 — x2)) plus mixed derivatives and one sees, that Vi is “replaced” by Mg for
the price of new terms that have to be estimated. The strategy we are going to employ is
thus to estimate the time derivative of the modified functional and to show that we obtain
a Gronwall estimate. Note, that, using Lemma [4.4.2] (¢) with Lemma [4.5.5] (i)

2(N = 1)[Re ((Tr, gs (a1 — 22)p{" ) | < CN|l@elloollgsll < Cllpt oo N~ In(N)
holds. Hence, we obtain the a priori estimate
(We, g7 e < (W, g7 We) + 2(N — 1)Re ((Wr, gg (21 — 22)pf o)) + CllpillooN =7 In(N),

which explains why the new defined functional implies convergence of the reduced density

matrix 7\(1,13 to |p¢) (p¢| in trace norm. We now adapt the strategy explained above to modify

the counting functional a<(¥, p).

Definition 4.6.6. Let 7 = mPp1ps + m®(p1ga + q1p2).
Let the functional o : L*(R*N,C) x L*(R%,C) — R be defined by

(W, ) =(U, M) + [Evy (V) = EGT (@) = N(N — D)Re ({¥, gg(a1 — 22)7¥))  (4.40)
and the functional v : L>(R?N | C) x L*(R?,C) — R be defined by

YV, 0) = 17a (¥, 0)| + (Y, @) + [ (P, @) + [7a (¥, @) + [7e(P, p)| + Ivf(‘I&sO)\( : |
4.41

where the different summands are:

(a) The change in the energy-difference
1a(T,0) = (U, Ay(21)¥) — (g, Asgp) -
(b) The new interaction term

(¥, 0) = = N(N = Dl (¥, Z5 (@1, 22)7 )
— N(N = 1)Im (¥, gg(x1 — x2)7 Z%(z1, 22) V) ,
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where, using Mg from Definition

Z8 (1, 2) = <Mﬁ(gc1 — ) — 47r|9"’2(””1]3:’f|2($2)> Falar — x2) (4.42)
2(z1,2) = Vil — m2) — ool (en) — o ll?(e2)

(¢) The mized derivative term

Ye(¥, ) = —4AN(N — 1){¥, (Vigs(21 — 22)) V1TV .

(d) Three particle interactions
V(¥ ) =2N(N = 1)(N = 2)Im (¥, gg(x1 — 22) [V (21 — 23),7] ¥))
NN~ 1)(N — 2l ((, go(1 — 22) [drlo?(w5), 7] B))

(e) Interaction terms of the correction

Ve(¥, ) = %N(N — (N = 2)(N = 3)Im (¥, gg(z1 — 22) [Viv (23 — 24), 7] W) .

(f) Correction terms of the mean field
(W, 9) = —2N(N — 2)Tm ((, ga(1 — 22) [Alol2 (1), 7] W) .

Lemma 4.6.7. Let ¥; the unique solution to i0;¥; = Hy, V¥, with initial datum ¥y €
LRV C) N H2(R?N C) ,||[Wo|| = 1. Let o the unique solution to idyp; = h$F oy with
w0 € H3(R%,C) , ||pol| = 1. Let a(Vy, ¢p) and v(Vy, ;) be defined as in ([4.40) and (4.41)).
Then

t
a(P, 1) < a(Po, o) +/ dsy(Vs, @s) -
0
Proof. We first calculate

J (U, m¥) — N(N = 1)Re ((¥, gs(z1 — 22)7¥}))

ot
== N(N = DIm ((¥r, 2% (21, 22)7V4))
N
— N(N —1)Re (i«‘l’t,gﬁ(ﬂfl — x2) [HVN DI ‘I’t>>>
i=1
— N(N = DRe (i{Wy, [Hvy, gg(w1 — 22)] 701)) -
Using symmetry and Re(iz) = —Im(z), we obtain

2 (W, AW ~ N(N ~ DRe (¥, gs(n — 22)7¥)))
=— N(N — )Im ((Wy, 29 (z1, 22)TV )

NN — 1) (W, 9521 — ) (2 (1, 72), 7] 0))

FIN(N — (N — 2)Tm (W 931 — ) V(a1 —23), 7] 01)

— N(N = D)(N = 2)Im (¥, ga(ar — 22) [4] 0t (3), 7] ¥4)
SNV — (N~ 2)(N — 8)Tm ((We, g1 — ) [Viv (s — 24), 7] 01)

+ N(N = DIm ({¢, [Hyy, gg(z1 — 22)] V)
—2N(N —2)Im (((Wt,gﬁ(:cl — x9) [47T|<pt|2(331),ﬂ \Ilt») .
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The third and fourth lines equal 74 (recall that W is symmetric), the fifth line equals 7. and
the seventh line equals . Using that (1 — gg(z1 — 22))2%(21,22) = Z (21, 22) + (VN (21 —
x2) — Mp(z1 — z2)) fa(x1 — x2) we get

gt (¥, m¥) — N(N — 1)Re ((¥, gg(z1 — 22)7}))
<Va(Pe, 1) + Ve (We, 1) + 7 (Ve 1)
— NN = Dl (W, Z5" (21, 22)701)) (4.43)
= N(N = D)Im (@, (Vv (21 — 22) — Mp, (1 — 22)) f3(x1 — 22)7V¢))
= N(N = DIm (@4, gg(@1 — 22)TZ% (21, 22) U4)))
+ NV = DIm ((U¢, [Hyy, gg(1 — 22)] TW))

The first, second and the fourth line give v, + 74 + 7e + vf. Using Definition (4.5.4]) the
commutator in the fifth line equals

[Hvy, 98(x1 — 22)] = — [Hvy, f3(z1 — 22)]
=[A1 + Az, fa(x1 — 22)]
=(A1 + Az) fg(z1 — 22)
+ (2Vifa(z1 — 22)) Vi + (2Va fa(z1 — 22)) Ve
=(Vn (21 — 22) — Mg(z1 — 22)) fg(21 — 22)
— (2Vigg(21 — 22))V1 — (2Vags(z1 — 22))Va .

Using symmetry the third and fifth line in (4.43) give

—AN(N — D)W, (Vigs(m1 — 22)) V1T W) = 7e (e, ) -

Using
d
dt (5WB (\Ijt) 5]€|]|3W5||1(90t)> = fya(qjtv SDt) 5
we obtain the desired result. O

Establishing the Gronwall estimate

Again, we will bound the time derivative of a(Wy, ¢;) such that we can employ a Gronwall
estimate.

Lemma 4.6.8. Let V; the unique solution to 10,V = Hy, VU, with initial datum ¥y €
LRV, C) N HYXR*N,C), ||Wo|l = 1. Let ¢, the unique solution to iOwp; = h§F ¢, with
o1 € H3(R% C). Let Eyy (Vo) < C. Let v(Vy, 1) be defined as in ([4.41)). Then, there emists
an n > 0 such that

HWesp1) SKlipr, Ar) ({0070 + N7+ Sy — & (00)]) - (444)

A prove of the Lemma can be found in Section [4.7.4

The most important estimate is the first part of ~y,, which can be estimated in the same way
as ;. All other estimates are based on the smallness of the LP-norms of gg, see Lemma
(i). We now show that Lemma implies convergence of the reduced density matrix
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'y\(I,lt) to ) (] in trace norm. Using ||m@||op + ||712°]lop < CN1HE ] see ([55)), together with
Equation (4.11)) and Lemma[4.5.5] (i), we obtain

l98(z1 — 22)Pllop < llgs(z1 — z2)p1 (MPp2 + M%q2) |lop + ll98(21 — 22)P2G1 M |op
<K(p, A |gsll (17 lop + [ [lop) < K(p, A)N*"2PIn(N).

Therefore, we bound

N(N = 1)|Re (U, g (21 — 22)78)) | < K(p, AN+ In(N). (4.45)
For (3 large enough, (4.44) implies together with (4.45]) that
V(W 00) < Klpr, Ap) (a(Pe, ) + N7T)

for some 1 > 0. We get with Lemma and Gronwall’s Lemma, using (4.45) again, that
oS (W, 1) < el ) (0= (W, 00)

t
+/ dsK (s, Ag)e™ o dTK(%AT)N‘") .
0

Therefore, we obtain part (b) of Theorem [4.2.1]

4.7 Rigorous estimates

4.7.1 Smearing out the potential Wj

In Section we have defined the potential Mg to control the strongly peaked potential Viy.
We will employ a similar strategy to ”"smear out” the potential W5 when 3 is large. For this,
we define, for 1 < S, a potential Ug, g3 € V3, such that ||[Ws||1 = ||Us, g|l1. Furthermore,
define hg, g3 by Ahg, 3 = Wz — Ug, g. The function hg, g can be thought as an electrostatic
potential which is caused by the charge W3 — Up, . It is then possible to rewrite

06 Wa(zr — 22)Q) = (x, Upy g1 — 22)S2)
—(Vix, (Vihg, g) (@1 — 22)0) — (x, (Vihg, g) (21 — 22) V1) ,
for x,w € L2(R*V,C). It is easy to verify that hg, 3 and Vhg, g are faster decaying than

the potential Wj. The right hand side of the equation above is hence better to control, if
one has additional control of V1 and Vyy.

Definition 4.7.1. For any 0 < 81 < 8 and any Wg € Vg we define

21Ws|1 N2 for |x| < 1/2N~H
— ™ ﬁ 1 2
Up.p(@) = { 0 else.
and
1
sy ola) = 5= [ Tnle =l (Ws(o) = U o))y (4.46)

Lemma 4.7.2. For any 0 < 31 < 8 and any Wg € Vg, we obtain with the above definition
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(a)
Us, g € Vs, ,
Ahg, 3 =Wg —Up, 3.
(b) Pointwise estimates
\hg, p(z)] <CN~tIn(N), hg, 5(x) =0 for |z| > NP1, (4.47)

_1
[Vhs, (@) SON7T(Jof + N7%) 2 (4.48)

(¢) Norm estimates

Ihg, glloo < CN~1In(N),
b, glla < CN"I3P1 In(N) for 1 < A < oo,
IVhs, glla < CNTHE=380 for1 <\ < oo

Furthermore, for A = 2, we obtain the improved bounds

lhosll SCN" for 5> 0, (4.49)
IVhs, 5]l SCN~L(In(N))Y/2 . (4.50)

Proof. (a) Ug, g € Vg, follows directly from the definition of Ug, s.
The second statement is a well known result of standard electrostatics (therefore recall
that the radially symmetric Greens function of the Laplace operator in two dimensions
is given by —5-In|z — y|). Wj can be understood as a given charge density. —Up, g
then corresponds to a smeared out charge density of opposite sign such that the “total
charge” is zero. Hence, the “potential” hg g, can be chosen to be zero outside the
support of the total charge densityﬂ

(b) First note that |hg, 5(z)| = 0 for |z| > 1/2N P, which implies the pointwise estimate

1
s pla)l <5 [ Py [l — y|Ws(y)|

1/2N~P1(0)

1
o | Py lnfz — y[Us, 5(0)]

1/2N~P1(0)

We estimate each term separately. For RN~# < |z|, we obtain

/B @yl In |z — y|[Ws(y) < C|Wslh|In(jz| — RNP),

1/2N—P1(0)

2To see this, recall that the solution of Ah(r) = p(r) for radially symmetric and regular enough charge
density p is given by

h(r) =In(r) /OT ' p(r')dr’ + /00 In(r)p(r)r'dr’ + C,

where C' € R. The r.h.s. is zero for r ¢ supp(p) when the total charge vanishes [ rp(r)dr = 0 and C' is
chosen equal to zero.
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which in turn implies

/ @yl n |z — y||Ws(y) < C|Ws] In N® < CN~1In (N)
B

1/2N 81 (0)

for all 2RN 8 < |z].

Let next |z| < 2RN~7. Note that |z —y| < 1 in the integral above, using hg, s(z) = 0,

whenever |z| > 1/2/;. This implies |In|z — y|| = —In|z — y| in the integral. Thus,
[ il
N=B1(0)
<CWillw [ ~nlo =yl
BRN—ﬁ(o)
< CNHQ/B/ —1In |y|d*y
BRN*B(Z)
< C'NHw/ —1In|y|d?%y
B4RN*5(0)

4RN—B
= N[~ [y (2In fy] — 1)]
0

<CN~'In (NB) ,

Repeating these estimates for Ug, g proves the first statement.
For the gradient, we estimate the two terms on the r.h.s. of

1 1 1 1
h < — | —Ws(y)d>y+ — | ——U d?
[Vhg, g(x)] < %/‘x_y‘ 5(y) y+27r/‘x_y‘ 5,6 (y)d”y

separately. Let first 2RN 8 < |z|. Similarly as in the previous argument, one finds

1 1 Wl
Wi (y)d2y < / Wi (y)d?y <
/ o=y ” B s =yl " o] — RN 7

for RN~ < ||, which implies that

-1
/1W5(y>d2 < ClWsls - < ON ;
|z — | (|z]2 4+ N=28)2 ~ (|z|2 + N—28)z2

for all 2RN—F < |z|. For |z| < 2RN ", we make use of

C

NP <
(lof? + N-26)1/2

and estimate

1
———Ws(y)d?y < |W, /
[ ety < Wall [

RN—F -1
< CNW“/ dly| = CN~'" < N .
0 (Jf2 + N=28)Y

1 iy
|z — y

RN—B(0)
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Equivalently, we obtain

1
~N=P1(0) ‘I - y‘
CN-1 < CN!
(Jof2 + N=260)'2 7 (|g|2 + N-28)3

d2y

1
/MU/Bl,B(y)CFy < HUﬁl,BHoo/

_ CN—1+,31 <

for |z|] < NP1, Since Vhg, g(z) = 0 for |z| > NP1, the second statement of (b)
follows.

The first part of (c) follows from (b) and the fact that the support of hg; g and Vhg,
has radius < CN A1, The bounds on the L?-norm can be improved by

-8B -8B
IVhs, 5|2 <C o ldmw < e
B1,8112 = 0 B1,8 = N2 0 r2 £ N-28

C N—251 4 N—28 C

Using, for |x| > 2RN 7, the inequality

|hos(x)| < ON~Yn(jz| — RNP)],

we obtain
1ho,sll5 = /R . dzwllsmwm (@) ho,s(x)|* + /IR . dellB;RN,%) ()| ho,g(z)|?
1
<lhosle|Bay-s) + N2 [ dro{tnr ~ RN“H)P
2RN—B
1
<C <N225 (In(N))? + N2 dr(r + RN'B)(In(r))2> .
RN-8
Using

/ 1 dr(r + RN~P)(In(r))?
RN-8

1
= <ir2(2(ln(r))2 —2In(r) + 1) + RN ?r((In(r))? — 21n(r) + 2)) )

RN-8
<C (1 + NP g N2 (1n(N))2) ,
we obtain, for any 8 > 0,

Ihosll3 < CN72 (14 N7 4+ N=2/(ln(N))?) < CN~2.
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4.7.2 Estimates on the cutoff

In order to smear out singular potentials as explained in the previous section and to obtain
sufficient bounds, it seems at first necessary to show that ||V1g1 V| decays in N. However,
this term will in fact not be small for the dynamic generated by V. There, we rather expect
that ||V1g10¢|| = O(1) holds. It has been shown in [22] and [57] that the interaction energy
is purely kinetic in the Gross-Pitaevskii regime, which implies that a relevant part of the
kinetic energy is concentrated around the scattering centers. We must thus cutoff the part
which is used to form the microscopic structure. For this, we define the set Igd) which
includes all configurations where the distance between particle x; and particle x; ,j # 7 is
smaller than N—¢. It is then possible to prove that the kinetic energy concentrated on the

complement, of ng), ie. ||]lAgd>V1q1\I'||, is small, see Lemma [4.7.9,

Definition 4.7.3. For any j,k=1,...,N and d > 0 let

CL§?2 = {(561,562, s ,QS‘N) S R2N : |SU] - l‘k’ < N_d} - RZN (451)

—(d) d d —(d) ) d d ()
A = Jdly A =rP\A] BV = |J 4 B =rMB".
K k]

Lemma 4.7.4. Let U ¢ L2(R?N,C) N H'(R?N,C) || V|| = 1 and let |V1 Y| be uniformly
bounded in N. Then, for all j # k with 1 < j,k < N,

(a)
H]lj;d)ijoP < O|lp|leoNY2
L3 V3plop < ClITloa N2

11, @psllop < CllplloaN ™
75

(b) For any 1 <p < oo

p—1

1-2d
I ] <ON'F
J

which implies that

1o ¥[| < CNZ=F

J

for any € > 0.
(c)
\|]1g§d>‘1’\| <CN'~
for any € > 0.
(d) For any k # j

I Prlllop = 1L @ Prlllop = I[L 4@, Prlllop < CllolloaN ™.
J aj,k J



118 4. Derivation of the Time Dependent Gross-Pitaevskii Equation in Two Dimensions

Proof. (a) First note that the volume of the sets a;dlz introduced in Definition {4.7.3| are

jal)] = 7N,
) 1/2

Iz 3llop =1 gp1llop = 1L g1 < (Il

where we defined

1flpoe = sup (/ da:1|f<sc1,...,m>|p)”

T2,...,ony ER2

we obtain

. N
—ay < E _
Usmg ]lAgd) = k=2 ]lafi)e as well as <1A§d)> ]lA(d),

N(172d)%

3=

1

1
poo < Sup </dw121 <d>> (Nla1,x])

(D)
Ar x2,...,x N ER?
This implies
1
14
M@ pillop <Cllelloc N2
The second statement of (a) can be proven similarly. Analogously, we obtain

d —d
12, @psllop <llellocla | < CllellooN
75

(b) Without loss of generality, we can set j = 1. Recall the two-dimensional Sobolev

inequality, for o0 € H'(R2,C), |lollm < C|[Vo|| "= ||o|/= holds for any 2 < m < oo.
Using Holder and Sobolev for the zi-integration, we get, for p > 1

||1Z§d)\1]||2 = <<\I/,]1Z(1d)\1/>> = /d2$2...d2x1\//d2$1|\I’(.’L'1,.. .’L‘N)| ]lA(d)(a?l,...,xN)

1/p

<||]1A(d)H7 Oo/dQCEQ...dQl'N (/d2$1|\11(1'1,...,$N)|2p>
= 1
gCN“—?d)%/d%g...d%N </d2m1|V1\Il(x1,...,xN)|2) (/d2;%1|\11(£1,...,xN)|2) :

Using Holder for the o, ... x y-integration with the conjugate pair r = 1% and s = p,
we obtain

_od)kp=L p—1 2
[ T <CNUZ2T v w5
Using |V1¥| < C, (b) follows.

c) We use that B C A . Hence one can find pairwise disjoint sets Cp C j(d),
k=1""k k

k=1,...,N such that 85- ) C Uj—1 Ck- Since the sets C;, are pairwise disjoint, the
1¢, ¥ are pairwise orthogonal and we get

N
15009 = ; e, w2 < ; 110 2%

1Tz P2lllop <[I[Lay s P2llop < [[Lay 2P2llop + [IP2Lay 2 flop

1
<2|¢llclarel < CliplloN 7.
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4.7.3 Estimates for the functionals ,, 75 and ~;
Control of v, and
Lemma 4.7.5. For any multiplication operator B : L?>(R?,C) — L?(R?,C) and any ¢ €
L%(R%,C) and any ¥ € L2(R?*N C) we have
~ _1
(W, B(z1)¥)) — (¢, Bo)| < C|| Bl ((¥, n*¥) + N72) .

Proof. Using 1 = p1 + q1,

U, B(x1)V) — (¢, By)

U, p1B(z1)p1 V) + 2Re(¥, 1 B(z1)p1 V) + (¥, 1 B(x1)@1 V) — (0, By)
o Bo) (I ¥[* — 1) + 2Re<<‘1’>ﬁ_l/QmB(m)Plﬁ}m‘I/»

(U, 1 B(71)q1¥)

where we used Lemma m (c). Since [|p1¥|? — 1 = ||q1¥]|? it follows that

= =

<

j_\/\

(¥, B(z1)®) — (¢, Be)| < C|IBlloo (0, 72) + (¥, 7 0) + (¥, 70))
< O||Blloo(( ¥, AW) + N72) . (4.52)

O
Using Lemma setting B = At, we get
: ~ _1
Yo (Pt 0t) = Va(Pt, p1) < Ol Aelloo((We, AP W) + N72)

which yields the first bound ([4.38)) in Lemma [4.6.5]

Control of v~ To control 4, we will first prove that ||V | is uniformly bounded in N,
if initially the energy per particle (W) is of order one.

Lemma 4.7.6. Let ¥y € L2(R?Y C) N H?(R?YN, C) with ||Vo|| = 1. For any U € L*(R?%,R),
U(z) >0, let ¥y the unique solution to 10,V = HyV, with initial datum V. Let Ey (V) < C.
Then
[V1®|| < K(epr, Ay) -
Proof. Using %SU(\I/t) < || A¢]|oo, we obtain £y (W) < K(gy, Ay). This yields
IV1%e]1? < K(pr, Ar) = (N = DIVUW | + [ Adlloo < Kot Ar) -
O

Next, we control m® and m® which were defined in Definition The difference m(k) —
m(k + 1) and m(k) — m(k 4 2) is of leading order given by the derivative of the function
m(k) — k understood as real variable — with respect to k. The k-derivative of m(k) equals

m(k) = { 1/(2VkN),  for k> N=2%; (4.53)

1/2(N7H8), else.
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It is then easy to show that, for any j € Z, there exists a C; < oo such that

mj < C;N~'~! for 2 € {a,b} (

Hfﬁf”op < CjN_H£ for € {a,b} (
[nm?]lop < C;N~" for @ € {a, b} (4.56

Fllop < 7% lop + |72 lop < CN 7M. (

The different terms we have to estimate for ;- are found in (4.36). In order to facilitate the
notation, let @ € {Nm®,, Nm?,}. Then w(k) < n(k)~! and |[@||op < ON¢ follows.

Lemma 4.7.7. Let 8 >0 and Ws € Vg. Let ¥ € L2(R*N C) N H2(R?*N,C) , [|[¥| =1 and
let ||[V1¥]| < K(p, At). Let w(k) < n(k)~! and ||@||op < CNE for some & > 0. Then,

(a)
N ‘(<‘1’p1pzZ§(Sv1,x2)qlpz@‘1’>>‘ < K(p, Ar) (N‘1 + N ln(N)) .

(b)
NI, p1poWa(21 — 22)Wq162 V)|

< K(p, A (\IJ,A\II inf inf (N’Hﬁll N2 4 ||@]|,, N~ 128 AQN*”)).
< Kl A0 ({0, 29) + nfint (N2 (V) + @0y~ 4

(c)
NI(@p1gs75 (w1, 22)Ta12W)] < Ko, A0) (W, 79) + N~0 (V)

+inf {[Ev (9) = EE7 )] [Ew, (9) = E§F0, 1, (0)| + N2 (W) } )

Proof. (a) In view of Lemma we obtain

N ‘<<‘P,p1P2Z§($1,372)(]1172@‘1’))‘ <N|Ip1p2Zf (21, x2)qup2llop| R P||
§0N||p1p2Z§($17 w?)Q1p2”0p .
||P1PQZ§(«T1, x2)q1p2||op can be estimated using pig1 = 0 and 1)

N||W, N||W,
o (Waler = a2) = S o) - S o))

< |lp1p2(NWy(z1 — 22) — NI[Wslile(21)*)p2llop + Cllgl 2N
< lelloo IN(Ws x[0?) = INWgll1lel?[ + CllollaNT"

N

op

Let h be given by
h(z) = _1 / d? In |z — y|NWa( )—i——l INW3||1 In |z
9 ) Yy Yy s\Y 2 Bli1 )

which implies
Ah(z) = NWp(z) — [NWp|[16(x) .
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As above (see Lemma [4.7.2)), we obtain h(z) = 0 for 2 ¢ Bgy—s(0), where RN 5 is
the radius of the support of Wjs. Thus,

Il < / e / Pylnfz - ylils 0@ NWsy) (4.58)
—gz\fnwﬁn1 /]R 2 dzmln(|x|)]lBRN_ﬁ(0)(x) < N2 In(N) (4.59)

Integration by parts and Young’s inequality give that

IN(Ws % [0?) = INWsll1ll*| = [I(AR) * ]
<[l Aoz < K(p, AN In(N) .

Thus, we obtain the bound
N (W, pipaZ (@1, 22)ap2@W)| < K, A)) (N7 N2 m(N)) - (4.60)

which then proves (a).

We will first consider f < 1/2.

By use of Lemma (c¢) and Lemma with O12 = @Ws(z1 — 22)p2, Q =
1/2( )1/2(]1\1, and Y = Nl/zpl(wg)l/Q\I! wo get

(Y, prp2Wp(z1 — 22)q1g20 )|
= (W, (©)"q1qsWp (21 — w2)p1pa (o) /* W)
< | @) 200w + N as )2 0,1 W s — w2)psy/ Wi — )
VWe(21 = 22)pay/ W1 — 23)p1gs(@2)'/ T)|

N(N —1)Yg2Wa(21 — z2)pap1 (@2) /2P|

2
N7 @) 20|+ NI Wa(wr = w2l laa(@2)? v
+ 2N (N — 1) |prgo(@1) 2 Wa (21 — 22)papr1 |
+2N(N = 1) Y q1g2(@) 2 W (21 — x2)pop1 | .

With Lemma (e) we get the bound

<SN7H[(@)2RP|? + NllellaIWsllf [17i(w2)"? )
+2N(N = )7HWal el (1@ llop + 1% ]op) -

Note, that |[Ws|l1 < CN~L, [|[Wg||? < CN~2+28, Furthermore, using 7 < 72, we have
under the conditions on @

(@) 2| < ||(@2) Y2029 < ||(7i2) V20| < \/ (W, 7W) + 2N~7 . (4.61)
In total, we obtain
N, prpaWa(o1 — 22)an @) < Ko, Ar) ((8,20) + [Dop N1+

and we get (b) for the case § < 1/2.
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b) for 1/2 < 3: We use Ug, 3 from Definition for some 0 < 51 < 1/2. We then obtain

N{W, p1paWs(21 — 22)Wq192V)
=N{¥, p1p2Up, (71 — 22)Wq1q2V) (4.62)
FN(Y, prp2 (Wa(z1 — 22) — Up, (21 — 2)) Wq1q2W)) (4.63)
Term (4.62)) has been controlled above. So we are left to control (4.63]).
Let Ahg, g = W — Up, . Integrating by parts and using that
Vihg, g(x1 — x2) = —Vahg, g(x1 — x2) gives
N[, pipa (Ws(z1 — x2) — Up, (21 — 22)) Wq102V )|
<N [(Vip1 ¥, paVahg, (21 — 22)Wq102 V)| (4.64)
+ N[V, p1p2Vahg, g(x1 — 22) V112 V)| - (4.65)
Let t; € {p1,Vip1} and let T € {0, ¥, Viwg, V}.

For both (4.64) and (4.65)), we use Lemma with Oy = N'"W/2¢,Vohg, (21 —
22)p2, X = 1V and Q = N~"/20. This yields

[63) + (E6) < 2 sup (N2 (4.66)
t1€{p1,Vip1},Le{wq1 ¥, V1wq ¥}
24n 9
t 12 Vehe s(21 — 22)tip2 ¥ (4.67)
+ NPT (W, t1p2qsVahs, (a1 — x2)Vshg, s(z1 — $3)t1q2p3‘1’)>|) : (4.68)

The first term can be bounded using Corrolary by

N7Viaq¥|* <N7"|@]?
N7|wg ¥||> <CN™" .

oIV |2

Thus (4.66) < K(p, A)N7"||@3, using that [Vig || < K(p, 4r). By [ ¥]* <
K(p, At), we obtain

N2+ ) 2+1)
(5D <Kl A [Tah aor — < K, A

S’C(@a At)Nnil IH(N) 9

lllZo NIV R, 51

where we used Lemma in the last step.

Next, we estimate

<N*|pyVahg, s(z1 — 22)t12¥ ||
<2N?H||pohg, 5(1 — 22)t1 Vago V|2
F2NZ | (22)) (Vip(w2) [hpy (1 — 22)t1g2 12
<2N*H|pohg, g(w1 — 22) |15, 111 Va2 W12
F2NZ | (22)) (Vip(w2) [hpy g (1 — 22) |5 11029 ||
<K(p, A)N*[hg, 5
<K(p, A )N In(N)?
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Thus, for all n € R

NV, pips (Wa(x1 — x2) — Ug, g(x1 — 22)) Wq1¢2V))
<K(p, Ar) (I1B2,N 77+ N"" In(N) + N In(N)?) .

Combining both estimates for 3 < 1/2 and 8 > 1/2, we obtain, using N7~ !In(N) <
N1=2511n(N),

NV, p1paWa(z1 — z2)Wq192¥)

< K(p, Ar) (((\If,ﬁ\l/» +inf inf (Nn—% In(N)? + N~1+281 4 H@ngN_")> .
n>0 81 >0

and we get (b) in full generality.
(c) We first estimate, noting that ¢1p2|o|*(21)q1g2 = 0,

N||W . .
N ’«‘1’76111?2MVP\Q(M)WQMQ‘I’»‘ < C|’SOH<2>OHU)Q2||op||Q1‘I’||2

< K(p, A) (¥, n¥) .

It is left to estimate N [V, q1p2Wga(x1 — 22)Wq1g2¥))|. Let Up g be given as in Defini-
tion Using Lemma [4.4.2] (c) and integrating by parts we get

N (¥, qip2Wp(x1 — 22)Wq1g2 V)|
SN, g1p2Uo, p(z1 — 22) 1020V )| + N [(¥, q1p2(Aiho s(z1 — 22))q1420 V)|
<||UosllccNlq1 ¥ [[Wgq1g2 V||

+ N [{(Vigip2¥, (V1iho g(71 — 22))Wq12 V)|

+ N [P, W1q1p2(Viho g(z1 — 22)) V112V )|

<N[Uosllscllar¥| [[wg1g2 V|| (4.69)
+ N (L 0 Viar ¥, p2(Vihos(21 — 562))136]1%‘1’»‘ (4.70)
+ N [(Viq1 ¥, ﬂzgd)p2(v1h0,ﬁ($l - $2))Q1Q2@‘If>>’ (4.71)
+ N (0, @1 q1pa(Viho s(@1 — 72))g21 A@vlql\p»‘ (4.72)
+ N |(V, w1q1p2(Viho g(x1 — x2))q21ﬂ5d>v1q1\p)>‘ . (4.73)

Lemma and Lemma [1.7.2] (a) yields the bound
(4.69) < C(¥,n¥) .

For (4.71)) and (4.73) we use Cauchy Schwarz and then Sobolev inequality as in Lemma,
%/E to get, for any p > 1,

4.71 —+ 4.73 S N ||V1Q1\I/|| ”]].jgd)pg(vlhoﬁ(lfl — .Z'Q))qqu@\IIH

+ N ||Viq1 ¥ Hﬂjgwch(vmo,ﬂ(m — 372))611]92@1‘1/”
1—2d p—1 —~ p=1 —~
<CN||Viqi¥|| N2 % || Vipa(Vihos(@1 — 22))q1q2 @Y 7 [p2(Vihos(w1 — 22))qrge@¥ |/
1—2d p—1 e p—1 —~
+CN|Vigi¥|| N2 7 ||V1iga(Vihog(x1 — 22))qap2w1 ] 7 |g2(Viho g(z1 — 582))(]11)2101‘I/||1/p
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Using Lemma, Lemma [4.4.4] Corollary and Lemma we obtain
Vip2(Vihog(z1 — 22))q1q20V || <[[p2(Arhog(z1 — 22))q1G20 VY ||
+ |lp2(Vihog(r1 — 22)) Viqrgew ¥ ||
< C(llp2(Wp — Uo ) (21 — 22)lop + [[P2V1ho,8(21 — 22))][0p)
< Cllglloe (N7 + N7 (1m(V))2)
and similarly
IV1g2(V1hos(71 — 22))q1p2w1 V|| <|lq2(A1hog(z1 — 72))q1p2101 V|
+ llg2(Vihog(x1 — 22)) Vigip2 w1 V||
< C([lp2(Ws = Uo,p) (@1 — @2)lop + W [lopllP2V1ho,s(z1 — 22))ll0p)
< Cllglloe (N7 + ||lop N " (n(N))/2) .
Moreover, we estimate
[p2(Vihog(z1 — 22))1020¥ || < Cllolloo | Viho,s
lg2(Viho (21 — 22))1p2@0¥|| < Cllelloc||V1ho s

Hence, we obtain, for any p > 1,

2 < Cllplloc N7 (In(N))/?
2 < Cllplloe N~ (In(N)) /2 .

1-2d p—1

+ < OflpllooN 5 (VT2 4 @0 N (n(N))Y2) T (N (im(N))/2) 7.
For d large enough, the right hand side can be bounded by N~!, that is
ETT) + @T3) < CllpllooN "

For (4.70) we use that Vahgg(z1 — 22) = —Vihog(z1 — z2), Cauchy Schwarz and
ab < a? + b? and get

4.70) < HnAgd)vlql\pHZ + N2||pa(Vaho g(x1 — 22))0q1q2P |2 . (4.74)

||]lA(,1>V1q1\I’||2 can be bounded using Lemma |4.7.9
1

Integration by parts and Lemma m (c) as well as (a + b)? < 2a® + 2b? gives for the
second summand

N2(|p1(Vihog(z1 — 22))q1q2@0¥|1> < 2N?||p1ho g(21 — 22)V1q1g2 @V ||
+2N2 ||| (1)) (Vip(x1) |ho g (21 — 22)q1 g2V ||

<2N?||prho g(z1 — 22)q2(p1@y + q1'l/l})]lA(ld)v1q1\I/||2 (4.75)
+2N?||p1ho,g(21 — $2)Q2p1@11j§d>V1Q1‘If|!2 (4.76)
+2N?||p1ho(x1 — 962)Q2Q113]1j§d)V1Q1‘1’H2 (4.77)
+2N?|[(x1))(Vig(1) hog(z1 — w2) @@V | . (4.78)

For (4.75) we use Lemma Lemma [4.4.2] (e) with Lemma [4.7.2] (¢) and then
Lemma [4.7.9

[BT5) < ON?||prho sl — 22) M1 g0 Vi |
< K(p, Ar) ( (U, 7°T) + N6 In(N)

+inf {[Ev (©) = EE7(0)] [Ew, (®) = 5T, (@) + N2 (M)} ) -
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Let 51 € {p1,q1} and let d € {@, @, }. Note that ||d]|op = [|@]lop- Then, [@.76) and
(4.77) can be estimated as

(4.76), (4.77) <
< 2N?|Vig V|| ||]ljgd>d81Q2ho,ﬁ(931 — x2)p1rho g(x1 — $2)Q251d]1j§d>vlth‘1’||

1=2d p—1 ~ ~ p—1
< CN2+ 2 p ”qul\I/H||V1d31(]2h075($1 — .%‘g)plhoﬁ(l‘l — l‘g)gzsld]lzgd)vlql\llu P
—~ ~ 1
X ||ds1q2ho,g(x1 — x2)p1rho,s(x1 — $2)Q281d]1j§d)V1Q1‘IfHP

oy 1=2dp—1 ~
< ONT 2w IVign V[l @llopllprho,s (21 — 22) lop 1L g Vit V|
. 1 1
X [|Vidsigaho g(x1 — 22)pillop ||dsig2ho g(x1 — z2)p1|5p
1yl=2dp=1 o p—1 1
<K(p, AN 2 v [Jw]g, IVisthog(z1 — 22)pillop [|hos(z1 — 22)p1||op

1—2d

1 p—1 p—1 1
< Ko, AONTZ 5 @13, IVl Vihosll + [[hosl) 7 llhosl»

1-2d p—1

-1
< K(p, An)||@]2,(1 + In(N)) % N2 7

Here, we used, for s; € {p1,1 —p1},

Visiho g(x1 — 22)p1llop < |Vipihog(z1 — 22)pillop + [[Vihog(z1 — 22)p1|lop
<llellso (IVellllhogll + I Vhogsll)

and then applied Lemma (e).

For d large enough, we obtain

(78 + @7 < Ko, AON2.

Line (4.78) can be bounded by

@78 <N?||hop(z1 — 22)Vipi |12, |@1g2@¥ > < N?[ho g2 Vel lq@l1Z, llar ¥
<OVl 3 (vnT) .

For 1} we use Lemma with Q = ]lAgd>V1q1\If, O12 = Ng2(Vaho g(x1 — x2))p2

and xy = wq1 V.
@.72) < ||]1A§d>V1Q1‘I’||2 (4.79)
+ 2N|q2(Vaho g(x1 — z2))Bq1p2 ¥ (4.80)

+ N?|(¥, q1g30(Vaho g(z1 — 22))p2p3(Vsho g(21 — 23))Bq1g2 V) | . (4.81)
Line (4.80)) is bounded by

[EB0) <Cll@lZN1I(V2hos(z1 — 22))p2ll2, | B |2,
<Cllgll2 N V2hog(z1 — 22)[|* < Cllgll2 N~ In(N) .

(4.79)+(4.81)) is bounded by

H]lAgd)qul\I/HQ + N2 ||p2(Vaho,s(21 — 22))Barg2 ¥ |* -
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Both terms have been controlled above (see (4.74))). In total, we obtain

N(Op1g2Z (21, 22)Wq192P )| < /C(go,At)(«\If,ﬁ\I/» + N~Y61n(N)

+int {[Evy (¥) = £ ()] €, (©) = EGFr, 1, (0)] + NP (V) } ).

0
Using this Lemma, it follows that there exists an n > 0 such that
5 (We, 1) < Klipr, Ar) (0,79 00) + N7+ [Er, (W0) = EG g, (20)]) -

This proves Lemma,
4.7.4 Estimates for the functional v
For the most involved scaling which is induced by Vi, we need to control ||p1 VN ¥||.
Lemma 4.7.8. Let ¥ € L2(R?YN | C) and let Ey, (V) < C. Then

I V]| < K, ANT2 (4.82)

Proof. We estimate

[P1V (21 — 22) ¥ = [[p1 Lsupp(viy) (T1 — 22) Vv (21 — 22) V|
S”pl]lsupp(VN)(xl - xQ)HOPHVN(xl - mQ)\IIH .

We have
le]lsupp(VN)(x1 - xQ)H?)p < H(pHgo”]lsupp(VN)Hl < CHQDHgoeizN :
Using

C > Evy (V) = [V + (N = D[\ Viy(@r — 22) W|J* + (¥, Ay(1)¥)

as well as
1V (@1 — 22) ¥ |1* =[|v/ V(21 — 22)V/ Vv (21 — 22) ¥|* < [V VN2V Vv (21 — 22) P2
Evy (V) + || A¢]l oo N
<CeN N < C(1+ || At|loo) —
<Ce ~ <O+ (| Al )N’
we obtain

lp VAl < K(p, A)N"2 .
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Control of v, Recall that
(¥, 0) = =N(N = Dlm (¥, Z§ (@1, 22)7 )
— N(N — 1)Im ((V, gg(x1 — x2)7 Z% (21, 22) V) .

Estimate (#.82) yields to the bound |p; 2% (x1,22)¥| < K(p, A;)N~Y/2. Therefore, the
second line of 3 is controlled by

N?(|gs(z1 — 22)p1]lopl|Plloplp1 Z¥ (21, 22) V||
<K(p, A)N*"2| gg|l|[Pllop < K(p, A)NH2B2In(N) .

The first line of v, can be bounded with (4.42)) and fg =1 — gg by
N(N = D)t ((0, Z§ (@1, 22)79) )|

<N ({0, (Mp(s — 2) fs(r — 22) — ~—— (M fslla (@) + [ Ma ol o) 2))PT))|

N -1
(4.83)
e, (VMg folly — 47) (jon) ? + () ) 7)) (4:84)
2
e [, (dnlplan) P+ 4rlp(za)]?) gs(an — 2)PE)] (4:85)

Since Mg fs € V3, (4.83) is of the same form as v, (¥, ). Using Lemmam (h), the second
term is controlled by

EBD < Clll2N (N M sl — 4m) l#llop < Cllel 2N~ In(N) .
The last term is controlled by
[B85) < ONlollXllgs(z1 — 22)pillop [ Fllop < Cllpll2 N+ In(N) .
and we get
(2, )| < K(ip, Ar) (U, ) + [Evy (¥) — EGT (9)] + N77)

for some n > 0.

Control of 4. Recall that
(W, 0) = — AN(N = 1)(0, (V1ga(z1 — 22))V17W) |

Using 7 = (p2 + ¢2)7 = par + p1gam® and Vigg(x1 — x2) = —Vags(z1 — x2), integration by
parts yields to

(T, )| SAN?|(W, gg(x1 — 22)V1Va(paF + p1gem®) V)| (4.86)
+AN?|(Va ¥, gg(1 — 29)VipaP¥))| (4.87)
+ 4N2|<<V2‘I’a gp(x1 — 22)Vip1gem*¥)| . (4.88)

We begin with

(:86) <CN?|lgslllVelloo (IV17[| + (| Vag2im®¥]])
<CN'"PIn(N)|[Velloe (V17| + [ V2g2m®P]) .
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Let s1,t1 € {p1,q1}, $2,t2 € {p2,q2}. Inserting the identity 1 = (p1 + ¢1)(p2 + ¢2), we
obtain, for a € {-2,-1,0,1, 2},

|Vir¥|| <C  sup  ||Tas152Vitite¥]| < Csup ||7alopl| Vit V|
t1,a

$1,82,t1,t2,a

<ON~'¢.
In analogy ||Vagem®¥|| < C||m?||op < CN 1+, This yields the bound
< K(p, AN+ (N .
Furthermore, is bounded by
E3T) <aN?|[V2|l [lgs ]l [VelloolIV1PP] < C[Veplloo N*P In(N) . (4.89)
Similarly, we obtain
[E8) <AN?|V59| [lgs ] V6]l | g2™®]| < ClIVepls NP In(N) .
It follows that |v.(¥, ¢)| < K(p, A; )N P In(N).

Control of v; To control 44 and v, we will use the notation

mé(k) = m®(k) —m®k+1) mi(k) = m*(k) — m®(k +2)

me(k) = mb(k) —mb(k+1) m/ (k) = mb(k) — mP(k +2). (4.90)
Since the second k-derivative of m is given by (see for the first derivative)
m(k)" = { (;,1/(4@), i(l);rek > N7,
it is easy to verify that
[ ]lop < CN 2% for x € {c,d,e, f} . (4.91)

Recall that

Ya(¥, ) =2N(N = 1)(N = 2)Im ((¥, gg(x1 — 2) [VN (21 — 33),7] ¥))

N(N = 1)(N = 2)Im ({, gg(a1 — x2) [4|p|*(x3),7] ¥)) .
Since pj + ¢; = 1, we can rewrite 7" as
7= m"pips + M (p1g2 + q1p2) = (M — 2m")p1p2 + M (p1 + pa) -
Thus,
(9] SCN? (@, galar — w2) [Viv(wr — ), (A" = 2 )iz + (o1 + p2) | W)
+ CN? [( ¥, gg(1 — x2) [dm|p|?(23),7] )]

<CON? (@, gg(x1 — @2)pa [Viv(z1 — @3), %] V) (4.92)
+ ON* (W, gs(w1 — w2)Viv(an — ag) (" — 2m)pip2¥))| (4.93)
+ ON*[(W, ga(a1 — @2) (@ — 2m)prpaViv(as — 23) W) (4.94)
+ ON? |, gg(w1 — z0)Mmp1 Viy (71 — 23) V)| (4.95)
+ON? [(W, gg(w1 — 22)Viv (21 — w3)m p1 V)| (4.96)
+CON? (U, gg(a1 — w2) [An|pf*(23),7] U)| . (4.97)
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Using Lemma (d), we obtain the following estimate:
@92 =CN?® ‘« 9s(x1 — 2)P2 [VN(-Tl — x3), p1psm? + prgsm® + qpsm ] ‘1’»‘
<ON?|(W, V(1 — x3)gp (21 — 22)palgupp(vy) (21 — T3)
<p1p377A1d + p1gzsm* + Q1p3ﬁlc) )|
+CN? ‘((‘I’, 9s(z1 — 22)p2 (plpsﬁld + p1gsm® + Q1p3mc> V(21 — $3)‘1’>>‘ -
Both lines are bounded by
CN?||Vy (21 — 23) 0| [lgs(z1 — 22)p2]lop

(2o (1 — 28)1 lop + [ Mauppcrae) (@1 = 7)p3llop) (17 op + 171lop)

In view of Lemma [4.4.2] (¢) with Lemma (1), llga(z1 — z2)p2llop < llellocllgpll <
C|l¢llooN~PIn(N). Using 1} together with || Tg,ppvy) (71 —23)p1 |lopl| VN (21 —23) Y| <
K(p, A;))N~1/2 we obtain, using & < 1/2,

(4.92) < K(p, A)N~VEEBIn(N) < K(p, A) NP In(N) .

We continue with

(4.93) + (4.94) + (4.95)
<ON?||Vi (21 — 23) 9| [lgs (21 — 22)pallop
X | Lsupp(vay) (@1 = 23)p1 lop | (2 — 20) |op
+ CON?||gs(x1 — z2)pallopll” — 2% |op Ip2 Viv (21 — 23) ¥
+ ON?|lgs(x1 — 22)p1llop | lopllp2 Viv (21 — 23) W]
<K(p, A)NV*E=B1m(N) .

Next, we estimate (4.96]). The support of the function gg(x1 — x2)Vn (21 — 3) is such that
|z1 — m2] < CN7P, as well as |v1 — 23] < Ce™ . Therefore, gs(v1 — z2)Vi(z1 — x3) # 0
implies |x9 — 23] < CN~F. We estimate

[@.96) =CN°® ‘«‘I’,gﬁ(fﬁl —x2)Vn(z1 —x3)pilp, 4 (0) (72 — 23)m*¥))

<CN?||p1Vi (21 — a3)gs(r1 — 22) ¥ 15, (o) (22 — 3)M V||

cN—B

SCON?||p1Lgupp(viy) (@1 — 23) llopllgs(z1 — l’z)VN(%’l —x3)V|[|[1p ) (x2 — x3)M V||
1
2

cN—B

<ON*2||gsll |15 HWW‘I’II Rk

s (0 H
§CN5/2||95||00N 5/2HVﬁz“\I’IIl/QIWz“\IJHl/Q
SCN3/2+£—/3/2 .

In the fourth line, we applied Sobolev inequality as in the proof of Lemma [£.7.4] then setting
p = 2. Furthermore, we used ||V1m®¥||}/2||mo¥||/2 < CN71#E, as well as ||gsloo < C, see
Lemma [4.5.5] Using Lemma [4.4.2] (d), (4.97) can be bounded by

CN? ‘«‘1179/6(361 — x2) [47T\80|2(5L‘3),plp2(?— 72) + (p1g2 + qip2) (T — 7?1)] ‘I’»‘
< ON?|lolI3, (IIF = Pallop + 17 = T lop) g8 (21 — z2)p2lop -
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Note that ||?_ "/:2||Op + ||?_ 7/"\1||op < Zje{c,d,e,f} ||’I/7\’Lj||op < CN_2+3§ holds. With ”gﬁ(l'l —
z2)p2llop < CN~17PIn(N), it then follows that

(4.97)] < Cll@|ZN* P In(N) .

In total, we obtain

7a(¥, 9)| < K(p, Ar) (N?’/Q*g‘ﬂ/z + N1/2H3-6 ln(N)) .
Control of 4. Recall that

1
7e(¥,9) = =5 N(N = 1)(N = 2)(N - 3)
Im (¥, gg(x1 — 2) [V (23 — 24), 7] ¥)) .
Using symmetry, Lemma (d) and notation (4.90)), e is bounded by
Ye(U, 0) N (W, gg(x1 — x2) [Viv (w3 — 24), MEP1p2p3ps + 2 p1papsas
+ 2M°p1g2pspa + 4 praopsqs] T))|

ANV (w3 — 24) V||| Louppvie) (@3 — 24)D3lopllgs (1 — 22)p1]lop

~ ~d ~ ~
(HmCHOp + [|m HOP + ||me||0p + ||mf||0p) .

We get with (4.91), Lemma and Lemma that

e(, )| < K(p, ANV In(N) .

Control of 74 Recall that

N -2

Y (¥, ) =2N(N — 1)ﬁlm ({0, ga(z1 — m2) [A7|[*(21),7] ) .

We obtain the estimate
(2, 0)| < Ko, AN |l gslll[llop < K, A)N* P In(N) .
Collecting all estimates, we get with £ < 1/2
(P, 0)| + 1a(®, )| + e (¥, )| + 117 (T, )] < K, A)N? P2 In(N) .

Choosing § sufficiently large, we obtain the desired decay and hence Lemma

4.7.5 Energy estimates

Lemma 4.7.9. Let ¥ ¢ L2(R?N C)n HY(R?N,C), ||¥|| = 1 with ||V1¥| < K(p, A¢). Let

o € H3(R?,C), |||l = 1. Define the sets Agd),Bgd) as in Definition . Then, for d large
enough,

140 Vil + | Ly Vigr 2 < K(p, A) (¥, 7€) + N~/ In(N)

+inf {\ng(\p) —£8P(9)], |Ew, (W) — 55‘1‘”%”1(@)‘ + N2 1n(N)} ) :
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Proof. We start with expanding Ew, (V) — gﬁfwﬁ”l (¢). This yields

N -1
Ew,s (V) = Exfiwy), (©) = IV12]? + = — [/ Wa (a1 — 22) ¥

1
—IVell® = SNIWslale®[* + (T, A1) ) = (o, Arp)
=l g0 Vi U1 + [0 T Va¥I® + M(¥, 0) +Qs(¥, )

where we have defined

M(V, ) =2Re («Vlch\l’, ]1Agd>V1p1\I’>>> (4.98)
+ ||]1A5d>V1p1‘1’H2 — |Vl ? (4.99)
+ (0, Ag(z1) ) — (p, Asgp) , (4.100)
Qs(, ) =|[1 g0 T30 V10|
N -1
+T<(‘I’a (1 = p1p2)Wps(z1 — 22)(1 — p1p2) ¥)
N-1 1 2112
+T<<\If,p1p2W5($1 — x2)p1p2V) — §N”WB||1||<P |

+(N = D)Re(¥, (1 — p1p2)Wa(x1 — x2)p1p2¥)) .

Notice that the first two terms in Qg(¥, ) are nonnegative. This yields to the bound

Sp(¥, ) =(N = 1)|{¥, (1 — p1p2)Wa(z1 — 22)p1p2¥))| (4.101)
+ %(@mwz%(m — z2)p1p2 V) — %N||W5||1Hg02|]2 (4.102)
Z = Qﬁ(\I]a ©) .

In total, we obtain
\]1Agd>V1q1‘1’|!2 + |ng<1d)V1Q1‘1’H2 <MY, 9) + S5(¥, 0) + ‘5%(‘1’) - gﬁﬁ)wﬁul(sf’)‘ :

Next, we split up the energy difference &y, (¥) — £GP (p),

N-1
Evy (V) = €57 () = [IV10]* + —5 IV Vn(z1 - 22)¥)* ~ [Ve|?
= 27]|? || + (T, Ae(21) ) — (o, Ar) -

In order to better estimate the terms corresponding to the two-particle interactions, we
introduce, for u > d, the potential M, (z), defined in Definition and continue with
Evy (0) = EGF () =1 4@ V1¥|* + Mz Mgy ViV + (11 g T V1 |
‘Al Bl Bl 'Al

A@,
N -1
+ —— L/ V(a1 — 22) T
2 B3

1
+5(Y, > Loy (Viv = My) (21 — 25)¥)
j#1
1
+5 (v, Z%@Mu(ﬂ?l —2;)¥) — Ve — 27| 0?||?
i#1

+ (W, Ay (21) ) — (@, Argp) -



132 4. Derivation of the Time Dependent Gross-Pitaevskii Equation in Two Dimensions

Using that ¢ = 1 — p; and symmetry gives (after reordering)
Eviy (0) = ELT ()
N -1

=1 40 Viar¥|* + g L, ViP* + ——[lgw vV (a1 = 22) 9|
N -1

+ 5 (0 Lo (1 = prp2) Mu(21 — 22)(1 = p1p2) Ly )
1 1

1
+ H]lBgd)]l]gd)vl‘IIHQ +5(7, Z]lB@ (VN — My) (21 — )W)
J#1
N-1

2
+ 2Re (<<V1Q1\I/, ]lAgd)leﬂI’»)
+ (N — 1)Re(7, 1185@(1 — p1p2) My (w1 — wz)p1p2]16§d)‘1’>>
+ ”]lAgd)vH?l\I’Hz — [IVell?
+ (W, Ay (21) W) — (p, Asp)
=140 Viar¥|* + [0 ViP|* + M(¥, 0) + Qu(¥, ) -

(0, 1 g prp2Mu(z1 — 22)p1p2l 0 U)) — 27(|? )2

with

~ N -1
Qu(¥, ¢) = —5— (¥, Lo (1 = prp2) My (21 — 22)(1 = p1p2) Ly V)
N -1

+ TH]lEgd)\/ VN(IL‘l —33'2)\11||2
1
2
g LT+ 505 g (V= 1) a1 2)9) (4109
J
+ (N — 1)Re(¥, ]lBid)(]. —plpg)Mu(xl — ajg)plpg]lBYi)\I/»
N -1

+ (U, 1y p1p2 M, (1 — 22)p1p2l @) ¥) — 27| %% .
2 Bl Bl

The first two terms in Q”(\II, ) are nonnegative. For y > d Lemma |4.7.10| below shows that
(4.103) is also nonnegative. Thus, for p > d, we obtain the bound

S(W,0) =(N = )| (¥, 10 (1= p1p2) My(ar — w2)papal o ¥)| (4.104)

N -1
+ '2«‘1’, Ly@pip2My(1 — z2)pipal g V) — 21?12 (4.105)

2 - Q#(\I/’ (P) .

In total, we obtain

||1{4<1d>V1611‘I’||2 + ||]1E<ld>V1<h‘I’H2 <MY, )|+ S.u(T, ) + |Evy (T) — EEF (0)]
Next, we will estimate M (¥, ), S5(¥, ¢) and S, (¥, ¢).

e Estimate of S5(¥, ) and S,(¥, ¢).
We first estimate (4.105)), using the same estimate as in (4.58). Note that

(¥, 1 y@pip2Mpu(z1 — 22)p1p2l g V) = (0, My % o) (¥, Ly@pipal g W) -



4.7 Rigorous estimates 133

Using ||]lE(d)‘I’|| < CN'=%*¢ for any € > 0, (see Lemma [4.7.3) we obtain, together
1
with [[pip2 | = 1+ 2(p1g2¥|* + [lq1¢2 ¥ ||?

|([A105)| <3||q ¥

C <N17d+e i N272d+2e> +%

1
!47T—NHM I1lll?1* + 5% My * o *p) .

[N (o, My * |0 0) = NI MpJl1[l°|°)

Note that, using Young’s inequality and (4.58)
(. NMyux [oP0) — N|[Myll[|?]1?|

‘ [, Elot)? (V(0M,x o) (@) = NIMlale@)P)

<[ @IS N (M % [0?) = [N M1l Pl < Cllpll3ll Al 1N~ In(N)
<K(p, A)N~"2*1n(N) .

Since [N || M, || —47| < C2) (see Lemmald.5.5) and (o, M,,x|0|20) < [0l Mp 1 <
C|lel|4 N~ it follows that

(ET0R)| <K(p, Ar) (@, 79W) + N7 4 N272H2 4 N=20In(N) + N~ In(N))
SIC(w,At) ((U,7?0) + N~'In(N)) , (4.106)

where the last inequality holds for d large enough (recall that we chose p > d).
Using the same estimates, we obtain

[@102) < K(p, Ay) (((\ll,ﬁ“’\lf» + N2 1n(N) + NL 1n(N)> .

Line (4.104)) and line (4.101)) are controlled by Lemma [4.7.11 which is stated below.
[@-101), (#.104) < K(p, A)((¥, ATY + N~/0In(N)) .

In total, we obtain, for any p > d > 1, the bound

S3(¥,9) <K(p, A1) ((U,2%) + N In(N) + N~/ n(N))
$u(¥,9) <K(p, A1) ((,20) + N-/OI(N)) .
e Estimate of M (¥, ).
First, we estimate ({4.98]).
(@98 <2[(Via1 ¥, 1o Vip1 W)+ 2{(Vigi ¥, Vip1 U)|

< 2Vi 0| [0 Vapfop + 207200, Ay >0

By Lemma 4.7.3, we obtain H]lz<d>V1P1Hop < C||Ve|leoNV/274.
1
Furthermore, we use ||Viq1 V|| < ||V1¥|+[|[Vip1 V]| < K(¢, A¢) (see also Lemma |4.7.6)
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and [(A~2q0, Aypiay 2 W) < K(p, A ||| [[RY20) < K(p, A)((W,AT) +
N~1). Hence, for d large enough,

(ETS)| < K(p, A)((T,AT) + N2~ 4 N7 < K(p, A) (L. 7T) + N7') .

Line ([4.99) is estimated for d large enough, noting that ||V1p1¥|]? = ||[Ve||?||p1¥]?,
by

(#.99) =H]1A<lcz)V1pl‘I/||2 — Vel
<[IVipr 2* ~ Ve l?| + Hﬂwvml‘llll2
1

<C (IVelP(w, ) + Vel 2N )
<K(p, A) (7, )

For line (4.100), we use Lemma to obtain
[E100) < Ol Arllo (. 7) + N7/2)
In total, we obtain

M(¥,0) < K(, Ar) (. 70) + N7/2)

Lemma 4.7.10.

(a) Let Rg and Mg be defined as in Lemmal4.5.4 Then, for any ¥ € H*(R*N C)
1
1010, —an) <y VIO + S0, (Vv — Mg) (21 — 22)¥) 2 0.

(b) Let Mg be defined as in Lemmal|j.5.4. Let ¥ € L2(R?*N C)n HY(R?YN C). Then, for
sufficiently large N and for > d,

1
HnB@nmd)vlmyF + 5%, > Ly (Viv = Mp) (w1 — 2;)¥) > 0.
#1
Proof. (a) We first show nonnegativity of the one-particle operator H% : H?(R2,C) —
L?(R2,C) given by
1
Zn _
H™ =-A+5 ; (VN (- = 2k) = Ma(- — z1))

2k n

for any n € N and any n-elemental subset Z,, C R? which is such that the supports of
the potentials Mg(- — 21,) are pairwise disjoint for any two zj, € Z,. Since fg(- — 2i) is
the the zero energy scattering state of the potential 1/2Vy (- — z) — 1/2Wg(- — 2), it

follows that
F/BZ" = H fﬁ( —Zk) .

2LELn
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fulfills H4» F BZ" = 0 for any such Z,. By construction fg is a positive function, so
is FBZ” Since %szezn(VN(' — z) — Mg(- — z)) € L>®(R? C), this potential is a
infinitesimal perturbation of —A, thus es(H?") = [0, 00). Assume now that H?" is
not nonnegative. Then, there exists a ground state ¥ € H?(R2, C) of H%» of negative
energy E < 0. The phase of the ground state can be chosen such that the ground
state is real and positive (see e.g. [85], Theorem 10.12.). Since such a ground state
of negative energy decays exponentially, that is Ug(x) < Chre=C27l Oy, Cy > 0, the
following scalar product is well defined (although FEZ" ¢ L*(R2,C)).

(Fim, H"Wg) = (Fim, E¥g) < 0. (4.107)

On the other hand we have since F gfnﬁ is the zero energy scattering state
Zn Zn — Zn ln —
<F5 H \PG>—<H Fg a\IIG>—O'

This contradicts (4.107) and the nonnegativity of H%» follows.
Now, assume that there exists a 1 € H?(R?,C) such that the quadratic form

Q) = 1142, VOI + 5 0, (V() — Mp()) < 0.

Since Vg, and Mg, are spherically symmetric we can assume that v is spherically
symmetric. Subsituting ¥ — a®, a € R, we can furthermore assume that, for all
|z| = Rg, ¥(x) =1 — € for € > 0.

Define 1 such that U(z) = (x) for |z| < Rp and () = 1for [z| > Rg+ ¢ and € > 0.
Furthermore, ¢ can be constructed such that [|1)>r, V|2 < C(e+ €2).

Then Q(v) = Q(¢) < 0 holds, because the operator associated with the quadratic
form is supported inside the ball By(Rpg).

Using ), we can construct a set of points Z, and a y € H?(R?,C) such that
(x, H?nx) < 0, contradicting to nonnegativity of H%».

For R > 1 let
R?/z?, for |z| > R;
1, else.

Er(w) = {

Let now Z, be a subset Z, C R? with |Z,| = n which is such that the supports of the
potentials Mg(- — zj) lie within the Ball around zero with radius R and are pairwise
disjoint for any two zx € Z,,. Since we are in two dimensions we can choose a n which
is of order RZ.

Let now xr(z) = &r(2) [1,, ¢z, Y(x — z,). By construction, there exists a D = O(1)
such that yr(z) = ¥(z — ) for | — 2| < D. From this, we obtain

(X B ) =|Vxall? + g (@, (Vi () = M()))
=nQ(Y) + Z 11— >R, VXRI

2k E€EZn

<nQ(Y) + Cnfe+ €) + || Vex|?
=nQ(¢) + Cnle+ )+ C .
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Choosing R and hence n large enough and e small, we can find a Z, such that
(xr, H?"xR) is negative, contradicting nonnegativity of H%".
Now, we can prove that

! (U, (Vv — Mg)(z1 — 22)T) > 0. (4.108)

|’1\x1—I2|SR51V1\PH2 + 2(

holds for any ¥ € H?(R?Y, C). Using the coordinate transformation #; = z; — xa,
Z; = x; Vi > 2, we have V,, = Vz,. Thus (4.108) is equivalent to Hll‘xl‘SRﬂlvllIle +
(U, (Viy — Mg)(z1)T) >0 V¥ € H*(R*N, C) which follows directly from Q(¢) > 0
for all p € H?(R?,C). By a standard density argument, we can conclude that Q(¥) > 0
Yo € HY(R?VN C).

(b) Define ¢, = {(z1,...,xN) € R2N||x1 —x| < Rg} and C; = U]kV:2Ck. For (z1,...,zN) €
B\ it holds that |z;— ;| > N~¢for 2 <4,j < N.Let 8 > d. Assume that N~¢ > 2Rg,
which hold for N sufficiently large, since Rg < CN —P . Then, it follows that, for i # j,

(cin Bgd)) NN Bgd)) = (). Under the same conditions, we also have Iy 2 1g,.
1
Therefore

N
Izl 2 lelga =1 (p@ = ]luk (exnBt? Z]l s = Lg@ Z]l%
k=2

Note that L@ depends only on zo,...,zyN. By this
1

N
||11;<1d>]lB@Vl‘I’H2 > ||]1ckvl]1,35d>‘1’||2 = (N - 1)||]1\x1—m|§RBV1]18§d>‘1’H2
P

This yields

1
(4.103) > (v - 1)(H]1|:C17x2\§R5v1]185d)111”2 + 5 (L, (Vi = Mp) (1 — 22)1 500 U))
>0.

where the last inequality follows from (a)
O

Lemma 4.7.11. Let W € V. Let ¥ € L2(R*N C) N HY(R?*YN,C) and ||[V1¥|| be bounded
uniformly in N. Let d in Deﬁmtion of 16@ sufficiently large. Let T' € {, ]lB;d)\I/}.
Then, for all 5 > 0,

(a)
N (T aip2Ws (1 — w2)mpaT)| < Cllgl% ¥, )
(v)
NI, pipaWs (a1 = 2)aD)] < K(ip, Ar) ((0.79) + N~/ m()) -
(¢

NI, (1= pipo)Ws (w1 — z2)pipal) | < Ko, Ar) ((0.720) + N~/0In(N) ) -



4.7 Rigorous estimates 137

Proof.  (a) Let first I' = 1 ;@ V. Then,
1

N ‘«]139‘1’7 ap2Wp(z1 — -’Ez)plpz]lBgd)‘I’»‘
<N ‘<<1E<1d>‘1’, qp2Wa(x1 — xz)p1p218§d)\11)>‘ (4.109)
+N ‘«\I/, qpoWg(ml — xg)ppo]lBgd)\I/»’ . (4.110)

Using Lemmamtogether with [[paWs(z1 — z2)p2llop < [l@l|%||Wall1, the first line
can be bounded, for any € > 0, by

(£.109) < K(p, A)N|[ Lz Y [[[Wsll1 < K(e, ANt (4.111)

The second term is bounded by

(4.110) =N '<< Wa(x1 — o) q1p2(R) 2V, \/ Wz — $2)p1p2ﬁ%13<d>1‘1/>>'
<Ny Wtor — 22l (la2) 201 + [ 1, 17
<ON|l\ /Wil — 2)pll% (<<w,mf>> (a3 2 + [ ﬂB@W)
<CN|WslhllelZ ((2,2) + [1509]?)

<Clgl% ((w,aw) + N7,

Choosing d large enough, N'~%+¢ is smaller than (¥, n¥). This yields (a) in the case
I' =1, V. The inequality (a) can be proven analogously for I' = V.
1

(b) Let I' =1 ;&) V. We first consider (b) for potentials with 8 < 1/4. We have to estimate
1

NI g ¥, prp2Wp(z1 — 22)q1q21 gy V)| < NI(Y, prpaWp (@1 — 22)q142 )]

{(u
+N|<<11E§d>\1',p1p2W6(w1 — 22)q12V )| + N[V, pr1p2Wa(z1 — xg)qqu]lW\IIM
1
V(L ¥, p1p2Wp(21 — 22) 01621 57 )|
1

SN(W, prpaWp (@1 — 22) 12 W) (4.112)
HON Lo Y| Wl - (4.113)
The last term is bounded, for any € > 0, by
< ONNI-dteN—1428 < N2

where the last inequality holds choosing d large enough. Using Lemma (c) and
Lemma with O12 = @Wg(x1 — x2)p2, 2 = N=Y2¢,¥ and y = N'/2p, ¥ we get

BE112) < || + N?|{g2 ¥, p1/Ws(21 — 22)p3y/Wa(z1 — x3)
VWs(z1 — 2)pa/Wa(z1 — 23)p1gs )|
+ NN = 1) g2 Wp (21 — 22)papr V||
<@ ¥|* + N2/ Wp(z1 — z2)p1 |15, llg2 ¥
+ CN|Wg(z1 — z2)p2l2, -



138 4. Derivation of the Time Dependent Gross-Pitaevskii Equation in Two Dimensions
With Lemma [4.4.2] (¢) we get the bound
EID2) < | ?|® + N2[lolls Wl llar 2|
+ON|[Wsl*[lel% -
Note, that ||[Ws|1 < CN~L, |[W;s]|2 < CN~2+25 Hence
[ < O ((¥,av) + K(pN+7)
Note that, for 8 < 1/4, N~1428 < N=1/61n(N). Using the same bounds for T' = ¥,
we obtain (b) for the case § < 1/4.
b) for 1/4 < p:

We use Ug, g from Definition for some 0 < 31 < 1/4.

Zg(xl, x2) — Wg + Ug, g has the form of Zgl (1, x2) which has been controlled above.
It is left to control

N ‘((1135«1)‘1’,2?1]92 (Wp(z1 — x2) — Up, p(21 — 22)) Q1Q2]135d>‘1’>>‘ :

Let Ahg, g = W — Ug, . Integrating by parts and using that
Vihg, p(®1 — x2) = —Vahg, g(x1 — 72) gives

N ‘«]155@‘1/,171192 (W(z1 — z2) — Up, p(21 — 22)) Q1Q213§d>‘l’»‘
=N )<<V1p1]lB§d)\I’,pQVthlﬁ(xl — $2)q1q2]16§d)\:[/>>’ (4.114)
+ N ‘<<1B§d)‘l’,p1p2V2hﬁhg(x1 — xg)vlqlqz]lBgd)\I’»‘ . (4.115)

Let (a1,b1) = (q1,Vp1) or (a1,b1) = (Vq1,p1). Then, both terms can be estimated as
follows:
We use Lemma [4.4.6| with Q = N_”/zalllBgd)\If, O12 = Nl+n/2QQV2h5175($1 — x9)p2

and y = b1

B e choose n < 203;.
1

N ‘<<llsgd>\lf,a1pzvzh,31,/3($1 - $2)b1Q2ﬂB§d>‘I’>>

< N7y 1 0 ¥ (4.116)
1
N2+77 2
+ N1 lg2Vahg, g(z1 — 562)511?2]13@‘1’” (4.117)
1/2
+ N ‘<<]13§d>‘117 b1p2g3Vahs, 521 — x2)Vahs, (21 — x3)blq2p313§d)qj>>
(4.118)

We obtain (note that 1 ) does not depend on 1)
1

4.116) < N77|ax 1 g ¥|1> = N7 gy a1 ¥|1* < K(p, AN
1 1

since both |[V¢1 V|| and ||q;¥| are bounded uniformly in N. Since g9 is a projector it
follows that

N2+77 2 2
[117) <7 [IV2hs, (21 — 22)p2llop 1011 5o ]
<O I [T 52101 L 0 W < K, AN In(N) ]
= N—ISDOO B1,8 1 Bgd) > ¥, At Plloo »
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where we used Lemma, in the last step.
Next, we estimate
[BEIIR) <N**7|[p2Vahs, (a1 — $2)bIQQﬂB§d)\PH2
<2N**[pyVahg, 5(x1 — xz)blfIﬂEgd)‘I’HQ (4.119)
FONZH||poVohg, g(z1 — 22)biga | . (4.120)

The first term can be estimated as

({119 <CN*T||[Vahg, 5(21 = 22)b1 [lop g0 P11
<SCN*[Vahg, 51" (leli5 + 1VelZ) g @I
<K(ip, AYNHIN2In(N)N? 2442 = (o, A) N2 724240 1n(N))

for any € > 0. For d large enough, this term is subleading. The last term can be
estimated as

[@120) <2N>M||pohg, g(a1 — 22)b1 Vaga U2

F2NH | p(22)) (Vip(2) | gy 5 (21 — 22)b1g2 P ||
<ON*pahg, (1 — 2) |12, [11 V2029 |
FONZ|p(22))(Vep(w2) hgy 5 (21 — 22)[[55 11629
SON*(|[Voll3 + llellz) s a1 (1 + 1Vel?)
<K(p, A) N1 In(N)?

Combining both estimates we obtain, for any 8 > 1,

N ‘«]lggd)\l’appoW,B(ﬂ?l - $2)qqu]lB(d)1\I/>>‘

<inf inf (K(p, 4) ((U,A0) + N71F24 L N=7 4 N7 n(N) 4+ N7 24 In(N
_;g00<hr1<1/4( (0, Ar) ((W,n0) + + N+ n(N) + n(N)))

< K(p, A (((\IJ,ﬁ\If)) 4+ N6 ln(N)) .

where the last inequality comes from choosing n =1/3 and p = 1/4. For I' = ¥, (b)
can be estimated the same way, yielding the same bound.

(c) This follows from (a) and (b), using that 1 — pi1p2 = q1g2 + pP1g2 + q1p2.






CHAPTER
FIVE

OUTLOOK

In this thesis we have studied the interaction between charged bosons and quantized radiation
fields. We extended the "method of counting” and showed that condensates of charges create
coherent states which behave like classical fields. Our findings can be improved in many
respects.

(a)

The rate of convergence in Theorem and Theorem |3.2.1|is known to be unideal.
However, it seems promising to obtain a rate of order N~ if one combines the strategy
of Chapter [2| with ideas from [67] and regards fluctuations around the mean-field
dynamics.

Moreover, one could consider charges with relativistic dispersion. An appropriate
adaption of the proof is straightforward in case of the Nelson model but looks more
elaborate for the Pauli-Fierz Hamiltonian.

The restriction to bosonic charges was purely technical. Especially from a physical
point of view it would be more interesting to study the interaction between electrons
and photons.

Ammari and Falconi [1] investigated the mean-field limit of the renormalized Nelson
model without cutoff. Their derivation by means of Wigner measures does not provide
quantitave bounds on the rate of convergence which might be obtained by other
techniques.

Furthermore, we have derived the defocusing cubic nonlinear Schrédinger equation and the
Gross-Pitaevksii equation in two dimensions from the many-body Schrodinger equation.
This results can be generalized in the following ways.

(a)

(b)

From an experimental point of view it would be more rigorous to start our derivation
from a three-dimemsional gas of bosons which is strongly confined in one direction.
Results in this matter were obtained in [9} 49| [50]. However, it is still an open problem
to derive the two-dimensional Gross-Pitaevskii equation from a strongly confined three
dimensional system.

Additionally, one could try to extend our results to attractive interaction potentials.
The difficulty here is to control the kinetic energy of the particles which are not in the
condensate. Progress on this issue was recently made in [46].
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NOTATION

In this thesis we choose units in which Planck’s constant &, the speed of light ¢, the elementary
charge e and twice the mass of the particles 2m is equal to one. We use the notations ¢(t)
and ¢; interchangeably to denote a quantity ¢ at time ¢t. Occasionally, we refrain from
indicating the explicit dependence of a quantity on the time ¢. The chapters slightly differ
in notation. However, all variations made are stated explicitly. The following list contains
symbols commonly used in this work.

List of Symbols

C

CUIA e s gl g

7(R%,C)

LP(RY) = LP
LP(RY,R)

171l
L2,(R%)

FT() =1
H*(RY) = H*

-~ b g =

~—

a generic constant that might depend on fixed parameters
a positive increasing function of the norms indicated

the space of complex-valued Lebesgue-measurable functions f such that
||f||LP(Rd) < 00, where

11l po(ray = [1f]lo = {

L(RY,C)

(foa dz | f(2)P) P

ess sup,epa|f ()] if p=oo

the space of real-valued Lebesgue-measurable functions f such that
11l o(ray < o0

11| zo (ray

the weighted L? spaces on R? such that /112, msy < o0, where
1112z, sy = 15112, = (oo db (4 K271 F(R)2)2

the Fourier transform of f, defined by f(k) = (2r)~%/?2 Jga dx f(z)e ke
the Sobolev space of functions on R? such that [/ s (ray < 00, where
1 sty = e o= (a0 KPR P) 2

the convolution (f * g)(x) = [pa dyf(z —y)g(y)

the differential operator (8%17 e %)

the Laplacian Y%, %

the scalar product of a Hilbert space
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