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A B S T R A C T

Animals live in highly complex sensory environments that are repres-
ented across multiple sensory-modalities. These multi-sensory neural
representations allow animals to successfully navigate in space and
to form relevant associative memories critical to survival. The remem-
bered location of a plentiful food source or a predator could mean the
difference between life and death.

To form survival relevant associative memories across multiple sens-
ory modalities animals must be able to sense, encode, and integ-
rate information from their immediate environment. The Information
gathered across multiple sensory systems must therefore be tempor-
ally correlated and converge within the brain.

The mammalian hippocampus is one such structure where sensory
information converges. Hippocampal place cells are known to fire at
a particular location within an animal’s environment (place field). As
the animal moves through a place field action potentials proceed in
phase with respect to hippocampal theta oscillations (phase preces-
sion).
Place fields encode specific positions in the animal’s environment,
and therefore provide a suitable substrate for the integration of di-
verse sensory inputs with spatial information. Such association would
position sensory landmarks within the environment and would thus
be crucial for successful spatial orientation and navigation.

To better understand how multi-sensory information is integrated for
the formation of a neuronal place map, I performed in-vivo extracel-
lular recordings in the hippocampus of behaving Mongolian gerbils
(Meriones unguiculatus). Specifically, I sought to understand the relat-
ive contribution of visual and locomotor inputs to place cell activity.
Recordings were performed in a virtual reality behavioural setup in

xvii



which animals ran along a virtual linear corridor. Animal locomotion
was determined via a tracking-ball treadmill. By altering the gain
factor between the movement of the ball and the speed of the visual
projection on a single trial basis I could decouple visually perceived
movement from the animal’s locomotion.

Through these experiments I showed that place cells in Cornu Am-
monis area 3 (CA3) responded differentially to closed loop manip-
ulation. One subset of place cells formed its place field based on
visual information within the virtual environment, independent of
the distance travelled by the animal. Such visually driven place fields
predominantly occurred at visual texture changes within the virtual
corridor. A second subset of place cells relied predominantly on loco-
motor inputs, as place fields remained at the same running distance
on a single trial basis. This was also confirmed in dark trials dur-
ing which the projection was switched off. This meant that animals
had to rely on internal cues such as path-integration and propriocept-
ive/motor efference information. A third subset of cells exhibited two
place fields, with each field being driven by one of the two different
inputs.

As a population both types of place fields formed input-specific maps
that were simultaneously represented in the hippocampus. This no-
tion is corroborated by the fact that place field firing was adjusted on
a single trial basis without adaptive processes required.
Furthermore, I investigated whether overlapping input-specific place
maps are integrated in a common processing frame. To this end I ana-
lysed phase precession of overlapping place fields, which is thought
to be crucial for encoding time ordered events that are compressed
within a theta cycle.
I found that theta-scale timing correlations shift with gain changes,
which argues against mechanisms based exclusively on recurrent CA3

connections for memory formation.

My results therefore indicate that the hippocampus preserves inform-
ation from distinct processing streams to form coexisting space rep-
resentations. These coexisting input-specific maps could then be asso-
ciated on a population level in order to form multimodal memories.
Such association is likely to be formed from sensory information, fed-

xviii



forward via the hippocampus, rather than via recurrent hippocampal
connections.
Thus, the hippocampus provides animals with several maps of their
environment, each specified for a specific sensory-input. Animals could
therefore rely on the most appropriate map such that locomotor in-
formation would be more precise than visual information when the
animal is navigating in darkness.
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1
I N T R O D U C T I O N

Brains create a neural representation of the world we live in, reflect-
ing external and internal information available to an animal. In order
to secure survival, animals must be able to interact with their sur-
rounding environment to e.g. perceive and locate potential predators
or food sources. To accomplish such a representation in the brain in
the form of neural activity patterns, all senses have to sample the
environment and report internal states such as hunger or anxiety to
further processing areas (Moser et al., 2014). In order to evaluate the
importance and significance of sensory information, the nervous sys-
tem has to reflect upon learned versus innate responses and needs to
be able to adapt decision making and the resulting behaviour upon
changes in the internal or external state. Adequate behaviour upon a
sequence of events embedded in the context of memories or environ-
mental influences is of high importance to the animal. Understanding
how neural correlates are formed and linked has therefore become
one of the goals of contemporary neuroscience.
Neural correlates for specific sensory inputs, such as a visual scene,
have been studied from low hierarchical levels (sensory receptors) up
to high hierarchical, cortical levels (Moser et al., 2014). Albeit the fact
that much is known about how sensory stimuli are processed indi-
vidually, it is still unclear how these representations are associated
with one another.
In order to perform learning of associative, cross-modal information,
the nervous system must thus possess an area where all sensory and
internal state information converges. In mammals a good candidate
for such a structure is the hippocampus, which is known to be crucial
e.g. for relational processing and the formation of spatio-temporal
context representation within the brain (Andersen et al., 2007). Both
of these functions are important for the encoding and retrieval of
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memory and will be referred to in later subsections (see subsection
1.1.1 and 1.1.2).

1.1 the role of the mammalian hippocampus

The hippocampus is located in the medial temporal lobe and is part of
the limbic system of the brain (Kandel et al., 2013). It is known to be
involved in many processes of the nervous system, but in the last 25

years two main hypothesis of its function dominated, 1. its role within
the formation and consolidation of different types of memory, and 2.,
its crucial function for spatial navigation and the implementation of a
cognitive map within the brain (Andersen et al., 2007).
Historically the hippocampus was thought to be primarily involved
in olfactory processing as its anatomical size seemed to correlate with
the significance of olfactory information for the species. Potential roots
for this hypothesis become apparent when comparing the macroscopic
size of the hippocampus in macrosmatic animals such as rodents with
the human hippocampus. The rodent which is known for its strong
dependence on olfactory stimuli seemed to have an especially large
hippocampus. After the 1930s this idea lost momentum and was later
disproven, as the ratio of hippocampus to olfactory bulb is largest in
humans (Brodal, 1947).
Instead the theory of the hippocampus as the primary substrate for
emotional processing started to take over (Papez, 1937). Temporal lobe
lesions lead to loss of fear in the monkey and were thought to under-
pin the hypothesis from Papez. It was, however, later confirmed that
this observation was rather due to amygdala damage (Weiskrantz,
1956).
In 1900, bilateral softening of the hippocampus and adjacent cortical
structures was found to lead to memory deficits (Bechterew, 1900).
This first hint for the role of the mammalian hippocampus in memory
formation was confirmed in 1953 via bilateral hippocampal ablation
of severely epileptic patient Henry Gustav Molaison (H.M.). After sur-
gery he suffered of severe anterograde amnesia, or the inability to
form new memories, and partial retrograde amnesia in the time just
before the surgery.
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1.1.1 Learning and memory

The inability to form new memories after hippocampal removal from
patient H.M. revealed that the hippocampus is a crucial structure for
the formation and retrieval of memory (Scoville and Milner, 2000).
According to Kandel, Schwartz, Jessell, Siegelbaum and Hudspeth
(2013), ’memory is the process by which [...] knowledge [about the
world] is encoded, stored, and later retrieved’ (p. 1441). Knowledge
about the world on the other hand is acquired via learning.
Memory is thus not one discrete function, but rather needs to be split
up into three different stages. The first stage, memory formation, is
achieved via receiving sensory information and processing and com-
bining this information. Second, memory storage can be described as
the formation of a long-lasting engram or trace of the encoded inform-
ation. Third, retrieval of stored memory can be defined as the process
of recalling stored information from the past upon e.g. conscious ef-
fort or a stimulus which is part of the stored information.
The way memories are accessed or retrieved subcategorises memory
into declarative (explicit) and nondeclarative (implicit) memory (Bird
and Burgess, 2008). Declarative memories are known to be accessed
via conscious recollection and can be e.g. episodic when remembering
events or semantic when remembering facts (Bird and Burgess, 2008).
Nondeclarative memories on the other hand mainly address proced-
ural memories (Squire, 1986; Bird and Burgess, 2008). These are either
associative or non-associative and can be e.g. memories concerning
skills, behavioural procedures or emotional associations (Squire, 1986).
A non-associative memory is formed when an animal is e.g. repeatedly
presented with the same sound stimulus and therefore learns to not
associate any action with that sound and finally decreases its response
(habituation) (Hawkins et al., 2006). A second example would be sens-
itization, where an animal increases its response to a stimulus due to
a previous experience, e.g. a loud noise (Hawkins et al., 2006).
Associative memories are formed when an animal learns that sev-
eral stimuli or behaviours belong to one event in a certain order.
Such memories can be formed via e.g. classical and operant condi-
tioning (Maia, 2009). The russian physiologist Ivan Petrovich Pavlov is
primarily known for his work on classical conditioning, by pairing an
unconditioned stimulus (US), e.g. meat, which evokes the response of
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salvation in dogs with a conditioned stimulus (CS), e.g. a bell, which
by itself does not evoke such a response (Pavlov, 1927). Pairing these
stimuli with the bell predicting the arrival of meat within a short
time window (in the order of half a second), the dog would saliv-
ate when hearing the bell, no matter whether the meat is presented
or not. The delay between the CS and US can also be up to several
hours, to develop e.g. taste aversion upon an unconditioned response
such as nausea (Best and Orr, 1973). In operant conditioning the an-
imal learns to associate a behaviour with e.g. a reward or punishment
and will therefore repeat or suppress that behaviour. Operant condi-
tioning is therefore a useful and widespread tool in teaching animals
experimental paradigms (Thorndike, 1901).

The second dimension under which memories can be classified is
the time course of memory storage. Memories are stored as short-
term and long-term memories, for which different neural mechanisms
and brain areas are of importance (Bird and Burgess, 2008). Short-
term memories are known to last for seconds to hours whereas long-
term memories are recallable for days up to years after initial stor-
age (Squire, 1986; Bird and Burgess, 2008). Long-term memories are
formed directly or from short-term memories via a process referred
to as memory consolidation (Squire et al., 1975).
Patient H.M. had intact long-term memories from events before the
bilateral ablation of his hippocampal formation, amygdala and parts
of the multimodal association area of the temporal cortex. He was also
able to remember events for seconds or minutes after surgery. How-
ever, he was not able to perform memory consolidation in order to
transfer information after the surgery into long-term memory (Scov-
ille and Milner, 2000). In patient R.B. lesions in hippocampal area
cornu ammonis 1 (CA1) led to almost no loss of retrograde memory
but severe dysfunction of anterograde memory (Zola-Morgan et al.,
1986). The hippocampus is therefore known to play a crucial role in
the formation of new memories and memory consolidation in order
to enable long-term memory formation. This however only holds true
for declarative memories, as patient H.M. was able to learn and recall
nondeclarative memories formed after the surgery. Examples for such
nondeclarative memories were of procedural nature such as drawing
an object and also included all types of associative and non-associative
learning described earlier.
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Thus, for memories which do depend on concious recall (declarative
memories) the hippocampus is a key component, whereas memories
which do not depend on concious recall (nondeclarative memories)
or have been already consolidated and stored as long-term memories
or are still in the immediate or working memory process are rather
hippocampus independent (Andersen et al., 2007).

Knowing that the hippocampus is crucial for the formation and con-
solidation of several types of declarative memories, the question arises
how learning and storage of knowledge in memories is implemented
on a single cell or network level.
The Canadian psychologist Donald Olding Hebb focussed on this
question. A key component of his theory is often summarised as ’neur-
ons wire together if they fire together’ (e.g. Löwel and Singer, 1992).
Such ’wiring’ or strengthening of synaptic transmission at e.g. hippo-
campal synapses is achieved when a presynaptic neuron is active and
a postsynaptic neuron is strongly activated at the same time (Hebb,
1949). This strengthening and therefore validation of a particular syn-
apse is called long-term-potentiation (LTP) (Bliss and Lømo, 1973;
Malenka, 2003). Strengthening also occurs when the postsynaptic neu-
ron is activated immediately after the presynaptic neuron fires an ac-
tion potential, which is referred to as spike-timing-dependent plasti-
city (STDP) (Taylor, 1973; Levy and Steward, 1983).
For LTP to occur, N-methyl-D-aspartate (NMDA) receptors serve as
detectors for simultaneous activity or when neurons ’fire together’
(Coan and Collingridge, 1987; Lynch, 2004). The release of glutam-
ate from the presynaptic neuron and simultaneous depolarization
(activation) of the postsynaptic membrane leads to displacement of
the magnesium (Mg2+) block from the postsynaptic NMDA receptor.
This Mg2+ displacement allows calcium (CA2+) to flow through, into
the postsynaptic dendrite and causes further depolarization (Lynch,
2004). A direct consequence is the insertion of new glutamate AMPA
receptors into the postsynaptic membrane which enhances synaptic
transmission. As a result, the excitatory postsynaptic potential (EPSP)
will stay potentiated or enhanced for a long time (Lynch, 2004).
In contrast to that, synapses whose pre- and postsynaptic activity
does not correlate are weakened, which is referred to as long-term-
depression (LTD) (Collingridge et al., 2010). Such attenuation is due to
less NMDA receptor activation as a response to less coinciding activ-
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ity of pre- and postsynaptic partners, which results in loss of AMPA
receptors and therefore a reduction in postsynaptic EPSP size (Collin-
gridge et al., 2010).

LTP and LTD are core phenomena of synaptic plasticity and allow
chemical synapses to increase (LTP) or decrease (LTD) their strength,
dependent on the synchronous activity of the pre- and postsynaptic
neurons. In a neural circuit, learning and memory formation is thought
to be implemented via the modification of synaptic strength of neur-
onal partners within that circuit.

1.1.2 The hippocampal cognitive map

The importance of LTP for memory formation has been substanti-
ated through many different experimental approaches. Many of those
show interference of LTP disruption with the formation of spatial
memory (Morris, 1989; Davis et al., 1992; Riedel, 1999; Nakazawa et
al., 2004).
Spatial memory can be defined as memories formed on spatial in-
formation, describing the layout and structure of the nonegocentric
environment (Tolman, 1948; Nakazawa et al., 2004). Spatial memor-
ies are often referred to as forming the foundation for a ’cognitive
map’ within the brain. Tolman (1948) first coined the term ’cognitive
map’ as a mental representation or field map of the animal’s environ-
ment. Such an allocentric map allows for a broader, comprehensive or
conceptual understanding of the environmental layout and gives an
animal the option to take a novel shortcut to reach a goal location.
The involvement of the hippocampus in spatial memory or cognitive
map formation has been studied e.g. using the Morris water maze
and comparing healthy animals with bilateral hippocampal damaged
animals (Scoville and Milner, 1957; Morris, 1981; Morris et al., 1982).
In the experimental paradigm of the ’Morris water maze’ rats have
to find an invisible platform in a swimming pool filled with milky
water. Normal rats quickly learn to swim directly to the platform, loc-
ated just under the surface of the water. Animals with bilateral hippo-
campal lesion however do not learn the spatial location of the hidden
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platform and swim around randomly until the platform is located.
Additionally animals fail remembering the location of the platform
when NMDA receptors are blocked via injection of a pharmacolo-
gical antagonist into the hippocampus (Morris, 1989). This suggests
that LTP in the hippocampus is involved in spatial learning and there-
fore in the formation of spatial memory (O’Keefe and Nadel, 1978).

1.1.3 Hippocampal modes

When analysing the hippocampus as a substrate for memory form-
ation, one can study single neuron activity or the activity of large
neuronal populations.
The techniques used to measure activity depends on the scale of neur-
onal ensembles. For single neurons, or the microscopic scale, one can
record single action potentials with e.g. patch electrodes where sig-
nals are in the range of single milliseconds. Activity from local net-
works, part of the mesoscopic scale, are described as local field po-
tentials (LFP). Large scale networks on the other hand are part of the
marcoscopic scale and can be recorded from the superficial layers of
the cortex, using the electroencephalogram (EEG) (Buzsáki et al., 2012;
Ros et al., 2014).
EEG is primarily used as diagnostic method, for e.g. epilepsy dia-
gnosis and monitoring, or for research purposes, to e.g. study sleep.
LFPs on the other hand are the measured extracellular field potential
from a smaller volume of brain tissue (about 100-1000 neurons) in
respect to a reference potential. This field potential is created by su-
perimposed currents which mostly originate from slow events, such
as synaptic currents and calcium spikes (Buzsáki et al., 2012).
When the LFP is recorded from hippocampal tissue, the measured
electrical activity can be categorised into two different modes, rhyth-
mic slow activity (RSA) and large irregular activity (LIA) (O’Keefe
and Nadel, 1978).
In all mammals, including humans hippocampal RSA is character-
istic for strong rhytmic oscillations in the theta-alpha band with a
frequency range of about 4-12 Hz (Arnolds et al., 1980; Kahana et al.,
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1999; Tesche and Karhu, 2000; Bódizs et al., 2001). In contrast to that,
the LIA mode is dominated by large voltage deflections lasting for
30-120 ms, which are randomly timed. Such deflections are referred
to as sharp waves (SPWs) (Buzsaki, 1986).

Theta oscillations

Theta oscillations are in the frequency band of about 4-12 Hz and de-
pend on the animals behaviour. They are most reliably present during
rapid eye movement (REM) sleep (Jouvet, 1969) and different types of
locomotion (Vanderwolf, 1969).
Besides the hippocampus, field oscillations in the theta band have
been observed in several structures with parallel arranged neurons,
where extracellular potentials can sum in order to create a strong oscil-
latory signal. Such structures include for example cortical structures
(e.g. the entorhinal cortex) and the amygdala (Steriade, 2000; Paré
and Collins, 2000). These oscillations seem to be however not coher-
ent with hippocampal theta and occur during different behavioural
states (Kahana et al., 1999; Raghavachari et al., 2001).
Within the hippocampus, theta oscillations are known to vary in amp-
litude and coherence dependent on dorso-vental depth, whereas theta
phase shifts monotonically along the septotemporal axis. The largest
theta amplitude and most regular activity can be found in the stratum
lacunosum-moleculare within the hippocampus (Buzsaki et al., 1986;
Bullock et al., 1990; Bragin et al., 1995; Lubenov and Siapas, 2009; Pa-
tel et al., 2012).
The ’pacemaker’ or main source for hippocampal theta has been iden-
tified to be the medial septum (Petsche et al., 1962; Hangya et al.,
2009; Brandon et al., 2014). Upon injection of a GABA receptor ag-
onist (muscimol) in the medial septum, the injection site region is
inactivated and hippocampal LFP power is reduced dramatically (e.g.
Brandon et al., 2011).
The 4-12 Hz rhythm within the hippocampus is thought to be cru-
cial for several phenomena. First, for temporal coding, as hippocam-
pal pyramidal neurons tend to discharge on the negative phase of
the theta cycle (Csicsvari et al., 1999; Buzsáki, 2002). Second for the
modification of synaptic weights, which is critical for mnemonic pro-
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cesses (Raghavachari et al., 2001; Buzsáki, 2002). Theta phase shifts
along the septotemporal axis result in an activity delay of about half
a theta cycle (∼70 ms) between the septal and temporal poles (Patel
et al., 2012). This may prevent associations of signals from the poles
and rather suggest the intermediate hippocampus as a substrate for
associative mnemonic processes.
According to Kramis et al. (1975) theta oscillations observed during
behavioural states such as locomotion and REM sleep can be categor-
ised as type 1 theta and is pharmacologically identifiable as being
atropine sulphate resistant but on the other hand abolished during
ether or urethane induced anaesthesia. Type 1 theta usually covers
a frequency range of 7–12 Hz whereas type 2 theta has a typical fre-
quency of 4-7 Hz and appears during immobility and anaesthesia and
is considered as atropine sensitive.
Type 2 theta however can rarely be observed in behaving rodents as
it occurs during brief preparatory behaviour prior to movement or
during predator induced freezing (Sainsbury et al., 1987).
Thus, when addressing theta activity in this thesis, it will generally
refer to type 1 theta, which correlates with voluntary movements of
the animal.

Sharp waves

The hippocampal LIA mode is dominated by randomly occurring
sharp waves (SPWs) which occur during awake immobility, groom-
ing, eating and during deep sleep, referred to as slow wave sleep
(SWS) (Buzsaki, 1986). SPWs are associated with high frequency field
oscillations (ripples) in the range of about 140-220 Hz and are known
to be among the most synchronous patterns in the mammalian brain
(Sullivan et al., 2011; Jouvet et al., 1959), named sharp wave-ripple
(SPWR) complexes. These SPWR complexes are known to co-occur
with activity replay of hippocampal principal neurons. Ordered activ-
ity replay within the short time window of a SPW, which lasts for
about 30-120 ms, compresses previous waking activity in a temporal
manner. Such reoccurence of firing patterns within a short time win-
dow enables synaptic plasticity to take place via LTP and is therefore
thought to be crucial for memory consolidation (Buzsáki, 2005; Gir-
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ardeau and Zugaro, 2011).
During SWS lower levels of acetylcholine in the hippocampus allow
extensive endogenous neuronal activation, which enhances recurrent
hippocampal connectivity and is therefore the basis for SPW genera-
tion (Buzsaki, 1986; Hasselmo, 1999) and the cellular and molecular
foundation for off-line memory consolidation (Buzsaki, 1989). In this
brain state SPWs are triggered by synchronous population bursts of
upstream CA3 cells, which cause strong depolarisation of apical CA1

dendrites resulting in such large voltage deflections (Buzsaki, 1986;
Csicsvari et al., 2000). As recurrent connectivity is enhanced, CA1 in-
terneurons are also firing with a high population frequency, similar
to the ripple band of 140-220 Hz. Such oscillating inhibition, together
with excitation from CA3 is thought to cause ripple oscillations (Buz-
saki et al., 1992; Ylinen et al., 1995).

1.2 functional anatomy of rodent hippocampal and

parahippocampal areas

Knowledge about the anatomy and therefore structuring of a brain
region is the basis for understanding a neuronal circuitry and its func-
tion. As mentioned in the previous chapter (see subsection 1.1.3), the
distal input from hippocampal area CA3 to CA1 is of great import-
ance for the formation of SPWR complexes. Both areas are part of
the trisynaptic loop, connecting the hippocampus with the entorhinal
cortex (EC).

1.2.1 The trisynaptic loop

The trisynaptic loop (Fig. 1.1) describes the anatomical connections
and information flow from the EC, as the cortical information source
to the hippocampal CA1 region via three synapses, from where in-
formation is passed back to the EC to close the loop (Andersen et
al., 1966a; Andersen et al., 1966b). Such serial information flow via
unidirectional organization of the circuit has been derived after the
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Figure 1.1: The trisynaptic loop. Polymodal sensory information reaches the
DG from lateral and medial layer II of the EC via the perforant
path (blue). Information is then transferred to apical dendrites of
CA3 pyramidal neurons, which project to CA1 pyramidal neur-
ons via Schaffer collaterals.

initial description of the trisynaptic loop by the neuroanatomist San-
tiago Ramón y Cajal in 1911 (Andersen et al., 1971; Hjorth-Simonsen,
1973; Andersen, 1975).
The three synapses of the loop are the following. First, the EC con-
nects to granule cells in the dentate gyrus (DG) within the hippocam-
pal formation via the perforant path. The second synapse is formed
between the DG and CA3 via mossy fibres. Third, Schaffer collaterals
connect CA3 pyramidal neurons with CA1 pyramidal neurons in the
hippocampus (Neves et al., 2008; Cappaert et al., 2015).
It is important to note, however, that besides the described serial in-
formation processing concept, the entorhinal-hippocampal circuitry
has also parallel pathways coexisting with the trisynaptic loop. The
EC e.g. forms parallel projections with all fields within the hippocam-
pal formation (HF), with EC Layer III neurons projecting to CA1 and
the subiculum (Sub), whereas EC layer II neurons terminate in DG
and CA3 (Witter et al., 2000).
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1.2.2 Major inputs to the entorhinal cortex

Major inputs to the entorhinal cortex originate from the presubiculum
(PrS), parasubiculum (PaS), postrhinal cortex (POR) and perirhinal
cortex (PER).
The PER mainly projects to the lateral entorhinal cortex (LEC) and is
known to process non-spatial information, as lesions of the PER cause
deficits in object recognition memory (Winters and Bussey, 2005; Desh-
mukh et al., 2012).
The PrS, PaS and POR on the other hand provide substantial inputs
to the medial entorhinal cortex (MEC). Damage of POR neurons is
known to impair learning about position and context (Eacott and Gaf-
fan, 2005). Not only POR neurons show postitional firing (Burwell
and Hafeman, 2003), but also PrS and PaS are involved in the brains
navigational system (Taube, 2007; Boccara et al., 2010), with e.g. the
septal PrS containing head-direction cells (Taube et al., 1990).
Such clear functional separation of cortical inputs to anatomical dis-
tinct entorhinal regions LEC and MEC point towards the assumption
that two parallel and different networks exist to streamline informa-
tion from the neocortex and via the parahippocampal region, includ-
ing PER and POR as well as the entorhinal cortex (Witter et al., 2000;
Eichenbaum et al., 2012; Ranganath and Ritchey, 2012).

1.2.3 The entorhinal cortex

The entorhinal cortex (EC) can be subdivided on one hand into sub-
areas, such as the LEC and MEC (Brodmann, 1909). On the other hand
the EC can organised into its laminar structure. This organisation is
formed via the subdivision into six different layers (Ramón y Cajal,
1909). Four layers are considered as cellular layers (layer II, III, V and
VI) and two are rather acellular layers (layer I and IV).
EC layer II provides the main source to the perforant path of the tri-
synaptic loop (see subsection 1.2.1), projecting to the HF. Layer II con-
tains pyramidal neurons and pyramidal-like cells, such as MEC stel-
late cells and LEC fan and multiform cells (Lorente de Nó, 1933; Klink
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and Alonso, 1997; Dugladze et al., 2001; Canto and Witter, 2012). The
EC is most famous for its MEC layer II neurons, which show i.a. spa-
tially modulated, hexagonal grid-like firing pattern and are therefore
referred to as grid cells (see subsection 1.3.2).
The axonal fibre tract connecting the parahipocampal region with the
hippocampal formation is called the ’angular bundle’ and is formed
by neurons from all EC layers, through which e.g. layer III pyramidal
cells travel to connect to neurons in CA1 and the Sub.
Layer V and VI contain three and two different classes of principle
neurons respectively (Hamam et al., 2000; Gloveli et al., 2001; Haeften
et al., 2003). Their axons also project to the angular bundle with layer
V providing strong input to EC layers II and III and layer VI connect-
ing to the subiculum (Haeften et al., 2003; Kloosterman et al., 2003;
Dugladze et al., 2001).

1.2.4 The dentate gyrus

Via the perforant path, the EC directly connects to the ’U-shaped’
structure, the dentate gyrus (DG) (see subsection 1.2.1). The DG can
be subcategorised into three major layers.
First, the molecular or cell-free layer, which is closest to the hippocam-
pal fissure and mainly hosts dendrites from other DG layers (Cappaert
et al., 2015).
Second, the principal or granule cell layer, which consists mainly of
tightly packed granule cells (Gaarskjaer, 1978), forming the terminal
point of the perforant path. These first two layers constitute to the
DG ’U-shaped’ structure by forming two substructures, the enclosed
blade (adjacent to the hippocampal fissure) and the free blade. Their
contact point is called crest (Cappaert et al., 2015).
The third and last layer of the DG is the hilus or polymorph layer,
host of mainly mossy and fusiform cells (Amaral, 1978).
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1.2.5 Hippocampus proper and subiculum

The hippocampus proper was divided by Lorente de Nó (1934) into
three fields (CA1, CA2 and CA3) which have similar laminar organ-
isation.
The stratum oriens is a cell free layer, directly adjacent to the stratum
pyramidale or pyramidal layer which comprises the main cellular
layer of all three fields. On the other side of the pyramidal layer, the
acellular stratum lucidum is present in CA3 but not in CA1 and CA2.
The stratum radiatum on the other hand is present in all three fields
and hosts associational CA3-CA3 connections as well as Schaffer col-
laterals, connecting CA3 to CA1. The last layer of the hippocampus
proper is the stratum lacnosum-moleculare, where fibres from the per-
forant path terminate.
The only projection from the DG to the hippocampus proper is via the
mossy fibre pathway, from granule cells to the border of CA2 and CA3

hippocampal subfields. The mossy fiber pathway can be split into
three major bundles, the infrapyramidal, intrapyramidal and supra-
pyramidal bundle. These bundles travel through the deep pyramidal
layer, within and superficial (in the stratum lucidum) to the pyram-
idal layer respectively (Cappaert et al., 2015).
Each CA3 pyramidal cell receives information from about 50 DG
granule cells (Acsády et al., 1998). The dominant transmitter used
by mossy fibers for that synapse is thought to be glutamate (Storm-
Mathisen and Fonnum, 1972).
CA1 and CA2 do not receive direct input from the DG and CA1 pyr-
amidal cells differ additionally by hosting smaller pyramidal cell bod-
ies. The hippocampal CA2 region is very narrow with about 250 µm

and is wedged between CA1 and CA3. Additionally CA2 is thought
to show connective and functional differences to the other fields of
the hippocampus proper (Jones and McHugh, 2011; Piskorowski and
Chevaleyre, 2012).
In all three subfields, pyramidal cells are the dominant cell type of
the pyramidal layer. Their basal dendritic tree reaches into the neigh-
bouring stratum oriens, whereas their apical dendritic tree reaches
through all other layers to the hippocampal fissure (Cappaert et al.,
2015).
More than 20 different subtypes of nonpyramidal interneurons are
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located in HF layers (Klausberger and Somogyi, 2008; Somogyi, 2010)
and provide GABAergic input onto pyramidal cell dendrites (Ribak
et al., 1978). Examples for subtypes which can have their cell bodies
also within the pyramidal cell layer are basket cells and bistratified
cells (Somogyi, 2010).

CA3 pyramidal neurons mainly target CA1 via Schaffer collaterals
in a highly ordered fashion but also terminate within CA2 (Li et al.,
1994; Ishizuka et al., 1995; Chevaleyre and Siegelbaum, 2010). CA2

cells give rise to sparse projections to CA1, from where information is
propagated primarily via the stratum oriens to the subiculum (Sub).
This CA1-to-Sub projection is known to be ordered in a columnar
fashion of three parts, such that projections from the proximal third
of CA1 terminate in the distal third of the Sub and vice versa. Accord-
ingly, neurons from the middle CA1 section terminate preferentially
within the middle Sub section (Tamamaki et al., 1987; Amaral et al.,
1991). The proximal Sub hosts predominantly regular-spiking neur-
ons whereas the distal Sub shows rather bursting activity (Kim and
Spruston, 2012). Such columnar difference in spiking behaviour might
encounter for a functional segregation of pathways leading to the me-
dial or lateral EC.
Whether CA1 projections occur indirectly via the Sub or directly to
the EC, they are point-to-point reciprocal with projections from the
EC to CA1 (Naber et al., 2001). Proximal CA1 neurons project to the
MEC, whereas distal CA1 pyramidal cells terminate preferentially in
the LEC (Tamamaki and Nojyo, 1995; Witter et al., 2000; Naber et al.,
2001).

1.3 spatial representation in the rodent brain

According to the philosopher Immanuel Kant (1781) space does not
form a property of things in themselves and should be considered as
a priori. If on the other hand geometrical knowledge is considered as
empirical, an animal’s perception of space would also be empirical
and depend on the appearance of objects, which constitute the an-
imals surrounding environment, and their placement with respect to
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each other. According to this theory, everything we perceive would be
represented spatially, such as being somewhere in space and taking
up space.
The first confirmation that spatial structure has a direct neural cor-
relate was delivered by John O’Keefe (1971), who received the nobel
prize in physiology or medicine in 2014 for his work on hippocam-
pal place cells (see subsection 1.3.1) together with the discoverers of
entorhinal grid cells, Edvard Moser and May-Britt Moser (2004) (see
subsection 1.3.3).

1.3.1 Hippocampal place cells

Besides many other important memories or facts encoded by the hip-
pocampus (see section 1.1), the position of an animal in its environ-
ment is thought to be a fundamental one in order to guide its naviga-
tion via the creation of a ’cognitive map’ (see subsection 1.1.2).
O’Keefe and Dostrovsky (1971) discovered complex-spiking neurons
in the hippocampus proper, which showed activity whenever the rat
moved across a certain area within its environment, referred to as
’place field’. These pyramidal cells where thus named ’place cells’ and
have been suggested to play an important role in spatial memory
(O’Keefe, 1978). Together with other place cells, which have their
place fields at different positions, the population can tile the entire
environment of an animal with its activity (O’Keefe, 1976; Wilson and
McNaughton, 1993).
Such representation was however found to be flexible, such that upon
either radical changes of the environment (e.g. changing the color
of the room walls) or exploration of a novel environment, place cells
would rearrange and encode a different position with their place field.
Such phenomenon is referred to as global remapping (O’Keefe and
Conway, 1978; Muller and Kubie, 1987; Jeffery and Anderson, 2003;
Leutgeb et al., 2005a). A second form of remapping is rate remap-
ping, where place cells keep their stable firing field but change their
firing rate within the place field (Leutgeb et al., 2005b).
Two basic properties of place fields are their shape and size. The av-
erage field size was found to correlate with the recording site, where
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field sizes increase from the dorsal to the ventral hippocampus (Jung
et al., 1994; Maurer et al., 2005).
Another property is that place cells do not map space in a topograph-
ical manner, as has been observed for sensory maps in the neocortex.
Place cells which are close to each other anatomically do therefore not
necessarily have their place fields located next to each other (O’Keefe
et al., 1998). A tendency for spatial clustering of fields has been ob-
served to appear around crucial spatial positions such as choice points
or reward/goal zones (O’Keefe, 1976; Olton et al., 1978; McNaughton
et al., 1983; Hollup et al., 2001).
A very well known feature of place cells is that directionality of their
activity is environment dependent. In open fields, such as a two di-
mensional arena, place field firing is non-directional (Muller et al.,
1994). In more restricted environments, such as linear tracks or more
complicated radial arm mazes, place cell activity depends on the run-
ning direction of the animal (McNaughton et al., 1983; O’Keefe and
Recce, 1993; Muller et al., 1994; Markus et al., 1995; Gothard et al.,
1996; Battaglia et al., 2004).

1.3.2 Hippocampal phase precession

Place cell activity is accompanied by theta oscillations (see section
1.1.3), and it has been observed that when entering the place field,
place cells start firing in the late theta cycle. Additionally place cells
show a slightly faster oscillatory activity than the local field potential
such that firing advances to the early theta cycle whilst the animal
passes through the place field. This phenomenon of place cells to
fire at progressively earlier phases of the hippocampal theta rythm
is called phase precession (Fig. 1.2) (O’Keefe and Recce, 1993; Hop-
field, 1995; Skaggs et al., 1996).
Place cells display a rate code by firing different amounts of action
potentials depending on their position within the place field (O’Keefe
and Dostrovsky, 1971; Wilson and McNaughton, 1993). Contrastingly,
phase precession constitutes a temporal code (Singer, 1993) in the ro-
dent hippocampus, where spike timing within the theta cycle pro-
vides
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Figure 1.2: Hippocampal phase precession. When an animal enters a place
field, place cell action potentials start firing at a late theta phase.
Spikes move to earlier theta phases whilst the animal moves
through the place field (phase precession), such that spikes oc-
cur at early theta phases when the animal exits the place field.

more precise spatial information (O’Keefe and Recce, 1993; Skaggs et
al., 1996). Mehta et al. (2002) proposed that both, rate and temporal
code are directly linked such that when the firing rate increases, the
correlated theta phase decreases. From place field entry to exit, the
spike phase can precess through an entire 360 degree cycle (Mehta
et al., 2002).
When an animal passes through a sequence of overlapping place
fields, newly entered fields will always correlate to spikes at late theta
phases whereas when the end of a field is reached correlating spikes
will coincide with early theta phases. When the end of a field A over-
laps with the beginning of field B, spikes of both fields will appear
in the same theta cycle, but at early and late phases respectively. The
firing sequence of both place cells will therefore be replicated in a
compressed manner within an individual theta cycle of about 120
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ms (Skaggs et al., 1996; Tsodyks et al., 1996; Jensen and Lisman, 1996;
Dragoi and Buzsáki, 2006). As the animal traverses the overlapping
fields A and B, several theta cycles occur such that the compressed
replication of place field sequences is repeated several times. Such re-
petition is thought to be the basis of sequence learning using STDP
(see subsection 1.1.1) (Dan and Poo, 2004).

1.3.3 Entorhinal grid cells

Spatial modulation of firing behaviour was shown not only in the
hippocampus proper (see subsection 1.3.1) but also in MEC layers
II and III which project to the hippocampus via the perforant path
(see subsection 1.2.1). A fraction of these MEC neurons each display a
hexagonal grid like firing pattern with multipeaked place fields and
are therefore called grid cells (Fyhn et al., 2004; Hafting et al., 2005;
Giocomo et al., 2011). Grid cells coexist in the EC with head direction
and border cells, which show more specific firing properties.
Each grid cell forms a hexagonal grid of firing positions and is char-
acterised by several parameters. First, by its spacing which describes
the distance between its firing fields. Second, by the size of the fir-
ing fields. Third, the orientation or tilt of the grid in respect to the
external reference frame and fourth, its phase which describes the xy-
displacement in the two dimensional plane of the external reference
frame (Hafting et al., 2005).
Along the dorso-ventral axis of the MEC, grid spacing is known to
increase in discrete steps in synchrony with the field size, which is
together often referred to as grid scale (Brun et al., 2008; Stensola et
al., 2012; Moser and Moser, 2013). The grid scale therefore shows to-
pographic distribution, in contrast to the grid phase which displays
no large scale topographic organisation (Hafting et al., 2005; Brun et
al., 2008; Stensola et al., 2012). Because of these different properties of
grid cells, each place in an environment is uniquely represented by
the single field overlap of active cells.
When prominent features of the environment (e.g. visual cues) are
changed, hippocampal place cells remap in a random fashion (see
subsection 1.3.1). In contrast, grid cells retain their firing pattern and
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their firing relationships to other grid cells (Hafting et al., 2005; Fyhn
et al., 2007). Such rigid firing properties, independent of contextual
details suggest that grid cells could be substantially driven by self-
motion cues (Parron and Save, 2004; Kim et al., 2013).
These differences between place and grid cells propose that there are
two complementary maps of space in the hippocampus and EC.

1.4 multisensory processing of space

Animals can use information from all senses to help them orient
within an environment. The hippocampus is known to be a crucial
structure for memory consolidation, linking elements from multiple
sensory modalities in order to form complex memories such as epis-
odic or spatial memories (Squire, 1987). Information from all sensory
modalities is thought to reach the hippocampus in a highly processed
manner (e.g. Wiebe and Stäubli, 1999), making it difficult to isolate
the contribution of a single sensory modality.

1.4.1 Path integration

A well known navigation strategy is path integration (Barlow, 1964;
Mittelstaedt and Mittelstaedt, 1980), which is used by ants (Müller
and Wehner, 1988; Wittlinger et al., 2006), bees (Frisch, 1967), spiders
(Moller and Görner, 1994), birds (Saint Paul, 1982), crabs (Zeil, 1988)
rodents (Mittelstaedt and Mittelstaedt, 1980; Kautzky and Thurley,
2016) and humans (Mittelstaedt and Glasauer, 1991). Path integra-
tion is thought to be the navigation strategy of dead reckoning or
estimation of the current position by integrating linear and angular
self-motion from previously defined positions. Underlying sensory
information for path integration is mainly based on vestibular input
for the steering direction and self motion cues (e.g. proprioceptive
cues) in order to form a running estimate (home vector) (Wittlinger et
al., 2006). This home vector then provides an estimate of the distance
between the animal itself and its start or home location (Vickerstaff
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and Cheung, 2010). When for example the stride lengths of ants is
manipulated by altering the length of their legs, the travelled distance
is misjudged by the animals (Wittlinger et al., 2006).

1.4.2 Visual representation of space

Travelled distance which can be estimated by path integration occurs
within a stable space or environment. Such a reference frame can be
provided using visual information of landmarks such as edges and
different wall surfaces (Gibson, 1954). Thus one would expect that the
rotation of distal cues, which provide a reference frame, would also ro-
tate the resulting place field map. This was indeed found by O’Keefe
and Conway (1978) and Muller and Kubie (1987). Additionally they
revealed that rotation of the proximal environment did not have the
effect of reference frame rotation. Similar to these results, O’Keefe and
Burgess (1996) showed that not only rotation but also stretching of the
reference frame is able to take the anchored place fields with it, such
that they stretch accordingly. These results confirm that distal visual
landmarks provide a framework to define place cell firing locations
and seem to be sufficient for navigation (Cushman et al., 2013).
Visual information reaches the hippocampus from the visual cortex
and activity from the primary visual cortex (V1) has been found to
lead hippocampal place cell activity spatially and temporally, sug-
gesting a functional coupling between the two brain regions and the
direction of information flow from V1 to the hippocampus (Haggerty
and Ji, 2015).

In order to guide movement and to explore the environment which is
most salient to the animal, it is known that other senses such as e.g.
the olfactory or auditory sense is used. When e.g. a relevant odour or
sound is located via an odour gradient or inter-aural and spectral cues
respectively, the animal is able to orient its gaze to the direction of
interest to switch to an eye-centred representation used by the visual
system for further exploration of the novel walking direction (Maier
and Groh, 2009).
Therefore all senses contribute to multiple encoding modes in the
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hippocampus to create a plastic map of spatial memories (Wiebe and
Stäubli, 1999).

1.4.3 Spatial representation in virtual reality

As different sensory modalities have been shown to impact spatial
representation and learning in rodents, the question arose whether
one sensory modality alone would be sufficient for navigation and
place field formation. In physical environments one sensory modal-
ity can not easily be isolated without means of brain lesions. In or-
der to study the influence of visual cues separately from other sens-
ory cues without lesions, closed loop virtual realities have been used
for rodents since 2005 (Holscher et al., 2005; Lee et al., 2007). It was
confirmed that head-fixed rodents are able to learn how to navig-
ate in virtual reality (VR) to reach goal locations using solely visual
cues (Youngstrom and Strowbridge, 2012). Allowing rotational vesti-
bular cues from the semicircular canals by providing the animal with
the freedom of rotation around its vertical body axis is however cru-
cial in 2D virtual environments for place cell activity to appear nor-
mally (Ravassard et al., 2013; Aronov and Tank, 2014; Aghajan et al.,
2015).
Thus, VR studies showed that place cell activity is comparable with
real world results and therefore provides the unique possibility of
having a controlled environment to study sensory influence to place
field formation (Thurley and Ayaz, 2017). This can be achieved by con-
flicting information of the animal’s own-movement and movement of
the visual scene by introducing a gain factor between the two (Chen
et al., 2013; Saleem et al., 2013; Kautzky and Thurley, 2016). Chen et
al. (2013) used such manipulation to separate visual and non-visual
contributions to place cell coding and found a broad spectrum of de-
pendence on the combination of both types of inputs. Underpinning
the importance of multisensory contributions to higher order brain
activity, Saleem et al. (2013) found that under VR gain manipulations,
both the animal’s running speed as well as the speed of the visual
scene modulates neuronal responses in V1.
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1.5 the mongolian gerbil as a model organism

The Mongolian gerbil, Meriones unguiculatus has been a laboratory
animal since the late 1980s and has been used predominantly in aud-
itory (Kraus et al., 1987; Stuermer and Scheich, 2000) and learning
research (Ohl et al., 1999). Its importance for auditory research de-
rives from the hearing sensitivity of gerbils at low frequencies, which
is similar to humans, while rats and mice have much higher hearing
thresholds (Grothe and Pecka, 2014).
Most laboratory gerbils descend from 20 wild pairs which were caught
in Mongolia in 1935. Specimens of the first offspring were transferred
from Japan to New York in 1954 from where 5 females and 4 males
were used to breed laboratory gerbils as we know them today (Stuer-
mer et al., 2003). As known from the domestication process of e.g.
rats and mice, laboratory animals show docility, smaller brain sizes,
change in fur color and larger litter sizes (Stuermer et al., 2003). Ad-
ditionally to these attributes, laboratory gerbils show susceptibility
to epileptiform seizures (Kaplan and Miezejeski, 1972), which have
never been reported from wild gerbils (Stuermer et al., 2003).
In contrast to other rodents gerbils are rather diurnal (Pietrewicz et
al., 1982; Stuermer, 2003). Their activity increases however around
and after dusk and is additionally modulated by temperature (Sur-
josukotjo et al., 1999). Ingle (1981) described the gerbil as more visu-
ally alert than other rodents, having rather the multiple visual system
bauplann of the monkey without the association cortex.
Gerbils are also known to show complex behavioural strategies, which
are between the ’reflexive’ tendencies of the frog and ’cognitive’ abil-
ities of monkeys and apes (Ingle, 1981).
Behaviourally gerbils show a stronger exploration drive compared to
other rodents, by not moving along walls in unfamiliar environments
(thigmotaxis). Gerbils rather move across open fields without any sign
of anxiousness (Stuermer, 2003).

Due to their particularly well developed visual system with unique
receptor configuration (Govardovskii et al., 1992; Garbers et al., 2015)
and behavioural abilities, gerbils proved to be an ideal model organ-
ism to study challenging visual tasks in virtual reality (Thurley et al.,
2014; Garbers et al., 2015; Kautzky and Thurley, 2016).
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1.6 thesis aims

Navigation requires the brain to interpret input from all sensory mod-
alities to determine the current location and to make predictions and
decisions about the future location.
In the present thesis I aim to investigate the impact of visual and lo-
comotor cues on place field formation. Achieving this aim requires
to decouple visual from other sensory information as well as to up-
date visual cues online. Such requirements can be fulfilled using a VR
setup, which minimises sensory input via other modalities.

The approach I chose can be broken down to three parts:

1. Training of animals to VR linear track and extracellular record-
ings from CA hippocampal regions on real and VR linear track,
in order to ensure VR place cell quality.

2. Online alternation of the relation between self-motion and vis-
ion on a single run basis, by changing the gain of the mapping
between track ball and projection. This forms the main body of
experimental work and allows me to test whether place cells
form their field based on visual or locomotor information or a
combination of the two.

3. Analysis of gain change impact on LFP and theta phase preces-
sion.
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2
M AT E R I A L S A N D M E T H O D S

2.1 mongolian gerbils

Experiments were conducted with three female and one male adult
Mongolian gerbil (Meriones unguiculatus) from a wild-type colony at
the local animal house. Gerbils were housed together with a sibling
before surgery and alone after, in a 71x46x31 cm3 box, containing
wooden chipping as bedding and a sleeping house (Fig. 2.1 A). They
were kept under constant laboratory conditions, i.e., 12 hour light/dark
cycle, 23

◦C and 55 % humidity. Animals had unrestricted water access
but received a diet designed to maintain them at about 85-95 % of
their free feeding weight (usually 60 - 70 g), in order to allow reward
conditioning. During training or experiments, gerbils received chocol-
ate or banana flavoured pellets as reward (20 mg Purified Rodent
Tablet, TestDiet, Sandown Scientific, UK), whereas they were given
normal dry food otherwise (ssniff Gerbil; ssniff Spezialdiäten GmbH;
Soest, Germany).
Adult gerbils of at least four months required no training for real lin-
ear track sessions (Fig. 2.1 B), whereas virtual reality (VR) training
was performed for 5 days, followed by a 2 day break. All behavioural
training and recording sessions were performed in the light phase of
the cycle. All experiments were approved according to national and
European guidelines on animal welfare (Reg. von Oberbayern, AZ
55.2-1-54-2532-10-11).
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Figure 2.1: Animal cage, setup attachment and virtual texture. (A) Gerbil
cage with wooden chipping, water bottle and house. (B) Linear
track of 150 cm length and 12 cm width, with blue reward bowls
at both ends. The track has barriers around the plane area and 50

cm high legs, to prevent the gerbil from falling or jumping off. (C)
Harness design with Velcro closure, from the outside (top) and
with a soft inside (bottom). (D) Velcro connector. (E) Full design
of the animal fixation in the setup. (F) Linear track pattern, from
the side (top) and above (bottom).

2.2 behavioural paradigm and training

For real linear track sessions gerbils had to shuffle between blue bowls
(Fig. 2.1 B), where they received a flavoured pellet as reward. This
paradigm did not require training before microdrive implantation (see
subsection 2.4.2).
Behavioural training for VR sessions was subdivided into two phases
(similar to Thurley et al., 2014). First, gerbils were adapted to the ex-
perimenter and harness (Fig. 2.1 C). Animals were handled, i.e. petted
and allowed to run over the experimenters hands, for approximately
3 days. After, gerbils were guided to run through the harness, which
was closed loosely when they got familiar with its smell and appear-
ance. They were then placed into a separate cage to move around
wearing the harness, where they were rewarded with flavoured pel-
lets. This procedure took 5 to 10 days and took place in the VR lab for
the second half.
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The second phase was comprised of the adaptation to the VR setup.
For that, gerbils were put tightly into the harness and rewarded with
flavoured pellets in a separate cage in the VR lab. Next, the animal
was attached to a Velcro connector (Fig. 2.1 D and D), which was
used to manually hold the gerbil on top of the Styrofoam ball within
the setup to allow first contact. If it did not appear too stressed, the
Velcro connector was attached to the magnetic mount point of the
setup (Fig. 2.1 E). At this point, the projection screen was only closed
to 270

◦, such that it was possible to intervene at any time. The projec-
tion of a linear maze onto the screen enabled training of the animal
to the behavioural paradigm of shuttling back and forth between the
two ends of the virtual linear track (Fig. 2.1 F). Reward was given
manually (using a tea spoon) typically for the first 5-7 days. Later, re-
ward was delivered automatically via the feeder.
The virtual linear track was 200 cm long and 30 cm wide (virtual
coordinates) and its walls were covered with different stripe and dot
textures (Fig. 2.1 F). A reward was delivered when the animal reached
one of the two green ends of the track at the end of a full run. Naive
animals were acclimatized to the VR setup in gain 1.0, i.e. with congru-
ent visual and locomotor information, for about five sessions and then
trained for roughly another ten sessions to run along the track (Thur-
ley et al., 2014). When performance reached sufficient levels (at least
40 runs within 20 min), animals were implanted. After surgery it took
one to two weeks to reach the CA3 subfield. During that time anim-
als were trained in the gain change paradigm, for which the gain of
a single run changed randomly to either 0.5 or 1.5 whenever the an-
imal entered a reward zone. An experimental session typically lasted
between 15 and 30 min in which animals performed 40 to 80 runs.
One or two sessions were conducted per day.
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2.3 virtual reality setup

Experiments were conducted on a virtual reality (VR) setup (as de-
scribed in Thurley et al., 2014) for rodents (Fig. 2.2) similar to (Holscher
et al., 2005; Harvey et al., 2009). The setup consisted of a styrofoam
sphere with a diameter of 50 cm that was suspended by air from be-
low and thereby acted as a treadmill (Fig. 2.2 A). On top of the sphere
an animal was fixated (see section 2.2) such that its head and legs
were freely movable and rotation around the animals vertical body
axis was possible. Rotations of the sphere were induced when the an-
imal moved its legs, whilst the animal itself stayed in place (Fig. 2.2 A
and C). Treadmill rotations around the vertical axis were reduced by
two small directional wheels (Fig. 2.2 A), which were placed on the
north and west pole of the aluminium bowl.
To produce a realistic feeling of acceleration, the moment of inertia of
the Styrofoam ball was designed to approximately match the mass of
the animal (150% of the animal’s average mass).
The ball moved in an aluminium bowl with a diameter of 50.4 cm,
leaving 2 mm gaps on each side of the treadmill. Pressured air was
connected to an 8 cm hole at the bottom of the bowl. In order to
dampen pressure waves, turbulence and air flow noise, the tube con-
necting bowl and air supply was filled with cotton wool and a layer
of sound dampening foam.
The treadmill movements were detected by two infrared sensors (op-
tical mice), whose sampling rate had to provide sufficient sampling
points during high speed of the animal, which was enhanced dur-
ing gain 1.5 runs. Optical mice supported a throughput of 16 bit per
axis (x and y axis) and therefore tracked 216 pixels between successive
USB messages. USB signals were fed into a computer with a rate of
at least 1000 Hz, which generated and updated a visual virtual scene
every 0.05 seconds (20 Hz). To synchronize the electrophysiological
data arriving at a separate computer, it received a TTL-pulse every
0.05 seconds from the VR computer.
The virtual scene was displayed via a projector (Sanyo PCL-ET30L)
onto a toroidal screen that fully surrounded the treadmill and was
held in place by 16 spokes (Fig. 2.2 A). This was achieved via pro-
jection to a plane mirror (LINOS Photonics) onto a aspherical mirror
(www.kugler-precision.com) to create a 360° image. The curvature of
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the aspherical mirror was adjusted to produce a linear relationship
between the distance of the projected image center from the projector
and the height of the image on the screen. The required surface pro-
file of the aspherical mirror was calculated according to Chahl and
Srinivasan (1997, p. 8277-8278) using Snell’s law of reflection and an
angular magnification of α = 11.
Real-time rendering, for VR scene creation was done with Vizard Vir-
tual Reality Toolkit (v5, WorldViz), whereas the maze was designed
in Blender (v2.49b). Animals were rewarded with one automatically
delivered food pellet, which was controlled by the VR software. When
an animal entered a reward zone, Vizard activated the stepper motor
of the reward delivery system, fixed above the screen next to the pro-
jector. Such activation would trigger one reward pellet to fall out of
the feeder, which was guided through a connected tube into a 3D-
printed spoon. Tube and spoon were fixed in place, such that the
reward was always delivered adjacent to the northern metal spoke, in
order to be equidistant from both reward zones.

2.4 electrophysiological recordings

2.4.1 Electrodes and microdrives

I chronically implanted microdrives (Axona Ltd., St. Albans, UK) with
4 or 8 tetrodes (Fig. 2.3). Drives allowed for movement of all tetrodes
together via the screw head (Fig. 2.3 A). Each tetrode was comprised
of four twisted platinum-iridium wires (California Fine Wire Co., in-
set of Fig. 2.3 C) with a wire diameter of 17 µm. To produce one tetr-
ode, a 23 cm long platinum-iridium wire was formed to a loop and
then twisted about 90 times, such that the lower two-thirds formed
a bundle and the upper third was comprised of four separate wires.
The bundle was then heated (230-240

◦) such that wires stuck together.
After trimming the wire bundle, the insulation at the tip of the sep-
arate wires was burned off. This step was crucial in order to connect
each wire to one pin of the microdrive, after having slid it through its
guide tube (Fig. 2.3 C inset).
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Directional 
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Figure 2.2: VR setup (adapted from Thurley et al., 2014, with permission).
(A) Overview of the VR setup. (B) Closed VR setup with full 360

◦

screen. (C) Example training session with linear track projection.

When all tetrodes were inserted, pins and wire tips were covered in
silver paint to assure their connection. Tetrodes were then glued to
the guide tube entry to fix them in place. To prevent damage and to
provide insulation, pins and wires were then coved with nail polish
(Fig. 2.3 C, blue box).
As a last step, tetrode tips had to be cut such that no insulation would
cover the electrodes and then gold-plated to reduce their resistance to
150-250 kΩ (measured in saline).
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Figure 2.3: Axona microdrive components. (A) Bare bone. The foot was
placed on the animals’ skull and one turn of the screw head
moved tetrodes 50 µm dorso-ventrally. (B) Quick clip electrode
interface board (EIB) for 4 tetrodes (top) with 18 channels (16 tetr-
ode wires, 2 references) and for 8 tetrodes (bottom) with 36 chan-
nels (32 tetrode wires, 4 references) (C) Side view of assembled
microdrive. Inset (blue) shows an example for a 4 tetrode drive,
with 4 pins of one color connecting to 4 wires (one tetrode). That
tetrode was then guided through a tube (inset bottom), such that
all tetrodes enter the brain as a bundle.

2.4.2 Surgery

Animals were anaesthetised with an initial dose of medetomidine-
midazolam-fentanyl (0.15 mg/kg, 7.5 mg/kg, 0.03 mg/kg, s.c.) and
placed in a stereotactic unit (Stoelting Co.). To maintain surgical an-
aesthesia during the operation, I gave 2/3 doses every 2h. The animal
was placed on a heating pad to keep body temperature at 37

◦C. A
hole was drilled above the right dorsal hippocampus, 2.5 mm anterior-
posterior (AP) and 2.5 mm medial-lateral (ML) from the bregma, the
point where sutura coronalis and saggitalis meet (Fig. 2.4 A).
Anchor screw holes to hold the microdrive were drilled in the frontal,
parietal and occipital bone, respectively, into which small jewelers’
screws were inserted (Fig. 2.4 A). One of the screws served as elec-
trical ground and was placed above the cerebellum. Electrical currents
are therefore least correlated with the recorded signals but receive
similar noise which was subtracted from the recorded signal.
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The microdrive was fixed to the stereotaxic frame (Fig. 2.4 B) and
carefully lowered such that tetrodes could enter the cortex within a
small area inside the screw hole, where the thick membrane between
brain and skull (dura) was removed using forceps (Fig. 2.4 C). From
the point where tetrodes touched brain tissue, they where moved 0.8
mm into the cortex on the dorso-ventral (DV) axis. The foot of the
microdrive (Fig. 2.4 B) would then almost touch the skull.
To protect the exposed part of the brain (Fig. 2.4 C, dotted circle), I
used alginate (0.5% sodium alginate and 10% calcium chloride, Sigma-
Aldrich) which was carefully applied using a syringe. Tetrodes were
protected by an outer cannula (Fig. 2.4 B), which was pulled down
over the tetrodes until it touched the alginate protection. The mi-
crodrive was further shielded and anchored to skull and screws by
dental acrylic (iBond Etch, Heraeus Kulzer GmbH, Germany; Sim-
plex Rapid, Kemdent, UK). At the end of the surgery, anaesthesia was
antagonized with atipamezole-flumazenil-naloxone (0.4 mg/kg, 0.4
mg/kg, 0.5 mg/kg, s.c.).
During surgery and for three post-surgical days analgesia was done
with meloxicam (0.2 mg/kg, s.c.). In addition, antibiotics (enrofloxa-
cin, 10 mg/kg, s.c.) were given for five to seven post-surgical days.
Animals were allowed to recover for two days after surgery before
recordings started.

2.4.3 Recording procedures

For recording, the microdrive was connected to a 16 or 32 channel
head-mounted preamplifier (for 4 or 8 tetrodes respectively). Signals
were passed into a digital data acquisition system connected to a per-
sonal computer (Neuralynx Inc.). I recorded both, extracellular action
potentials of single units and local field potentials (LFPs). Unit activ-
ity was amplified, band-pass filtered at 600 Hz to 6 kHz and recorded
at a sampling rate of 32 kHz. LFPs were recorded from one channel of
each tetrode at a rate of 2 kHz and band-pass filtered between 1 to 500

Hz. Each tetrode could be recorded differentially, being referenced by
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Figure 2.4: Surgery. (A) Gerbil head with exposed skull (oval area) and pos-
itions for ground wire, screws and tetrodes. (B) Microdrive fixa-
tion in stereotaxic frame for tetrode insertion. (C) Tetrodes placed
in the brain. Large circle shows tetrode screw hole depicted in (A).
The dura was removed within the dashed white circle, such that
tetrodes were able to enter, whereas the rest of the exposed area
stayed protected.

one electrode of another tetrode or the ground connected to one of
the jewelers’ screws (Fig. 2.3 C and Fig. 2.4 A).
With the help of the microdrive’s screw (Fig. 2.3 A), I adjusted the tetr-
ode position during the course of the recording period to get stable
recordings in the hippocampal CA3 subfield. To reach that area, I
lowered the tetrodes 100 µm per day. Arrival in the subfield was de-
termined electrophysiologically from the presence of spatially select-
ive principal cells. For the period of days in which I recorded, tetrodes
were only finely adjusted to optimize recording quality (25-50 µm per
day). Tetrode adjustments where performed every day after recording
sessions (1-2 sessions per day), such that data from new cells could
be collected the following day.
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2.4.4 Histology and tetrode position reconstruction

Tetrode location was verified by postmortem histological visualisa-
tion. Animals received an overdose of sodium pentobarbital, depend-
ing on their weight (intraperitoneal, 400-800 mg/kg). They were per-
fused intracardially with 4% paraformaldehyde (Fig. 2.5 A). Brains
were extracted and stored over night in paraformaldehyde, placed on
a shaker inside a cold room.
On the next day, brains were washed 3 times in 0.02 M PBS for 10-15

minutes each time, using a shaker. After that, brains were trimmed,
such that the cerebellum was removed with a cut, perpendicular to
the brain midline. Further, about half of the left hemisphere was re-
moved, in order to identify the right hemisphere, were recordings
where obtained from (Fig. 2.5 B). The area from which the cerebellum
was removed served as glue surface and was attached to a metal plate
(using super glue, see Fig. 2.5 C), which was placed on the bottom of
the vibratome bath chamber. The bath chamber was filled with 0.02

M PBS.
Coronal slices of 80 µm thickness were obtained using the vibratome
(Fig. 2.5 D). Slices were collected with a brush and pulled onto gelatin
covered microscope slides. Slides were then placed under a laboratory
hood over night.
The next day, slices were stained with Neutralred (according to Tab. 7.1)
which stains all lysosomes red and therefore marks all cell bodies
(Winckler, 1973). Stained slices were embedded and coverslipped us-
ing depex.
Recordings were included in the data analysis if the tetrodes’ deepest
position was in the CA3 pyramidal cell layer (Fig. 2.6).
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Figure 2.5: Perfusion and histology. (A) Perfusion setup, with animal sup-
port plate. (B) Brain trimming for slicing (dashed lines). (C)
Trimmed brain attached for slicing. (D) Vibratome used for sli-
cing with bath chamber containing the metal place shown in (C)
and razor blade.

A A B C D1 2

Figure 2.6: Stained slices from animals used for recordings. (A) Example sec-
tions with two different recordings sites in CA3 in one animal
(A1 and A2). Lesions from the tetrodes are marked by black ar-
row heads. Scale bars correspond to 1 mm. (B-D) Sections from
the other three animals, showing CA3 recording sites.
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2.5 data analysis

Data analysis was done with Python 2.7 using the packages Matplot-
lib 1.4, Numpy 1.12, Scikit-learn 0.16, Scipy 0.17, Seaborn 0.5 and Stats-
models 0.6.

2.5.1 Spike sorting

Spike sorting was done offline and in two steps. First, data was auto-
matically pre-clustered using klustakwik (v1.6). Afterwards clustering
was improved manually in 2D projections of the multidimensional
parameter space (consisting of waveform amplitudes, i.e. peak and
valley, the difference between peak and trough of the waveform, and
waveform energies) with SpikeSort 3D (v2.5.2, Neuralynx Inc., see
Fig. 2.7 A). Putative excitatory cells were distinguished from putative
interneurons by spike width and average rate. Only putative excitat-
ory cells were included in the analysis.
Spike sorting quality was determined via isolation distance and L-
ratio calculated using two spike features, the peak and the valley of
the waveform for each cell (Schmitzer-Torbert et al., 2005; Maurer et
al., 2006). Comparison of cells with one field and two fields gave sim-
ilar results (Fig. 2.7 B), ensuring that cells with two place fields were
not due to spike sorting errors.

2.5.2 Spatial firing rate maps

Units were included in the place-field analysis if they had a peak
firing rate of at least 3 Hz in one gain and at least 2 Hz in the other
gain, a place field width between 10 and 160 cm, and if they fired
a minimum of 100 spikes. Spike and position information was only
used when the animal’s running speed was > 10 cm/s. Rate maps
were constructed by dividing the total number of spikes that occurred
in a given location bin along the track (bin size of 3 cm) by the amount
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Figure 2.7: Spike clustering and cluster quality verification. (A) Example
clusters of CA3 pyramidal cells. Clustered spikes from the same
unit are coloured, unclustered spikes are displayed as black dots.
Only two projections are shown for each example. (B) Place cells
with two fields are not due to insufficient cluster separation. Dis-
tributions of L-ratio (B1) and isolation distance (B2) scores for
spike waveform clusters from neurons with a single place field
(red) and neurons with two place fields (blue). Isolation quality
of the spikes from cells with two fields is similar to that for cells
with one field (χ2 test of homogeneity between both distributions,
n = 93 single field cells, n = 18 double field cells)

of time that the animal spent in that location. Finally, the rate map was
smoothed with a Gaussian window of 9 cm width. The extent of the
place field was determined as the connected region where the firing
rate of the cell was above 10% of the peak rate.
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2.5.3 Spatial information

Spatial information content was calculated in bits from the binned
data using the following formula (Skaggs et al., 1993; Skaggs et al.,
1996; Ravassard et al., 2013):

I =
∑
i

Pi
λi

λ
log2

λi

λ
, with Pi =

oi∑
j oj

, and λ =
∑
i

Piλi (2.1)

where Pi is the occupancy probability in bin i, oi the occupancy within
bin i,

∑
j oj the mean occupancy for all bins, and λi the mean firing

rate in bin i.

2.5.4 Comparison of place fields for small and large gains

We characterized place fields with respect to either virtual or real (i.e
treadmill) coordinates. Treadmill coordinates r were calculated from
virtual coordinates v by dividing by the gain at a particular trial, i.e.
rl = vl/0.5 for low gain or rh = vh/1.5 for high gain.

For each of the two gains, we extracted the location of a firing field
in virtual coordinates vl and vh, respectively. When field locations for
each gain are compared, place fields that are purely driven by visual
inputs would be on the bisecting line, i.e. vl = vh.

Purely locomotion-sensitive fields such a comparison would be loc-
ated at rl = rh, i.e., the line were the virtual positions are normalized
by its respective gain

vl
0.5

=
vh
1.5

⇔ vh = 3 vl .

2.5.5 Modelling cells with two place fields using two Gaussians

Cells with two firing fields in one running direction were determined
by fitting a mixture of two Gaussian functions to the spatial firing rate
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profiles. The linear combination of two gaussians comprised six para-
meters: the mean values µ1 and µ2, the widths σ1 and σ2, and the amp-
litudes A1 and A2. Fitting was performed in two steps. First, we estim-
ated approximate values for all parameters by fitting a Gaussian mix-
ture model. The parameters from this procedure were then used as ini-
tial guesses for a non-linear least-squares fit of the double-Gaussian.
For the least-squares fit the parameters were bound to A1,A2 ∈ [0,∞),
µ1,µ2 inside the track, and σ1,σ2 ∈ [0, track width/3]. Gaussian mix-
tures were fit with scikit-learn and non-linear least-squares was per-
formed with scipy (Fig. 2.8 A2 left and A3 left).
Fit quality was confirmed by comparing place field center, firing rate
maximum and place field width of place cells firing rate profile with
fitted gaussians. Ideally fits should yield the same values as record-
ings. Therefore, data points for their comparison should lie on the
bisecting line. Figure 2.8 B confirms that fits succeed to represent data
very well.

2.5.6 Surrogate data test

For testing if the firing rate profile included one or two peaks, we per-
formed a surrogate test. The firing rate profile of a particular cell was
shuffled across the extend of the entire track and then fitted with the
two linearly combined gaussians as described above. This procedure
was repeated 1000 times for every place cell. Fitting theoretically gave
two peaks with a valley in between. From each shuffled and fitted
sample, we calculated a test statistic (M-value) as the difference ∆FR
of smaller peak and minimum of the modulus of the derivative (typic-
ally the valley) between the two gaussians (note that if the derivative
is unequal to zero, ∆FR could also be negative). The difference ∆FR
was normalized by the average firing rate FR connected to the smaller
peak (Fig. 2.8 A1)

M =
∆FR

FR
with FR =

1

n

n∑
i=1

FR(xi) . (2.2)

If the M-value of the actual data corresponded to a probability above
95% and the smaller place field had a peak firing rate of at least 3
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Hz, the cell was counted as having two place fields; otherwise the cell
only had one place field (Fig. 2.8 A2 and A3). Firing rate profiles were
tested for single or double fields for each gain factor separately. To be
counted as a cell with two fields it was sufficient if the cell had two
fields at one gain.
In case two peaks could not be determined from the double Gaussian
fit, the cell was also counted as having only one field.

For cells that have multiple fields in one running direction, the iden-
tity of the fields was defined according to their firing rate: the highest
peak in one gain was identified as the highest peak in the other gain
and likewise, the two smaller peaks were identified with each other.

2.5.7 LFP and phase precession

Theta oscillations were detected by zero-phase-filtering of the raw LFP
signal in the theta band 6-10 Hz (reduced from 4-12 Hz, due to move-
ment related artefacts) using a rectangular filter function in frequency
space. By means of a Hilbert transform of the filtered signal, every
spike was assigned an instantaneous theta phase.

To determine the strength of phase precession, LFP phases φj and
corresponding x-positions on the linear track xj of place field spikes
where fitted with a circular-linear approach (Schmidt et al., 2009;
Kempter et al., 2012). Places xj at which a spike occured were normal-
ized by the place field width such that xj ∈ [0, 1]. Phase offset φ and
slope a where obtained via maximization of

R =

∣∣∣∣∣∣ 1n
n∑
j=1

ei(φj−2πaxj)

∣∣∣∣∣∣ (2.3)

with the restriction of the range of possible slopes to a ∈ [−2.5, 2.5]
cycles per field. Fits were only performed if a minimum of four spikes
were present in four or more theta cycles.
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Figure 2.8: Double place field analysis. (A1) Illustration of the dip size (∆FR)
used as test statistics for classification into single or double
peaked place cells. See Online Methods for details. (A2) Cell with
a single place field. Left panel: Firing rate along track (gray) and
fit with double Gaussian (green). Right panel: Cumulative distri-
bution of shuffled surrogate data. Red dashed lines delimit 95%
range. Green solid line marks test statistics (M-value) for the ac-
tual data, which is below the 95% boarder and identifies the cell
as having a single field. (A3) Same illustration for a place cell with
two fields. (B) Quality of place field fits. Correlations between
place field center (B1), maximum (B2), and width (B3) with the
respective fits of double gaussians.
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Spike correlations

To perform theta compression analysis, crosscorrelation functions of
smoothed place field spike trains were calculated. Spike train smooth-
ing was done using a Gaussian of 10 ms width. Spike pairs were
used for further analysis if a minimum of 25 pairs contributed to the
crosscorrelation function, in an interval of one theta cycle around lag
0. For these pairs the lag of the peak closest to zero was extracted and
transformed it to theta phase ψ. Place field distances were determined
from the peak displacement of the spatial correlation function which
was computed after smoothing spike locations by a Gaussian of 3 cm
width.
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3
R E S U LT S

3.1 establishing extracellular place cell recordings

on a real linear track

In order to determine the response pattern of gerbil spatially-active
hippocampal cells with our recording system, I initially recorded ex-
tracellularly from place cells in a real environment and compared
them to published data from rats and mice (O’Keefe, 1976; O’Keefe
and Recce, 1993).
Untrained, implanted gerbils where put on a real linear track (Fig. 3.1
A) and given one reward pellet when they reached either end of the
track. Their position was tracked via a camera, situated above the
track, which recognised coloured LEDs on the microdrive’s headstage.
Gerbils learned within a few sessions to shuttle back and fourth on
the track, in order to collect rewards. In figure 3.1 B gerbil trajectories
of one recording session are plotted in grey. The recording of one pyr-
amidal cell shows an accumulation of spikes (Fig. 3.1 B, red dots) in
one particular area, which marks the place field (more prominent in
firing rate heatmap, Fig. 3.1 B, lower plot). Place cell spikes were only
used in the analyses when gerbils ran at least 10 cm/s.
Whilst the animal was running, the LFP showed a strong component
in the theta band (Fig. 3.1 C) at 8.2 Hz, which was determined via the
fast fourier transform (FFT) of the LFP (Fig. 3.1 C, inset). When the
corresponding filtered LFP hilbert phase of every place cell spike was
plotted against its track position, theta phase precession was observed
(Fig. 3.1 D).
With these findings, I observed place cell activity and place cell prop-
erties in the gerbil, known from rats and mice with similar peak
firing rate, unidirectional activity, phase precession and LFP theta
(Fig. 3.1).
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Figure 3.1: Place cell and LFP activity on a real linear track. (A) Linear track
setup with blue reward bowls (see Fig. 2.1 B). (B) Example place
cell activity, present only during rightward runs. Trajectory (grey)
and spikes (red dots) of an example session. The associated place
field is marked (dotted lines) in the firing rate heat map (bottom).
(C) LFP frequency spectrum shows strongest activation in the
theta band, at 8.2 Hz (inset shows FFT of the LFP). Example LFP
trace is shown on the bottom. (D) Theta phase precession for cell
from B.
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3.2 behavioural training of gerbils on virtual linear

track

After having established place cell recordings on the real linear track,
gerbils were trained in the VR setup. In contrast to the real environ-
ment, animals had to be acclimatised to harness, fixation in the VR
and to recognise the projection as a linear track, in which they were
able to earn rewards for completed single runs. In order to accelerate
initial training, a gain of 1 was used between treadmill displacement
and change in virtual scene. This means, that movement of the visual
projection directly corresponds to the movement of the treadmill and
therefore the animal.
In approximately the first two training sessions, gerbils had to learn
how to navigate on the treadmill whilst being fixated via the harness.
These sessions were usually shorter (5-10 min) as gerbils had difficulty
understanding the task and to recognise the correlation between their
limb movement and the change in virtual projection. This difficulty
can be extrapolated from the movement of the animal within the vir-
tual maze (Fig. 3.2 A). In the first session of the example animal from
Fig. 3.2 A, the gerbil only traversed the entire length of the track once
in 6 minutes. To allow the animal to recover from the initial stress,
only one session was performed per day.
Already in session 5 the animal seemed to have learned the task. Even
though it still moved occasionally along virtual walls (Fig. 3.2 B, left),
in manages to perform about 44 complete single runs in 16 minutes.
Figure 3.2 B (right panel) indicates that the animal performed strongly
goal directed behaviour, as it was able to traverse the linear track in
about 20 seconds. Even though the animal completed enough runs on
day 5 (3.2 B) for recordings to be made (a minimum of 40), its beha-
viour was not sufficient.
Spikes are only included in the analysis when the animal had a min-
imum speed of 10 cm/s. This speed threshold is important as I aimed
to remove place cell reactivation during immobility of the animal. Ad-
ditionally this threshold allowed me to remove incidents where the
animal ran into a virtual wall, where its position was reset to the entry
point and therefore reduced the animal’s virtual speed. At these incid-
ents, I was not able to quantify the gain, between own movement and
projection, the animal is perceiving.
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Figure 3.2: Behavioural performance in VR setup. (A) First training session
of example animal. Left, the animal’s trajectory on virtual track,
with time color coding within the session. Oval areas show re-
ward zones. Blue circle depicts start position and green diamond
end position of the animal. Right, x-position on virtual track
over time shows that only one single run is completed within
6 minutes. (B) Same as (A) only for the fifth training session of
the same animal. (C) Same as (A), for a different animal and later
recording session, when the animal was fully trained.

Including about 5 further training sessions and about 2 weeks of train-
ing after tetrode implantation (time to reach CA3), animals performed
much better by avoiding virtual walls and therefore reaching the re-
ward zones faster (Fig. 3.2 C). Such behaviour ensured enough place
cell spikes to be included in the analysis.
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3.3 place cell recordings on the vr track

In the first VR recordings, I used a gain of 1 as described for training
sessions. This was done in order to ensure quality of VR recordings
and similarity between VR and real environment data.
After tetrode implantation, animals were continuously trained once
a day and tetrodes were lowered about 100 µm after each recording
session. When a depth of about 1200 µm was reached, tetrodes were
lowered more carefully (50 µm per day). Thereby new cells could be
recorded every day and spike sorting was done directly after exper-
iments. Plotting spikes of every cluster onto the animal’s virtual tra-
jectory would then determine whether hippocampal pyramidal cells
had been reached. Further, LFP sharp waves during sleep sessions (5-
10 minutes long) before track recordings were a strong indication that
the hippocampus had been reached. If so, tetrodes were only adjusted
25 µm per day to target further principal cells.
Figure 3.3 A shows a recording of one VR place cell with gain 1. In
A1, spikes reveal that this place cell is predominantly active during
rightwards runs and reliably fires around 0.5 m. When depicting the
spike phase as a function of animal x-position, theta phase precession
can be clearly identified and further emphasised via its circular fit
(Fig. 3.3 A2, orange line). Due to directionality, phase precession and
spikes occurring reliably within the place field, VR unit activity could
be classified as place cell activity.

3.3.1 Comparison of place cell properties in real and virtual environments

In order to compare place cells from real and virtual linear tracks, 33

place cells were recorded in the real environment and 32 place cells
in the virtual environment using gain 1. Although place cell peak fir-
ing rate seemed to be reduced in virtual reality (Fig. 3.3 B), place field
width and phase precession was comparable for real and virtual envir-
onments (Fig. 3.3 C and D). LFP theta frequency is known to increase
with the animal’s running speed in rats (Ravassard et al., 2013).
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Figure 3.3: Comparison of VR gain 1 and real environment. (A) Example VR
gain 1 place cell. Top, Single runs (trajectory in grey) with spikes
(red dots). Bottom, phase precession with fit (orange line). (B)
Peak firing rate histogram for place cells from real (green) and VR
(orange) track. (C) Field width histogram for both environments.
(D) VR and real histograms of phase precession slopes from fits.
(E) Theta frequency as a function of running speed. Coloured
lines depict single VR or real sessions. Black lines show respective
mean. Data contributed by Josephine Henke and Kay Thurley.

In real linear track sessions, a similar correlation for gerbils was ob-
served (Fig. 3.3 E, green lines with black mean). In contrast to that, VR
track sessions revealed reduced theta frequency of 0.5-1 Hz (Fig. 3.3
E, orange lines with black mean) and no correlation with the animal’s
running speed. This difference between real and virtual tracks has
been reported by Ravassard et al. (2013) with a similar virtual envir-
onment.
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3.4 ca3 place cell recordings with gain change paradigm

After having established place cell recordings in virtual reality using
a gain of 1, I continued with my second thesis objective and invest-
igated how place cells encode visual and locomotor information. To
distinguish between the two sensory inputs, I altered of the relation
between the animal’s own movement (treadmill displacement) and
visual input on a single run basis, via a gain change at reward zones
of the virtual track. Gains were randomly chosen to be either 0.5 or
1.5 (Fig. 3.4 B). For both gain conditions, the projection of the virtual
track was identical, whereas the distance the animal had to travel on
the treadmill to reach reward zones varied with the different gains.
The physical travel difference between gain 0.5 and 1.5 is a factor of
three and chosen as such, to provide a clear difference in visual flow,
which can be detected easily by the animal.
From all recorded place cells, 165 fulfilled chosen requirements (see
subsection 2.5.2) to be considered reliable. These cells were all located
in hippocampal CA3 and recorded whilst gerbils shuttled between
VR reward zones (Fig. 3.4 A, B).
Out of these 165 cells, 138 were unidirectional, meaning that the ma-
jority exhibited a firing field in only one of the running directions. In
contrast to this finding, Ravassard et al. (2013) reported that a large
proportion of VR place fields showed bidirectional distance coding.
Additionally, I observed other response types, including cells with
two firing fields, which occurred uni- or bidirectionally. Cells with
two fields were also found in combination with a single field in the
other running direction, indicating that both running directions are
encoded separately. Further, 35% of all 165 cells where found to be
only active at one gain, which can be explained by either a remapping
process or a mapping, which would have its place field outside the
presented track. An overview of these cell types is depicted via a pie
chart in figure 3.4 C. It is important to note that the 11% of bidirectional
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Figure 3.4: Visual and locomotor sensitivity of place cells. (A) Gerbil placed
in VR setup. (B) VR track with 2.0 m virtual length and relat-
ive projection screen size (shaded area). Single run gains were
chosen to be either 0.5 or 1.5. (C) Overview of place response
types. (D) Two example place cells. (D1) Consecutive rightward
runs, stacked vertically with spikes (red dots) and single run tra-
jectories (coloured lines) for two cells. 1D firing rate histograms
are on top, with peak firing rates. (D2) Example cells from D1

replotted in treadmill coordinates. (E) Firing heatmaps of single
field cells (93). Fields were normalised to their peak firing rate
and ordered according to peak position at gain 0.5 (left). This or-
der was kept for gain 1.5 (right). Red and blue dots mark cells in
D and F. (F) Place field center positions depicted for both gains
show visual or locomotor tuning. Both response types are con-
veyed via two peaks of the angular histogram. Fields encoding
visual information lie close to the bisecting line (dashed). Fields
driven only by locomotor information lie on the dotted line with
slope 3. (G) Angular histograms for fields from (F) at different dis-
tances from the origin reveal locomotion-sensitive cells predom-
inantly in the first part of the track. A confidence area separating
both populations was removed for further analysis (black lines).
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cells with one field include 12 cells which have one field in only one
gain in one of the two running directions and are therefore a combin-
ation of the grey and dark purple group in figure 3.4 C.
To uncover the meaning of all these different firing behaviours, I fo-
cussed first on the simplest pattern, which included all 93 cells with
a single place field at both gains, that could be either uni- or bidirec-
tional.

3.4.1 Distinct subclasses of place fields exhibit visual and locomotor tun-
ing

For each place cell, corresponding spikes and single run trajectories
were divided into belonging either to gain 0.5 or 1.5. Spikes associated
with one gain can therefore be treated as a separate place cell. Its own
firing field and peak firing rate can be computed and compared to the
field of the other gain.
I found that individual place cells exhibit a stable firing field for each
gain. When fields for both gains are compared, they shift their cen-
ter position according to the visual reference frame of the projected
track or rather depending on the treadmill coordinates (Fig. 3.4 D, E).
Figure 3.4 D1 shows that such gain dependent place field shifts occur
instantaneously and on a single run basis, already for the first gain
changes (3.4 D1, bottom single runs). Shifts do therefore not depend
on paradigm adaptation and don’t drift within one session.
Place field center shifts that I observed can be classified into two cat-
egories. First, ’vision-induced’ place fields which fix their place field
center onto one specific visual stimulus and therefore a virtual pos-
ition. Such place fields overlap when plotted in virtual coordinates
and are separated when plotted in treadmill coordinates (Fig. 3.4 D,
red dot). This means, that in gain 0.5 the animal has to run 3 times as
far to reach the specific visual stimulus than in gain 1.5, which leads
to the observed place field separation in figure 3.4 D2 (left example).
The second category of place field shifts can be referred to as ’loco-
motion-sensitive’, as place fields for both gains overlap in treadmill
coordinates but not in virtual coordinates (Fig. 3.4 D, blue dot). Such
tuning is likely to be driven by non-visual cues, as fields do not over-
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lap in virtual coordinates. Due to field overlap in treadmill coordin-
ates, fields seem to rather encode self-motion cues such as motor ef-
ference copies, somatosensation (stepping on the treadmill), audition
(rhythmic sound of the steps), and proprioception.
In figure 3.4 E the entire population of place cells with one firing field
is displayed as 1D firing rate histograms. Such representation indic-
ates that observed shifts from example cells in figure 3.4 D also occur
for other cells in the population and could be rather prototypical.

In order to analyse which response type each cell belongs to, I cor-
related virtual place field peak positions obtained from both gains
(Fig. 3.4 F). In such a correlation ’vision-induced’ place fields, which
have their firing field centres at similar virtual positions, should scat-
ter around the bisecting line (Fig. 3.4 F, dashed line). On the other
hand should ’locomotion-sensitive’ place fields scatter around similar
treadmill positions, which should be placed on a line with slope 3

(Fig. 3.4 F, dotted line) due to the difference in virtual displacement
between the gains (factor of 3, see subsection 2.5.4).
Data points in figure 3.4 F scatter around both lines, indicating two
distinct populations of cells which receive different amounts of visual
and locomotor drive. The angular histogram within the figure shows
a distribution of this drive with a dip in the middle, pointing towards
a stronger drive of either visual or locomotor information.
Rather, locomotion-sensitive fields are positioned around the dotted
line with slope 3, which is true for fields in the beginning of the track.
Locomotion-sensitive fields positioned further down the track seem
to cluster around a line with slope 2, which could be due to growing
uncertainty with increased travel distance and additionally the impact
of visual information (e.g. optic flow). Fields located in the middle of
both ideal lines (dashed and dotted) would therefore receive a bal-
anced input from locomotor and visual information.
To statistically investigate a clustering of the angular distribution (from
Fig. 3.4 F) into two distinct populations, I used a likelihood ratio test
to compare a bimodal Gaussian fit to the null-hypothesis of a unim-
odal gaussian distribution. This test rejects the unimodal model with
p = 7.7 · 10

-41 (χ2 = 189.5). Additionally I tested the robustness of this
result by using a more conservative significance estimate. For that I
split place fields into two populations by fitting a mixture of two gaus-
sians to the same angular histogram. The separating angle was then
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determined as the valley between both gaussians (53.6◦). For this es-
timate a 95% confidence region was determined via bootstrapping to
be between 51.1◦ and 57.7◦ (Fig. 3.4 G, black lines). Using the mag-
nitude of the dip between the peaks as test statistics (see M-value in
subsection 2.5.6), the Gaussian mixture for the angular distribution
was compared to the Gaussian mixture fit for shuffled data sets (see
subsection 2.5.6). Using this, significance of bimodality was calculated
to be p = 0.024.
As both methods revealed a significant bimodal distribution, I as-
sumed place fields to be clustered into two distinct response popula-
tions. For further analysis I excluded the n = 12 fields located within
the confidence region.

After having separated place fields into two response types, I wanted
to investigate whether such separation occurs equally in every por-
tion of the linear track or whether there are any systematic changes
to be observed. In order to do so, I split the track into four slices, in
which I recalculated the angular distribution (Fig. 3.4 G).
I used Fisher’s exact test to test for systematic differences among the
four angular histograms and found that the first three histograms are
all significantly different from the last (last quarter of the track), with
a maximal p-value of all three tests of p = 2.5 · 10

-8. Contrastingly, the
first three histograms are not significantly different from each other
(Fisher’s exact test; minimal p-value of all four tests: p = 0.091).
This leads to the conclusion that the two response types are gener-
ated by place fields from different areas on the track. Fields from
the first three quarters of the track rather comprise the locomotor
or path-integration component, whereas the last quarter hosts place
fields which are very strongly driven by visual information. This find-
ing is consistent with previous findings (Gothard et al., 1996).
Finding only visually-driven fields in the last quarter of the linear
track is however trivial in my experiments, as locomotion-sensitive
place fields cannot be found for virtual positions larger than about
1.33 m (in gain 0.5). As a line with slope 2 in figure 3.4 F indicates,
locomotion-sensitive fields occurring after 1.33 m for gain 0.5 would
have its place field center outside the linear track for gain 1.5.
Despite such a bias towards visually-driven fields at the rear part of
the track, there is a clear overrepresentation of locomotion-sensitive
fields at the beginning of the track (6 1.33 m).
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Finding two response types in CA3 suggests that inputs from different
modalities to the hippocampus are processed rather individually and
would therefore not be integrated entirely on a single cell level.

3.4.2 Properties of modality-dependent place maps

Further, I investigated whether place maps for the two different re-
sponse types differ in the way they process their modality-specific
input, which could potentially result in distinct encoding optimisa-
tion. Such a difference in processing was tested via comparison of a
wide spectrum of place cell properties.

In order to inspect locomotion-sensitive and vision-induced place fields
individually, the categorisation obtained from figure 3.4 G (black lines)
was used, which excluded place fields within a confident region (Fig.
3.5 A, top left inset). Via this clustering, firing rate heatmaps were
created for each population, in virtual and treadmill coordinates (Fig.
3.5 A). This representation allows an overview of both field popu-
lations and gave insight into the distribution of field centres over
the track and validated that positions for locomotion-sensitive fields
(blue) overlap much better for both gains when represented in tread-
mill coordinates as well as vision-induced fields do so in virtual co-
ordinates (red).
Place field center distributions revealed, that in virtual coordinates the
entire track is covered with fields of either population. This finding
indicates that both modalities form a complete representation of the
animal’s environment in an independent and simultaneous manner.
This does not hold true however for locomotion-sensitive fields, when
examined in their respective coordinate system. As noted above, this
field type can not be detected in gain 1.5 after 1.33 m (tack length) in
treadmill coordinates (Fig. 3.5 A, vertical black line in lower plots).

Having noted that vision-induced fields are dominant in the rear re-
gion of the track, this effect was quantified by plotting field density
over the respective virtual track location for both field populations
and both gains per field (Fig. 3.5 B). Two findings presented them-
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selves. First, vision-induced fields increase in density towards the rear
part of the track, whereas locomotion-sensitive fields decrease. This
decrease is present even before 1.33 m, as no fields from gain 0.5 can
contribute to the presented density after. However, the dominance of
locomotion-sensitive fields was prominent in the first quarter of the
track (χ2-test, p = 0.0016, n = 29 cells).
Second, vision-induced fields are not uniformly distributed over the
track, but rather cluster around locations of visual texture change (Fig.
3.5 B1). Distances between place field centres and the closest respect-
ive texture transition clustered at zero for vision-induced fields (χ2-
test, p = 6.0 · 10

-4, χ2 = 25.59, n = 78, 39 cells for 2 gains; Fig. 3.5 B2),
meaning that all such fields lock to salient visual features on the track
(texture transitions). In contrast to that were distances of locomotion-
sensitive fields to texture changes consistent with a uniform distribu-
tion (χ2-test, p = 0.35; χ2 = 7.83; n = 96, 48 cells for 2 gains).

As another place cell property, the dependence of place field size on
track location was tested, as the path integration process would as-
sume error accumulation with increasing travel distance.
Indeed I found that locomotion-sensitive place fields more than
doubled their width throughout the track traversal (Fig. 3.5 C1, blue
example). In the beginning of the track, field widths were about 0.5 m,
whereas they reached a width of almost 1.5 m towards the rear part
of the track.
In order to ensure that narrow field width at the track beginning do
not arise from the artefact of fields being cut off by the track edge, I
compared widths with a surrogate data set (Fig. 3.5 C2, grey lines).
For that, place fields from the track center were randomly positioned
across the entire track. The width distribution of these surrogate fields
did not show the extend of field broadening at the rear part of the
track, as locomotion-sensitive place fields did (Kolmogorov-Smirnov
test p = 5.1 · 10

-5, n = 8). Additionally, locomotion-sensitive fields
proved to be slightly narrower at the track beginning (Kolmogorov-
Smirnov test p = 0.041, n = 34).
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Figure 3.5: Modality-dependent place maps. (A) Place field heatmaps (as in
Fig. 3.4 E) for both gains and response types (see inset and Fig. 3.4
F, G). Response profiles are more alike for both gains of each type
in the respective coordinates. (B) Vision-induced fields cluster
around texture changes and increase in density towards track
end, whereas locomotion-sensitive field density decreases (B1).
Fields from both gains, left- and rightward runs are individual
data points. (B2) Histograms show distance of field centres to
closest texture change. (C) Widths increase significantly for loco-
motor fields towards track end. (C1) Width vs. position (markers:
single fields; line, shading: mean ± sem). (C2) Field width surrog-
ate test, for which track center fields were randomly placed across
the track. Surrogate width distributions (gray) significantly differ
from locomotion-sensitive widths (blue) in first and last 1/5 th
of the track (left and right plot). Kolmogorov-Smirnov tests: loco-
motor (blue): p = 0.04, d = 0.31, n = 34; p = 0.65, d = 0.22, n = 20;
p = 5 · 10

-5, d = 0.83, n = 8; visual (red): p = 0.85, d = 0.25, n = 6,
p = 0.90, d = 0.21, n = 11, p = 0.56, d = 0.20, n = 41.
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In contrast to these findings did I not observe any significant differ-
ence of visually-induced field widths to the surrogate field widths
(Kolmogorov-Smirnov test p > 0.56, 3.5 C2 red example).
Both, increase in place field width of locomotion-sensitive cells as well
as the accumulation of vision-induced place fields at positions with
salient optical cues, further substantiate the hypothesis of parallel pro-
cessing of distinct hippocampal input streams. At the population level
this results in different coexisting representations of the spatial envir-
onment.

Additionally to place field location and field width, I investigated
whether any differences in other place cell properties can be found
when comparing locomotion-sensitive and vision-induced place fields.
As figure 3.5 A depicts normalised firing rates, I compared peak firing
rates of both response types and both gains (Fig. 3.6 A). The first two
rows of figure 3.6 A reveal, that in treadmill as well as visual coordin-
ates, locomotion-sensitive fields (blue) show an almost identical peak
firing rate to vision-induced fields (red). Slight differences of peak fir-
ing rates in both coordinate systems are due to spike binning, which
was fixed to 3 cm in both frameworks. The only noticeable difference
in peak firing rate between both gains can be seen in visually driven
fields in treadmill coordinates (Fig. 3.6 A, first row, bottom). Gain 0.5
fields seem to have an increased peak firing rate (Fig. 3.6 A, first and
third row, bottom), which is however abolished when plotted in its re-
spective visual coordinate system (Fig. 3.6 A, second and fourth row,
bottom) and is therefore only a representation artifact.
Spatial information (see subsection 2.5.3) is encoded equally well in
both response types (Fig. 3.6 B), as gain difference of spatial informa-
tion clusters around zero for treadmill and visual coordinates (Fig. 3.6
B, bottom two rows). A slight shift towards positive values for vision-
induced fields in treadmill coordinates is due to the representation
artefact (as in peak firing rates).
To further corroborate findings, that peak firing rates and spatial in-
formation do not differ for both response types, I went into more
detail and analysed whether mean single run spike count was stable
within place fields when comparing locomotion-sensitive and vision-
induced fields. This level of detail confirmed previous findings and
did not uncover any differences between response types (Fig. 3.6 C,
row 3 and 4 cluster around zero).
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Figure 3.6: Analysis of place cell properties. Data is displayed across both
gains for five different parameters (in columns from left to right):
peak firing rate (A), spatial information (B) and average in-field
spike count (C). Each row contains a group of two axes with data
for locomotion-sensitive place fields (top) and vision-induced
fields (bottom). The first two rows show histograms of the re-
spective parameter for both gains separately (green: gain 0.5, or-
ange: gain 1.5) in treadmill (top) and visual (bottom) coordinates.
The bottom two rows depict values for gain differences (value at
gain 1.5 subtracted from value at gain 0.5).
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3.4.3 Bidirectional and double-field cells

Finding two distinct place field response types in hippocampal area
CA3, which differ in place field width and position properties, indic-
ate that CA3 processing might occur via two functionally distinct sub-
circuits. This begs the question, whether such differential processing
is clustered also in an anatomical fashion.
As extracellular recordings were conducted using the same stereotactic
coordinates across animals, one can argue that this is the case on a
macroscopic scale. As gerbil brains differ in size and implantation ac-
curacy may very, tetrode position can however not be compared on
a microscopic level. Anyhow, as I succeeded to record place cells of
both response types from the same tetrode and the same session
(n = 17 tetrodes), even a microscopic response type clustering appears
unlikely.
This hypothesis was proven to be true by the fact that I recorded from
18 bidirectional place cells (examples in 3.7 A) with one field in each
direction, out of which 2 cells showed visual tuning in one running
direction and locomotor tuning in the other (Fig. 3.8 A and 3.10 A).
The presence of both response types within one place cell makes com-
plete anatomical segregation impossible.

The same conclusion can be drawn from place cells with two firing
fields present in one running direction (Maurer et al., 2006; examples
in Fig. 3.7 B), as 19 out of such 21 spatial response profiles were found
to have one field being driven by visual and the other by locomotor
information (3.10 B). Such response pattern was usually conveyed in
a certain order, where the first firing field was locomotion-sensitive
whereas the second was vision-induced. This order goes hand in hand
with the response-type-specific bias of place field centres observed in
single field units (Fig. 3.4 F, G).
The 21 unidirectional response profiles with two fields are comprised
of 18 single units, including 9 bidirectional units (Tab. 3.1 and Fig. 3.8
B, C). Only 3 of these bidirectional units showed two fields in both
directions and at both gains (Fig. 3.8 B; examples in Fig. 3.7 B3), lead-
ing to a total of 21 unidirectional (18 + 3) response types with two
fields (42 place fields in total, see Fig. 3.10 B).
The separation into two firing fields became usually apparent at gain
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0.5 (see examples in Fig. 3.7 B), as locomotion-sensitive fields appear
narrower and therefore do not overlap with the second firing field.
The converse argument holds true, that at gain 1.5 fields mostly over-
lap and therefore appear skewed (Figs. 3.9 A).
As single units with two firing fields can be categorised for each field
to belong to either, the visual or locomotion-sensitive response type,
these fields can be added to the single field population from figure
3.4 F. The combined data set (Fig. 3.9 C) illustrates that fields from
double-field cells (Fig. 3.9 C, unfilled markers) follow the same distri-
bution as single-field cells (slopes 1 and 2, Fig. 3.9 C, D, p = 0.014, dip
test on Gaussian mixture model). This is corroborated by the fact that
the separating angle of the angular histogram for double-field cells is
53.1◦, which is consistent with the confidence region obtained from
single-field cells. Figure 3.10 B illustrates which of the double fields
from figure 3.9 C originate from the same cell (black lines) and shows
that fields from one cell mostly belong to different response categor-
ies (blue and red area).
As single- and double-field cells follow the same clustering structure,
it is plausible that both cell types receive similar inputs to drive place
field formation. This is corroborated by the fact that bidirectional cells
have not been found only for cells with a single field (Fig. 3.10 A) but
also for cells with double fields and most importantly a mixture of
the two, with one running direction displaying one firing field and
the other two (Tab. 3.1 and Fig. 3.8 C).

The finding of place cells with two firing fields in one running dir-
ection driven by different modalities, rejects strict anatomical cluster-
ing of visual and locomotor response types. The additional finding
of double-field centres following the distribution found for single-
field cells strengthens the hypothesis that hippocampal CA3 pyram-
idal cells sample inputs from distinct processing streams to provide
locomotor and visual information for modality-specific space repres-
entations displayed as place fields.
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Figure 3.7: Place cell examples with fields shown in both, virtual (left panel)
and treadmill coordinates (right panel). Scale bar corresponds to
0.5 m. (A) Bidirectional cells. (B) Two-field cell types. (C) One
gain active cells, with place field in the rear 2/3 of the track
(putative-locomotor, C1, C3) and activity in the first 1/3 (C2, C4).
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one field
-directional

two fields
-directional

one field

 two fields

only active

cell type uni bi uni bi bidirectional at one gain

animal 1 45 9 8 5 2 28

animal 2 5 2 0 0 0 1

animal 3 16 3 1 0 1 25

animal 4 6 4 0 1 0 3

sum 72 18 9 6 3 57

percent 43.63 10.90 5.45 3.63 1.81 34.54

Table 3.1: Cell numbers for place field types from figure 3.4 C (identical color
code). One and two field bidirectional cells include cells, active at
only one gain in one direction (one field: n = 12, two fields: n = 3).
Further bidirectional cells (∼ 2%) show two fields in one direction
and one in the other.
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Figure 3.8: Bidirectional cells (cell numbers in brackets). Each field has a re-
sponse type: locomotion-sensitive, vision-induced, confidence in-
terval (Fig. 3.9 C, white area) or one gain active. (A) One-field
cells can have any response type per direction. (B) Cells with at
least two fields per direction. (C) Cells with one field in one dir-
ection and two fields in the other.
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Figure 3.9: Place cells with two firing fields. (A) Unidirectional double field
cell with field separation only at gain 0.5. Coordinate system com-
parison reveal the first field to be locomotion-sensitive and the
second vision-induced. (B) Normalised firing rate heatmaps for
double cells, sorted by maximal firing rate position at gain 0.5.
Green circles mark example from A. (C) Virtual peak position for
both gains (see Fig. 3.4 E) with double cell fields (unfilled mark-
ers). Green circles display example fields from A. (D) Angular
histograms for single (grey) and double (black lines) fields. Dis-
tributions do not significantly differ from each other (p = 0.20,
χ2-test, χ2 = 22.65, n = 99, 42), but differ themselves significantly
from uniformity (double: χ2-test, p = 0.021, χ2 = 102.32, n = 99;
single: p < 0.001, χ2 = 32.19, n = 42).
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A B

Figure 3.10: Field type classification and field-to-cell assignment for bid-
irectional and double-field cells. Virtual position of firing field
centres for both gains (markers) for each bidirectional cell (A)
and each double-field cell (unidirectional, B). Fields from the
same cell are connected via a black solid line. Not connected
dots in (A) are only active at one gain in the other running dir-
ection. Area for rather vision-induced fields is shaded in red,
locomotion-sensitive area is shaded in blue. Dashed and dotted
lines indicate positions of pure visual and pure locomotor drive,
respectively. Green circle in (B) marks the two fields of example
cell in figure 3.9 A.

3.4.4 Putative locomotion-sensitive cells

So far I have described two possible response types per place field
for cells with one or two place fields. These fields account for 65%
(108/165) of all recorded place cells (see Fig. 3.4 C and Tab. 3.1). The
remaining 35% of cells also show spatially restricted firing fields, but
only display above threshold activity in one of the two gain condi-
tions (Fig. 3.11 A).
This observation begs the question whether these cells belong to a
third category or if they can be understood according to the two de-
scribed response types.
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As explained in subsection 3.4.1 and 3.4.2, locomotion-sensitive fields
could not be detected after 1.33 m (treadmill coordinates) at gain 1.5,
as the linear track ends at this location. On the other hand does the
track have a length of 4 m (treadmill coordinates) at gain 0.5. If loco-
motor driven fields ought to overlap in treadmill coordinates, fields
after 1.33 m at gain 0.5 would not have a field at gain 1.5 as the an-
imal cannot reach it. This interpretation of fields displaying activity
only at one gain holds only true if activity can be observed at gain 0.5
and after 1.33 m (treadmill coordinates). In all other cases, locomotion-
sensitive fields should be active at both gains. If not, they could be in-
terpreted as performing remapping due to e.g. the difference in visual
flow in the other gain.

Out of 72 cells which display a firing field only at one gain (57 units
and one direction of 15 bidirectional units, see Tab. 3.1 and Fig. 3.8
A, B), I found only 9 cells which were active at gain 0.5 before 1.33 m
(treadmill coordinates; examples in Fig. 3.7 C2 and C4). These 9 cells
should display a firing field at gain 1.5 if they would be consistent
with locomotion-sensitive fields and could therefore perform remap-
ping at gain 1.5.
All remaining 99 cells with a field only at one gain were found to be
active only at gain 0.5, after 1.33 m (treadmill coordinates) and would
therefore fit into the requirements for locomotion-sensitive fields (Fig.
3.11 B, black fields; examples in Fig. 3.7 C1 and C3). The fact that about
92% of all cells with one gain activity are only detectable after 1.33 m
at gain 0.5 argues that this field type is in fact locomotion-sensitive.
This finding shaped the term ’putative locomotion-sensitive’ fields for
cells with fields at only one gain.

When these cells are treated as locomotion-sensitive, they can be in-
corporated into the overview map of spatial response profiles for cells
with single fields (Fig. 3.11 B, C). Figure 3.11 C shows a complete cov-
erage of the whole linear track for both response types, locomotion-
sensitive (blue and black) as well as vision-induced (red). Also cluster-
ing of vision-induced fields at certain positions of the track (texture
changes, see 3.6) becomes apparent.
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Figure 3.11: Cells active only at gain 0.5. (A) Example cell displaying its
firing field only at gain 0.5. (B) Spatial response profiles for
locomotion-sensitive fields (blue) from Fig. 3.5 A and fields that
are only active at gain 0.5 (black). (C) Spatial response profiles
for all recorded cells with single fields (visually-driven fields in
red).
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3.4.5 Place cell activation in darkness

When categorising place fields into locomotion-sensitive or vision-
induced, the question arises whether locomotor or visual information
alone is sufficient to drive place field response types as observed so
far.
In order to provide the animal with only locomotor information for
place field formation, one would have to remove all other sensory in-
puts to the animal. As this is impossible to do without performing
additional surgery, I reduced available non-locomotor information by
turning off the projection in the VR setup. As the setup is located in a
sound proof chamber without any windows or additional lights, this
guarantees complete darkness in the VR. As the animal would loose
orientation within the virtual corridor, the light was only switched off
for random single runs, as soon as the animal left the reward zone.
The light was switched on again when the animal reached the next re-
ward zone. Everything else in the gain change task was unperturbed,
such that dark trials could be of gain 0.5 or 1.5.

Out of all 165 recorded place cells, 43 were recorded in this group
of experiments (including 5 bidirectional cells, yielding 48 response
types). For analysis described in earlier sections I removed single runs
were the light was switched off. When however including these single
runs, I observed two types of place cell response during dark trials.
First, locomotion-sensitive place fields remained in the same position
during dark runs (Fig. 3.12 A, left; n = 6 out of 48). This was also true
for ’putative locomotor’ fields (n = 11 out of 48), which showed activ-
ity only at gain 0.5 (see subsection 3.4.4; example in Fig. 3.12 A, right).
The latter confirms the assumption that the field, active only at gain
0.5 after 1.33 m (treadmill coordinates) is indeed locomotion-sensitive,
as it is active in the same location without any visual information
provided. Even though activity at gain 1.5 is not possible, as the vir-
tual track ends before the field can be reached, locomotion-sensitivity
can be verified via single runs in darkness.
The second type of place cell activation in the dark can be roughly
summarised as remapping. This can be observed on one hand by
place cell activity reducing dramatically to disappearing completely
during dark trails (example in Fig. 3.12 B; n = 26 out of 48). In contrast

67



to that do other place cells only show significant activity in darkness
(Fig. 3.12 C; n = 3 out of 48). Such activity however, always correspon-
ded to locomotion-sensitivity as shown in figure 3.12 C.

Cells which normally show vision-induced place fields do not show
reliable activity in the dark at locations where the field should be, but
instead do not fire at all in dark trials or rather activate when the
animal reaches the reward zone, where the light is switched back on
(n = 2 out of 48).

3.4.6 Place cell activation in open loop experiments

To test whether visually driven place fields respond solely to visual
input, I perturbed the closed loop coupling between the movement
of the animal and therefore the treadmill and the displacement of
the virtual scene. Such open loop environment was created by tak-
ing the animals virtual running speed and running direction at the
point where it left the reward zone and keeping these parameters
constant until the animal would reach the opposite reward zone. The
movement of the projection is thus independent of the animals beha-
viour for that single run. I introduced open loop single runs randomly
within the gain change paradigm such that the animal’s initial virtual
speed would depend additionally on the gain of that particular run. It
is important to note that when the animal moves with constant speed,
open loop runs do not have any perceivable effect to the animal. This
might also hold true for small speed changes as the animal might not
notice small changes in visual flow.

From all 165 recorded place cells, 16 were recorded in an open loop
condition (including 3 bidirectional cells, yielding 19 response types).
For previous analysis open loop runs were removed. Open loop trials
were more difficult to interpret as the animals behaviour (e.g. running
speed) was not taken into account.
However, firing fields can be classified into three categories. First,
vision-induced place fields which have their place field at a similar
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Figure 3.12: Place cell activation in darkness (dark single runs marked in
grey). Single runs of one session are stacked vertically (solid
line: trajectory, red dots: spikes) with the colour indicating
the gain (green: 0.5, orange: 1.5). (A) Bidirectional cell with
locomotion-sensitive place field for rightwards runs and ’putat-
ive locomotor’ field for leftwards runs. (A1) Both, locomotion-
sensitivity and putative locomotor property is confirmed by
dark runs, where activity is at the same location as in runs with
the light on. (A2) Firing rate histograms in treadmill coordinates
show locomotion-sensitivity for rightwards runs with field over-
lap at both gains (left). (B) Putative locomotor cell, active only
at gain 0.5 after 1.33 m. Dark trials show place field activity in
only one run. (C) Locomotion-sensitive cell, only active in dark
runs.
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virtual position in open loop runs, independent of visual flow speed
(n = 3 out of 19; example in Fig. 3.13 A).
Second, a locomotion-sensitive place field which was disturbed by the
open loop condition, such that the place field moves to a different vir-
tual location, depending on the visual flow (n = 1 out of 19, Fig. 3.13

B). The displacement of the place field in virtual coordinates can be
solely due the difference in visual flow speed, as this corresponds to a
gain manipulation. This field can therefore still code for locomotor in-
formation and is only located at a different virtual location. The same
holds true for putative locomotor fields, of which I have found 2 cells
to move their field in virtual coordinates during open loop runs. One
locomotion-sensitive place field was found to have the same virtual
location in open loop trials, which could be due to relatively constant
running speed of the animal and therefore a neglectable effect of the
open loop condition.
Double cells with one visual and one locomotion-sensitive field can
therefore show a combination of these two response categories (see
Fig. 3.13 C), where the locomotor field moves either into the visual
field or disappears completely whereas the visual field stays intact
and at a similar virtual location (Fig. 3.13 C, right place field).

The third category of place fields in the open loop condition includes
cells which reduce or completely loose their firing field during open
loop runs. These cells can be of either locomotion-sensitive (n = 3 out
of 19), putative locomotor (n = 8 out of 19; example in Fig. 3.13 D) or
visual (n = 1 out of 19) tuning.
This phenomenon could be explained by a remapping process during
trials where the animal’s locomotion and its virtual displacement do
not match.
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Figure 3.13: Categories of open loop experiments. Single runs belonging to
one session are stacked vertically (solid line: trajectory, red dots:
spikes) with the colour depicting the gain (green: 0.5, orange:
1.5). Open loop (OL) runs are marked in grey. Firing rate his-
togram in virtual coordinates is on top of single runs and cor-
responding histogram in treadmill coordinates underneath (A2,
B2, C2, D2) with numbers showing peak firing rates. (A) Visu-
ally driven place field with open loop field locations at similar
virtual position. (B) Locomotion-sensitive place field with open
loop trials showing place field shifts in virtual coordinates. (C)
Place cell with two firing fields, the first one being locomotion-
sensitive and the second vision-induced. In open loop runs the
locomotion-sensitive field moves into the visual one or disap-
pears, whereas the vision-induced field remains. (D) Putative
locomotor field which is not active in open loop trials.
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3.4.7 Distance versus time coding

When an animal estimates its location via its own locomotion, it can
use passed time (t) and covered distance (d) as reference frames to de-
termine place field location. Both are connected through the animals
running speed (v) via the formula d = v · t. Thus, in order to detect a
difference between time and distance for single runs, the animal has
to run with different speeds. The average running speed across all
gain conditions and animals was 38.89 cm/s, which means that the
average animal would cover 38.89 cm in 1 second. Using this map-
ping, I compared a time window of 8 seconds after the animal left
the reward zone and started its run, to the first 310 cm covered, after
reward zone exit.

Using the described calibration, I compared time versus distance cod-
ing for all 48 locomotion-sensitive place fields from cells with a single
place field and found only few fields (n = 7) which seemed to be
rather tuned to a certain time after reward zone exit (example in Fig.
3.14 A). In most cases, animals are therefore not estimating time after
reward zone exit, but rather tune field location based on their running
speed or covered distance.
Indeed, when aligning single runs to reward zone exit and comparing
spike location based on covered distance, single run place fields are at
a similar location for most place fields (n = 41). An example for such a
distance coding cell is shown in figure 3.14 B, where single run fields
align much better for distance (right plot) than for time (left plot).

Visually driven fields were not compared for time and distance cod-
ing, as they were shown to form their firing field at similar visual co-
ordinates. These coordinates can be met by either integrating visual
flow or encoding certain landmarks in the virtual linear track. Due to
different gain conditions, one specific landmark would therefore ap-
pear next to the animal at very different times or distances, measured
from reward zone exit.

72



A B
28

5.1 Hz

0 4 8
Time (s) from RZ exit Distance (cm) from RZ exit

0

5.1 Hz

28 42 42

12.2 Hz 12.2 Hz

Time (s) from RZ exit Distance (cm) from RZ exit
0 4 8 0 155 310155 310

Figure 3.14: Time versus distance coding of locomotion-sensitive fields. The
bottom heatmap shows the 1D firing rate and indicates the
place field center and its accuracy. Above, the 1D firing rate
is plotted as a smoothed histogram with its maximum shown
in the top right corner. In the top box, single runs are stacked
vertically (single run number shown by top left number) and
spikes are plotted as vertical black lines. (A) Rather time coding
locomotion-sensitive place field, with a smoother spike distri-
bution across the firing field in the time domain (left, middle
and bottom plot). (B) Locomotion-sensitive place field encoding
rather distance from reward zone than time, best noticeable in
single runs (top plots)
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3.5 theta oscillations and phase precession

As already reported in subsection 3.3.1, theta frequency in real and
virtual environments differ in about 0.5 Hz with theta oscillations on
the virtual linear track having the lower frequency of about 7.5 Hz
for low running speeds of the animal. Additionally, theta oscillations
in virtual reality were found to not increase their frequency with run-
ning speeds up to 40 cm/s.
Further I investigated whether theta frequency speed dependence
differs for different gain conditions in the virtual reality setup and
whether results differ for higher running speeds.

3.5.1 Theta frequency speed dependence for different gains

To investigate LFP frequency and virtual running speed separately for
both gains, the fitted filtered signal (red line in 3.15 A) was used and
the time interval and distance between two maxima was determined.
The reciprocal time was used as the instantaneous LFP frequency and
the fraction of distance and time was used as instantaneous speed.
This analysis method allowed to analyse information for each gain
separately.
Via multiplication of obtained speeds with the respective gain, virtual
speeds were calculated. This allowed to compare LFP frequency at
both gains under virtual or treadmill speeds (Fig. 3.15 B and C). Such
comparison revealed that at both gains LFP frequency increased by
about 1 Hz, starting at treadmill running speeds of about 1 m/s (see
solid lines showing medians of respective gains in Fig. 3.15 C). This
frequency increase however plateaus for gain 0.5 around 1.5 m/s. For
gain 1.5 not enough data points are available in the higher speed
range to observe such an effect. This is due to the fact, that at gain
1.5 the animal reaches the track end much faster which leads to the
animal slowing down much earlier and therefore not allowing the
gerbil to reach high running speeds.
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The raise in LFP frequency of about 1 Hz is also observable for virtual
speeds, starts however at different virtual speeds for both gains (Fig.
3.15 B). This result shows that animals seem to adjust LFP frequency
based on locomotor speed rather than on visual flow speed.

When comparing my findings of LFP frequency increase with run-
ning speed of the gerbil to findings from Ravassard et al. (2013) in
the rat, my results confirm no LFP frequency increase up to running
speeds of 80 cm/s in virtual reality whereas frequency increase on
real world tracks is present as soon as the animal starts running (min
10 cm/s; Fig. 3.3 E and Ravassard et al., 2013). Virtual reality data was
however not present for running speeds above 80 cm/s in Ravassard
et al. (2013).
For treadmill running speeds larger than 80 cm/s, I find a correlation
of LFP frequency with running speed, indicating that in virtual reality
theta oscillations require a stronger drive to increase their frequency
than in the real environment.

3.5.2 Phase precession comparison for high and low gain

In order to compare phase precession for both gains, I conducted
both, phase precession analysis of spikes pooled over all runs and
single runs using circular-linear fits (see Methods, subsection 2.5.7).
These fits provide estimates for phase precession rate, displayed via
the slope of the circular linear fit (in units of cycles per field) where
negative slopes indicate phase precession.
Pooled phase precession is as expected slightly shifted towards negat-
ive values (Fig. 3.16 A, first two rows; Tab. 3.2, first row; more detailed
analysis in subsection 3.5.3 and Fig. 3.17 F-I) and does not reveal any
differences between response types or gains (between response types:
p = 0.19, t-statistic t = -1.32; gains: p = 0.94, t-statistic t = 0.07, see Tab.
3.2, first row and similar distribution in Fig. 3.16 A, last two rows).
A similar effect can be observed for field-averaged single run phase
precession (see Tab. 3.2, second row; Fig. 3.16 B), although gain dif-
ferences from figure 3.16 B could not be calculated due to the fact,
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Figure 3.15: Theta frequency speed dependence for both gains. (A) Example
LFP recordings (left) for two animals and corresponding fre-
quency spectra (right). Raw traces are displayed in gray and
theta band filtered signals in red. (B-C) Instantaneous theta fre-
quency vs. instantaneous speed. Dots indicate single cycle data,
population medians are depicted by solid lines, 25% to 75% inter
quantile range is shown as shaded areas. Different gains are in-
dicated by green (0.5) and orange (1.5) colors. Plots are similar
for virtual (B) and treadmill coordinates (C).

that individual sessions did not always yield values for average single
run phase precession. Single run values were not available if spike
and theta cycle threshold (min. 4 spikes in min. 4 cycles, see subsec-
tion 2.5.7) was not reached for the phase precession fit.
Even when only single runs with significant phase precession slope
fit were compared, no significant difference was found (Tab. 3.2, last
row, fit p-value calculated according to p = 1 - erf(|z|/

√
2), Kempter

et al., 2012, p. 122).
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mean slope, n mean slope, n

data type visual locomotor p t
gain
0.5

gain
1.5

p t

pooled
over all
runs

-0.22,
62

-0.27, 85 0.19 -1.32

-0.22,
83

-0.22,
84

0.94 0.071

field-
averaged
single
runs

-0.25,
60

-0.26, 81 0.27 -1.12

-0.28,
83

-0.21,
77

0.26 -1.13

significant
single
runs

-0.39,
37

-0.32, 47 0.91 -0.11

-0.38,
55

-0.31,
39

0.22 -1.22

Table 3.2: Phase precession comparison analysis. Phase precession slopes are
not significantly different between response types or gain condi-
tions, shown via p-values (p) and t-test statistic (t). Slopes are in
units of cycles per field from circular linear fits with respective
number of values (n).
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Figure 3.16: Analysis of phase precession for two gains. (A) pooled and (B)
average single run phase precession slope. Each row has data for
locomotion-sensitive place fields on the top axis and data from
vision-induced fields on the bottom axis. Top two rows show
individual histograms for both gains (green: gain 0.5, orange:
gain 1.5) in treadmill (top) and visual (bottom) coordinates. Two
lower rows illustrate histograms for gain differences (value at
gain 1.5 subtracted from value at gain 0.5).
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3.5.3 Multimodal integration in time

So far, my findings indicate that each of the two response types (vision-
induced and locomotion-sensitive) reflects a largely independent in-
put stream property and is encoded separately for each place field.
It is however not clear whether place fields operate completely in-
dependently or whether place field activities are integrated into a
common processing frame. In order to address this question, a well-
established approach was used to assess the temporal coordination
of action potentials from overlapping hippocampal place fields with
respect to the local population activity. This approach is feasible, as in-
tegration of visual and locomotor information of both fields could oc-
cur in a compressed manner within one theta cycle by encoding their
relation to each other via ordered spike-timing. Phase precession is
generally thought to reflect temporal compression of behavioural se-
quences to the theta time scale, i.e., the spatial difference of the place
field centres of a pair of neurons correlates linearly with their phase
differences in a theta cycle.

Before analysing overlapping fields, I confirmed theta oscillations and
phase precession to be identical under both gains. For that, the phase
relation between place field spikes and the local field potential was
quantified and strong theta oscillations (Fig. 3.15) as well as stereo-
typical hippocampal theta phase precession was found for both gains
(examples in Fig. 3.17 A-E).
As described in subsection 3.5.2, both pooled and single trial analysis
indicated to be similar for both response types and revealed signific-
antly negative slopes (Fig. 3.17 F-I; t-tests, vision-induced: pooled,
p = 0.0012, t = -3.34; field averaged single runs, p = 2.5 · 10

-5, t = -4.47;
field averaged significant single runs, p = 0.0047, t = -2.97; locomotion-
sensitive: pooled, p = 7.0 · 10

-5, t = -4.18; field averaged single runs,
p = 1.5 · 10

-5, t = -4.61; field averaged significant single runs,
p = 0.0042, t = -3.01; for n numbers see Table 3.2).

I simultaneously recorded from 9 pairs of overlapping place cells with
sufficient spiking in the place field overlap (see Methods 2.5.7). For
each cell pair, cross-correlation functions were used to estimate theta
phase shift and spatial offset between cells (Fig. 3.18 A, B for an ex-
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ample). Spatial correlation of the example cell pairs in figure 3.18 B re-
veal that there is a difference in place field peaks for gain 0.5 and none
for gain 1.5 in virtual coordinates. This observation indicates that one
of the cells could be visually driven and the other rather locomotion-
sensitive, similar to the two different examples in figure 3.17 A1 and
A2. This order is kept when performing spike-correlation (Fig. 3.18

A), even for small correlation lags τ (Fig. 3.18 A, inset).

When pooling over all cell pairs and both gains, spatial difference
of place field centers correlate linearly with the theta cycle differ-
ence, which can be observed via significant theta phase compression
(circular-linear test with p = 0.036, ρ = 0.48, n = 18, Fig. 3.18 C). This
finding shows that spike correlations at the theta scale reflect place
field shifts in the behavioural paradigm.
After a gain change, locomotion-sensitive fields shift relative to vision-
induced fields which begs the question whether this shift is also ob-
servable in the theta phase. As suggested by pooling over different
gains, the circular-linear correlation of theta phase shift difference
between the two gains and gain-induced place field shift was signi-
ficant (circular linear correlation, p = 0.040, ρ = 0.77, n = 9; Fig. 3.18

D). Theta-scale timing therefore changes with place field rearrange-
ment.

These findings indicate that hippocampal place fields integrate inputs
from distinct streams into consistent timing relations on the theta time
scale. This suggests that multimodal integration in the hippocampus
occurs on the level of the spike timing correlations across the popula-
tion of CA3 pyramidal cells, and is therefore accessible to downstream
centers.
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Figure 3.17: Phase precession slopes for both response types. Place field
activity of the vision-induced place field (A-D)1 and the
locomotion-sensitive field (A-D)2 from figure 3.4 D. (A) Firing
rate as a function of position for gain 0.5 (green) and 1.5 (or-
ange). (B,C) Theta-phase of all spikes as a function of position.
Black line indicates best circular-linear slope. (D,E) Spike phases
from 3 example single runs for each condition. (F) Fitted circular-
linear slope to all pooled phase-position plots (as in B,C) from
vision-induced place field (both gain conditions). Red bars in-
dicate slopes for which the fit was significantly different from
0. Numbers on top show means. (G) Fitted single trial slopes
averaged per vision-induced field. Red bars display histogram
where only significant single-trial slopes were averaged. (H,I)
As F,G for locomotion-sensitive fields.
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Figure 3.18: Theta-scale spike timing. (A) Spike-crosscorrelation for a pair of
simultaneously recorded cells. Green indicates gain 0.5 and or-
ange gain 1.5. Inset: Same as A expanded for small correlation
lags τ and normalised to equal peak amplitudes. (B) Spatial cor-
relation of the same cell pair. (C) Theta phase shift ψ of peaks
from A as a function of place field distance from B indicates sig-
nificant circular-linear correlation (black line, n=9 pairs, 2 gain
conditions, for which more than 25 spike pairs occurred in a
theta cycle around lag 0 at both gains). (D) Theta phase shift dif-
ference between two gains vs. difference of place field distance
taken from C.
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4
D I S C U S S I O N

4.1 summary of results

I used a virtual reality environment and extracellular electrophysiolo-
gical recordings in hippocampal area CA3 to demonstrate that loco-
motor and visual information are processed differentially and in par-
allel to provide two sensory place field maps. These maps are integ-
rated into distinct timing relations within single theta cycles.
Previous recordings in the rodent hippocampus in virtual reality tasks
have highlighted the importance of unperturbed interplay of differ-
ent sensory modalities in order to achieve normal place cell firing
(Ravassard et al., 2013; Aghajan et al., 2015; Aronov and Tank, 2014;
Acharya et al., 2016). In order to investigate the impact of different
sensory modalities to place field formation, I perturbed the closed
loop linkage between own movement of the animal and visual move-
ment within the virtual linear track by displaying a visual move-
ment which equals the animal’s own movement multiplied by a gain
factor. This allowed me to decouple vision-induced information, such
as landmarks and optic flow from locomotion-sensitive-information
which may stem from path integration, motor efference copies or sens-
ory feedback of self-motion e.g. via steps on the treadmill.
I found that such gain changes elicited instantaneous changes in the
hippocampal place code, by shifting the location of place field centres.
These shifts clustered into two classes, by either linking to visual fea-
tures of the projected linear track or by being influenced strongly by
the distance the animal had travelled from the beginning of a single
run. The latter locomotion-sensitive fields showed to dominate in the
beginning of the linear track and broaden their field width towards
the rear of the track. Visually driven fields on the other hand did not
show significant field broadening but clustered around visual texture
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changes in the virtual track. Locomotor and visual response types
have been observed in dark or open loop trials respectively, confirm-
ing field tuning to internal or external sensory information. Addition-
ally, locomotion-sensitive fields revealed to be rather encoding dis-
tance covered than time passed since the animal left the previous re-
ward zone.
Furthermore, I have identified about 10% of recorded place cells which
exhibited two place fields driven by visual and locomotor information,
providing strong evidence against anatomical segregation of response
types.

4.2 multimodal population representation of space

Anatomical sensory convergence in the hippocampus has been repor-
ted to result in different sensory modalities influencing the rodent’s
spatial representation of its environment. Electrophysiological evid-
ence for the hippocampus to act as a sensory integrator has been
indicated by Wiebe and Stäubli (1999), who found that hippocampal
principal cells seem to encode a variety of sensory inputs. One of the
described encoding modes was odour-selective activity, often predict-
ive of behavioural performance. Other cells displayed e.g. activity at
visually salient maze positions, such as at the entry point of a test
arm.
Odour selective place fields would allow to rather rely on olfactory
cues in e.g. darkness (Save et al., 1998; Save et al., 2000), when other
sensory information is not as informative. Providing an animal with
visual information on the other hand showed that limited changes
in the visual environment result in rate modulations of place fields
(Muller and Kubie, 1987; Leutgeb et al., 2004), which therefore indic-
ates the dependence of place field formation on visual information.
Such findings beg the question whether different sensory inputs drive
different place cell populations, as well as how and where sensory
inputs are integrated to form an unconflicting representation of the
animal’s environment.
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The hypothesis that spatial information is computed separately for
different sensory modalities via specific subcircuits which project to
an overlapping population of hippocampal pyramidal neurons was
strengthened by several aspects.
Moser et al. (2014) described that a range of anatomical pathways
project to the hippocampus, carrying a rich diversity of spatial cues
stemming from different sensory modalities. My results have demon-
strated that each place field in hippocampal area CA3 is sensitive to
locomotor or visual information. These findings contribute to the on-
going debate on mechanisms of place field generation (Barry et al.,
2006; Brandon et al., 2011; Koenig et al., 2011; Wills et al., 2012; Hales
et al., 2014; Kammerer and Leibold, 2014; Schlesiger et al., 2015) and
suggest fields to be driven by distinct sensory information, resulting
in multiple parallel maps of space.
The hypothesis that such maps are formed by overlapping sensory
pathways and are therefore not anatomically segregated is corrobor-
ated by place cells with multiple firing fields (Maurer et al., 2005)
which I found to be mostly driven by different input streams.

The fact that I found overlapping spatial maps simultaneously for
different sensory inputs is supported by the finding of Geva-Sagiv
et al. (2016), which showed place field tuning to bat echolocation in
darkness and to visual information in light in hippocampal CA1. The
hippocampus does therefore not act as an abstract spatial map but
rather hosts coexisting maps for different sensory modalities. It can
however associate coexisting information, which can be of spatial and
non-spatial nature to generate a multimodal population representa-
tion of space. The hippocampus could thereby link e.g. a spatial loc-
ation to other sensory experiences, such as food reward or electric
shock, which would provide the animal with important information
for e.g. relocating a food source in order to secure survival.
I found that such integration of information, occurs via the precise
timing relations of populations of place fields during theta oscilla-
tions (Dragoi and Buzsáki, 2006).
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4.2.1 Visual flow versus landmarks and reward zone expectation

As discussed above, rodents can use different types of sensory stim-
uli to form spatial maps and navigate through a virtual environment.
Youngstrom and Strowbridge (2012) suggest that mice are able to nav-
igate to goal location using only visual cues and therefore only one
of the coexisting spatial maps. It is however not clear whether ro-
dents integrate visual flow, update their position estimation based on
certain visual landmarks or rather estimate the distance to the goal
location. In gain change experiments this difference is not trivial to
resolve as visual flow increases with a higher gain, which correlates
with landmarks appearing earlier as well as with the reward zone be-
ing reached faster. As visual textures are provided all over the linear
track in my experiments, place fields integrating visual flow should
be distributed equally over the track. I found however an increased
density of place fields at visual texture changes in the virtual maze,
indicating the importance of salient visual landmarks in addition to
visual flow.
Additionally I observed an increase of visually driven place fields
towards the end of the track, suggesting that visual information in-
creases in importance. This could be the case due to locomotor in-
formation decreasing in accuracy and the approaching reward zone
providing a better estimate of the animals location.

According to Aghajan et al. (2015) distal visual cues such as the re-
ward zone are alone not sufficient to generate a robust spatial rate
code. Reward zone expectation is however crucial for place cell activ-
ity as firing does not only depend on local sensory cues but also on
planned behaviour (Ferbinteanu and Shapiro, 2003). Thus, when an
animal is placed in a t-shaped maze, a place field in the trunk of the
maze will only activate significantly when the animal plans to run
into e.g. the left arm of the maze (Ferbinteanu and Shapiro, 2003).
Place field activation in that case depends on a visual location as well
as on the planned behaviour or the context the animal is in. Similarly
did place fields in rats link to the expected start box of a linear track
run, even when the visually different finish box was used instead (Sk-
aggs and McNaughton, 1998).
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In contrast to firing fields which depend on an expected location, the
primary visual cortex (V1) also carries information regarding visual
speed to the hippocampus. As visual speed is normally identical to
the running speed of the animal, the finding that most V1 neurons
predict a linear combination of visual and run speeds (Saleem et al.,
2013) seems suitable. In my results I revealed place fields, mostly in
the middle of the track, to lie in between ideal visual and locomotor
tuning. Such fields could therefore be driven by these inputs from V1

and thus represent visual and running speed information equally.

4.2.2 Significance of the visual spatial map

When analysing different components important for visual spatial
map formation, the question arises whether a visual spatial map pro-
vides equal contribution to navigation and orientation as spatial maps
from other senses.
Evidence has been provided from the barn owl that spatial informa-
tion provided by vision is used to calibrate other sensory maps such
as the neural representation of auditory space (Knudsen and Knud-
sen, 1985; Knudsen and Knudsen, 1989; Brainard and Knudsen, 1993).
When the barn owl was raised wearing visual field shifting prismatic
spectacles, the developing auditory map was found to be shifted by
an equivalent amount and therefore leading to the preservation of the
alignment of the visual and auditory map of space. This discovery
implies an innate dominance in barn owls of the visual map over the
development of the auditory spatial map, used e.g. for sound localisa-
tion. The same conclusion can be drawn from barn owls raised with
one ear plug. Using their visual map, sound localisation errors due to
the ear plug can be corrected when the plug is removed. This is how-
ever not the case when visual information is not provided (Knudsen
and Knudsen, 1985).

Blind humans were found to be able to calibrate their auditory spatial
map using sensory-motor feedback instead of visual feedback (Ash-
mead et al., 1998; Lessard et al., 1998; Voss et al., 2004). Individuals
even demonstrated supra-normal auditory performance without re-
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lying on a visual map of space, demonstrating that vision is not es-
sential to develop spatial concepts and that compensation can occur
via remaining senses, e.g. via self motion (turning the head or loco-
motion). This was shown also for late-onset blind subjects, indicating
that significant compensation for the lack of visual information can
also occur in the adult brain (Voss et al., 2004). The formation of sens-
ory maps seems therefore to be a plastic mechanism, which can vary
in accuracy depending on the pressure from other e.g. faulty maps.

The contribution of visual information to normal spatial map calib-
ration is however crucial for proprioceptive and vestibular systems
(Prechtl et al., 2001), important for locomotor-sensitive maps found
in my recordings. During preterm and term periods, blind infants
showed no significant impact of lacking visual information on motor
activity. Starting at about two month postterm, infants developed a
handicap observable via delay in head control and abnormal move-
ments (Prechtl et al., 2001). Other sensory maps, such as the audit-
ory map were intact but not sufficient to restore movement and pos-
ture dependent maps. It would therefore be interesting to investig-
ate whether locomotor-sensitive spatial maps found in my recordings
would be altered in blind gerbils and therefore confirm findings from
blind infants.

4.2.3 The importance of locomotion to navigation

Without any external information, provided e.g. by the visual system,
spatiotemporal information was shown to be provided by self-motion
cues (Villette et al., 2015). In darkness, these were able to contribute
to the emergence of recurring sequences of neuronal activation in the
hippocampus (CA1) of awake mice. These sparse and stereotyped
chains of activity were shown to integrate spatiotemporal behavioural
components, such as travelled distance and are therefore crucial for
path integration. Villette et al. (2015) described such periods of activ-
ity as ’distance unit’, which is suppose to provide a population metric
for distance as travelled distance of the animal can be estimated via
integer multiples of sequence spans. This finding suggests that intern-
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ally prewired networks provide a distance representation of space,
but does not confirm that such a representation provides sufficient
input to a locomotor-sensitive map.

Brain activation during navigation in humans is often analysed us-
ing fMRI, which prohibits individuals to move freely. Results from
such studies have shown that humans rely strongly on locomotor in-
formation or active movement of the participant, which depends e.g.
on motor efference copies and proprioceptive feedback (Taube et al.,
2013). This dependence is indicated by the finding that active explor-
ation of an environment usually correlates with greater spatial know-
ledge than when the environment is explored only passively (Simons
and Wang, 1998; Wang and Simons, 1999). The difference in spatial
performance was observed via underestimated distance in virtual en-
vironments compared to real ones (Witmer and Kline, 1998) as well
as via differences in heading judgement between active locomotion
and passive transport, e.g. the experience of optic flow in simulated
locomotion (Klatzky et al., 1998).

In rodents passive movement have also been studied, which allowed
the animal access to vestibular and somatosensory information. Ter-
razas et al. (2005) found that under such conditions less place cells
were active, which displayed larger fields and revealed a lower in-
formation content. However, as soon as limb movement correlates
with experienced optic flow, robust place cell activity can be observed
(Chen et al., 2013). Even though vestibular information in these head-
restrained mice was not available to them, visual and locomotor in-
formation seemed sufficient for normal place cell activity. For 75% of
these cells, movement of the mouse was reported to be required to
allow normal firing.

Although humans perform virtual navigational tasks in an immob-
ile and unnatural position within an fMRI scanner, whereas rodent
virtual realities allow for active movement, locomotion was found in
both species to be a crucial component for accurate navigation and
estimation of the environment’s dimensions.
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4.2.4 Are visual and locomotor inputs processed in a weighted fashion?

In my recordings I found place cells displaying two fields in one run-
ning direction. Most of these cells had one locomotor-sensitive field
and one visually driven field. This observation requires information
from different senses to arrive at the same cell. It is therefore plaus-
ible, that not only visual and locomotor information reaches one place
cell, but that information from other senses also converge on the same
cell. Field-specific sensory information could thus stem from one of
these inputs, whereas the peak firing frequency within a place field
could be due to a weight factor attached to its specific input. Figure
4.1 shows this hypothesis for visual (left) and locomotor (right) inputs,
which arrive at the apical dendrite of one pyramidal cell. Inputs arrive
at the synapse with a certain intensity (I1 and I2) which is regulated
by its weight factor (w1 and w2). Depending on the amplitude of the
evoked EPSP, sense-specific spatial information could induce a sense-
specific place field and modulate the peak firing rate of the resulting
place field.
Different weights for each sensory input to the place cell would allow
for all combinations of firing rate peak amplitudes in coexisting place
fields. In my data I found place fields in one running direction and of
different sensory drive to have non-discrete peak amplitudes and to
display any combination of amplitudes. Fields showed therefore e.g.
equal drive for both inputs when fields had similar peak firing rates
(for an example see Fig. 3.7 C4) and different drive when one field
had a higher amplitude then the other (for an example see Fig. 3.9
A).

According to this hypothesis, place cells with a single field could also
receive inputs from all senses but with one dominant input due to a
high weighting factor, whereas all other weights would be either too
low to elicit a place field or display a place field, which does not rise
above noise level.
The weight for each sensory input would thus define the specifica-
tion of each place cell and therefore to which sensory input it re-
sponds to. Weight distributions across the hippocampal place cell
population would thus allow to e.g. randomly distribute sensory
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w1 · I1 w2 · I2

Figure 4.1: Weighted visual (red) and locomotor (blue) inputs to a pyramidal
neuron. I1 and I2 symbolise the sensory specific input arriving at
a synapse of the apical dendrite of the pyramidal cell. Inputs are
weighed by a factor (w1 and w2) allowing for a modulation of
sensory specific place field peak frequency.

specificity, form clusters or drive sensory specific representation stronger
for specific inputs when others become more unreliable. If for ex-
ample an animal could not rely as much on its visual information
due to e.g. visual disabilities, weights could shift towards suppress-
ing visual information and rather enhancing place field formation for
other sensory information.
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4.3 underlying mechanisms for theta spike timing rela-
tions

Overlapping place fields of different sensory drive have shown to
swap their place field sequence for different gains (see 3.5.3). This
shift was reflected by spike correlations of both field types at the theta
scale. As it takes the animal a few seconds and therefore several theta
cycles to cross one place field, constant spike phase difference in either
gain condition is repeated several times. Such temporal coordination
thus repeatedly mirrors the behavioural sequence of place cells in a
particular gain within a short time window (about 100-150 ms), which
allows for episodic memory formation via LTP.
Gain induced place field swap would therefore evoke two coexistent
episodic memories which would be available to downstream areas to
assess.

Phase precession (see Fig. 1.2) was revealed to be a crucial factor to
allow for temporal compression of place field sequences and there-
fore episodic memory formation (Levy and Steward, 1983; Bi and Poo,
1998). This fact begs the question how hippocampal phase precession
can occur and whether underlying mechanisms rely on other brain
structures than the hippocampus.

As existing models for phase precession overlap in many aspects, it
is reasonable to categorise models into two main classes. First, phase
precession based on synaptic interaction on a systems or network-
level and second, phase precession generation via the interference of
two inputs in one pyramidal cell.

4.3.1 Network-based models for phase precession

Similar to Hebb’s phase sequence concept (Hebb, 1949), phase pre-
cession could be a generated via recurrently interconnected pyram-
idal neurons in the hippocampus (Tsodyks et al., 1996). If cells would
be repeatedly activated in a fixed order, recurrent connections would
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form different synaptic strengths in both directions. Such asymmet-
ric connections of cell assemblies would lead to neurons in the be-
ginning activating the later assembly. Thus, when an animal enters
a place field, the respective place cell would receive excitatory input
(e.g. from EC layer II) and fire in the early theta cycle. Due to asym-
metric connections, this activity would trigger cells according to the
stored sequence, which would fire in the later theta cycle. This asym-
metric spread of activation would form phase precession and recall
the learned sequence of passed place cells.
The activity wave propagation over pyramidal neurons could only
appear after the animal learned the layout of the environment and
therefore altered its synaptic strengths, such that sequence learning
must have already taken place. However, experimental findings show
that phase precession can be observed in environments novel to the
animal (Rosenzweig et al., 2000).

4.3.2 Models based on intrinsic dynamics

Two detuned oscillators were proposed by O’Keefe and Recce (1993)
to result in phase precession via the interaction of one slow and one
fast oscillation in one pyramidal cell. Such oscillations could arise
from LFP theta oscillation and entorhinal cell activity respectively.
When the animal is not situated in a place field, oscillators are as-
sumed to be 180

◦ out of phase, such that oscillations with identical
amplitude and frequency would cancel each other and no place field
activity would be generated. In contrast to that, natural frequency
increase from the entorhinal input occurs when the animal enters
the place field. The coupling of LFP theta oscillation with such an
entorhinal input oscillation would result in detuned oscillators of dif-
ferent frequency as described by O’Keefe and Recce (1993). The oscil-
lation elicited by their interaction would move its peaks to progress-
ively earlier phases, when compared to the LFP theta oscillation and
would therefore elicit phase precession. When the animal exits the
place field, oscillators would be out of phase again as described for
before place field entry.
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Similar to the two detuned oscillator approach, the soma-dendritic
interference model utilises the interplay of two oscillatory inputs to
one hippocampal pyramidal cell (Harvey et al., 2009). One being the
LFP theta modulated inhibitory input and the other the dendritic ex-
citation (Kamondi et al., 1998), which as mentioned above could arise
from the EC. Dendritic currents were assumed to have the same fre-
quency and to be 180

◦ out of phase with oscillations at the soma.
As the animal enters a place field, the distal, excitatory drive is sup-
pose to increase which results in a ramp like depolarisation as well
as in an amplitude increase of excitatory oscillations. As the depol-
arisation is increased, the inhibition at the soma can be overcome at
earlier phases, which therefore results in spikes occurring at earlier
theta phases (phase precession).
The location of excitatory dendritic input was shown to determine
the exact pattern of phase precession (Magee, 2001), such that a more
gradual shift in spike initiation can be achieved by a more distal loc-
ated excitatory input.

According to these models, phase precession could be either due to re-
play of prior learned place field sequences or rather due to the sum of
theta oscillation and an external oscillation, which could be provided
by the EC.
This external input could therefore also carry either locomotor or
visual information, arising from other cortical areas. The observed
spike timing relations in overlapping fields seem to speak against a
network model, as spike timing relations switch depending on the
presented gain, which appears randomly and cannot be due to a pre-
viously learned layout of the environment or task.
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4.4 impact of vestibular information on theta oscilla-
tions and place cell activity

In my extracellular hippocampal recordings I observed LFP frequency
to increase with the animal’s running speed only for speeds above 80

cm/s (see subsection 3.5.1). Additionally I found theta frequency to
be reduced in VR experiments by 0.5-1 Hz, when compared to the
real environment (see subsection 3.3.1).
Other research groups (e.g. Ravassard et al., 2013) also report theta
frequency reduction and no correlation of LFP frequency and running
speed in the rat below 80 cm/s.

This observation begs the question where differences to real environ-
ments arise from, where LFP frequency increases with running speed
as soon as the animal starts moving and what potential consequences
of such a disruption may be.

The primary candidate for the disruption of normal theta and running
speed correlation in the rodent brain was shown to be the vestibular
system, which could also impact on robust place cell activity.

4.4.1 Theta oscillations in virtual reality

That movement-related LFP frequency depends strongly on vestibular
signals was shown by Russell et al. (2006) via lesions of the vestibular
system, which reduces theta amplitude during locomotion. Vestibu-
lar information is thus important for the LFP but proved to be also
sufficient to drive continuous theta by passive whole-rotation of rats
(Tai et al., 2012) but showed to be reduced in magnitude when com-
pared to active locomotion of the animal (Terrazas et al., 2005). When
animals perform active locomotion in VR but do not receive rotatory
vestibular information, as for body fixed rats (Ravassard et al., 2013)
or head fixed mice (Chen et al., 2013), theta frequency and power
seem to be altered.
In humans EEG frequencies were detected during VR spatial tasks
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(Caplan et al., 2003; Ekstrom et al., 2005), it is however unclear whether
theta amplitude and other characteristics are different to the real en-
vironment, which involve active locomotion and complete vestibular
information.

The VR setup used for my experiments provides the animal with rota-
tional vestibular information, as the animal is able to rotate around its
own vertical body axis (see section 2.3) and can move its head freely.
The animal therefore receives information from the horizontal semicir-
cular canal, located in the inner ear (Day and Fitzpatrick, 2005). Due
to movement in the horizontal plane, inertia causes the endolymph
fluid in the canal to lag behind and therefore stimulate sensory recept-
ors (hair cells) in the canal. Movements of the animals head addition-
ally provide information from the superior and posterior semicircular
canals via the same mechanism.
Additionally to rotational movements carried out by the head and
body of the animal, can the vestibular organs sense linear acceleration
via two otolith organs (Day and Fitzpatrick, 2005). Located between
cochlear and semicircular canals are the utricle and saccule, which are
oriented perpendicular to each other and host a membrane of dense
calcium crystals (otoliths). Gravitational or inertial forces move this
membrane in the direction of linear acceleration and thus initiate ac-
tion potentials in the afferent nerve fibres (Day and Fitzpatrick, 2005).
Linear acceleration therefore stimulates one of the two described func-
tional units of the vestibular organs. In VR setups where the animal
is fixed such that it can not change its location within the setup, in-
formation from linear acceleration is not provided by the vestibular
system. Even though, the setup used for my project allowed for rota-
tional vestibular information, it cannot provide the animal with linear
acceleration information consistent with its virtual movement.

The fact that therefore otolith organs are not stimulated in my vir-
tual environment tasks might explain the missing correlation between
theta frequency and running speed, observed in VR for running speeds
below 80 cm/s.
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4.4.2 The impact of vestibular information on place field formation

When an animal is body fixed in a VR setup such that it cannot turn
its body around its vertical axis, the animal does not receive rota-
tional information other that via its head movements. According to
experiments conducted by Aghajan et al. (2015), such a restriction in
vestibular information could in some cases lead to abnormal place
cell activity, in this study referred to as ’hippocampal-motifs’. On the
other hand was robust place cell firing behaviour observed in similar
two-dimensional virtual environments as soon as rotational informa-
tion was provided (Aronov and Tank, 2014). In contrast to findings
from Aghajan et al. (2015), robust spatial selectivity was also found in
body fixed rats on a virtual linear track (Ravassard et al., 2013). Their
findings suggested that VR bidirectional place cells preferentially en-
coded distance along the virtual track, whilst real environment place
cells coded for absolute position. My findings however showed, that
running directions were encoded differentially by one place cell and
were therefore not comparable. Place cells in head fixated mice were
also found to have robust spatial coding and were shown to receive a
variety of relative influence of visual and own movement related in-
formation (Chen et al., 2013), such that place field location remained
hard to interpret based on sensory information.

Nonetheless, it was demonstrated that an intact vestibular system and
its natural activation is crucial for the generation of normal place cell
activity (Stackman et al., 2002; Russell et al., 2003), with vestibular
dysfunction leading to impaired performance in spatial tasks (Ossen-
kopp and Hargreaves, 1993; Wallace et al., 2002). These findings sug-
gest that accurate navigation and normal spatial encoding depends be-
sides other sensory systems heavily on intact vestibular information.
On a behavioural level this has been demonstrated for hippocampal-
dependent spatial tasks, in which performance was disrupted after
vestibular lesions (Smith et al., 2005).
Importantly, active locomotion resulting in the activation of the ves-
tibular system as well as providing proprioceptive information, has
been shown to be a key factor for place field encoding in rodents (Ter-
razas et al., 2005).
Supporting this evidence, experiments revealed that the direct activ-
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ation of the medial vestibular nucleus via electrical stimulation was
sufficient to increase the activity of CA1 complex spike cells and there-
fore possibly also place cells (Horii et al., 2004).

The dependence of normal hippocampal function on the vestibular
system has also been confirmed in humans, where vestibular loss re-
vealed to cause spatial memory impairments and navigation deficits
(Brandt, 2005).
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5
C O N C L U S I O N

The execution of behaviour requires that animals interact with and re-
spond to changes in their environment. This implies that the nervous
system must be able to represent both the internal state and the ex-
ternal world in the form of neuronal activity. The spatial and temporal
precision of these representations underpins many behaviours crucial
to survival. It is now one of the central goals of neuroscience to un-
derstand the extent to which different sensory modalities contribute
to integrated representations and how this is implemented.
A crucial underlying concept for the understanding of an external
environment is the neuronal representation of space. In the 1970s
the hippocampus was identified as a key player for the encoding of
space via place cells, which activate at certain locations (place fields)
(O’Keefe and Dostrovsky, 1971).

It remained unclear, however, how information from different sensory
modalities is used to form a crossmodal representation of space. Due
to the hippocampus’ position at the apex of the cortical hierarchy, its
neuronal firing patterns are strongly dependent on intrinsic cortical
computations, which makes it challenging to analyse the impact of a
specific sensory input to place field formation.

During my PhD I approached this problem and found that the con-
vergence of different sensory input pathways in the hippocampus res-
ulted in the formation of coexisting spatial maps where each input
produced an independent map conveyed through place fields.
A current hypothesis in the field suggests that hippocampal place
fields are fixed to an animal’s allocentric environment and therefore
comprise one spatial map. Contrastingly, I found that the input from
different sensory modalities led to multiple maps, each of which was
observed to be sensitive to one specific input. This allows the animal
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to dynamically employ the most relevant map and therefore adapt
to changes in its environment. Further investigation would reveal
whether an unreliable sensory signal causes other spatial maps to
adapt and play a more dominant role in the neuronal representation
of space.

The coexistence of spatial maps tuned to different sensory modalities
could also be crucial for the strengthening of unambiguous memor-
ies. My data revealed that spike timing relations between overlap-
ping fields that belong to two coexisting maps switch upon gain
change. This indicates that sequence compression within single theta
cycles may not allow for stable episodic memory formation via STDP,
as input-specific place fields would reverse their order when a gain
change occurs. Memory formation could thus rely predominantly on
unambiguous relations between input-specific maps. It would there-
fore be interesting to compare spatial memory formation in ambigu-
ous gain change environments to memory formation in an unambigu-
ous control experiment.

Research on the hippocampus has already revealed substantial in-
sights into its anatomy and functional significance. After the discov-
ery that place cell activity encodes a spatial map researchers focussed
heavily on the hippocampus as a neural substrate for navigation. Mov-
ing forward it will be increasingly important to look beyond the hip-
pocampus’ role in representing space and to consider its broader func-
tions in relation to learning and memory. Critically, we need to under-
stand how a singular neural mechanism underpins spatial representa-
tion, navigation, and memory formation across all sensory modalities.
A complete understanding of hippocampal function should necessar-
ily include descriptions of how it represents and integrates all sensory
modalities, not just those (vision, proprioception, etc.) that provide
the most intuitive framework for understanding the hippocampal rep-
resentation of multisensory space.
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7
A P P E N D I X

Chemical substance Bath duration

Neutral red ∼ 8 min

Distilled water rinse until colorless

70% EtOH ∼2.5 min

96% EtOH ∼2.5 min

96% EtOH ∼2.5 min

100% Isopropanol ∼2.5 min

100% Isopropanol ∼2.5 min

Xylol ∼2.5 min

Xylol ∼2.5 min

Xylol ∼2.5 min

Table 7.1: Neutral red staining protocol (adapted from Winckler, 1973).
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