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Zusammenfassung

Aufgrund der Tatsache, dass die Immissionen radioaktiver Nuklide, resultierend aus den
Freisetzungen kerntechnischer Anlagen in Deutschland, im Vergleich zum natiirlich
vorkommenden radioaktiven Untergrund zu gering sind, um effizient in der Umgebung der
Anlagen gemessen werden zu konnen, ist das Bundesamt fiir Strahlenschutz (BfS) zum Schutz
der Bevolkerung dazu angehalten, deren Ausbreitung zu simulieren und die maximale
Personendosis zu berechnen.

Wihrend seit den 1970er Jahren GaulB3-Fahnenmodelle in Gebrauch waren, hat die Entwicklung
immer neuerer und schnellerer Rechenmaschinen Anreize zur Entwicklung des realistischeren
Lagrange-Teilchenmodell gesetzt, welche in naher Zukunft fiir behordliche Zwecke zur
Bewertung der Strahlenexposition durch radioaktive Emissionen zum Einsatz kommen sollen.
Eines dieser Lagrange-Teilchenmodelle — entwickelt fiir Langzeitausbreitungen — ist das
Atmosphirische-Radionuklid-Transport-Modell (ARTM).

In dieser Arbeit wird ARTM anhand realer und fiktiver Szenarien, in welchen das
Programmverhalten und seine Simulationsergebnisse untersucht werden, verifiziert und
validiert. Eine intensive Sensitivitdtsanalyse einiger ausgewahlter Modelleingabeparameter und
deren Auswirkung auf die Ergebnisse wurde durchgefiihrt, um die programminternen
mathematischen Algorithmen zu verifizieren. ARTM wurde auch zur Validierung und zur
Evaluierung der Simulationsergebnisse auf zwei Szenarien angewendet, bei denen
Immissionsmessdaten vorhanden waren. Diese Untersuchungen — zuziiglich eines Vergleichs
mit dem Kurzzeitausbreitungsmodell LASAIR (Lagrange-Simulation der Ausbreitung und
Inhalation von Radionukliden) — zeigen den Anwendungsbereich von ARTM auf und wo noch
weitere Entwicklungen notig sind.






Abstract

Due to the fact that the immissions resulting from the release of radioactive nuclides from
nuclear facilities in Germany are too small in comparison to the natural radioactive background
to be efficiently measured in their vicinity, the German Federal Office for Radiation Protection
(BfS) is obliged to simulate their distribution and calculate the maximum dose rates in order to
protect the population.

While since the 1970°s Gaussian plume models have been in use, the advent of fast modern
computing machines has triggered the development towards the more realistic Lagrangian
particle models which shall be used for regulatory purposes in order to assess the radiation
exposure from radioactive emissions in the near future.

One of these Lagrangian models, developed for simulating long-term emissions, is the
Atmospheric Radionuclide Transport Model (ARTM).

In this work, ARTM is verified and validated for several real and fictive scenarios, in which
both the behaviour of the programme and its simulation results are studied. An intensive
sensitivity study on a selection of model input parameters and their effect on results is
performed in order to verify the programme-internal mathematical algorithms. ARTM is also
applied to two scenarios where measurement data were available in order to validate and
evaluate the simulation results. These studies, plus a comparison with the short-term model
LASAIR (Lagrange Simulation of Dispersion and Inhalation of Radionuclides), demonstrate
the range of usability for ARTM and where further development is needed.
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Table of Abbreviations

ASC
ARTM

AUSTAL200

0
AVV

BfS

CORINE
DCC
DEM
DOS

GE
GO-ARTM
GK
GMT
GSC
GUI
TAEA
IRSN
ISO
KTA
LAR
LASAIR
LASAT
LC
MEIS

MODARIA
SODAR
SSK
StrISchV
TA Luft

TALdia
TPP
UTC
UTM

UP2-800
UP3
VDI

ASCII (American Standard Code for Information Interchange) text file
Atmospheric Radionuclide Transfer Model

Dispersion modelling following the TA-Luft (German: Ausbreitungsrechnung
nach TA-Luft)

General  Instruction  for
Verwaltungsvorschrift)
German Federal Office for Radiation Protection (German: Bundesamt fiir
Strahlenschutz)

Coordination of Information on the Environment

Dispersion Class Calculator

Digital Elevation Model

Disk Operation System

Grid Equaliser

Graphical user interface for ARTM (German: Graphische Oberfléche)
Gauss-Kriiger coordinate system

Greenwich Mean Time

Grid Size Calculator

Graphical User Interface

International Atomic Energy Agency

Institut de Radioprotection et de Streté Nucléaire

International Organisation for Standardisation

Nuclear Safety Standards Commission (German: Kerntechnischer Ausschuss)
Long-term Dispersion Calculation (German: Langzeitausbreitungs-rechnung)
Lagrange Simulation of Dispersion and Inhalation of Radionuclides

Lagrange Simulation of Aerosol Transport

Location Calculator

Modelling, Meteorology, Measurement Environmental Information Systems
Engineering, Education, Informatics Consulting, Systems

Modelling and Data for Radiological Impact Assessments

Sonic Detection And Ranging

Commission for Radiation Protection (German: Strahlenschutzkommission)
Decree on radiation protection (German: Strahlenschutzverordnung)
Technical Instructions on Air Quality Control (German: Technische Anleitung
zur Reinhaltung der Luft)

Diagnostic wind field model following the TA Luft

Thermal Power Plant

Coordinated Universal Time

Universal-Trans-Mercator coordinate system (explanation see in Appendix
C.2)

Plutonium factory (French: Usine Plutonium) 2-800

Plutonium factory (French: Usine Plutonium) 3

Association of German Engineers (German: Verein Deutscher Ingenieure)

Administration ~ (German:  Allgemeine
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Table of Definitions

Deviation
Range

Emission
Strength
Geo-
coordinates

Grid

Immission
Orography

Particle
Quality

Point of
maximum
concentration

Quality Level

Radiation
Balance
Standard
Deviation

Starting
random
number
Surface
Roughness
Time Series

Total
concentration
values
Validation

Verification

The range between the lowest value minus its standard deviation and the
highest value plus its standard deviation in a target grid. It shows the maximum
variation that could be possible for the central measurement station, in case of
slight spatial deviations.

Denominates the emission rate in Bq-s~' that is released through the stacks.

In this work, the term ‘geo-coordinates’ refers to the geographic coordinate
system used to describe locations on Earth. In this coordinate system, a location
is defined by the longitude and latitude values in °, as opposed to the UTM
system, where locations are determined by the distance in metres from the
equator and the zero meridian.

The expression ‘grid’ is used in this work to describe a table of values, for
example the altitude values or the immission values, that projects the map of
the simulation area.

Defines here the amount of measured or simulated pollution at a given target
location.

Defines the totality of all altitude values and is used to describe the altitude
map of the simulation area.

Refers to the amount of simulation particles used within ARTM. The basic
particle quality level is qsO with 6.3x 10" simulation particles. Each increase in
level increases the particle amount by a factor of 2. Details can be found in
table 2.1.2.2 1.

Is the location within the simulation area, where the highest value of the activity
concentration occurs for one of the simulated radio nuclides. Often, different
radionuclides have slightly different points of maximum concentration.
Describes the quality of an input parameter into ARTM (see also ‘Particle
Quality’)

Describes the difference of incoming and outgoing solar and infrared radiation.
It is used to estimate the atmospheric turbulence, i.e. dispersion categories.

In this thesis/work ‘standard deviation’ always refers to the ‘unbiased
estimation of the standard deviation’ (as described by Richard M. Brugger
(1969); explained in section 1.3.1.3 1i1), which is used due to its higher accuracy
for small sample sizes.

Is a user input into ARTM, which starts a determined random number
generator. For each chosen starting random number, the initial distribution of
simulation particles will be different.

Is a parameter with unit [m] to describe the land coverage. The more obstacles,
the higher this number. It is important to consider turbulence for the simulation.
Is a chronological input or output file, containing the same kind of data for each
time step.

Describes the average concentration values for each grid cell in the entire
simulation area over the entire simulation period.

Specifies the objective confirmation that the requirements for a special use case
are fulfilled [DIN EN ISO 9000, 2015].

Refers to the objective confirmation that the product meets certain
requirements and properties [DIN EN ISO 9000, 2015].
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1. Introduction

In order to legally handle the peaceful use of nuclear energy and the protection against its
dangers, Germany introduced in 1959 its first ‘Atomgesetz’ (nuclear law) and in 1976 the
‘Strahlenschutzverordnung’ (decree on radiation protection) was added [BfS, 2016]. Its aim
was to study the exposure of the population to artificial and natural radiation, and to regulate
the use of radioactive material and ionising radiation in order to protect humans and the
environment [StrlSchV, 2001]. With this decree, the necessity was born to monitor the
emissions of all nuclear facilities in Germany and to predict their risks for the population. The
general instruction for administration according to § 47 of the StrISchV, here just called AVV
(‘Allgemeine Verwaltungsvorschrift’; 2012), describes and determines the methods allowed to
be used in order to protect the population from airborne pollutions released by nuclear facilities.
The exposure of the population has to be monitored, considering all thinkable contamination
pathways, from the emission directly to the human body via the lungs or the skin, and the
indirect ways through the food path, resulting from the deposition [AVV, 2012]. However, due
to the containment and efficient filter systems, the emissions are in most cases so small, that
the resulting immissions in the local area, after the dilution during the transport, are below the
background radiation [LfU, 2016]. The AVV here describes the use of an atmospheric
dispersion model based on the Gaussian plume model [AVV, 2012].

1.1 Gaussian and Lagrangian dispersion models

There exist several types of atmospheric dispersion models, common ones are Gaussian plume
models, the Lagrangian particle models and fluid dynamic approaches [Mayall, 2003]. While
the latter one still is too complex to run a simulation on a normal computer, the Gaussian plume
model and the Lagrangian particle model find common use for regulatory purposes and for
simulating the dispersion of emissions from accidental releases.

Here the basics of these two approaches are described.

1.1.1 Gaussian plume model

The Gaussian plume model provides a simplified approximation of the real emission plume, it
is based on data and experiences gained from observations [Hanna, 1982]. Figure 1.1.1 shows
a schematic of a Gaussian plume [Hanna, 1982]. For the calculation, a 2-dimensional Gaussian
distribution is applied [AVV, 2012]. The concentration c at the location (x,y,z) can be calculated
with equation (1.1.1 1) [Hanna, 1982; AVV, 2012].

i y o 2
c(x’y’z)_Zﬂ.u.o-y(x)-O'Z(x) I{ Zo-yz(x)J

12020 207
The emission strength A is the basic input component, and can, depending on the use case of

the model for conventional releases or radioactive releases, have the unit g-s™' or Bg-s™',

(1.1.11)

accordingly the concentration ¢ can show up in g-m™ or Bg-m~ [Hanna, 1982; AVV, 2012].
The values x, y, and z are Cartesian coordinates with the origin at the bottom point of the
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emission source [AVV, 2012]. H is the effective emission altitude above ground in metres and
u is the wind speed at the effective emission altitude, measured in m -s~' [Hanna, 1982; AVV,
2012]. o, (x) and o, (x)respectively are the horizontal and vertical dispersion factors dependent
of the distance to the source, dispersion category and effective emission height [AVV, 2012].
The second term in the square brackets represents the reflection of the particle from the ground
[Hanna, 1982]. They can be determined by (1.1.1 ii) and the corresponding values for the
dispersion and coefficients p, and p, the dispersion exponent g, and ¢, , which can be found

in the AVV, appendix 7 [AVV, 2012].

o.=p. -x"
» =Py (1.1.1 ii)

— oyl
O-z_pz X

7 [CROSS-PLUME VERTICAL)
¥ z=0 AT GROUND

T,

,«/’7"

=y (CROS5—PLUME HORIZONTAL)

L o = g
}-j—: yU_.ﬂ_LE}lJEEAKI

Ah [PLUME RISE)

[EFFECTIVE
PLUME HEIGHT]

hey (STACK HEIGHT]

1
e

Figure 1.1.1, Gaussian approach to simulate the emission plume. Graphic taken from
Hanna, S.R. (1982).

The over-ground concentration distribution @(x, y) on the lee side of the source is given by
(1.1.1 111) [AVV, 2012].

_ 4 O N S P Y < S i
SR ey ey o p( za;(x)] p{ ZGf(x)J (111 1)

This results in a short term dispersion factor X (x, y) and a long term dispersion factor X N (x)
as defined in (1.1.1 iv) and (1.1.1 v) [AVV, 2012].

)?(x,y):é(ﬁy) (1.1.1 1v)
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_ GXP(—zfz]z()j .
X (x)= ,.'(x):\/z. N > A S Pijm (111 v)

r 2-m-x <F o.; (x) "u,,

Here N is the amount of angular sectors, usually 12 sectors, each with 30° in width, p; m 18 the

occurrence of wind with dispersion category j, wind speed m in sector i during the time period
7 (usually a full year), M is the amount of wind speed levels and u,, is the wind speed in

effective emission height for the wind speed level m and dispersion category j [AVV, 2012].

The contamination resulting from fallout and washout are considered in specific fallout and
washout factors given in (1.1.1 vi) and (1.1.1 vii), respectively [AVV, 2012].

F}T(x):vg-)_ﬁ(x) (1.1.1 vi)

(1.1.1 vii)

v, is the deposition velocity, which comes into play for the dry fallout [AVV, 2012]. The

washout depends on E;,J (x), the soil contamination for the wet deposition as given in (1.1.1
viii), and 4, which is the emitted activity in Bq [AVV, 2012].

Zq”mk

J.m,k j,m

By .(x)= (1.1.1 viii)

27zx

q; ; mx 18 the occurrence of precipitation with dispersion category j, wind speed m in sector i
during the time period 7 for the precipitation intensity level £ [AVV, 2012]. The washout
coefficient A is a function of the precipitation intensity /in mm -h~", the precipitation intensity
I,=1mm-h"", a specific washout coefficient A, for /, from empirical values as can be viewed

in appendix 7 of the AVV, and an exponent x , which distinguishes between aerosols and iodine
(x=0.8) and super heavy water (k =1.0) [AVV, 2012].

A:A{i] (1.1.1 ix)
[0

Through fallout, washout and also radioactive decay, the amount of particles in the plume
decreases [AVV, 2012]. This is accounted for via the factors f, (fallout), f,(washout), and

f,, (decay) [AVV, 2012].

CXP( 'j
£, =exp __.\ﬁ.j 2'02(x) d’ (1.1.1 x)
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fR=GXp(—A.xj (1.1.1 xi)

u

fr,= exp(— 4 'xj (1.1.1 xii)
u

With A, being the decay constant.

Local influences can also be integrated into the Gaussian model up to a certain degree:

The plume rise, resulting from exhaust with emission impulse and heat, needs to be
calculated (for example using the equations given in chapter 4.1.4 following the VDI
guidelines 3782 Part 3 (1985)) and then added to the stack height [AVV, 2012].

If the buildings surrounding the emission source have double the height of the effective
emission height, or higher, the AVV provides an approximation to consider these
influences [AVV, 2012]. Here the building height is /. and the width is b, and /; is

defined as the smaller value of these two [AVV, 2012]. If H < H; + I and the source
is either on the roof of the building, somewhere in the distance of 0.25-1, or located

less than 3/ directly in or against the dispersion direction, as seen from the building,
then the effective emission height A has to be modified to gain 2" [AVV, 2012]:

For H > H,, the effective emission height is /' =0.5-[3H —(H, + 1 )] (1.1.1 xii1)
For H < H ; the effective emission heightish'= H —0.5- 1, (1.1.1 xiv)

For a few specific values of 4" the AVV also provides some additional instructions, not
shown here [AVV, 2012].

The influence of cooling towers is to consider, however here the AVV does not provide
any specific formula that has to be used [AVV, 2012].

A Gaussian model requires the orography to be reasonably flat, i.e. no angles above 5°
in steepness [AVV, 2012]. For a mild orography the calculation of the dispersion factors
can account for its influences depending on the dispersion category [AVV, 2012].

For dispersion categories A to D:

- For h(x,0)<%:

X(ey,z =hx0)=——— Ex)'a (x).exp(—%(x))

exp(_ (H - h(x,0)) ]

202(x)

(1.1.1 xv)

- For h(x,O)Z%:
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- — h(x.0))= 1 “eXp| — . '
Koz =he0) =20 "( 262<X>J

of do501) y

202(x)

(1.1.1 xvi)

For dispersion categories E and F:
- For h(x,0)<H:

Koz =)= (x)-exp[—%(x)].

exp(_ (H —h(x,0)) j

2022 (x)

(1.1.1 xvii)

- For h(x,0)> H:
Sl o) 1 s
X(x,y,z = h(x,O))— T, (x)-O'Z (x) exp{ 20; (x)] (1.1.1 xviii)

Here h(x,O) is the height of the orography in dispersion direction x [AVV, 2012].

1.1.2 Lagrange-Particle-Model

The Lagrangian particle model uses an ensemble of simulation particles that are carried through
the simulation area by the occurring winds [VDI 3945 part 3, 2000]. Here, one such a simulation
particle can represent several different substances at the same time and also different amounts
of it [VDI 3945 part 3, 2000]. These propagate in time intervals with length 7, considering the
different velocities, such as the mean wind velocity ¥, the turbulence velocity # and an
additional velocity U [VDI 3945 part 3, 2000]. The mean wind velocity transports every
particle and can vary in dependency of the location [VDI 3945 part 3, 2000]. The turbulence
velocity is independent for each particle and varies in every time step, causing a drift-away of
the particles from each other [VDI 3945 part 3, 2000]. The additional velocity is used to
parameterise additional processes affecting the particle, such as plume rise or sedimentation
[VDI 3945 part 3, 2000]. A particle therefore changes its position according to (1.1.2 i) [VDI
3945 part 3, 2000].

%, =%, +7-(F+i+0) (1.1.2 i)

new

The turbulence velocity is determined in each time step by the Markov process (1.1.2 ii) [VDI
3945 part 3, 2000].

i =W, W (1.1.2 i)

With tensor W representing the auto-correlation coefficient of a simple 1-dimensional Markov
process (details on the Markov process can be found in VDI 3945 part 3 in the appendix A) and
w being a stochastic velocity increment, which is given by (1.1.2 iii) [VDI 3945 part 3, 2000].

w=W(x,,)+Ax,, )7 (1.1.2 iii)
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W()?U,d ) is called drift velocity and acts only with inhomogeneous turbulence or a with the time

varying in dependence of the space [VDI 3945 part 3, 2000]. K(fold) is the Cholesky
decomposition of tensor O, and 7 consists of random number components, which possess a
distribution density p(7) [VDI 3945 part 3, 2000].

AN =Q (1.1.2 iv)

The random numbers are determined independently for each time step, showing the mean value
7 =0 and a variance of 77 =1 [VDI 3945 part 3, 2000].

jp(f)d3r =1 (1.1.2 vi)
[Fo(F)d*r=7 =0 (1.12v)
jffp(f)d3r = Fr=1 (1.1.2 vi)

For the stochastic velocity increment this results in (1.1.2 vii) [VDI 3945 part 3, 2000].

w=W (1.1.2 vii)

w—wliw—w)=Q (1.1.2 viii)

The basic principle is, that all particles start the dispersion at the emission source [VDI 3945
part 3, 2000]. In case of a spatially extended source, the particles have a randomly distributed
starting location within the source area [ VDI 3945 part 3, 2000]. They get individual turbulence

velocities u assigned with a random starting value i, , following the condition u,u, = E(x),

with ¥(x) being the variance of the wind speed fluctuations [VDI 3945 part 3, 2000]. The

particles propagate according to the equations above and if a particle hits a limiting surface,
such as the soil or the side of a building, it is reflected elastically (with the exception mentioned
below) while getting assigned a new turbulence velocity [VDI 3945 part 3, 2000]. Similarly the
upper end of the mixing layer can be handled; either by defining it as a boundary like the soil,
or by defining it as a region with decreased diffusion [VDI 3945 part 3, 2000]. If a particle exits
the simulation area, it is not considered any further in the simulation [VDI 3945 part 3, 2000].

The simulation particles can relate to one or more substances v being dispersed and represented

by their mass m”)[VDI 3945 part 3, 2000].
Whenever a particle hits the soil or a limiting surface, a fraction pf,“) of its initial mass m(()’;d) is
being deposited and therefore taken out of the simulation [VDI 3945 part 3, 2000].

m® =(1-p)-m®) (1.1.2ix)

For wet deposition, it is described via a wash-out frequency rV(V“) within the time step ¢ [VDI
3945 part 3, 2000].

) = (1_ (©) -r)-mii) (1.1.2x)
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To obtain the concentration distribution ¢*) of the substance v, all particles N p In a volume
element A, ., for a time period [t,,t,] are counted and represented through their mass
m")  (k=1,..,N,) [VDI 3945 part 3, 2000].

A,

(1.1.2 xi)

(t)= 1 if particle x is in A, ,, at time t
0 else

Including the function (1.1.2 xi), the spatial and temporal mean concentration value E,(i)k for
this volume element is given with (1.1.2 xii) [VDI 3945 part 3, 2000].
Ne ('8 5(x v
A Om _,
¢\ = 4 (1.1.2 x11)

n Ai,j,k (tB - tA )

1.1.3 Comparison between Gaussian plume model and Lagrange particle model

Gaussian models show several limitations in their capabilities, for example the orography
influence throughout the entire model area and turbulences due to changes in the surface cover
are not reflected in the calculation results [Mayall, 2003]. These models consider external
influences, such as orography or buildings only via parametrisation and therefore can be used
as described in chapter 1.1.1.

Lagrangian particle models, though, need the wind conditions for each cell of the entire
simulation area in each time step as an input to the simulation. Therefore, prior to a simulation
with a Lagrange model, a wind field model has to generate these complex wind fields covering
all situations that appear during the simulation time period.

This requires larger computing and data storage capabilities for the Lagrangian model than for
the Gaussian model, and was a reason for choosing the Gaussian plume model, when the
StrISchV and the AVV were put in place.

Comparing the results of Gaussian and Lagrangian particle models, represented by an early
ARTM (Atmospheric Radionuclide Transport Model) version, Martens, et al (2007) found that
the obvious differences in the plumes generated by both models show that the plume in the
Lagrange model describes a slight curve and is thinner than the Gaussian one. During a small
comparison study between the LAR (Long-term Dispersion Calculation; German:
Langzeitausbreitungsrechnung) and ARTM at the German Federal Office for Radiation
Protection, H. Wildermuth found that the Gaussian model produces maximum concentration
values of around one order of magnitude larger than the Lagrangian model, effecting the
concluding dose calculations accordingly.

Another study by Lutman et al. (2003) compared a Lagrangian particle model, called NAME,
from the United Kingdom, with a conventional Gaussian model, called PLUME. They also
discovered differences in the simulated air concentrations, however their findings show that
they vary around plus/minus one order of magnitude; sometimes the Gaussian model delivered
the higher concentration, sometimes it was the other way round [Lutman et al., 2003].

As they did not compare simulation and real measurements, no statement on the accuracy of
both programmes can be given.
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1.2 Atmospheric dispersion models used in this study

While in the past Gaussian plume models were the atmospheric dispersion models of choice
due to their lower requirements in computing power, they have slowly begun to be replaced in
operational applications by the more realistic Lagrangian particle models as more powerful
computers have become available. In German legislation, especially the AVV (2012), Gaussian
models have been the standard for atmospheric dispersion simulation, as they have been
validated to be used as basis before applying the calculation of dose exposure of the population
around nuclear facilities [AVV, 2012, BMUB, 2014]. Although Gaussian models do not
simulate atmospheric dispersion entirely realistically, they are safe to base decisions upon,
because their conservative assumptions — especially when considering the dose — ensure that
simulation values are always much higher than real values would ever be, and therefore always
represent the worst case [BMUB, 2014].

Current progress in the development of Lagrangian models suggests that they could soon be
integrated into German Legislation for regulatory purposes, but this would require in-depth
studies and validation of these models [Martens et al. 2007].

This work focuses on two Lagrangian particle models currently in use and/or under
development for different application purposes at the German Federal Office for Radiation
Protection (BfS); the simulation of long-term nominal emissions and accidental or explosive
short-term releases. A specific focus here is laid upon the verification and validation of the
long-term Atmospheric Radionuclide Transport Model (ARTM). According to ISO 9000,
‘verification’ refers to the objective confirmation that the product meets certain requirements
and properties, ‘validation’ specifies the objective confirmation that the requirements for a
special use case are fulfilled [DIN EN ISO 9000, 2015].

1.2.1 Atmospheric Radionuclide Transport Model (ARTM)

The Atmospheric Radionuclide Transport Model (ARTM) is a simulation software used to
simulate and predict the atmospheric dispersion of radioactive nuclides from nuclear facilities
and to calculate the exposure of the population to long-term dispersion during regular
operations by additionally applying the dose module DARTM [Richter et al., 2013a].

ARTM was developed for the BfS by the Gesellschaft fiir Anlagen- und Reaktorsicherheit
(GRS), based on the AUSTAL2000 (Ausbreitungsmodell der TA Luft, [AUSTAL2000])
programme for “atmospheric dispersion of substances and odorants”, and is currently still under
development [Janicke Consulting, 2011; Richter et al., 2013b]. Both ARTM and AUSTAL2000
are mathematically based on a Lagrangian particle model (see chapter 1.1.2), following the
guidelines of the Association of German Engineers (VDI) and the Technical Instructions on Air
Quality Control (TA Luft) [Richter et al., 2013a].

While AUSTAL2000 was designed to simulate chemical particles and gases released by
industrial facilities, ARTM was specifically designed for radioactive aerial releases [Richter, et
al., 2013b]. As such, ARTM provides the opportunity to visualise dry and wet deposition of
radioactive particles and cloud gamma submersion as well as dose calculations with the
DARTM dose module developed by the BfS [Richter et al., 2013b].
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1.2.1.1 Operating Mode of ARTM

ARTM consists of two main parts, wind field model and a dispersion model, and can be
operated either with a Disk Operating System (DOS) interface or with a Graphical User
Interface (GUI), called GO-ARTM, provided in the programme package [Richter et al., 2013Db].
While both ways of running a dispersion simulation with ARTM can be performed using
prepared input parameter files, running a simulation with GO-ARTM also offers the
opportunity to insert and change the input parameters in the GUI.

The input parameters for ARTM can be grouped in 5 categories (see figure 1.2.1.1):

e The orography file provides the terrain altitudes. This is used by the wind field model
to simulate wind speeds and wind directions for each point on the map and each
meteorological situation.

e Buildings and land use can introduce turbulences into the wind field. While buildings
are directly simulated as obstacles in the wind field model, the land use, i.e. water
surface, sub-urban structures, farm lands, forests, or other vegetation, is simply
parameterised based on the CORINE (Coordination of Information on the Environment)
land cover. Details about it can be found in the CORINE land cover technical guide by
Bossard et al. (2000).

¢ Internal parameters are all parameters that are not explicitly given by the input data sets
that come from measurements. Internal parameters can be chosen by the user. These
include the grid size, which goes into the wind field model, or the number of simulation
particles and their starting distribution, expressed by a starting random number, which
go into the dispersion simulation. The internal parameters will be discussed in detail in
chapter 2.1.2.

e The meteorological data file includes the wind speeds, wind directions, dispersion
categories and precipitation for each hour of the simulation time period. This is the main
input for the wind field model.

e The emission data, which include emission strength, type of nuclide(s), dimensions and
altitude of the emitting source, velocity of emission, water content, latent heat, and other
source parameters, are used for the dispersion model.

Four of these input parameter groups — the orography, buildings and land use, meteorology and
some of the internal parameters — go directly into the wind field model, and later on are again
used for the dispersion model. ARTM uses the TALdia model, a diagnostic wind field model
based on the regulations of the German TA Luft [Richter et al., 2013a, 2013b; BMU, 2002].
This model calculates the wind situation in the entire simulation area for all different
meteorological situations and corresponding turbulence parameters, and stores them in a wind
field library. Details on the wind field calculation for TALdia can be found in Appendix A.1.

In the next step, the dispersion model ARTM takes the emission data and, from the internal
parameters, the simulation particle distribution and amount, and performs the dispersion
simulation following the Lagrangian formalism (see chapter 1.1.2). For each hour of the
simulation period ARTM accesses the wind field library and loads the corresponding wind field
situation to provide the movement of the simulation particles. At the end, the amount of
simulation particles per volume is scaled with the emitted nuclides and output files are produced
with the resulting data. Basically, ARTM can show 3 different outputs; one, the deposition of
the simulated nuclides, separated into wet and dry deposition; two, the overall air concentration

in Bq/m’ ; three, the y - Submersion values. ARTM does not calculate any dose rates; this can
be done with the D-ARTM-tool.
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Figure 1.2.1.1, Schematic of a simulation with ARTM. ARTM uses 5 different groups of
input parameters, which are read in before the start of a simulation run. Orography, buildings
and land use, some of the internal parameters and meteorology enter into the wind field
model and then into the dispersion model. The emission data is ignored by the wind field
model and is used directly in the dispersion model. ARTM shows as output the deposition,
air concentration and gamma submersion.

1.2.1.2 Limitations for global application

Since ARTM was developed mainly for the simulation of German nuclear facilities, the
applicability of the here used version (Appendix B.1) is limited to regions around 50°N. This
is due to many programme-internal settings and parameters. For example, ARTM uses the
Coriolis parameter to calculate a 3-dimensional flow field via shifting of the wind direction
with distance from the meteorological station and the altitude above ground [Richter et al.,
2013a]. This Coriolis parameter is different at different latitude positions — for example, in the
north and south hemispheres its spin direction is opposite. In ARTM, the Coriolis parameter is
fixed at the value valid for Germany. Also, ARTM uses a boundary layer model based on the
VDI guidelines 3783, part 8 (2002), in which the mixing layer altitude was determined for a
typical situation within Germany [Richter et al., 2013a]. While ARTM offers an option to
manually input mixing layer altitudes, this feature is inactive, so for example maritime layering
and tropical and polar conditions are not yet supported. In theory, ARTM could still be used for
more exotic locations, but these limitations could result in entirely wrong outputs for the
atmospheric dispersion, when applied for these scenarios. Another limitation of the here used
version is that the orographical input data must be provided in the Gauss-Kriiger coordinate
system (GK), a mapping projection which is defined only for Germany and a few neighbouring
areas. This requirement can be circumvented with a simple adjustment (see Appendix B.1), but
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the programme still requires an equidistant input grid and the programme handbook does not
give any hints on minimum or maximum possible cell size [Richter et al., 2013b]. In this work,
the minimum cell size used was 5mx5m , and the maximum 500m x 500m . Also, the cells must
be quadratic in shape in order to deliver local exactness in the simulation results. Another
limitation comes with the orographic data; if there are steep inclines in elevation (above 20%)),
the simulation can break, or at the very least give results that cannot be used for normal
regulatory purposes [Richter et al., 2013b].

The extent of the simulation area can range from a few tens of metres up to several 100km, but
as ARTM uses one-point measurements for the meteorological data, which are likely to be more
inaccurate for regions further from the meteorological measurement station, simulation results
in far distances might be entirely inaccurate. The smaller the simulation area chosen, the higher
the meteorological accuracy for points further away from the measurement station. Usually
ARTM is used for areas of only 10 to 20 km around a nuclear facility to find the locations of
maximal exposure, which typically are within 2 km of the source.

1.2.1.3 Limitations in the field of application

ARTM was developed for steady or near steady releases of radioactive nuclei from nuclear
facilities, such as nuclear power plants, research facilities, and radioactive waste repositories.
It requires a constant emission time period between six minutes and one year. Variations,
however, can be introduced by inserting different hourly emission strengths for working days
(Monday to Thursday), Fridays, Saturdays and Sundays and German holidays) to account for
facilities that are operating during the week, but not, or decreased, on weekends [Richter et al.,
2013b].

ARTM was not developed for sudden releases during an emergency in a nuclear facility, nor
for the simulation of explosive dispersion. These scenarios cannot be simulated appropriately
by ARTM.

The standard options are applicable for an emission period of at least one day up to one year.
To simulate emission scenarios shorter than one day, the non-standard option ‘NODAY’ of
ARTM must be applied [Richter et al., 2013b].

1.2.1.4 Necessary inputs for ARTM

In principle, ARTM only requires two types of input in order to conduct a minimal simulation.
The first requirement is an input file with meteorological data for the period of the release
scenario and the anemometer position, and the second requirement is basic information about
the source parameters (emission strength, emission altitude). These data alone are enough for
ARTM to conduct a simple simulation, although the results might be far from realistic.

In most cases, the landscape is not flat, but orographically structured. In order to account for
the orographic influence, a file with altitude information can be read-in. The orographical
information must be provided in an equidistant grid with square-shaped grid cells. This means
that each cell must have the same dimensions in length and width, with an altitude value given
for each corner of the cell. Each orography file must include a header that indicates the
dimensions of the orographical grid, the number of rows and columns, the location of the lower
left (south-western) corner of the simulation area in GK coordinates (See appendix C.1) and the
grid size i.e. width of one cell. ARTM also supports the input of up to 100 buildings, up to 50
monitoring points, 84 different radioactive nuclides (in up to 7 different forms — aerosol, noble
gas, gaseous, gaseous bound as CO, , in elementary form, within organic molecules, or as water

23



—and with up to 5 grain sizes for the aerosols) and many other input parameters, as can be seen
in table 1.2.1 [Richter et al. 2013a, 2013b].

1.2.2 Lagrange Simulation of Dispersion and Inhalation of Radionuclides (LASAIR)

The Lagrange Simulation of Dispersion and Inhalation of Radionuclides, short LASAIR, is a
decision support system for preventing nuclear hazards and conducting safety analyses [Janicke
& Janicke 2007]. Developed in 2001 by Janicke Consulting and commissioned by the BfS,
LASAIR is a quick prognosis programme for sudden short-term releases of radioactive
material, for example after detonation of an improvised explosive device containing
radioisotopes [Janicke & Janicke 2007]. In contrast to ARTM, it does not support simulating
long-term releases or releases that last longer than 24 hours, or operate with more than one
emission source. LASAIR’s mode of operation and grade of automatisation are also different
from ARTM’s. As LASAIR was specifically developed as an operational tool for simulations
in dense urban areas, it can calculate the atmospheric dispersion even with many complex
building structures in the simulation area [Walter, H., Heinrich, G., 2016]. Its basis is the
diagnostic wind field model Lprwnd, which was developed in accordance with the VDI-
guidelines and which is similar to the TALdia model used in ARTM [Walter & Heinrich, 2016].
Dispersion is calculated with the LASAT (Lagrange Simulation of Aerosol Transport) model
[Walter & Heinrich, 2016]. LASAIR allows for simulations of around 900 different types of
radioactive nuclides [Janicke Consulting, 2001-2013].

1.2.2.1 Operating Mode of LASAIR

As for the use of LASAIR in emergencies, it is solely operated manually via GUIL, a command
line call is not necessary and not supported. The software guides the user step by step (see figure
1.2.2.1) through the inputs, leading to quick and easy simulation results to serve the operational
aim for emergency situations. Apart from that, LASAIR also allows for certain optional inputs,
some of which are only recommended for use by experts.

The optional settings must be chosen before starting a new simulation project. This is done by
manually changing and saving a parameter file in the LASAIR program folder. Here, the
experienced user can adapt certain standard parameters, such as extending the total simulation
period from the default 8 hours to a maximum of 24 hours, or raising the number of simulation
particles from the standard 60,000. The number of simulation particles must be handled with
care, as a too high particle number can cause programme aborts due to memory overflow in the
simulation process.

For the simulation of building wake effects, a user can optionally create an urban landscape
with an included tool. Here he can load a cut-out of the simulation area and place, via GUI,
polygonal and cylindrical shaped buildings with user defined dimensions on the map [Janicke
Consulting, 2001-2013]. The only limitation for the buildings is the maximum height of 200
metres and the internal modelling domain, which is maximum 2km x 2km . This map with user-
defined building structures must be saved separately as a file and then can be called in the first
mandatory step of the simulation preparation process.

The first mandatory step in the process of running a simulation with LASAIR is to create a new

project. Then the user must choose the centre of the simulation area, either by using the
graphical map interface, or by inserting the desired UTM coordinates [Janicke Consulting,

24



2001-2013]. The centre of the simulation area also acts as the origin for internal coordinates.
Next, the user can select the simulation area (options are 80km x 80km , 40km x40km or
20km x 20km), and the resolution (grid size), which can be 5m , 10m or 20m [Janicke
Consulting, 2001-2013]. Also in this step, there are options to implement a previously designed
and saved building scenario and/or to include orographical structure in the simulation. LASAIR
then downloads the according maps from the Open Street Maps in the desired size and
resolution. Finally, the anemometer position, which is relevant for the wind field computation,
must be assigned before moving on to the next step.

In the second step, the release data are inserted. These include the position and start time of the
release, details about the particle size distribution and the type of the emission source.
The particle size distribution is specified using four grain size intervals: <2.5um,

2.5um—10um , 10um —50um , and > 50um . The allocation is done by percentage, i.e. the user
can allocate the percent of all particles below the size of 2.5um , below 10 um , and below
50 um . The default values are 20%, 60% and 80%, which translates to a distribution of 20%
of particles < 2.5um, 40% of particles in the range of 2.5um —10um , 20% of particles in the
range of 10um —50um , and 20% of particles larger than 50um .

For the release type there exist four types:

e Explosive Release
As a result of LASAIR’s main operational purpose, this is the default choice. The user
can enter here the amount of explosive material (maximum at 100,000g), the horizontal
and vertical extension of the explosion cloud and the time of release [Janicke
Consulting, 2001-2013].

e Stack
For the stack option, the stack height (maximum 200m), diameter and emission time
must be given [Janicke Consulting, 2001-2013]. In the current version, LASAIR, in
contrast to ARTM, does not automatically consider the plume rise of warm exhaust.
This needs to be calculated manually and added to the stack height. In this work, the
stack option is the only release option that was applied in order to have best
comparability to ARTM simulations.

e Horizontal Jet
The horizontal jet is defined by the release height, exhaust velocity, affected area, width
and vertical extension of the release area, angular direction of the jet and release
duration [Janicke Consulting, 2001-2013].

e Vertical Jet
The parameters for the vertical jet are nearly the same as for the horizontal one, except
for the vertical extension of the release area, which is replaced by the length of the
release area [Janicke Consulting, 2001-2013].

After the input of the release parameters, the meteorology parameters must be given. Here the
user has to manually insert time, wind speed, wind direction and dispersion category according
to Klug-Manier [Janicke Consulting, 2001-2013]. The anemometer position must also be
inserted in this step. Optionally, the user can assign roughness lengths to areas on the map,
according to the CORINE categories [Janicke Consulting, 2001-2013]. If nothing is chosen,
LASAIR uses the default value of 0.5m for the entire simulation area.
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Then, after choosing the simulation period and the time resolution for the results, the simulation
can be started.

For each of the time steps, the wind field model Lprwnd (explained in appendix A.2) calculates
the current situation for the whole simulation area, and the dispersion model LASAT performs
the distribution of particles. This allows the user to access and view the results for the first time
steps already while the remaining ones are still being calculated.

Finally, the user can visualise the results of the simulation. Here he has the option to choose
between visualising inhalation dose, activity concentration, surface deposition, gamma dose
and gamma activity. For both of the dose types, additional dropdown menus allow the choice
of different organs and the age of the affected person. In addition, a deposition option allows
for an input of precipitation, which is assumed to be constant over the entire simulation period
and homogeneous over the model domain.
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Figure 1.2.2.1, Schematic operation mode of LASAIR. The input for LASAIR simulations
is given in a step-by-step procedure, starting with the choice of optional settings or the
optional addition of building influences, via the input of the emission source and the
meteorology, to the choice of the resolution for the simulation. LASAIR provides the option
to create several simulation branches for a quick reassessment or changes in the input. The
results are shown in a graphical output map and can also be accessed as time series for chosen
points on the map. The arrows represent the different steps that must be taken. Punctuated
arrows show optional inputs or simulations.

According to the user manual, LASAIR allows the user to choose from a list of over 900
nuclides [Janicke Consulting, 2001-2013]. The user can select up to 5 different nuclides at the
same time to show the combined results [Janicke Consulting, 2001-2013]. The released amount
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is the total amount of radioactivity released per nuclide over the entire simulation period
[Janicke Consulting, 2001-2013]. It assumes that for every simulation interval the same fraction
of the total amount is released.

The chosen outputs are displayed in the distribution map. Different time periods can be
visualised, by clicking on this visualisation absolute values are given, and the user can create a
data table summarising the results of the whole map [Janicke Consulting, 2001-2013].
Additionally, there is the option to display time series distributions for any point on the map
[Janicke Consulting, 2001-2013].

Once the initial simulation has been completed, in order to allow for quick changes in the input
parameters, or to insert new conditions that may appear during the release, the user has the
option to create new simulation scenarios that are split up to the main scenario like branches,
starting either at the very beginning of the first simulation, or at any time during the first
simulation [Janicke Consulting, 2001-2013].

If a new branch is created, the user can edit release and meteorology input data again, before
simulating the new scenario, and potentially later creating more branches.

1.2.2.2 Limitations of LASAIR

Due the primary purpose of LASAIR for its use as a quick decision support system for dirty
bomb scenarios, it has limitations for other areas of application such as simulating constant
releases via a stack [Walter & Heinrich, 2016].

During the work with LASAIR for the comparison with ARTM, as it was performed here for
the Sostanj scenario (see chapters 1.4.3 and 4), several limitations were identified for the stack
release mode and continuous emissions. These are as follows:

e Vertical extension of buildings
Buildings can only have a maximum height of 200m. This constraint is due to the
diagnostic wind field.

e Stack height
The maximum possible stack height is 300m.

e Anemometer altitude
The anemometer can range from 2m above ground to maximum 200m altitude.

e Plume rise
LASAIR, in the version applied, does not internally calculate the plume rise for hot
sources; this needs to be done manually.

e Emission parameters
Besides the above listed parameters, stack height, diameter and emission duration, there
are no further inputs possible. It is not possible to set many important variables, such as
emission velocity, humidity, heat transfer, and time-dependent changes in the exhaust.

e Number of emission sources
LASAIR only allows for one emission source per simulation project. Simulations with
two or more emission sources have to be split into multiple projects and the results of
the simulations must then be added up manually.
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e Amount of parallel emitted nuclides
LASAIR allows only for a maximum of 5 different nuclides to be emitted at the same
time.

e Simulation period
The maximum simulation period is only 24 hours. This is a considerable limitation for
applications of LASAIR on medium-term emissions longer than one day.

e Lack of automation
The used LASAIR version does not allow for an automated read-in of input parameters.
This is particularly problematic for the meteorological data, which have to be entered
manually for each new simulation, significantly decreasing the practicality of using
LASAIR for detailed studies involving long release times.

e QGrid size
LASAIR only allows for grid sizes of 5m, 10m and 20m. Other, user-defined grid sizes
cannot be applied for the simulation.

1.2.2.3 Necessary inputs for LASAIR

All the inputs in figure 1.2.2.1 that are not marked as ‘optional’ are necessary for LASAIR. If
the user does not provide values for necessary input parameters, LASAIR uses the default
values given in the GUL

1.3 Additional programmes

In order to apply ARTM and LASAIR for marginal cases or cases slightly outside their original
scope of use, and to post-process and analyse the resulting large amount of data, some additional
tools were required. Some of them were already available for use, whereas others had to be
specifically developed to perform the necessary tasks, using the programming languages C and
Python.

As ARTM and LASAIR have different input requirements and also have different layouts of
the output data, the developed programme tools had to be specific for use with one or the other
simulation software. The used existing and in this work developed programmes are briefly
explained in the following sub-sections.

1.3.1 ARTM support programmes

The tools and programmes used to support the simulations with ARTM can be grouped into
three different sets. The largest one was a set of tools to convert orographical information from
raw data, via several steps, into a format that ARTM can read and use. The other two sets
included a programme to convert meteorological data into the ARTM data input format and a
programme to assign dispersion categories, and a programme to sum up and combine the
ARTM simulation results from several individual simulations to obtain average values.
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1.3.1.1 Programmes for orography conversion

For non-standard input data and international cartographic data, some preparatory work is
necessary before they can be used in ARTM, due to the restrictions and limitations of the
software described earlier.

For example, at http://data.geocomm.com/catalog/index.html worldwide Digital Elevation
Models (DEMs) are freely accessible. These are available in 1°x1° grids with a cell size of
0.0083° (or 0.0167° for far northern/southern grids). Since these raw data exist only in binary
format and in geo-coordinates instead of in an equidistant grid as necessary for ARTM, the
DEM must be converted into an ASCII file and then adapted to meet the grid requirements
using a set of small programmes, ‘Grid Maker 1.0°, specially developed for this purpose. This
package currently includes the routines ‘Grid Calculator’ and ‘Grid Equaliser’. The other
programmes listed and explained below will be part of the future ‘Grid Maker 2.0° package.

i. MicroDEM

MicroDEM is a  free-ware  programme that can be  downloaded at
http://softpicks.com.de/software/Multimedia/Bildnissezuschauer/MICRODEM de-
295860.htm. It can be used to read-in any kind of DEM. Although it has multiple map reduction
tools, here it will only be used to convert the input DEM from binary (dt0) into an ASC file as
it can be used for ARTM. To do this, the .dt0 file must first be opened in MicroDEM. In the
‘File’ Menu, the option ‘Open DEM’ needs to be chosen. Once the input DEM is opened, it
will then simply be saved as an ‘ASCII Arc Grid’. In order to allow for flawless processing
with the Grid Equaliser, it is of advantage to name the file with ‘longitude latitude’, e.g.
‘N48 E11°.

ii. Grid Size Calculator

The Grid Size Calculator (GSC) is a C programme that calculates the number of rows and
columns necessary for conversion of a DEM into an ARTM-readable file with the Grid
Equaliser follow-up tool. The user inserts the latitude of the southern edge of the DEM (for
DEM from the southern hemisphere, the latitude of the northern edge needs to be inserted) as a
decimal geo-coordinate, the number of rows and columns of the original DEM and the preferred
grid size for the ARTM simulations, which can be at maximum 500 meters. GSC has an internal
input parameter for the size of the original grid, which is set by default to 0.0083°. If the input
grid has a different size, this needs to be changed within the programme code and recompiled
before using.

Using the mathematical formulations described below, GSC calculates and prints out the mean
latitude, which goes through the middle of the DEM area in °, the Earth radius at the mean
latitude in metres, the maximum latitude of the DEM in °, the Earth radius at the maximum
latitude in metres, the total length of the input DEM in the x-and y-directions, the average cell
size of the input DEM, and — most important for the next preparatory step — the dimensions of
the later output grid file in numbers of rows and columns for the chosen final grid size.

The following description of the algorithm was translated and updated from the unpublished
Grid Maker 1.0 User Handbook (available in German only), written by the author of this thesis.

In GSC, Earth is approximated as a rotational ellipsoid rather than a perfect spherical object in
order to account for pole flattening. The polar (R, =6356.752km ) and equatorial radii (
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R, =6378.137km) differ in 21.385km . Between the poles and equator, the radii vary with
latitude. In order to account for this variation, GSC individually calculates the earth radius R,

of the chosen DEM as in equation (1.3.1.1 1) using the angle ¢ (see figure 1.3.1.1 I).

(B2, cos(p)f + (2, sin(p)f ,
R = \/(Requ cos(qo))z + (Rpol sin(gz)))2 (13111

From the approximation of Earth as a rotational ellipsoid deduces that the distances y,,y,,;,
for the same change in angle, decrease from the equator towards the poles. Even larger
differences can be observed in the x,,x,, x, distances between two longitudinal lines, due to the
increasingly rapid decrease towards the poles of the length of the latitudinal lines, which is why

areas defined by angle sizes have a more or less trapezoidal shape. These are incompatible for
the direct read-in into ARTM.

Figure 1.3.1.1 I, Model of Earth as a rotational ellipsoid. The radius R, varies from north to

south depending on the angle ¢ . The distances x (in blue), which always depict the same
angle, decrease rapidly towards the poles, while the y -distances (in red) decrease much more
slowly due to the flattening towards the poles.

GSC initially calculates the total angles in latitudinal and longitudinal directions of the input
DEM by using the inserted coordinates, the number of rows and columns in the DEM data file
as well as the input DEM specific step size in degrees.

Here x,,,,, 1s the total angle in longitudinal direction in degree, with x_, being the angular step

step
for the longitudinal direction, and 7, the total amount of columns of the DEM data file.

Xtotal = xstep Ry (1311 11)
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The next step of GSC calculates the mean latitude y,,,,. of the DEM using (1.3.1.1 ii1) with
Viwima. 010G the input latitude value in °, y,, being the angular step for the latitudinal direction

and n being the total amount of rows in the input DEM.

ny

Ymiddie = Yiatitude T Vstep * 7 (1.3.1.1 111)

The resulting y,,.,,. goes directly into the equation (1.3.1.1 1), which gives the mean radius
R, ... forthe DEM (1.3.1.11v).

R = (Rezqu COS(ymiddle .%800))2 + (Rfmz Sin(ymiddle .7%800))2
- (Requ cos(y middle .%800))2 + (R Dol Sin(ymi e 7% 80°))2

(1.3.1.1 iv)

Since for the calculation of the optimal grid size the most northern (for DEMs of the northern
hemisphere) or the most southern (for the southern hemisphere) latitudes are necessary, this
R,... hasto be calculated as well, as described in (1.3.1.1 v). R, is not the maximal value for

R , but is the radius where y is at its maximum y___ .

(Rezqu Cos(ymax '7%800))Z + (R,zmz Sin(ymax '7%800))Z
(Requ Cos(ymax '7%800))Z + (Rpol Sin(ymax '7%800))Z

Wlfh ymax = ylatitude + ystep ’ ny (1311 Vl)

(1.3.1.1v)

max

Once the radii are calculated, the mean distances, X,,, and Y, ,,, the longitudinal and
latitudinal distances (1.3.1.1 vii and 1.3.1.1 viii) as well as the most northern (for northern

hemisphere) or the most southern (for southern hemisphere) latitudinal distance X, ,, (1.3.1.1
ix) of the DEM can be determined.
COS(y middle * %800) .
Xtotal =27 'Rmiddle “Xiotal * (1311 Vll)
360°
Yo = 270 Ry, - 212 (1.3.1.1 viii)
360°
COS\Vmax - 4 oo
Xmax = 2”'Rmax 'xtotal ’ ( 3600%80 ) (1-31.1 1X)

Finally the amount of rows N, and the amount of columns N_, are calculated, which are a
required inputs for the Grid Equaliser to calculate a constant equidistant grid with cell size
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cellsize oy rowon - Therefore the total lengths in both x- and y- directions (for the x-direction

only the most northern, or for southern hemisphere the most southern latitudinal distance X,

is used) are divided by the desired cell size and subtracted by one (1.3.1.1 x). This is necessary
to account for boundary issues that can occur within Grid Equaliser to avoid the creation of
boundary rows and columns with false values.

X

_ max _ 1
Cotum ™ cellsize
Column ,out
’ (1.3.1.1 x)
_ Ymtal -1
Row — ” .
ce SlzeRow,out

iii. ASC Restructure

The ASC Restructure support programme is a simple tool (programmed in C) to order the ASC
files produced with MicroDEM in a readable form and print them out in a separate file. The
original ASC files are simply a list of values, not structured in rows and columns that represent
the DEM area. This makes it hard for the user to view the DEM, for example as an MS Excel
sheet, which is necessary if only a smaller part of the large map should be selected. This
selection can be done manually after applying the ASC Restructure tool, but in many cases it is
more comfortable to perform the selection of a smaller area after the equalisation operation as
performed by Grid Equaliser. Only for cases in which a small grid size is anticipated, is it
suggested to first shrink the DEM area and then to use the Grid Equaliser.

iv. Grid Equaliser

The Grid Equaliser (GE) programme is the main tool (programmed in C) to prepare an input
DEM based on geo-coordinates into an equidistant grid of elevation values. It is based on an
older source code that was developed internally by K. Arnold for the purpose of preparing maps
from the Fukushima area to be used within ARTM. The GE programme explained here builds
on the formalism used in the previous version, but, due to its adaptations, especially its more
detailed algorithm for calculating the grid, allows for a more global application. The credits for
the interpolation method applied here go to K. Arnold.

The description of the algorithm was translated and updated from the Grid Maker 1.0 User
Handbook (in German only) written but unpublished by the author of this thesis.

GE reads the input ASC file previously prepared with MicroDEM or ASC Restructure. Note
that before use of the input ASC file, its header lines have to be deleted. The user inserts the
filename of the input file, which should be named by the coordinates and the file type, e.g.
‘N48-E11.ASC’. The file type is based on the geocomm.com data file sizes, which come either
in 121 rows and 61 columns or in 121 rows and 121 columns. In case of different row and
column numbers (for example if a certain area has been cut out), the user has to apply the
desired changes in the source code and recompile before usage. Also, the output cell size can
only be changed in the source code and is by default 500m. As C only allows for a maximum
of 40,000 table entries, it is recommended for small cell sizes to first decrease the DEM area
before applying GE.

GE is based on the approximation of Earth as a rotational ellipsoid as described above for the
Grid Size Calculator (see also figure 1.3.1.1 I). The basic principle of GE is to transform a grid
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based on geo-coordinates into an equidistant grid. As can be seen in figure 1.3.1.1. II, the —
from the view of the metrical system — trapezoidally shaped grid cells of the geo-coordinates
need to be turned into perfectly squared grid cells. Each point on the grid symbolises one
altitude value.

Figure 1.3.1.1 I, the trapezoidally shaped input grid given by the geo-coordinates has to
be transformed for the use into an equidistant grid with squared grid cells. Here each of the
black dots represents one altitude value of the DEM.

The GE programme proceeds by first adapting the cell sizes in the vertical (north-south)
direction to the desired cell size (figure 1.3.1.1 IIla) and afterwards adapting the horizontal
(east-west) cell sizes (figure 1.3.1.1 IIIb). For example a grid cell in Geo-coordinates with
0.0083° grid size can have for latitudes around 45° the four cell sides with a=600m, b=900m,
¢=610m and d=900m. These differences between the northern and southern edges become even
more severe when going further pole-wards, where the difference can be a few hundred meters.
For ARTM, only grids with constant sizes, for example 500m by 500m, can deliver useful
simulation results. Altitude values for the new grid corners are calculated via linear
interpolation, as described below in more detail.

B00m 600m
» L) - . R — . . .
500m
900m 610m ® pa
500m
: ol Y o 5 &
. *
905m 500m
@ * * .
. L ] » . . * L ] . .

Figure 1.3.1.1 IIIa, Adaptation of the vertical cell size (north-south direction)
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Figure 1.3.1.1 IIIb, Adaptation of the horizontal cell size (east-west direction)

After successfully inputting the starting parameters, GE reads the DEM data and saves them
internally, and then creates a working grid of 250 rows and 160 columns (these numbers can be
adapted in the source code), which serves as internal storage for the first calculation step. This
first step is, as shown in figure 1.3.1.1 Illa, the adaptation of the vertical distances. Therefore,
the first row of the DEM data gets copied into the working grid and the values of the following
rows are calculated via linear interpolation starting from there.

This is performed by calculating the longitude and latitude for each data point with equation
(1.3.1.1 xi). Here longitude and latitude are the initial values that define the position of the
DEM, for example 48°N and 11°E. To these values an angle is added for each point on the grid
that refers to its position in the working grid. Therefore it uses step,, and step, , which are the

initial values given by the type of input grid, for example 0.0083°, the we, and ns, values, which

are the initial column and row numbers, respectively, and ¢ and p, which are running numbers

we,

in the programme code to address each of the entries of the grid. is the relation between

we,

input grid and working grid, however for this first calculation step, where only the north-south
direction is adjusted, the amount of points in the east-west direction is kept constant.

While the defining coordinate is the lower left entry in the grid, to determine the correct north-
south values, the maximum north extension has to be calculated by adding step, - ns,and then

subtracting the north coordinate for the following lines.

1
A, =longitude+ (q + —j -step,,, e
2 we,

e (1.3.1.1 xi)
2

ns

n

A, =latitude+ step, -ns | 1—

With A | inserted into (1.3.1.1 iv) as the y-value, for each point in the grid, the individual earth
radius R, , is calculated individually and enters into (1.3.1.1 xii) for the individual cell size of
the input grid.

step,, ..
dy=2-7-R_,—2% 1.3.1.1 xii
y ind 3600 ( )
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Although dx is also calculated the same way, it is not used for the first step. Now in (1.3.1.1
xiii) the position of the next new grid point is calculated with cellsize being the desired

out,ns
output cell size, for example 500m.

Pos = p-cellsize (1.3.1.1 xiii)

new,ns out,ns

This position will then be compared with the position of the old point Pos,, ., while i runs in

a for-loop from 0 to ns, , to keep the indices of the old grid points, which are direct neighbours
in the north-south direction to the new point (1.3.1.1 xv). That means that in the programme the
loop is stopped at the first position of the old grid that has a larger difference to the edge of the
grid than the new position has. The latter one will be given the index i and therefore the value
with index i-1 lies directly below the new value, which means that the neighbouring altitude
values will then be the ones used for the interpolation of the altitude at the new position point.

Pos =i-dy (1.3.1.1 xiv)

old ,ns

aboveold,ns =]

) (1.3.1.1 xv)
below, ,c =i—1

The interpolation to create a new altitude value, based on the formalism by K. Arnold, is
performed in dependency of the position of the new grid point in support of the two indices
shown in (1.3.1.1 xv). In the source code, to each grid point [p, ¢g] a corresponding value is
assigned that represents the value of the input grid i-1, plus a value that represents the altitude
difference between the points with the indices i and i-1 multiplied by the ratio of how the new
point separates the distance between the two old points. The according mathematical
description is shown in (1.3.1.1 xvi) below:

P —(i—-1)-d
05 s ~(i=1)-dy (1.3.1.1 xvi)

i-dy—(i—1)-dy

Vgridwk (p= Q) = Vgridn,d (l -1, q) + (Vgriduk, (i’ Q) - Vgriduk, (l -1, Q))

Here, V. (p,q), Veria,, (i—l,q) and V4 (i,q) represent the altitude values of the

corresponding positions on the grid for both, the working and the input grids. The ratio of

POSnew,ns - (l - 1) ) dy
i-dy—(i—1)-dy

next lower old grid point to the distance between the two old grid points.

represents the ratio of the distance between the new grid point and the

Figure 1.3.1.1 IV demonstrates graphically how the process of linear interpolation is applied.
In the example, the input grid (here called ‘old grid’) has a grid size of 600 m and the desired
output grid (‘new grid’) a grid size of 500 m. The first altitude (of a row or column) is directly
copied from the ‘old grid’ into the ‘new’ one, as it is not changed. In the example this means
that point A, with an altitude of 100 m, is identical in height in both grids. Now point B in the
old grid is 140 m in altitude. In order to calculate the altitude of the second point in the ‘new
grid’, the formula shown in the graphic is used: the difference in altitude between point A and

point B in the old grid is multiplied by the ratio of A, to the ‘old’ grid size. Added to the

altitude /1, of point A, this results in the altitude % for the new point B new. A, is the

B_new
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distance d,, between B new and the old point A, which in this case happens to be the grid

size of the ‘new grid’.

Calculating the altitude of C_new follows the same algorithm. The only difference is that now
A, 1s not necessarily the same as the ‘new’ grid size. That means that now the ‘old points’ need
to be used for adding the additional altitude.

For all further points this procedure is applied to calculate the new altitude values.

A B_old C_old
d_old =600m d old
100 m 140 m = 160 m
A_2
A1 B_new = 400m C_new
it d_new =500m el d_new 153m

A1
dold

hB_new — hA + (hB_old _hA)'

A,

hC_new = hB_old + (hc_old - hB_old ) d—
old

Figure 1.3.1.1 IV shows the linear interpolation. The blue boxes represent the input grid,
consisting of the original altitude values for each grid point. The yellow boxes represent the

new grid, after the interpolation. %, is the altitude value of starting point A, accordingly,
h hy s and h. ,, are the values for the points B and C in the new and the

old grid. A, and A, are the distances of the new grid point to the next lower old one, and
d,,, 1s the grid size of the old grid (which can also vary).

B _new? C _new

Once the working grid is filled in the north-south direction with the new altitude values, in a
second step the east-west direction is handled in the same way in order to obtain the final
equalised output grid.

The only difference lies now in (1.3.1.1 xi) where the we, divisor has to be replaced with we,
to obtain (1.3.1.1 xvii).

A, = longitude + (q + lj -step.,, Az
2 we,
p+l (1.3.1.1 xvii)
A,, = latitude + step, -ns | 1— 2
ns

n
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All other formulas used for calculations in the north-south direction stay the same, except that
now the east-west parameters are used, as well as g instead of p, as in (1.3.1.1 xviii).

Pos = q - cellsize (1.3.1.1 xviii)

new,we out ,we

v. Location Calculator

This support tool is a small C-programme developed for the purpose of calculating the distances
of points of interest in relation to other points. For example, it can be used when the coordinates
of a source or building are known only in geo-coordinates, but in order for ARTM to use them
they need to be given as distances to the south-western corner of the simulation area (or
wherever the coordinate origin is located). The Location Calculator (LC) reads in the geo-
coordinates of the requested location and the coordinates of the reference location (coordinate
origin) and then prints out the distances in the x- and y-directions in metres. LC can also output
a file with all the calculations.

LC calculates first the differences in the latitudinal and longitudinal directions with (1.3.1.1
xix) and (1.3.1.1 xx).

A
A

(1.3.1.1 xix)
(1.3.1.1 xx)

= latlocation - lat

lat reference

= lonlucatian - lon

lon reference

It then calculates the Earth radius R, at the mean latitude using the formula (1.3.1.1 1v) as
described for the GSC programme, with y,,.,,. being the mean latitude of the requested location
and the reference location (1.3.1.1 xxi).

_ latlocation _lat”efe”‘-’"w (1 3.1.1 XXi)
ymiddle - 2 o

The final distances in the x- and y-directions are then calculated using (1.3.1.1 xxii) and (1.3.1.1
xxiii), respectively.

. ymiddle 4 Alon s
dist, =2-7w-R, ... -COS . 1.3.1.1 xxii
lon middle [ 1800 j 3600 ( )
dist,, =2-7-R . - Ay (1.3.1.1 xxiii)
lat middle 3600 et

vi. Application of the Programmes

All of the programmes described in the sections above were specifically developed to prepare
input data for the data sets ‘La Hague’ and ‘Sostanj’ for use in ARTM, as there were either no
orographical data provided or the provided data could not be used successfully in ARTM.
Therefore, for these scenarios the corresponding digital elevation maps were downloaded from
geocomm.com as binary files in geo-coordinates of the size 1° by 1°. In order to make these
files readable, the MicroDEM programme was applied as described above to convert the file
format.
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At this point the ASC restructure programme could be used to view the DEM, for example in
Excel, and to manually cut out an area of interest.

As a next step it is necessary to use the GSC, in order to find out the optimal grid size for the
output grid and to ensure feasibility within the grid size constraints. The GSC programme gives
as an output the number of rows and columns as well as the desired grid size.

This information is then inserted into the source code of the GE programme (more detailed
information on where the values need to be inserted can be found in the comments of the source
code). GE then creates the final output map, which is in the right format for inputting into an
ARTM simulation.

As ARTM not only requires an altitude map, but also requires that all locations, such as
locations of the emission source, the anemometer, monitoring points and buildings, be given in
terms of distance to the origin location of the input map, the LC programme can be used to
easily calculate these distances if the user only has the geo-coordinate locations available.

1.3.1.2 Conversion of Meteorological Data

Diffusion Class Calculator (DCC) is a C-programmed tool that was developed in order to assign
diffusion categories to meteorological data sets lacking diffusion categories. Diffusion or
dispersion categories are a method to parameterise atmospheric turbulences due to different
atmospheric layering. Besides the Monin-Obukhov-length, ARTM uses the Klug-Manier
classification system and consists of 6 different dispersion categories, ranging from very stable
to neutral to very unstable layering [Richter et al., 2013a, 2013b].

DCC was developed specifically for use with the meteorological raw data provided with the
‘Sotanj’ scenario data set. As described in chapter 2.1.1.4, the dispersion category cannot be
measured directly, but there are multiple methods to estimate it. The one that was applied in
this measurement campaign were vertical wind velocity measurements via SODAR (Sonic
Detection And Ranging). The KTA 1508 (2006) includes a table to categorise the dispersion
class depending on the horizontal and vertical wind velocity (see table 2.1.1.4 1I).

DCC now uses the values in these tables to assign a dispersion category for each of the
meteorological measurements and then prints out a meteorological file in the correct formatting
to be used for simulations with ARTM.

1.3.1.3 Analysis of Simulation Results

In order to combine the results of multiple ARTM simulations of the same scenario but with
different initial particle distributions, the ‘ARTM results combinator’ (ARTMres) was
developed. It automatically calculates mean values, maximum values and standard deviations.
This programme was written in Python. Upon inserting the path and the names of the simulation
project folders, ARTMres reads the ‘.dmna’-files for concentration, deposition and gamma
submersion that were produced with ARTM.

ARTMres can create 5 different output file types, depending on the number of input types; it
creates a file that

i. only contains the maximum values for a particular nuclide, their position in the
simulation area and their percentage deviation from the mean value of all maxima.

ii. combines the concentration/deposition/gamma submersion maps of all simulation of the
ensemble by creating the mean values for each grid cell of all different input
simulations.

38



iii. contains a map of the absolute values of the standard deviations of the
concentration/deposition/gamma submersion.

iv. contains a map of the percentage values of the standard deviations of the
concentration/deposition/gamma submersion.

v. combines all the time series of all chosen monitoring points into a mean time series and
their standard deviations in absolute and percentage values.

The standard deviation o typically is described by the square root of the variance Var(x), with
the variance being dependent on the expected value E/x]/.

o, =Var(x) (1.3.1.31)
Var(x)= E[x* |- (E[x]} (1.3.1.3 i)

Since we base the calculation of the standard deviation on a small sample, we use the unbiased
sample standard deviation described by Richard M. Brugger [Brugger, 1969]. He states that
(1.3.1.3 iii) is a viable approximation of the standard deviation that is valid also for small sample
sizes n [Brugger, 1969].

n

&:\/ ! >(x, %) (1.3.1.3 iii)

1’1—1.5 i=1

As he shows, sample sizes larger than 6 can deliver fairly accurate estimations, if significant
digits are limited to 2; for 3 significant digits, 10 samples are sufficient [Brugger, 1969].

Here in this work 16 different samples were always used to calculate the standard deviation, to
ensure a high accuracy while keeping the amount of simulation runs as low as possible.
ARTMres uses the unbiased estimation of the standard deviation as described in (1.3.1.3 iii) for
all analyses performed on ARTM output files.

The created output files ii. to iv. are in the same format as the inputs, so that they can be viewed
in GO-ARTM, given that the user copies additionally an ARTM.txt file into the folder of the
output files, so that GO-ARTM recognises them as a simulation project.

1.3.2 LASAIR support programmes

As LASAIR, due to its application purpose (as described in 1.2.2), requires the manual input of
all parameters, there is little scope for employing an easily programmed tool to simplify the
inputs.

The only support tool that was developed for LASAIR is a tool called LASAIRres that
combines time series results. As LASAIR does not allow for calculations with different initial
particle distributions, as is the case with ARTM and the starting random number, there is no
reason to calculate also a standard deviation for the results as is done in ARTMres (see section
1.3.1.3).

LASAIRres is, like ARTMres, programmed in Python. It serves the sole purpose of combining
multiple time series results into one file in order to be easily handled with Excel to view and
plot the data.
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1.4  Data sets descriptions

While there exist quite a few experimental data sets on atmospheric dispersion measurement
campaigns, the majority of these are on a micro-scale (in the range of tens to hundreds of
metres) and involve only short term releases ranging from a few milliseconds (e.g. for
explosions) up to a few hours (e.g. accidentally increased releases). There exists little to no
freely available measurement data of radionuclide immissions for continuous long-term
releases in high resolution.

While the emissions from the stacks are quite well monitored for most nuclear facilities, the
artificially emitted radionuclide contents are usually too small to be measured above the natural
background radiation in the surrounding local area [LfU, 2016]. There exist only a few
facilities, such as the AREVA La Hague nuclear reprocessing plant, where larger quantities of
artificial radionuclides are emitted that can be found in immission measurements in far-off
locations, and usually these data are restricted and hard to access.

As an alternative, the data from conventional emissions can be used in order to simulate the
atmospheric dispersion, and then compare the simulation results with the immission
measurements.

Here, several data sets are described that were used for the verification and validation of ARTM.

1.4.1 La Hague

The data set for the La Hague scenario has been derived mostly from a publication of Connan
et al. (2013) about modelling the ¥ Kr release of the AREVA La Hague nuclear reprocessing
plant. There they describe several short-term measurement campaigns in the region nearby, and
the application of different simulation models to simulate and reconstruct the measurement
results [Connan et al., 2013]. Out of these measurement campaigns, the one of interest for the
simulation with ARTM is the one that was conducted from the 26" to the 27" of February 2009,
where a 2-day continuous measurement of the ® K7 immission (in Bq per cubic meter) at the
IRSN (Institut de Radioprotection et de Stireté Nucléaire) Cherbourg was taken [Connan et al.,
2013].

The publication contains several diagrams on the meteorology, emission and immission data.
Due to the non-existence of data tables, the data were read out directly from these diagrams,
therefore introducing a small ‘read-out’ deviation.

The following data were taken or derived from Connan et al. (2013):
i. Meteorological Data

The meteorological data used in Connan et al. (2013) comprise wind speed and wind
direction from the release location only. These were read out from the diagrams and put
into the tabular input format required by ARTM. The resulting table can be seen in appendix
E. The estimated ‘read-out’ uncertainty for the wind direction is 5° and for the wind speed
0.5ms™".

The anemometer height is, at 100 metres, the same as the release height [Connan et al.,
2013].

ii. Emission Data

Connan et al. (2013) lists two release sources, the stacks UP2-800 (located at 49.67705°N,
1.87941°W) and UP3 (49.67797°N, 1.87606°W) of the AREVA La Hague reprocessing

40



plant, each of them with a stack height of 100 metres. As for the ¥ Kr emission, only the

hourly release values in Bg-s™' for the 26 of February are given in the publication. The

1

estimated ‘read-out’ uncertainty is +5-10°Bg-s~'. The release data can be found in table

1.4.1 below.
iii. Immission Data

The immission data for the measurement period were also read from a diagram in the
publication. The *Kr activity concentration in Bg-m~ was measured at the IRSN

Laboratory of Radioecology (LRC) located in Cherbourg (48.635°N, 1.645°W) [Connan et
al., 2013]. The uncertainty introduced by the manual read-out is estimated to be

+20Bg-m~ . The immission data are listed in table 1.4.1.

iv. Surface Roughness

The surface roughness in the area surrounding the AREVA La Hague fuel reprocessing
plant, was given as 0.1 m. The surface roughness length is a method to parameterise the
land coverage in order to apply surface turbulences in the simulation. The more obstacles
dominate the landscape, the higher is this roughness length number.

G()Qg[c earth

Figure 1.4.1 shows the La Hague peninsula with the AREVA La Hague nuclear
reprocessing plant. The two stacks UP2-800 and UP3 are marked with the red pins (red
circle). The yellow pin marks the location of the IRSN in Cherbourg where the immission
measurements were taken. This map was created with Google Earth.
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Table 1.4.1 lists the emission and immission values given in Connan et al. (2013). The
emission data for the 27 of February and for 23:00 on the 26" of February (marked with
*) were not explicitly given, so they were assumed to be equivalent to the mean value of the
emissions from the 26™ of February. The immission values shown here were read from the
diagrams for the measurement location at the IRSN LRC, here named IRSN.

26" February 2009 27" February 2009
Time in UTC ®Kp release in  *Krimmission  *Kr release in * Kr immission

10°Bg-s™ in Bg-m™ 10°Bg-s™ in Bg-m™
00:00 1.05 100 0.841%* 100
01:00 0.75 50 0.841* 1700
02:00 0.95 100 0.841%* 4400
03:00 1.05 100 0.841* 100
04:00 0.8 150 0.841%* 20
05:00 1.05 1100 0.841* 50
06:00 0.6 20 0.841%* 100
07:00 0.65 20 0.841* 1600
08:00 1.15 0 0.841%* 100
09:00 0.8 100 0.841%* 50
10:00 0.75 50 0.841* 900
11:00 0.85 50 0.841%* 100
12:00 0.8 0 0.841* 1100
13:00 0.55 100 0.841%* 1100
14:00 1 150 0.841* 1250
15:00 0.5 1800 0.841%* 150
16:00 0.55 2800 0.841* 50
17:00 0.8 0 0.841%* 300
18:00 1 0 0.841* 20
19:00 1.1 50 0.841%* 50
20:00 0.8 0 0.841* 1000
21:00 1 20 0.841%* 600
22:00 0.8 1000 0.841%* 500
23:00 0.841* 3200 0.841* 200

Other input data were estimated or taken from different sources. The orography file was
downloaded from www.geocomm.com and prepared for use in ARTM as described in section
1.3.1.1.

The meteorological data provided in the diagrams of the Connan et al. (2013) publication are
insufficient for use with ARTM, as it additionally requires the dispersion categories. These had
to be estimated using synoptic observations of the cloud coverage from satellite images for the
period of the measurement campaign. Details on this method and the weather charts can be
found in Appendix D. The dispersion categories are listed in appendix E.

The two emission sources UP2-800 and UP3 are given in Connan et al. (2013) with their height
and location, but the diameters of the stack openings had to be estimated using Google Earth,
as they were not listed in the publication. The diameter of the stack opening was estimated for
UP2-800 at 5 metres and for UP3 at 3 metres. The uncertainty of these numbers is estimated to
be + 1m for each of the two stacks.
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Since emission rates are only given for the 26" of February 