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Zusammenfassung

Diese Dissertation untersucht die horizontale Ausbreitung von Gebirgswellen aus
mittleren Breiten in der Siidhemisphére. Hierfiir werden bodengebundene Temper-
aturmessungen eines Rayleigh Lidars analysiert, die in Lauder, Neuseeland, wahrend
des siidhemispharischen Winters durchgefithrt wurden. Zuerst werden vier gebrauch-
liche Methoden zur Extraktion von Schwerewellen aus mittelatmosphéarischen Tem-
peraturmessungen mittels Lidar evaluiert und miteinander verglichen. Es stellt sich
heraus, dass sich ein Butterworthfilter am besten eignet, wenn Gebirgswellen analysiert
werden sollen. Als néchstes wird untersucht inwiefern das integrierte Vorhersagesystem
(IFS) des européischen Zentrums fiir mittelfristige Wettervorhersage (ECMWF) die
Dynamik der mittleren Atmosphére auflost. Der mittlere thermische Zustand der Atmo-
sphare iiber Neuseeland wird dabei bis in 60 km Hohe korrekt simuliert, wohingegen die
simulierten Schwerewellen nur bis in 45 km Hohe mit den Messungen iibereinstimmen.
Dies ist vor allem auf die Schwammschicht des ECMWEF IFS zurtickzufithren, die ober-
halb von 45 km kleinskalige Fluktuationen in den Simulationen ddmpft. Zum Schluss
wird untersucht, ob die Gebirgswellen, die am 31. Juli und 1. August 2014 von dem Lidar
beobachtet werden, sich horizontal ausbreiteten. Durch Kombination von Daten des
bodengebundenen Rayleigh-Lidars, des ECMWEF IFS und von Satelliten, sowie unter
Zuhilfenahme von Ratracing Simulationen, kann gezeigt werden, dass die Gebirgswellen
zu Beginn der hier analysierten Periode in der unteren Stratosphére brechen. Zu
einem spateren Zeitpunkt konnen die Gebirgswellen in groflere Hohen propagieren und
breiten sich auch horizontal Richtung Siidosten aus. Ferner wird abgeschatzt, dass
der Schwerewellenimpulsfluss der horizontal propagierenden Gebirgswellen in 70 km
Hoéhe um eine Grolenordnung grofer ist als das klimatologische Mittel. Dies zeigt, dass
der Impulsfluss von Gebirgswellen aus Neuseeland iiber mehrere Breitengrade hinweg
transportiert werden kann.



Abstract

This thesis examines the horizontal propagation of mountain waves originating at
mid-latitudes in the southern hemisphere. For this purpose, ground-based Rayleigh
lidar temperature measurements are analyzed, which were conducted at Lauder, New
Zealand, during austral winter. In a first step, four common methods of extracting
gravity waves from middle atmospheric lidar temperature measurements are evaluated
and compared to each other. It is found that the application of a Butterworth filter
is suited best, if mountain waves are the focus of the study. Secondly it is evaluated
in how far the integrated forecast system (IFS) of the European Centre for Medium-
Range Weather Forecasts (ECMWF') resolves middle atmospheric dynamics. The mean
thermal state of the atmosphere above New Zealand is thereby correctly simulated up
to 60 km altitude, whereas the simulated gravity waves agree with the observations only
up to 45 km altitude. This is attributed to the sponge layer of the ECMWEF IFS, which
dampens small scale fluctuations within the model above 45 km altitude. In a last step,
it is analyzed whether mountain waves observed by the lidar on 31 July and 1 August
2014 propagated horizontally. By combining the Rayleigh lidar data with ECMWEF IFS
data, satellite data and raytracing simulations, it is found that in the beginning of the
here analyzed period the mountain waves break in the lower stratosphere. Later, the
mountain waves can propagate to higher altitudes and exhibit horizontal propagation
towards the southeast. It is estimated, that the gravity wave momentum flux of the
horizontally propagating mountain waves at 70 km altitude is an order of magnitude
larger than the climatological mean. This shows, that the gravity wave momentum
flux of mountain waves originating at New Zealand can be transported over several
degrees latitude.
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1 Introduction

The Earth’s atmosphere is divided into four layers: the troposphere, which comprises
the lowermost 10 km, the stratosphere, which roughly ranges from 10km to 50 km
altitude, the mesosphere (50 km to 90 km) and the thermosphere, which is located above
90 km altitude. The middle atmosphere comprises the stratosphere and the mesosphere
and ranges from about 10to 90 km altitude. The dynamics of the middle atmosphere
are largely influenced by atmospheric wave motions (e.g. Becker, 2011). The horizontal
scales of these waves range from the planetary scale down to a few kilometers. Planetary
scale waves are referred to as planetary waves, or Rossby waves. They are driven by the
conservation of potential vorticity. Smaller scale waves with horizontal wavelengths of
1000 km to 1km are called gravity waves, because the restoring force of these waves is
buoyancy and hence gravity. Both types of waves are responsible for several phenomena
in the middle atmosphere, such as the Brewer-Dobson circulation (e.g. Cohen et al.,
2014), the quasi-biennial oscillation (e.g. Baldwin et al., 2001) or the formation of the
cold polar summer mesopause (e.g. Fritts and Alexander, 2003). In the mesosphere,
gravity waves have a larger influence on the dynamics than planetary waves. This is
due to the reason that planetary waves are generally not able to propagate through the
stratosphere (Charney and Drazin, 1961), whereas gravity waves are able to propagate
to mesospheric altitudes.

Sources of atmospheric gravity waves are mainly located within the troposphere. They
comprise flow over topography, convection, atmospheric jet-front systems and sponta-
neous imbalance (e.g. Fritts and Alexander, 2003; Plougonven and Zhang, 2014, and
references therein). Gravity waves do not only transport energy but also momentum.
This momentum is transferred to the background atmosphere at the altitude of dis-
sipation, or during phases of transience (Bdloni et al., 2016). As a consequence, a
so called gravity wave drag is exerted on the background atmosphere which in turn
accelerates the mean flow and changes the dynamical and thermal structure of the
background atmosphere. As gravity waves propagate upward within the atmosphere,
their amplitude increases exponentially due to the decreasing density, in the absence of
wave dissipation. As a result gravity waves become more likely to overturn, break and
exert gravity wave drag on the background atmosphere the higher up they propagate.
Hence, gravity waves constitute an important coupling mechanism between the tropo-
sphere, where most gravity waves are exited, and the middle atmosphere (Holton and
Alexander, 2000).



1 Introduction

If global models are to generate a realistic representation of the middle atmosphere,
they have to include a representation of the gravity wave drag. A realistic middle
atmosphere in global modeling is of interest, because not only exists a coupling of the
troposphere to the middle atmosphere, but also because the middle atmosphere can
influence tropospheric weather regimes (e.g. Baldwin and Dunkerton, 2001; Gerber
et al., 2012; Kidston et al., 2015). The representation of gravity waves is a challenge for
global atmospheric models, because the horizontal scale of gravity waves ranges from
about 1000 km to 1km. While the larger scale gravity waves can be resolved by most
global models, the smaller scale gravity waves cannot be resolved explicitly because such
a fine horizontal resolution requires too large computational resources. Especially global
climate models with their coarser resolution (several hundred kilometers) compared to
weather prediction models (a few kilometers) struggle in resolving the gravity wave
spectrum. As a consequence, the effects of gravity waves on the middle atmospheric
circulation have to be parametrized (Alezander et al., 2010).

Due to the limited available computational power, several simplifications are made
by these parametrizations. One simplification is the approximation that the gravity
waves propagate purely vertically in a single column. This is partly motivated by
satellite observations which show the formation of so called gravity wave “hotspots” in
the stratosphere, that is to say, regions with enhanced gravity wave activity. These
regions are located directly above mountainous regions, such as the southern Andes,
the Scandinavian mountain ridge, or the South Island of New Zealand, or above
major convective regions such as the tropics or the North American Great Plains
during summer (e.g. Wu and Eckermann, 2008; Gong et al., 2012; Hoffmann et al.,
2013). Another simplification of gravity wave parametrization schemes is that the
waves propagate instantaneously from their source region to the altitude of dissipation.
Additionally, the gravity wave spectrum at the source altitude is largely unknown. For
an in-depth discussion of different parametrization schemes, the reader is referred to
the study by McLandress (1998).

One important shortcoming of current global models within the middle atmosphere is
the problem of the missing gravity wave drag at 60°S (McLandress et al., 2012). This
missing gravity wave drag causes the polar night jet to exhibit too large horizontal
wind speeds in the southern hemisphere. Additionally there is not enough downwelling
in the southern hemispheric wintertime middle atmosphere, which in turn results in a
too cold Antarctic stratosphere during wintertime. This problem is well known as the
“cold pole bias” (e.g. Hamilton et al., 1999).

During recent years, several studies have investigated the cause of this missing gravity
wave drag at 60°S. For example Alezander and Grimsdell (2013) and Hoffmann et al.
(2016) showed that several small islands located in the vicinity of 60° S can be responsible
for a significant amount of gravity wave drag within the middle atmosphere. Because
these islands are generally underrepresented in gravity wave parametrizations, a proper



treatment of those could improve the representation of the middle atmosphere in global
models. Another possible contribution to the missing drag is an underrepresentation
of non-orographic sources, such as storm tracks (e.g. Hendricks et al., 2014; Hindley
et al., 2015).

McLandress et al. (2012) furthermore speculated that the horizontal propagation of
orographic gravity waves, so called mountain waves, could also contribute to the missing
drag at 60°S. Such a horizontal propagation cannot be simulated by current gravity
wave parametrization schemes due to the single column approximation. On the other
hand Dunkerton (1984), Sato et al. (2009), Sato et al. (2012) and Jiang et al. (2013)
examined simulations, which showed that mountain waves can propagate horizontally
over large distances.

Following these studies, this thesis evaluates the following hypothesis:

Mountain waves originating at New Zealand can propagate horizon-
tally away from their source region into the polar night jet.

This horizontal propagation results in a cross-meridional transport of
gravity wave momentum flux.

Differing from the above mentioned studies, the occurrence of horizontal propagation is
not investigated with the help of simulations alone, but by also analyzing ground-based
Rayleigh lidar measurements conducted at Lauder, New Zealand (45.0° S, 169.7° E),
during the DEEPWAVE campaign (Deep Propagating Wave Experiment, Fritts et al.,
2016). Rayleigh lidar measurements provide temperature profiles with a high vertical
and temporal resolution throughout the middle stratosphere up to the mesopause
region. Consequently, Rayleigh lidar measurements have been used to study middle
atmospheric gravity waves for the last three decades (e.g. Chanin and Hauchecorne,
1981; Gardner et al., 1989; Wilson et al., 1991; Whiteway and Carswell, 1995; Duck
et al., 2001; Rauthe et al., 2008; Yamashita et al., 2009; Alezander et al., 2011; Kaifler
et al., 2015a).

Gravity wave signatures are extracted from lidar measurements by subtracting back-
ground profiles from the individual measurement profiles. However, all of the previously
named studies have used different methodologies to extract gravity waves from their
lidar measurements, without comparing their methodology to previous studies. Thus,
before the lidar measurements are evaluated, the first question investigated in this
thesis is

1) Which method is most suitable to extract signatures of gravity waves
from Rayleigh lidar temperature measurements?
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This question is examined by evaluating four commonly used methods of extracting
gravity wave signatures from Rayleigh lidar temperatures. At first synthetic data is
used to determine the spectral response of each of the four methods. Afterwards, the
four methods are applied to observational data and the results are compared to each
other.

Another problem which arises in the interpretation of the lidar measurements is
connected to the measurement geometry of the ground-based lidar: Since all the
measurements are taken in a strictly vertical column ranging from about 30km to
80km altitude, the question of horizontal propagation cannot be assessed by solely
analyzing the lidar measurements. A possibility to assess the horizontal propagation of
mountain waves is to combine lidar and modeling data. For this purpose data from the
integrated forecast system (IFS) of the European Centre for Medium-Range Weather
Forecasts (ECMWF) is used. The second question which arises in this context is

2) To what extent are middle atmospheric dynamics resolved by the
ECMWEF IFS?

In order to assess this question, the mean temperature profile and the middle atmo-
spheric gravity waves simulated by the ECMWF IFS are compared to Rayleigh lidar
observations above New Zealand. Motivated by an upgrade of the horizontal resolution
of the ECMWF IFS, which fell in the time frame of another gravity wave campaign,
two sets of ECMWF IFS simulations with different horizontal resolutions are compared
to coinciding Rayleigh lidar observations above Sodankyla, Finland. The differences
between both sets of ECMWEF IFS simulations are further investigated by examining
specific testruns conducted with the ECMWF IFS.

The third part of this thesis focuses on a specific case where the ECMWEF IFS closely
matches the mountain wave signatures observed by the lidar above New Zealand. In
particular, the following question is investigated:

3) Do the large amplitude mountain waves exited above New Zealand
during 31 July and 1 August 2014 propagate towards the south?

The Rayleigh lidar temperature measurements during those two days are analyzed to
characterize the temporal and vertical evolution of the wave event. ECMWEF IFS data
is used to characterize the ambient conditions in the troposphere and lower stratosphere.
Raytracing simulations are conducted in order to examine the propagational pathways
of the mountain waves. Finally, the results are compared to satellite measurements
and ECMWF IFS data.

This thesis is structured as follows: Chapter 2 gives a brief introduction of the theory
of atmospheric gravity waves. Furthermore the raytracing technique and the Rayleigh
lidar technology are described. In Chapter 3 the suitability of different methods for



extracting gravity waves from Rayleigh lidar temperature measurements is evaluated.
The gravity waves resolved by the ECMWF IFS are compared to lidar measurements
above New Zealand in Chapter 4. Chapter 5 focuses on the lidar measurements on 31
July and 1 August 2014 and the question of the propagational pathway of the mountain
waves during this event. Finally, a summary is given in Chapter 6.






2 Theory and Methods

2.1 Gravity waves

Atmospheric gravity waves owe their name to the gravitational force which counteracts
the buoyancy of an air parcel and thereby enables wave motions of such an air parcel.
In the following the theory to describe linear atmospheric gravity waves will be shown,
as well as aspects of wave energy propagation and the effect these gravity waves have
upon the global mean circulation. Further information on the theory of internal waves
can be found for example in Sutherland (2010) or Nappo (2002).

2.1.1 The gravity wave dispersion relation

The linear theory for atmospheric gravity waves is derived by starting from the basic
conservation laws of fluid dynamics: The conservation of momentum, described by the
Navier-Stokes equation (Eq. 2.1); conservation of mass, described by the continuity
equation (Eq. 2.2); and the conservation of internal energy (Eq. 2.3). Here the
equations are derived in Cartesian coordinates & = (x,y, z) and the notation of Fritts
and Alexander (2003) is adapted:

| 1 B
%—i—ﬁ-Vﬁ—Ff(erﬁ):—pr—g€2+D (2.1)
ot p
Ip L
a5 + V- (pu) =0 (2.2)
do
=@ (2.3)

Here, @ = (u, v, w) is the three dimensional velocity vector, f is the Coriolis parameter,
p the atmospheric density, p the pressure, g Earth’s gravitational acceleration and 6 is
the potential temperature. The vector €, = (0,0, 1) is the unity vector in the vertical,
and D and @ denote additional forcing terms. The potential temperature 6 is the
temperature an air parcel has if it is moved down adiabatically from an altitude with

pressure p(z) and temperature T (z) to a reference pressure pg. It is defined as
R

e:T(z)<p0 ) (2.4)

p(2)
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with the gas constant for dry air R and the heat capacity of dry air under constant
pressure c,.

Equations 2.1-2.4 can be used to describe a large variety of fluid motions, as they
yield a set of six equations for the six unknown atmospheric variables u, v, w, p, p and
0. However, these equations can be simplified if one wants to describe gravity wave
motions.

First of all, it can be assumed that the atmosphere is in hydrostatic balance, thus
Op/0z = —pg. Second, a Reynolds decomposition is carried out, meaning that an
atmospheric variably b can be written as b = by + b/, where by, denotes the mean
state and b' denotes the wave perturbation around the mean state. Making the WKB
assumption’, which assumes that the mean flow varies only slowly over one wavelength
or period, it is possible to drop all temporal derivatives of the mean flow by. Further,
it is assumed that the mean vertical wind wy is zero — a good approximation in most
atmospheric problems — and that pg, pp and 6y depend solely on altitude.

With these assumptions at hand one can assume plane wave solutions &’ for all atmo-
spheric variables of the form

Y =b(Z,t)exp z'(k:x—i—ly—l—mz—wt)qLi ) (2.5)
oH,

with the amplitude function b, wavenumbers k, [, m, the frequency in a fixed reference
frame w, called the extrinsic frequency, and the atmospheric density scale height
H, = RT/g. Solving the resulting equation system and omitting acoustic wave
solutions, one ends up with the gravity wave dispersion relation?:

Nz(k‘2—|—l2)+f2<m2—l— 1 )

~2 4H,?
W = £ (2.6)
K24+ B2+ m? + g
. g (dly g
th N?= — 4+ 2. 2.7
A Ty (dz * cp> (2.7)

Here & = w — kug — lvg is the Doppler-shifted frequency in the reference frame moving
with the mean flow of the atmosphere, also called the intrinsic frequency?®, and N is the
buoyancy frequency, also called the Brunt-Véisaléd frequency. The intrinsic frequency
of vertically propagating wave solutions is confined to the range N > & > |f|. Using
a typical stratospheric value of N = 0.02s7! and a Coriolis parameter for mid-latitudes
of f =10"*s7!, the intrinsic period # = 2* ranges between 5 min and 17 h.

w

!Named after Wentzel, Kramers and Brillouin.

2A more detailed derivation of the dispersion relation can be found in Chapter 2 of Fritts and
Alezander (2003) and is thus omitted at this point.

3As wp = 0, the term muwy is missing in the definition of &.



2.1 Gravity waves

One interesting phenomenon can be seen from the dispersion relation, the so called
“critical level filtering”, which occurs when @ goes to zero. Thus, the extrinsic frequency
can be written as w = kug + lvy, or in the horizontal plane w = kpugp, with the

horizontal wavenumber kj, = v/k? + [? and the horizontal wind ug, = \/ud + v3. Thus,
the extrinsic horizontal phase velocity ¢, = w/kj, is equal to the horizontal velocity at
a critical level. Furthermore it can be shown that the vertical wavenumber m goes to
infinity in the vicinity of a critical level. At the same time the amplitude of the waves
grows, until the wave overturns and breaks. Thus, waves with a horizontal phase speed
cpp are filtered out at the altitude level, where ¢, = 1o, while waves with a different
phase speed can propagate through this critical level. Hence, the term “critical level
filtering”.

2.1.2 Transport of energy

Atmospheric gravity waves transport wave energy along their propagational pathway.
In the atmosphere, the horizontally averaged rate of change of the wave energy can be
expressed as

d(E) | 9(Fk)
ot * 0z

dUth
dz '’

= —0o <Uh,w,>

(2.8)

with the local mean density go, the vertical energy flux (Fg) = ¢, , (E) and the brackets
() denoting the horizontal averaging (cf. Sutherland, 2010, Eq. 3.92).

It can be seen that in a flow with vertically constant g, Equation 2.8 simplifies to
the statement that the energy changes only if the vertical energy flux is divergent.
However, as the horizontal wind is generally not constant, the right hand term remains
in Equation 2.8, which is also called the “energy production term”. Thus, one arrives
at the conclusion that wave energy is actually not conserved for atmospheric gravity
waves.

However, Equation 2.8 can be modified in a way that a general conservation law can
be derived. Then, the conserved quantity is the wave action (A) = (E) /& (Bretherton
and Garrett, 1969) and Equation 2.8 becomes

0(4) | 0(Fy)

> 5 =0. (2.9)

Thus, it can be said that wave action only changes when the vertical flux of wave action
(F4) is divergent, which is the case for example when the waves are dissipated. On
the contrary, if the wave energy changes, one cannot say with absolute certainty if the
waves are dissipated or not, as a change of wave energy could also simply be associated
with a vertical shear of the horizontal wind.
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When analyzing measurements, the wave action is seldom used. One of the reasons
is that most measurement systems cannot determine w. In addition, and even more
importantly, Equation 2.9 is only valid for one individual wave. In the case of a
superposition of gravity waves — which is generally the case in the atmosphere — the
wave action would have to be determined for each individual gravity wave. Since the
separation of an observed wave field into individual waves proves to be very challenging,
the wave action is generally not used when analyzing observations of gravity waves in
the middle atmosphere.

A more feasible approach is to examine the average gravity wave potential energy
density (e.g. Wilson et al., 1991; Whiteway et al., 1997; Rauthe et al., 2008)

1 g2 TN 2

SraLO 0
where the overline denotes averaging over a certain time or altitude range. Thus, F,
is a statistical quantity which describes the average wave field and not a single wave.
This makes it relatively easy to estimate E, from observational data. In the theoretical
case of a single wave propagating purely vertically in an atmosphere with a constant
and uniform background wind, F, per unit mass increases exponentially with altitude
due to the decrease in atmospheric density. In this “simple atmosphere” case, altitude
ranges where a single gravity wave is dissipated or reflected, can be identified by a
deviation from the exponential growth of E, with altitude. Since this is the standard

approach for analyzing lidar data, it is also used in this thesis in order to ensure
comparability with other studies.

2.1.3 Transport of momentum

Besides energy, gravity waves also transport momentum. This momentum is extracted
from the atmosphere at the wave source and is deposited in the atmosphere where the
wave is dissipated or breaks. Similar to Equation 2.9 one can derive an equation which
states that the horizontal mean flow is accelerated where the vertical flux of horizontal
momentum is divergent. As gravity wave sources are mostly tropospheric sources and
wave breaking and dissipation occurs often in the middle atmosphere, gravity waves
constitute an important coupling mechanism between the lower atmosphere and the
middle atmosphere (e.g. Holton and Alexander, 2000; Becker, 2011, and references
therein).

The first quantitative description of the effect of gravity wave momentum deposition on
the middle atmospheric mean flow was given by Lindzen (1981) utilizing the concept
of critical level filtering: At mid-latitudes, the zonal wind profile (Fig. 2.1a) is mostly
westerly, with increasing westerly winds up to around 50 km altitude. Thus, vertically

10



2.1 Gravity waves
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Figure 2.1: Zonal mean wind speed at mid-latitudes in the northern hemisphere
during winter (left panel) and summer (right panel) and its effect on vertical wave
propagation. Taken from Brasseur and Solomon (2005), after Lindzen (1981). See
text for details.

propagating gravity waves with ground based horizontal phase speeds between the
minimum and the maximum zonal wind speed experience a critical level, resulting in
the gravity waves being filtered out by the wind within the stratosphere. Gravity waves
with easterly phase speeds on the other hand, can reach the middle atmosphere, where
they will become unstable and break. As breaking gravity waves act to accelerate the
mean flow towards their horizontal phase speed (Lindzen, 1981), these breaking waves
cause a westward forcing of the mean flow. Thereby they act to weaken the eastward
mesospheric jet and cause a reversal of the mesospheric winds during wintertime. In
the summer hemisphere, the zonal wind is easterly (Fig. 2.1b). Hence, gravity waves
with westerly phase speeds can reach the mesosphere and exert an eastward forcing on
the middle atmospheric mean flow.

In the atmosphere, such a forcing of the mean flow is influenced by the Coriolis force

as well. Hence, a westward (eastward) forcing of the mean flow induces an additional
poleward (equatorward) forcing component. Thus, the mean flow diverges over the

11



2 Theory and Methods

summerpole and converges over the winterpole. Associated with this divergence and
convergence is an upwelling motion over the summerpole, which — due to adiabatic
expansion of air — results in low temperatures at the polar summer mesopause, and
a downwelling motion over the winterpole, which heats the winter mesopause. Thus,
the cold polar summer mesopause is an atmospheric feature which arises due to the
momentum transport of atmospheric gravity waves.

2.2 Raytracing

The three dimensional propagation of a wave through a background medium can be
described by ray theory. Thereby a single wave is described as one ray which propagates
through space and time. In principal the same formalism can be applied to internal
waves in the atmosphere or the ocean, as well as for acoustic or electromagnetic waves.
In the following the fundamental theory for raytracing is derived, which is then applied
to the special case of atmospheric gravity waves. A detailed description of the theory
of ray tracing can be found e.g. in Lighthill (1978, pp. 317).

2.2.1 Ray theory

Assuming that the investigated system allows for plane wave solutions b’ of the form
b = b (&,t) expig (#,1)], (2.11)

with the amplitude b and the phase function v, then the wave frequency w and the
wave numbers k; can be defined as

Op and w= _8g0

k’i = 5 Ay 0
8%2' 81&

(2.12)

with the wavevector k = (k1, ko, k3).

Using the symmetry of second derivatives (Schwarz’s theorem), one can then eliminate
the phase function ¢, which yields

0. (2.13)

Assuming that the waves have a general dispersion relation of the form

w=W (E z, t) (2.14)
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and inserting it into Equation 2.13, it is found that

Ok;
ot

oW ok, oW
2 Ok o o

j=1,2,3

(2.15)

From equation 2.12 it can also be shown that 0k;/0z; = 0k;/Ox;. Thus the previous
equation can be written as

ok oW ok oW
= — . 2.1
o T 2 Ok 0w, ~ om (2.16)

j:17273

The left-hand side of Equation 2.16 can be written as a Lagrangian derivative of k;:

dk;  Ok; ok,
= — h 2.1
7 BT +j_12;2,30g’]3$i’ where (2.17)
B} ow (k,,t)
ngj (k,l', t) = a—]{j] . (218)

Here, ¢, denotes the group velocity vector of the wave, which determines the speed
and the direction into which the wave energy propagates.

Thus, in total one ends up with the following equations describing the evolution of a
wave as it propagates: Three transport equations describing the ray path

= o (2.19)

and three equations describing the modification of the wave number along the ray path,
the so called refraction equations

dki oW
dt N a!lfl ’

(2.20)

with i = 1,2, 3.

However, this equation system misses an equation describing the evolution of w along
the ray. This equation can be derived in a similar manner as Equation 2.20, resulting
in the fourth refraction equation

do _Ow 5, Ow _OW
it ~ ot 95, T ot

J=12,3

(2.21)
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2 Theory and Methods

2.2.2 Raytracing of atmospheric gravity waves

So far, Equations 2.19-2.21 are valid for all kinds of linear waves. One just has to
know the specific dispersion relation of the waves in order to derive the associated
raytracing equations. Inserting the dispersion relation of atmospheric gravity waves
(Eq. 2.6) and taking into account that w = & + ku + lv, one ends up with the following
set of equations:

Cf; - W (2.22)
f;; . W (2.23)
CZ _ ”’W (2.24)
Bl L ()-SR @ )] e
Zi S kg;‘ _ zgz _ zwlm [agz) (K +2) — a(;;) G fQ)]

~ gfyff (77’:§A+2 a’) (2.26)
i [T ()25 @ )] e
(f;: = k?: + lg?; + 2:]\2 [8(8]1[2) (K +17) - agf) (@ - fz)] , (2.28)

with A = k* + 2+ m? + o® and a = 5.
p

These equations are implemented in the Gravity wave Regional or Global Ray Tracer
(GROGRAT) (Marks and Eckermann, 1995; Eckermann and Marks, 1996), which is
used in the following. Note, that Equations 2.22-2.28 do not account for the spherical
geometry of the earth, as described by Hasha et al. (2008). Therefore, a version of
GROGRAT is used in this thesis, into which the changes suggested by Hasha et al.
(2008) have been implemented.

Equations 2.22-2.28 specify an initial value problem: If the background fields u, v, «
and N? are known, one can specify an initial wave with kg, ly, mo and wy at a specific
time and location and calculate where this wave propagates. However, as wy is related
to ko, lp and mg via the dispersion relation, only three parameters are needed, and the
fourth one can be calculated from Equation 2.6 using w = & + ku + lv.

After an initial set of wave parameters is specified within an atmospheric background,
one can integrate Equations 2.22-2.24 over one timestep in order to determine a new

14



2.8 Lidar

location 7 of the ray. Thereafter, a new wavevector k and frequency w can be determined
by integrating Equations 2.25-2.28. Finally, Equations 2.22-2.24 are integrated over
another timestep with the new £ and w and the procedure starts over.

So far, the rays would propagate for an infinite amount of time. This is unphysical,
since in the real atmosphere wave dissipation and also a breakdown of the WKB
assumption® can occur.

If the WKB assumption breaks down, the so far derived ray theory is no longer valid and
thus the calculated rays become unphysical. The breakdown of the WKB assumption
can easily be incorporated into the raytracer by calculating the WKB parameter (Eq.5
in Marks and Eckermann, 1995)

1

m2

1 dm

—
cg.m? dt

(‘9m~

where ¢, . denotes the vertical group velocity. If § > 1 the WKB approximation is
violated and the integration of the specified ray is terminated.

Wave dissipation is implemented in the ray tracer via treating the wave amplitude as an
additional variable which is transported with the group velocity along the rays. Since
the wave action A has to be conserved, it is straightforward to use Equation 2.9 for the
propagation of the wave amplitude. Without modifying Equation 2.9, wave amplitudes
would grow infinitely large. In reality, waves overturn and break if their amplitude
becomes too large. If this process happens gradually, it is called wave saturation (e.g.
Warner and McIntyre, 1996, and references therein). The saturation mechanism can be
described by a damping term which is added to Equation 2.9. Thus, the waves can
exhibit dissipation by limiting the growth in wave amplitude (further details on the
damping scheme can be found in Section 3 of Marks and Eckermann, 1995). As a final
step, if the wave amplitude falls below a certain threshold, it is assumed that the wave
has dissipated completely. In this case, the ray integration is terminated.

2.3 Lidar

Lidar (light detection and ranging) is an active remote sensing technology which
uses a pulsed light source (generally a laser) to measure the distance to a scattering
object. By measuring the time between the pulse emission and the received signal,
the distance between the lidar and the scattering object can be determined. By
measuring the signal strength and the optical properties of the backscattered light
(e.g. wavelength, polarization) further information about the scattering object can be
derived. Additionally, many lidar systems offer the possibility of a high spatial and

4The mean flow varies only slowly over one wavelength or period, cf. Sec. 2.1.1
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Figure 2.2: Optical setup of the CORAL lidar. MOPA — master oscillator power
amplifier, SHG — second harmonic generator, BS — beam splitter, IF — interference
filter, APD — avalanche photo diode. Courtesy of B. Kaifler.

temporal resolution. As a consequence, a large variety of lidar systems are applied
within atmospheric science. For example, high spectral resolution lidars for aerosol
studies, Doppler lidars for measuring atmospheric wind profiles, Raman lidars and
differential absorption lidars for trace gas measurements and resonance lidars for
measuring processes within atmospheric metal layers. A general overview over lidar
technology and different kinds of lidar systems can be found in Weitkamp (2005).

2.3.1 The DLR Rayleigh lidar systems

The German Aerospace Center (DLR) currently operates two ground based lidar
systems, TELMA and CORAL®, capable of measuring temperature in the middle
atmosphere. As an example, the optical setup of the CORAL lidar is shown in
Figure 2.2. Both TELMA and CORAL are equipped with a frequency doubled
ND:YAG laser emitting 12 W of optical power with a pulse repetition rate of 100 Hz at
a wavelength of 532nm. A 63 cm diameter telescope with a field of view of 240 prad
collects the backscattered light and focuses it into an optical fiber. The receiver consists
of two cascaded avalanche photo diodes which detect the backscattered light in different
altitude regions. In order to suppress the atmospheric background, the light passes
through interference filters before being focused onto the photo diodes. TELMA has an
additional receiving channel for measuring the vibrational Raman transition of nitrogen
atoms at a wavelength of 608 nm. The detectors are operated in single-photon counting

®The Temperature Lidar for Middle Atmosphere Research (TELMA) and the Compact Rayleigh
Autonomous Lidar (CORAL)
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mode in which the individual photons are detected with a time resolution of 2ns. This
allows for a wide range of vertical and temporal resolutions when analyzing the data.

2.3.2 Retrieving atmospheric temperature

A Rayleigh lidar such as TELMA and CORAL measures the elastically backscattered
light, which is the light scattered towards the emitter without changing its wavelength.
Two scattering mechanisms contribute to the elastic backscatter signal: Rayleigh
scattering and Mie scattering. Rayleigh scattering occurs when the scattering object
is much smaller than the wavelength A of the scattered light. This is the case for air
molecules such as nitrogen or oxygen. The intensity of the backscattered signal in this
case is proportional to A™*. Mie scattering occurs for particles too large for Rayleigh
scattering, such as aerosols or cloud droplets. In this case the backscattered light is no
longer a simple function of wavelength but depends on the size, shape and composition
of the particle as well.

In the absence of aerosols, which is the case in the upper stratosphere and mesosphere,
the elastic backscattering signal is purely due to molecular scattering and one can
determine the temperature from this signal, as first proposed by Hauchecorne and
Chanin (1980). Here, one can write the measured signal as a function of altitude (see
Behrendt, 2005) as

: (2.30)

where C' is a constant containing all system parameters, ¢ is the atmospheric transmis-
sion and N is the number density of scattering molecules. The factor 22 arises due to
the light being scattered into all directions and not only towards the lidar.

With the hydrostatic equation

P b 231
the ideal gas law
p(2) =kgN (2)T (2), (2.32)

where kg is the Boltzmann constant, and keeping in mind that p (2) = N (z) M, where
M is the mean molecular mass of the atmospheric constituents, one can integrate the
hydrostatic equation and solve for the temperature, yielding

M ¢S(©Q)
kp ) 225 (z)

T(z) = f’;((;T (=)

9(¢)dc, (2.33)
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where z, is a reference altitude.

In the derivation of Equation 2.33, it was assumed here that the atmospheric transmis-
sion of the atmosphere is large and independent of altitude. This approximation is valid
in the middle atmosphere in the absence of strong absorption lines, which is the case
for most wavelengths in the visible spectrum. As a consequence 9 (cf. Eq. 2.30) cancels
out in the derivation of Equation 2.33. In Equation 2.33 the integration usually would
be carried out from infinity to the altitude z. However, the measured signal will always
be capped at some altitude, since the signal strength decreases exponentially with
altitude due to the exponentially decrease in atmospheric density. This top altitude is
set to be the reference altitude z,.

The integration in Equation 2.33 is carried out top-down. This might seem strange,
as an initial seeding temperature 7' (z,) at higher altitudes often has a larger uncer-
tainty compared to lower altitudes. However, since the first term in Equation 2.33
is proportional to 1/5 (z) and S (2) increases exponentially with decreasing altitude,
the contribution of the initial temperature T (z.) to the temperature at an altitude
T (z) decreases exponentially with decreasing altitude. It can easily be seen from
Equation 2.33, that if the integration is carried out from the bottom to the top, a small
uncertainty in the seeding temperature increases exponentially with increasing altitude,
rendering the retrieved temperatures unreliable.

The seeding temperature T (z,.) for the top-down integration can be estimated by
several methods. The most accurate method is using data from a collocated resonance
lidar, which measures the temperature directly via the temperature broadening of
an atomic resonance line within a metal layer at mesopause altitudes (e.g. Rauthe
et al., 2006). Other possibilities include using satellite measurements taken in close
proximity to the lidar (e.g. Alexander et al., 2011) or simply a climatological value
from a reference atmosphere (e.g. Hauchecorne and Chanin, 1980).

In the case of TELMA and CORAL the seeding temperature is acquired from a satellite
observation in close proximity to the lidar, preferably from SABER (Sounding of
the Atmosphere using Broadband Emission Radiometry Remsberg et al., 2008) or, if
SABER is not available, from MLS (Microwave Limb Sounder Waters et al., 2006).
The temperature retrieval first calculates an average temperature profile from the
nightly mean measurement profile which is seeded at the top (chosen to be where the
signal to noise ratio is equal to 5) with the satellite temperature. It should be kept
in mind, that the contribution of the seeding temperature 7' (z,) to the measurement
uncertainty decreases exponentially with decreasing altitude (cf.. Eq. 2.33). After the
initial integration, the time resolution of the retrieved temperature profiles is gradually
enhanced, which decreases the reference altitude z, due to the decreasing SNR. At
each new reference altitude z, the temperature from the previously coarser resolved
temperature profile is taken as seeding temperature. By this procedure the contribution
of the uncertainty of the seeding temperature is reduced as far as possible, allowing
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for the retrieval of temperature profiles with a spatial and temporal resolution of
900 m x 10 min in an altitude range of ~ 25km to 85km. Measurement uncertainties
are typically on the order of 2K to 3K at 70 km altitude and generally lower than 1K
below 60 km altitude (Fhard et al., 2015). Note, that the lower altitude limit of the
temperature profile is due to the presence of aerosols in the lower stratosphere. Hence,
the measured Rayleigh signal is no longer a pure function of atmospheric density and
the integration method can no longer be applied to derive atmospheric temperature
profiles.

An alternative to the integration technique by Hauchecorne and Chanin (1980) is
an optimal estimation method recently developed by Sica and Haefele (2015). This
method no longer relies on the seeding by an initial temperature profile. However, as
the SNR also decreases at the top of the measurement range, the retrieved temperature
profile relies largely on the initially assumed a-priori temperature profile at the top.
Thus, the uncertainties at the higher altitudes associated with this method are large as
well, and the differences between the integration method and the optimal estimation
method are small (cf. Fig. 14, Sica and Haefele, 2015). Therefore, the integration
technique has been used in this thesis instead of the optimal estimation retrieval.
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3 Extracting gravity waves from
lidar temperature measurements

The results presented in this chapter have been published by Fhard et al. (2015).

Gravity waves are usually determined from lidar measurements by subtracting an
estimated background temperature (density) profile from the measured profiles in
order to derive temperature (density) perturbation profiles. Several methods have
been developed and used over the last decades. For example Gardner et al. (1989),
Rauthe et al. (2008) and Ehard et al. (2014) calculate a nightly mean profile and
subtract it from the (time resolved) individual profiles. Yamashita et al. (2009) remove
a background profile determined by a temporal running mean (in addition to vertical
filtering). Perturbation profiles obtained through a fit of polynomial functions to the
measured profiles are examined e.g. by Whiteway and Carswell (1995), Duck et al.
(2001) or Alezander et al. (2011). Mzé et al. (2014) apply a variance method in order to
determine perturbation profiles, while Chane-Ming et al. (2000) use spectral filtering.

All of these methods are most sensitive to different parts of the gravity wave spectrum.
Thus, results from different lidar studies become hardly comparable because one
cannot distinguish between variations that are caused by the application of a different
methodology to extract gravity wave perturbations and variations that are geophysically
induced. Fhard et al. (2014) compared values of gravity wave potential energy density
E, from different studies to their results. Due to potential methodological biases it
remained unclear whether the differences were in fact of geophysical origin. Hence,
they expressed the need for a standardized method to extract gravity wave amplitudes
from lidar measurements.

This chapter will evaluate and compare four methods in detail: subtraction of the nightly
mean profile, subtraction of temporal running mean profiles, the sliding polynomial
fit method proposed