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Zusammenfassung

Troposphärisches Ozon (O3) wirkt als Treibhausgas und ist ein Vorläuferstoff des Hy-
droxyl Radikals (OH), einer wichtigen Substanz für die Selbstreinigung der Troposphäre.
Hohe Konzentrationen von O3 schädigen jedoch die Vegetation und sind schädlich für die
menschliche Gesundheit. Quellen für troposphärisches Ozon sind der Abwärtstransport
aus der Stratosphäre sowie die photochemische In-Situ Produktion. An dieser Produktion
sind vor allem Stickoxide (NOx), Kohlenstoffmonoxid (CO) sowie leichtflüchtige organ-
ische Verbindungen (VOCs) beteiligt, für die eine wichtige Quelle Emissionen aus dem
Straßenverkehr sind. Aufgrund der Nichtlinearität der Ozonchemie ist es allerdings nicht
möglich, die Menge an O3, die von Emissionen aus dem Straßenverkehr erzeugt wird, di-
rekt zu berechnen. Dies ist nur mit Hilfe umfangreicher Simulationen mit Klima-Chemie
Modellen möglich.

In dieser Dissertation untersuche ich den Beitrag der Straßenverkehrsemissionen zum
troposphärischen O3 in Europa und Deutschland für gegenwärtige Bedingungen sowie für
eine Zukunftsprojektion. Hierfür wende ich in dieser Studie erstmals ein neu entwick-
eltes Modellsystem an, das es ermöglicht, ein grob aufgelöstes globales Modell in bes-
timmten Regionen konsistent zu verfeinern. Das Modell wurde um eine Tagging-Technik
erweitert. Dadurch lassen sich die Reaktionswege der von unterschiedlichen Quellen emit-
tierten Spezies nachverfolgen. Die Simulationsergebnisse wurden im Hinblick auf die tro-
posphärische Gasphasenchemie evaluiert, indem sie mit Beobachtungsdaten von Satel-
liteninstrumenten, bodengebunden Messungen sowie von Ozonsonden verglichen wurden.

Für die Emissionen des Straßenverkehrs wurde ein mittlerer Beitrag von 11±1 % zur tro-
posphärischen Ozonsäule bis 850 hPa für Bedingungen des Jahrs 2008 in Europa ermittelt.
Im Winter wird der Beitrag vor allem durch den Ferntransport bestimmt, während im
Sommer die Bedeutung der lokalen Produktion zunimmt. Das globale und das regionale
Modell simulieren vergleichbare Werte für das europäische Gebiet. Auf der regionalen
Skala (z.B. in der Po Ebene) weichen die Modelle jedoch deutlich voneinander ab. Re-
gionale Modelle sind daher für die Darstellung von extremen O3 Werten wichtig. Diese
Modelle ermöglichen außerdem quantitative Aussagen über den regionalen Beitrag ver-
schiedener Quellen zu O3. Die größte Sensitivität der Ergebnisse dieser Analyse zeigt sich
für die Unsicherheiten über die Kenntnis der natürlichen und anthropogenen NOx-Quellen.

Die Analysen der Zukunftsprojektion für das Jahr 2030 deutet eine Abnahme des Beitrags
der Straßenverkehrsemissionen von 2–3 Prozentpunkten im Sommer an. Aufgrund der
Bedeutung des Ferntransports von Ozon und dessen Vorläuferstoffen wird der Effekt von
regionalen Minderungsstrategien jedoch stark durch die globalen Bedingungen bestimmt.
Die regionale Abnahme der NOx Emissionen für Deutschland, projiziert für das Jahr
2030, führt in vielen deutschen Städten zu einer Zunahme von bodennahen Ozon, da
VOC Emissionen nicht ebenso stark reduziert werden wie die NOx Emissionen.
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Abstract

Tropospheric ozone (O3) acts as greenhouse gas and is a precursor of the hydroxyl radical
(OH), the self-cleansing agent of the troposphere. Large concentrations of O3, however,
can damage the vegetation and are harmful for human health. Sources of tropospheric
O3 are the downward transport from the stratosphere and in situ photochemical produc-
tion, mostly involving nitrogen oxides (NOx), carbon monoxide (CO) and volatile organic
compounds (VOCs). An important source of these precursors are road traffic emissions.
As the production of O3 is highly non-linear, it is not possible to derive the amount of O3

produced through road traffic emissions directly. Instead, simulations with comprehen-
sive chemistry-climate models are necessary to investigate the contribution of road traffic
emissions to tropospheric O3.

In this thesis I analyse the contribution of road traffic emissions to tropospheric O3 over
Europe and Germany for present day conditions and a future projection. Therefore, I ap-
plied for the first time a newly developed global-regional model for consistent zooming into
particular areas from a coarsely resolved global chemistry-climate model. The model has
been equipped with a tagging technique, i.e. an accounting system following the reaction
pathways from the individual emission sources. Simulation results have been evaluated
with respect to tropospheric gas phase chemistry by comparison with observations from
satellite instruments, ground based in situ measurements and O3 sonde data.

The road traffic source attribution revealed an average contribution to the tropospheric
O3 column up to 850 hPa in Europe of 11± 1% for year 2008 conditions. During winter
the contribution is mainly influenced by long range transport, while local production is
more important during summer. The global and regional models simulate comparable
continentally averaged values. On the regional scale (e.g. Po basin), however, differences
between global and regional models are considerable. In particular, for the representation
of extreme O3 values, finer resolved models are indispensable for quantitative regional
source attributions. The sensitivity of the source attribution are mainly governed by
uncertainties of the estimates of natural and anthropogenic NOx emissions.

The analysis applied to a future projection for the year 2030 suggests a decrease of
the contribution from road traffic emissions during summer by 2–3 percentage points.
However, the effects of regional emission mitigation are affected by global conditions due
to the important role of long range transport of O3 and its precursors. The projected
regional decrease of NOx emissions in Germany leads to an increase of surface O3 levels
in most German cities, unless VOC emissions are not likewise reduced.
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Chapter 1

Introduction

1.1 Motivation

Stratospheric ozone (O3) is important for life on earth, as it absorbs high energetic radi-
ation in the ultra violet range. In contrast to this, tropospheric O3 has several negative
aspects. First, O3 is a greenhouse gas and contributes to global warming (e.g. Myhre
et al., 2013). Second, O3 is a strong oxidant and cause health problems (e.g. respiratory
problems, headache) to humans and animals (e.g. World Health Organization, 2003, Royal
Society, 2008). In addition, plants are damaged by long term exposure to O3 (e.g. Fowler
et al., 2009), which can lead to decreased yield rates of several crops (e.g. Mauzerall et al.,
2001, Teixeira et al., 2011).

Further, O3 is an important source of the hydroxyl radical (OH), which controls the
self-cleansing capacity of the atmosphere. Accordingly, concentrations of OH control the
lifetime of different other pollutants (as carbon monoxide, CO) and greenhouse gases (as
methane (CH4); e.g. Levy, 1971, Logan et al., 1981, Monks, 2005).

In the troposphere two important O3 sources exist: the downward transport from the
stratosphere, where O3 is formed by photolysis of oxygen, and photochemical production
in the troposphere. This photochemical production involves different precursors (Crutzen,
1974) such as nitrogen oxides (NOx, including nitrogen oxide (NO) and nitrogen dioxide
(NO2)), CO and volatile organic compounds (VOCs). The production of O3 is highly non-
linear and depends on the ratio of NOx/VOC (e.g. Royal Society, 2008). Under conditions
with large NOx but low VOC concentrations the production rates of O3 are rather low.
Large concentrations of both precursors, however, lead to large production rates of O3.

The production of O3 is not only governed by the available precursors, but depend also
on the meteorological conditions (e.g. Logan, 1985). Especially under stagnant weather
conditions during summer very large O3 concentrations can occur in regions with large
amounts of precursors (so called summer smog). Even if the number of these summer smog
events decreased considerably since the 1990s, the limits of the World Health Organisation
(WHO) of a maximum concentration of 100 µg m−3 (World Health Organization, 2006) are
exceeded regularly in Germany. Moreover, also the thresholds for damages to vegetation
are exceeded often (Minkos et al., 2016). One reason for this is that O3 in the troposphere
has a lifetime of about one month (e.g. Seinfeld and Pandis, 2006). Accordingly, increasing
emissions of precursors in Asia or America can increase the O3 concentrations in Europe
(e.g. HTAP, 2010a). Therefore, even if maximum O3 values are decreasing, a profound
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understanding of the sources, contributing to the tropospheric O3 levels, is very important
(e.g. Monks et al., 2015). Especially, because O3 is also important for the global radiation
budget and the self-cleansing capacity of the troposphere.

Sources of O3 precursors in the troposphere are numerous. These sources are natu-
ral, such as NOx emissions from soils or lightning (e.g. Vinken et al., 2014, Schumann
and Huntrieser, 2007) or VOC emissions from plants (e.g. Guenther et al., 1995, 2006),
as well as anthropogenic. Anthropogenic source of NOx emissions are combustion pro-
cesses, including emissions from industrial processes and emissions from the transport
sector. A very important source, in particular in densely populated regions, are road
traffic emissions.

Because of the non-linearity of the O3 production the contribution of these precursors
to O3 can not be calculated directly from the amount of emissions. Further, measure-
ments of the amount of O3 produced by a specific source such as road traffic are not
possible. Analyses of the contribution of emissions to O3 are only possible using complex
model simulations with chemistry-climate models (e.g. Grewe, 2004, Eyring et al., 2007,
Dahlmann et al., 2011, Emmons et al., 2012).

The importance of the road traffic emissions for the tropospheric O3 budget has been
emphasised by different previous studies (e.g. Granier and Brasseur, 2003, Niemeier et al.,
2006, Matthes et al., 2007). These studies, however, used the so-called perturbation
method, which compares results from two different simulations; one simulation including
all emissions and one simulation with reduced road traffic emissions. Due to the non-
linearity of the O3 chemistry this approach likely underestimates the actual contribution
(e.g. Grewe et al., 2012). An alternative approach to investigate the contribution is the so-
called tagging method (e.g. Lelieveld and Dentener, 2000, Emmons et al., 2012, Gromov
et al., 2010, Grewe, 2013). These tagging methods use additional diagnostic species,
which follow the reaction pathways of the different trace gases emitted from different
source sectors.

In addition, all previous studies used global models with coarse resolutions. Due to
this coarse resolution, O3 production in the troposphere is overestimated (e.g. Wild and
Prather, 2006), which can lead to an erroneous estimation of the contribution of certain
source sectors. Besides this, global models provide only limited regional information
about the contribution of different source sectors. Especially the emissions of the road
traffic sector are very localised near the densely populated regions, rendering regional
information about the contributions of emissions from the road traffic sector is crucial.

These limitations provide the motivation for the present thesis, in which I investigate
the contribution of road traffic emissions on tropospheric O3 in Europe and Germany in
detail by using a tagging method within a sophisticated global-regional model chain.

1.2 Scientific Questions

The scientific questions which motivated this thesis are stated in detail as follows:

Q1: What is the contribution of the road traffic emissions to tropospheric O3 in Europe
for present day conditions? How do long-range transport and local production
influence the contribution?
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Q2: How sensitive are the results with respect to uncertainties of anthropogenic and
natural emission estimates?

Q3: How does the contribution of road traffic emissions to tropospheric O3 change for
a future projection and how are these results affected by global changes of the
emissions?

Besides these three questions, one further question focuses on the methodological error
made by the coarse resolution global chemistry-climate models:

Q4: Do the results of the contribution depend on the resolution of the model and/or the
emissions?

1.3 Investigation Strategy

To answer the scientific questions of the present thesis I applied for the first time the
the newly developed model system MECO(n) (MESSyfied ECHAM and COSMO models
nested n-times, Kerkweg and Jöckel, 2012a,b) with a set-up involving complex tropo-
spheric and stratospheric chemistry. The MECO(n) model system allows for a nesting of
the regional chemistry-climate model COSMO-CLM/MESSy into the global chemistry-
climate model EMAC and into itself. I use MECO(n) with three instances1: EMAC and
two COSMO-CLM/MESSy refinements, one covering Europe with 50 km resolution and a
second covering Germany with 12 km resolution. Accordingly, the simulated contributions
for Europe and Germany can be compared for different resolutions.

First, preparatory work was necessary, before the scientific questions could be answered.
This preparatory work is described in Chap. 3 and included mainly the implementation
of the tagging method into the MECO(n) model system (Sect. 3.1.7). In a next step,
the simulation results of the MECO(n) model system were evaluated (Sect. 4.3). As an
evaluation of the meteorology simulated by MECO(n) has been conducted by Hofmann
et al. (2012), the focus of the evaluation was on the tropospheric chemistry. The simulation
results were compared to satellite observations (Sect. 4.3.2), ground level observations
(Sect. 4.3.3) and O3 sonde measurements (Sect. 4.3.4).

Next, different simulations were conducted to answer the scientific questions Q1,Q2 and
Q4. First a reference simulation applying the same emission in all model instances were
performed to quantify the contribution of the road traffic emissions for present day condi-
tions and to compare the results simulated by EMAC and COSMO, respectively. Further
a simulation were performed in which the resolution of the emissions used by COSMO
were artificially decreased to investigate the impact of a coarse emission resolution. As the
estimates of natural and anthropogenic emissions are uncertain, several further sensitivity
simulations were performed. In these simulations the anthropogenic emissions as well as
emission of NOx from soils and biogenic isoprene emissions were modified systematically
in COSMO to estimate how sensitive the results are on uncertainties of the emission
estimates.

1In computer science the word ’instance’ describes a specific realisation of an object. The term is
used throughout the present thesis to describe a specific realisation of EMAC/COSMO.
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Finally three simulations for a projected future scenario of the year 2030, but with
different global boundary conditions, were performed and analysed in Chap. 6 to tackle
question Q3 in detail.

The Appendix of this thesis gives further technical details about the performed simula-
tions as well as further information (e.g. the total amounts of emissions). These details
are important for the reproducibility.



Chapter 2

Background

This chapter summarises the most important background information for this study, fo-
cusing on the (chemical) sources and sinks of tropospheric ozone. The information of this
chapter is mainly based on Jacob (1999), Monks (2005), Seinfeld and Pandis (2006), and
Royal Society (2008).

2.1 Tropospheric and stratospheric ozone

Ozone (O3) in the stratosphere is essential for life on Earth as it absorbs ultraviolet (UV)
radiation, mainly in the UV-B range (280–315 nm), which otherwise can cause skin cancer
or damage plants. Within the stratosphere O3 is formed by a mechanism proposed by S.
Chapman in 1930 (called Chapman cycle):

O2 + hν −→ O + O (λ ≤ 242 nm), (R1)

O + O2 + M −→ O3 + M, (R2)

O3 + hν −→ O + O2 (λ ≤ 319 nm), (R3)

O + O3 −→ O2 + O2. (R4)

The mechanism is initiated by the photodissociation of molecular oxygen (O2) to two
oxygen atoms (R1). The energy needed to break the O2 double bond is large, therefore the
dissociation requires light with a wavelength of less than 242 nm. In the presence of a third
molecule (denoted as M in (R2), e.g. O2 or N2), which is needed to transport the excess
energy away, the oxygen atom can react with O2 to form O3. Ozone is photodissociated to
an oxygen atom and O2 at wavelengths smaller than 319 nm (R3). The larger maximum
wavelength for the photodissociation of O3 compared to the dissociation of O2 is caused
by the lower binding energy of O3 compared to O2. The oxygen atom, produced by
the dissociation of O3 can further react with O3, producing two O2 molecules (R4). The
Chapman cycle leads to larger O3 mixing ratios than observed in the stratosphere, because
reactions of O3 with other substances like nitrogen oxides or chlorine species are not
considered by the Chapman cycle.

Ozone is not only radiative active in the shortwave, but also in the longwave. Therefore
O3 is a greenhouse gas. In the recent assessment report 5 (AR5) of the Intergovernmental
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Figure 2.1: Global RF since 1750 (in W m−2) of CO2, N2O, CH4, all halocarbons and tropo-
spheric O3 (trop. O3) as estimated by Myhre et al. (2013). The error bars indicate the 5–95 %
confidence range.

Panel on Climate Change (IPCC, Myhre et al., 2013) the radiative forcing (RF) of O3

since pre-industrial times (the year 1750) is estimated to (0.35± 0.20) W m−2.
The RF of stratospheric O3 is estimated to be (−0.05± 0.10) W m−2, caused primarily

from ozone depletion by halocarbons in the stratosphere, resulting in an positive RF in the
shortwave and a negative RF in the longwave. In contrast to this, the RF of tropospheric
O3 is estimated to (0.40 ± 0.20) W m−2, caused mainly by the increase of O3 in the
troposphere due to emissions of O3 precursors.

Figure 2.1 summarises the RFs of the most important greenhouse gases (of anthropogenic
origin). The RF of tropospheric O3 is not as large as for carbon dioxide (CO2, (1.82 ±
0.19) W m−2), but after methane (CH4, (0.48 ± 0.05) W m−2) it is the greenhouse gas
with the third largest forcing.

Besides the RF, tropospheric O3 has negative impacts on life. Two important examples
are the impact of O3 on human health and on plants.

Large level of O3 can cause headaches. Most health problems, however, are related to
effects on the respiratory system. In contrast to highly water-soluble gases like sulphur
dioxide (SO2), O3 is not removed in the upper respiratory tract. Instead O3 is transported
deeper into the lungs, where O3 can damage tissues in the lower respiratory system (e.g.
Royal Society, 2008, Filippidou and Koukouliata, 2011). Therefore outdoor athletic ac-
tivities are not advisable during events with large ground level O3. The World Health
Organisation (WHO, World Health Organization, 2006) suggests an upper limit for the O3

concentration averaged over eight hours of 100 µg m−3. In Europe the standard defined
by the European Commission sets a limit for the maximum eight hour mean concentration
of 120 µg m−3, which should not be exceed on more than 25 days per year1.

One important effect of O3 on plants is the uptake of O3 by the plants stomata, which
can damage the plant tissues. As a consequence, large O3 levels can lead to reduced crop
yields. An example is given in Fig. 2.2 which shows the yield loss rates for different O3

1Averaged over three years, see http://ec.europa.eu/environment/air/quality/standards.htm,
last access 07.12.2016

http://ec.europa.eu/environment/air/quality/standards.htm
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Figure 2.2: Dependency between the decrease of the relative yield of wheat with increasing
O3 concentrations. Summarised are results from different publications (denoted by the different
symbols). As a measure of O3 exposure the AOT40 standard was chosen, which is defined
as the accumulated O3 exposure over a threshold value (hourly mean O3 mixing ratios above
40 nmol mol−1) during daylight hours (in µmol mol−1 h). Diagram reprinted with permission
from Mills et al. (2007).

exposures of wheat, summarised from different studies by Mills et al. (2007). All studies
indicate a decrease of the yield rate with increasing O3 exposure, but the effect differs for
different plants. As an example, the decrease of the yield rate with increasing O3 exposure
for maize is according to Mills et al. (2007) lower than for wheat. As the uptake by plants
is also an important sink for O3 a more detailed discussion follows in Sect. 2.4.

2.2 Ozone budget of the troposphere

Ozone in the troposphere has several sources and sinks, which are discussed here. The
tropospheric O3 burden has been estimated by Young et al. (2013) to be (337±23) Tg for
present day conditions. Similar values are found by various model studies and calculations
based on observations (as summarised in Table 8.1 of Myhre et al., 2013). The values
reported by Young et al. (2013) are based on simulation results from different models.
Only for a subset of the models information about production and loss processes to the
tropospheric O3 burden were provided. These values are summarised in Fig. 2.3. Tropo-
spheric O3 on the one hand originates from downward transport from the stratosphere
(Sect. 2.1), on the other hand tropospheric O3 can be produced in situ from anthro-
pogenic and biogenic precursors (as it will be discussed in Sect. 2.3). As given by Young
et al. (2013) (477 ± 96) Tg a−1 of O3 are transported downward from the stratosphere,



8 2. Background

transport from stratosphere 477 Tg a-1

chem. production 4877 Tg a-1

chem. loss 4260 Tg a-1

Deposition
1094 Tg a-1

Tropopause 

Figure 2.3: Illustration of the tropospheric O3 budget. The coloured arrows indicate emissions
of precursors from which O3 is formed (more details follow in Sect. 2.3) from anthropogenic
(red) or natural (green) sources. Numbers are according to Young et al. (2013). Details about
the uncertainties are given in the text.

while (4877± 853) Tg a−1 are produced in situ (the given uncertainties are the standard
deviation with respect to the participating models).

Ozone has two sinks in the troposphere. The most important sink is chemical destruction
(Sect. 2.3), which accounts for an O3 loss of (4260 ± 645) Tg a−1. Dry deposition is the
second sink of O3. As this process takes place at the Earth’s surface, near-surface O3

concentrations are heavily influenced by this process. In general, dry deposition accounts
for an annual O3 loss of (1094 ± 264) Tg a−1. A more detailed discussion of this dry
deposition process follows in Sect. 2.4. These numbers, however, should be taken with
some care, as the different models calculate O3 loss and production not in a consistent
manner (details are given by Young et al., 2013).

2.3 Chemical production and destruction of ozone

Chemical production of O3 in the troposphere takes place via a photochemical cycle:

NO2 + hν −→ NO + O (λ ≤ 424 nm), (R5)

O + O2 + M −→ O3 + M, (R6)

NO + O3 −→ NO2 + O2 · (R7)
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The atomic oxygen which is formed trough the photodissociation of NO2 (at wavelengths
smaller than λ = 424 nm, R5 ) quickly recombines with O2 to form O3 (R6). Once O3 is
formed it reacts with NO to form NO2 (R7). Due to this quick cycling between NO and
NO2 they are usually treated as chemical family NOx=NO + NO2.

As long as no other reactions than R5–R7 take place, the chemical system reaches a
steady state. The mixing ratios of O3, NO and NO2 in this steady state depend on the
initial conditions as well as on the photolysis rate of NO2 and the reaction rate coefficient
of reaction R7 (Seinfeld and Pandis, 2006).

The Leighton ratio (Φ, Leighton, 1961) is common to investigate, if chemical O3 pro-
duction is within this steady state. It is defined as:

Φ =
JNO2 [NO2]

k7[NO][O3]
. (2.1)

Here, JNO2 is the photolysis frequency of NO2 and k7 the reaction rate coefficient of reac-
tion R72. A Leighton ratio around 1 indicates a photostationary state and is usually found
in polluted regions (e.g. Carpenter et al., 1998, Thornton et al., 2002). In regions with low
NO and NO2 mixing ratios, Leighton ratios above 1 are found often (e.g. Hauglustaine
et al., 1999, Hosaynali Beygi et al., 2011, Trebs et al., 2012). In these cases reactions of
NO to NO2 involving HO2 and RO2 radicals play an important role (details about HO2,
RO2 and these reaction pathways are discussed in Sect. 2.3.1 and 2.3.2).

It is important to note that the cycle R5–R7 is catalytic and does not consume any
NOx molecules. Therefore several O3 molecules can be produced by one NOx molecule
before this molecule is removed from the atmosphere by other reactions (Sect. 2.3.4) or
by deposition (Sect. 2.4).

The amount of O3, which is produced by this cycle is too low compared to the O3 values
found in the troposphere. As discussed below, oxidation products from the oxidation of
carbon monoxide (CO), methane (CH4) (Sect. 2.3.1) or from oxidation of other hydro-
carbons (Sect. 2.3.2) can react with NO. These reactions lead to the formation of NO2

without involving reactions of O3 with NO which destroy O3. The NO2 molecules which
are formed additionally can be dissociated to form O3, leading to O3 mixing ratios which
are larger than produced solely by the cycle R5–R7.

Ozone is not only destroyed chemically by the reaction of NO and O3, but also by direct
photolysis of O3 (at wavelength smaller than 319 nm):

O3 + hν −→ O(1D) + O2 (λ ≤ 319 nm). (R8)

The produced excited O(1D) atom (R8) has two possible fates. It can collide with other
molecules (M) to transfer its excess energy, forming ground state atomic oxygen. This
ground state atomic oxygen reacts with O2 to form O3. Consequently, no O3 is destroyed
by this path. A second reaction path of the excited O(1D) atom is the reaction with water
vapour forming the OH radical:

O(1D) + H2O −→ 2 OH. (R9)

2In the present thesis concentrations are always written in squared brackets, otherwise mixing ratios
are considered.
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As the probability that the excited O(1D) atom reacts with water vapour increases with
increasing amount of water vapour, more OH is formed in humid than in dry air. OH is
the primary oxidizing species within the troposphere. The lifetime of OH is only several
seconds, with a global mean concentration in the order of 106 molecules cm−3 (Seinfeld
and Pandis, 2006). Two examples of the oxidation by OH – for CO and CH4 – are provided
in the next section.

Besides the destruction of O3 by reactions with NO and by photolysis of O3 also other
chemical sinks of O3 exist, which are not discussed here in detail (e.g. Monks, 2005,
Seinfeld and Pandis, 2006). Important loss processes of O3 include reactions with HO2 or
reactions with VOCs (cf. Sect. 3.1.7).

2.3.1 Oxidation of carbon monoxide and methane

The oxidation pathway of CO is:

CO + OH −→ CO2 + H, (R10)

H + O2 + M −→ HO2 + M, (R11)

HO2 + NO −→ NO2 + OH, (R12)

NO2 + hν −→ NO + O (λ ≤ 424 nm), (R13)

O + O2 + M −→ O3 + M, (R14)

Net: CO + 2 O2 −→ O3 + CO2. (R15)

This chain is initiated by the oxidation of CO by OH (R10), forming one hydrogen atom,
which quickly reacts with molecular oxygen to form the hydroperoxyl radical (HO2, R11).
In the presence of NO, HO2 reacts with NO to form NO2 and OH (R12), which can then
initiate a new oxidation chain of CO. Through the formation of NO2, O3 can be formed
by photolysis as described in Sect. 2.3 (R13 and R14). The overall net reaction (R15)
consumes one CO and two O2 molecules and produces one O3 and one CO2 molecule.

The CH4 oxidation chain is:

CH4 + OH −→ CH3 + H2O, (R16)

CH3 + O2 + M −→ CH3O2 + M, (R17)

CH3O2 + NO −→ NO2 + CH3O, (R18)

CH3O + O2 −→ HCHO + HO2, (R19)

HO2 + NO −→ NO2 + OH, (R20)

2 (NO2 + hν −→ NO + O) (λ ≤ 424 nm), (R21)

2 (O + O2 + M −→ O3 + M), (R22)

Net: CH4 + 4 O2 −→ HCHO + 2 O3 + H2O. (R23)

The oxidation of CH4 by OH leads to the formation of the methyl radical (CH3, R16),
which reacts very fast with O2 to form the methyl peroxy radical (CH3O2, R17). Reactions
of the methyl peroxy radical with NO lead to the formation of NO2 and the methoxy
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radical (CH3O, R18). The methoxy radical itself reacts with O2 forming formaldehyde
(HCHO) and HO2 (R19).

The reactions R18 and R20 lead to the production of two NO2 molecules, from which O3

can be produced (R21 and R22, and Sect. 2.3). Overall one CH4 and four O2 molecules
are consumed by the reaction chain, leading to the production of two O3 molecules, one
HCHO and one H2O molecules, respectively (R23).

Formaldehyde can further photolyse or react with OH. The lifetime against photolysis
is several hours, while the lifetime against oxidation with OH is more than a day. Both
reaction pathways lead to the formation of CO, therefore the reaction chain of CO is linked
to the reaction chain of CH4. Therefore, HCHO is a reservoir specie of CO (discussion
follows in Sect. 2.3.3)

2.3.2 Simplified oxidation of other hydrocarbons

Many hydrocarbons are oxidised in a way which is very similar to the oxidation of CH4.
Depending on the length of the CH-chain the oxidation is much more complex than for
CH4. Therefore, a simplified oxidation chain as presented by Seinfeld and Pandis (2006)
is discussed here. This simplified view holds in general for many hydrocarbons (denoted
as RH with R being a not further defined carbon-hydrogen molecule):

RH + OH −→ R + H2O, (R24)

R + O2 + M −→ RO2 + M, (R25)

RO2 + NO −→ RO + NO2, (R26)

RO + O2 −→ R
′
CHO + HO2, (R27)

HO2 + NO −→ NO2 + OH. (R28)

In analogies to the reactions involving CH3O2 (R17 and R18) the oxidation of higher
hydrocarbons (R24) leads to the formation of the alkyl peroxy radical (RO2, R25), which
can react with NO to form NO2 (R26). The alkoxy radical RO reacts rapidly with
O2 forming higher carbonyl products (R

′
CHO, R27), which can further be oxidized as

described for HCHO. This includes reactions of NO with these oxidation products forming
NO2. Alkoxy radicals with long CH-chains can undergo more complex reactions, which
will not be discussed here.

Throughout the present thesis these hydrocarbons are summarised as VOCs. No dif-
ferentiation is performed between the terms non methane hydrocarbons (NMHCs) and
volatile organic compounds (VOCs) for reasons of simplicity. The definition of VOCs
contains not only the NMHCs but also oxygenated NMHCs (e.g. alcohols, aldehydes and
organic acids). NMHCs are a subgroup of the VOCs.

2.3.3 Atmospheric reservoir species

Reservoir species are an important group of species of the tropospheric chemistry. These
species bind atoms or molecules, preventing them from reacting with other molecules.
Depending on the lifetime of these species, they can be transported over long distances.
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Besides HCHO (Sect. 2.3.1) some other important reservoir species are discussed briefly.
The first is hydrogen peroxide (H2O2), which is formed by reactions of HO2 with HO2.
This results in the formation of O2 and H2O2, which is a temporary reservoir for HO2 and
OH (combined as HOx). Hydrogen peroxide has two possible fates:

H2O2 + hν −→ OH + OH, (R29)

H2O2 + OH −→ HO2 + H2O. (R30)

The first reaction (R29) leads to a cycling from HO2 to OH, because initially H2O2 is
formed by the reaction of two HO2 molecules and R29 forms two OH molecules. The
second reaction (R30), however, leads to a loss of HOx. The initial amount of two HO2

molecules and one OH molecule are reduced to one HO2 molecule.
A very important reservoir species is the family of peroxyacetyl nitrates (PANs), from

which the first compound is usually called PAN3 (CH3C(O)O2NO2). One way for the
formation of PAN is:

CH3CHO + OH −→ CH3CO + H2O, (R31)

CH3CO + O2 −→ CH3C(O)O2, (R32)

CH3C(O)O2 + NO2 + M −→ CH3C(O)O2NO2 + M. (R33)

In the first step acetaldehyde4 (CH3CHO) reacts with OH forming CH3CO (R31) which
reacts quickly with O2 to form the peroxyacetyl radical CH3C(O)O2 (R32). In a subse-
quent step the peroxyacetyl radical can either react with NO forming NO2 (not shown)
or with NO2 forming PAN (R33).

The most important sinks of PAN are thermal decomposition and photolysis. In the
lower troposphere the lifetime is dominated by thermal decomposition, with lifetimes of
about 3 h near surface. At a temperature of 250 K the lifetime against thermal decom-
position increases to ≈ 5 months (Singh, 1987). Under these conditions the lifetime is
limited by photolysis to around 3 month (e.g. Tereszchuk et al., 2013). If PAN is formed
in a polluted environment and transported upwards (e.g. through convection) into the
upper troposphere, PAN can be transported over long distances. When transported down-
wards again, PAN decomposes thermally back to NO2 and the peroxyacetyl radical. This
process can transport O3 precursors over long distances.

2.3.4 Non-linearity of ozone production

In Sect. 2.3 the production of O3 by the photochemical cycle (reactions R5–R7) has been
discussed. The amount of O3 present in the troposphere cannot be explained solely by this
photochemical cycle. As have been discussed in Sect. 2.3.1 and Sect. 2.3.2, O3 can also be
produced by reactions of NO with HO2 or RO2. These reactions lead to the generation of
NO2, and subsequent formation of O3. This complex interplay of different reactions leads

3The parenthesis in the notation depicts a double bond between the carbon atom and the oxygen
atom.

4Among others acetaldehyde is an oxidation product of hydrocarbons.
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Figure 2.4: Isopleth showing the net O3 production (PO3 in nmol mol−1 h−1) as function of
mixing ratios of VOCs (as amount of carbon in nmol mol−1 and NOx in nmol mol−1). The
underlying calculations were performed for clear sky mean summer daytime conditions. The
white dashed line indicates the threshold from ’NOx’- to ’VOC-limited’ (details see text). The
arrows indicate the development of the NOx and VOC mixing ratios for air parcels due to
chemical ageing over an 8 hour period (during daytime). The second y-axis depicts the NOx

concentration (in abundance of NO) at 288.5 K and 1023.15 hPa (Sect. 2.7). Adopted from
Sillman (1999).

to a non-linear behaviour of the O3 production. To illustrate this, Fig. 2.4 shows the O3

production as a function of NOx and VOC mixing ratios.
First of all the dependency of the O3 production is analysed for fixed, but sufficiently

large, values of VOCs. An increase of NOx leads to an increase of the O3 production for
small values of NOx. A further increase of NOx leads to a slowing down of the increase
of the O3 production. Eventually, the production of O3 reaches a local maximum and
finally decreases with increasing NOx values. The line connecting these local maxima
is called the ridge line. The ridge line separates two regimes, called ’NOx-limited’ and
’VOC−limited’. In the ’NOx-limited’ regime the production of O3 is mainly limited by
the amount NOx. In the ’VOC-limited’ regime, however, enough NOx is available and the
production is limited by the amount of VOCs.

The non-linearity of the O3 chemistry has important implications for mitigation strate-
gies. Only in ’NOx-limited’ areas a reduction of NOx emissions leads to a direct decrease
of the O3 production. In ’VOC-limited’ areas a decrease of NOx can lead to an increased
O3 production. In such areas, it is crucial to limit not only the NOx emissions, but also
the emissions of VOCs. Both precursors, however, have not only anthropogenic but also
natural origins which must be considered for mitigation options. More details about the
sources follow in Sect. 2.6.

Further the non-linearities affect the production of O3 downwind of large cities. This
is indicated by the dashed arrows shown in Fig. 2.4. These arrows indicate the chemical
ageing of air parcels during 8 hours (details given by Milford et al., 1994) for different initial
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amounts of NOx and VOCs. During the chemical ageing of the air masses the VOC/NOx

ratio increases, the O3 production might transits from ’VOC-limited’ to ’NOx-limited’.
Depending on the initial conditions of the air parcel the production of O3 increases during
the chemical ageing. In addition to the chemical ageing of the air masses, mixing can alter
the composition during the transport away from the cities (or other large sources like
power plants). As the NOx mixing ratios outside the cities are usually lower than inside
the cities, the NOx mixing ratio of the airmass is reduced by mixing during transport.
This reduction of the NOx mixing ratio might increases the O3 production within the
airmass. In addition, large biogenic sources of VOC (e.g. forests) can further enhance the
O3 production outside of cities (e.g. Ehlers et al., 2016).

To provide an example of measured NO2 concentrations, the average values for the
year 2014 as reported from the ’Bayerisches Landesamt für Umwelt’ at the station in
Munich Stachus (city centre) and Andechs (a rural station near the Ammersee, around
40 km away from Munich Stachus) are compared (LfU, 2015): for Munich Stachus daily
average concentrations of more than 50 µg m−3 are reported throughout most time of the
year. Accordingly, the O3 chemistry is clearly ’VOC-limited’. Compared to this daily
average concentrations below 10 µg m−3 are usually reported at Andechs. Especially
during summer, the values drop mostly below 5 µg m−3, leading to an O3 chemistry,
which is very likely ’NOx-limited’.

To discuss the reason for the non-linearity of the O3 production, Fig. 2.5a depicts a
simplified overview of the tropospheric O3 chemistry. In very clean pristine regions (e.g.
in the South Pacific) with very low NOx values oxidation of CO and CH4 is initiated by
OH (Sect. 2.3.1). OH itself is produced by photolysis of O3. At low NOx values in the
troposphere virtually no O3 production occurs through the NOx-cycle (reactions R5–R7).
Therefore, a net loss of O3 is present, as HO2 reacts mainly with itself (forming H2O2) or
with CH3O2 (forming methyl hydroperoxide, CH3OOH) but not with NO.

In the ’NOx-limited’ regime the NOx mixing ratios are sufficiently large, so that O3 can
be formed by cycles of NOx as part of the CO or CH4 oxidation chain. The reactions
forming H2O2 and CH3OOH are still the most important radical sinks for HO2 and CH3O2.
These reactions, however, compete with the reactions of NO (forming NO2) for HO2 and
CH3OOH. Increasing the NOx mixing ratio in this regime therefore leads to more reactions
of NO with HO2 or CH3O2, thus increasing the O3 production.

With further increasing NOx mixing ratios the reaction:

NO2 + OH + M −→ HNO3 + M (R34)

forming nitric acid (HNO3) becomes important. This reaction removes both, the OH
radical and NOx from the atmosphere and is a major removal pathway of NOx during
daytime. Nitric acid is very effectively removed from the atmosphere by wet deposition
(Sec. 2.4). As the O3 production cycle is driven by the OH radical, which subsequently
oxidises CO, CH4 or VOCs (not shown in Fig. 2.5a, see Sect. 2.3.2), increasing amounts
of NOx lead to more reactions of OH with NO2 and subsequently less production of O3.
Increasing instead the amount of CO, CH4 or VOCs, the oxidation cycles of these species
can compete more effectively with NO2 for OH. Larger concentrations of CO, CH4 or
VOCs increase the O3 production in the ’VOC-limited’ case.
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Figure 2.5: (a) Simplified overview of the tropospheric O3 chemistry involving oxidation of
CO, CH4 and the NOx cycles (adapted from Royal Society, 2008). (b) Dependency between the
O3 production efficiency (OPE) and mixing ratios of NOx (in nmol mol−1) and VOCs (weighted
by the amount of carbon atoms of the respective species which are summarised as VOC, in
nmol mol−1). The values represent monthly average ground-level values in Europe for June–
August 2008 and are taken from the REF simulation (Sect. 3.3).

It is important to note that only for two conditions a chemical net O3 loss in the tropo-
sphere occurs. This is the case in very clean pristine regions and in very polluted regions,
where titration of O3 via reaction R7 prevails.

Several measures exist to estimate, if O3 production takes place in the ’NOx-limited’
or the ’VOC-limited’ regime. In the present thesis the O3 production efficiency (OPE)
concept is used. The OPE measures the number of O3 producing cycles of a NOx molecule
before it is removed by chemical loss. Assuming steady state for NOx and the reaction R34
to be the only chemical loss of NO2, the OPE can be defined as (Jacob, 1999):

OPE =
2ka[HO2][NO]

kb[NO2][OH]
, (R35)

with ka and kb being the reaction rate coefficients of the corresponding reactions.
Figure 2.5b shows OPE values at ground level in Europe for different NOx and VOC

mixing ratios. Regions with large amounts of NOx but low amounts of VOC are indicated
by low values of the OPE. In this regions NOx is effectively removed by reaction R34.
With decreasing mixing ratios of NOx the OPE increases (as long as the VOC levels are
sufficiently large). For fixed values of NOx also an increase of VOC increase the OPE, as
OH reacts more effectively with the VOCs as with NO2.

2.4 Dry and wet deposition of ozone

In general two pathways exist for the final removal of trace gases from the atmosphere: dry
and wet deposition. The term dry deposition describes the transport of trace gases down
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Figure 2.6: Schematic illustration of the processes involved in dry deposition of trace gasses
and the analogy of a resistance network in the representation of these processes. Adapted from
Zellner (1999).

to the surface through turbulence, where the trace gases are deposited on the surface or
are taken up by the biota. Wet deposition describes the uptake of species by cloud water
or precipitation (scavenging) and its subsequent downward transport to the surface. As
O3 is not very soluble, it is removed mainly by dry deposition. Wet deposition, however, is
mainly important for different O3 precursors and reservoir species. Therefore this process
is discussed only briefly at the end of this section.

The dry deposition mass flux (F) is usually (e.g. Wesely and Hicks, 2000) calculated as

F = −vd · C (2.2)

with the concentration C of a given trace gas and the dry deposition velocity vd. The
minus sign indicates by definition a downward flux. The dry deposition velocity de-
pends on different factors, which are summarised in Fig. 2.6. First of all, the trace gases
are transported downward to a thin layer above the surface by turbulent motions. The
strength of this turbulent motions are controlled by the meteorological conditions. From
this laminar thin layer diffusive transport takes place (both processes are summarised as
aerial resistance in Fig. 2.6). Finally, different receptors take up the trace gases. These
receptors are the plants stomata, the ground surface, leaves and stems, as well as water
surfaces. The later, however, plays only a minor role for O3. Besides the stomata and
non-stomatal uptake, in-canopy chemistry plays a role. In this process e.g. O3 can di-
rectly react with trace gases like NO or VOCs emitted by the plants. This process is not
covered here (e.g. Lathière et al., 2015).

Both processes, the stomatal and non-stomatal uptake, depend on the vegetation and
the surface type, respectively. As an example Table 2.1 lists measured dry deposition
velocities of O3 for four different vegetation types, showing the largest dry deposition
velocities for a deciduous forest (1.0 cm s−1) and the lowest dry deposition velocities
over grassland (0.2 cm s−1). The dry deposition velocities of O3 depend not only on the
vegetation type, but also on the daytime and season (e.g. Pio et al., 2000). As an example
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Table 2.1: Typical dry deposition velocities for O3 from Padro (1996) during summer for
different land-use types.

vd early afternoon (cm s−1) vd night (cm s−1)

deciduous forest 1.0 0.2
vineyard 0.5 0.2
cotton 0.8 0.2
grass (senescent) 0.2 0.05

the dry deposition velocities during night shown in Table 2.1 are notably smaller than
during daytime. In addition also the meteorological condition play, especially for the
aerial resistance, an important role.

Over vegetated surfaces between 1/3 and 2/3 of the dry deposition is due to stomatal
uptake (Fowler et al., 2009). As suggested by Coyle et al. (2009) three different regimes
exist for the non-stomatal uptake. In the first regime dry deposition velocities for dry
surfaces are governed by the temperature and solar radiation of the surface as O3 is de-
composed thermally. In the second regime, on slightly wet surfaces the O3 dry deposition
rate decreases, because O3 is not very soluble in water, as the dry deposition is blocked
by a thin film of water. In the third regime, on wet surfaces the O3 dry deposition process
increases again as O3 is removed by aqueous phase chemistry.

In models the dry deposition velocity vd is usually calculated by the reciprocal sum of
the involved resistances (compare right side of Fig. 2.6). In a simplified model the velocity
can be calculated as:

vd = (Rair +Rsurf )
−1 (2.3)

with Rair and Rsurf being the resistances of the air and surface, respectively.
As mentioned, wet deposition is mainly important for nitrogen species, acting as O3

precursors (e.g. HNO3). As shown by Tost et al. (2007a) the O3 mixing ratios are only
reduced by around 10 % when considering wet deposition in global models. This decrease
of O3 is caused mainly by scavenging and wet deposition of nitrogen species acting as O3

precursors. The species which are affected mainly are HNO3 and the reservoir species
H2O2 and HCHO (see Sect. 2.3.3).

2.5 Long range transport of ozone

So far, four sources and sinks of O3 have been discussed: downward transport from the
stratosphere, chemical production from precursors, chemical destruction and dry depo-
sition. Locally, the O3 values are also influences by another important factor, namely –
long range transport.

The lifetime of O3 near polluted urban regions is in the order of hours (e.g. Monks et al.,
2015). In contrast, lifetime of O3 in the troposphere is around 3 weeks (e.g. Young et al.,
2013). In addition, also O3 precursors or reservoir species of these precursors can be
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transported over long distances. As an example NOx, has a lifetime of 1–2 days at the
boundary layer, increasing to 2 weeks near the tropopause (Seinfeld and Pandis, 2006).
Crucial is especially PAN (with lifetime up to month, Sect. 2.3.3), which is a reservoir
species for both, NOx and VOCs.

This long lifetime of O3 (and of the relevant precursors and reservoir species) allows
a transport over long distances. Therefore, O3 is not only a regional, but also a global
pollutant. Accordingly, the O3 values at surface of a given point is controlled by O3

transported over long range, as well as local production and destruction of O3. The
local production and destruction can further be influenced by the long range transport
of precursors.

The process of long range transport of O3 (and relevant precursors) involves the transport
away from the polluted boundary layer in the source region (for example by convection),
the transport in the free troposphere over long distances and the downward transport in
the receptor region for example by anticyclones (e.g. HTAP, 2010a).

The O3 levels caused by long-range transport can be understood as background levels
(e.g. Vingarzan, 2004). These background levels (hereafter denoted as background O3)
set the lower limits of O3 at a given point. The local production and destruction of O3

interacts with the background O3. Accordingly, the background levels control how much
O3 can be produced locally before air quality standards are exceeded. An increase of
background O3 can led to an exceeding of the air quality standard, if the local emissions
are not reduced accordingly (e.g. HTAP, 2007).

A detailed knowledge of the amount of O3 produced in Europe by regional emissions,
produced in Europe by precursors from long-range transport and, transported over long
range is therefore important for mitigation options. The Task Force on Hemisperic Trans-
port of Air Pollution (TF HTAP) established by the UNCE5 therefore has investigated
the impact of long range transport on O3 (HTAP, 2010a). Further studies has focused
especially on the impact of long range transport on O3 in Europe (e.g. Auvray and Bey,
2005, Derwent, 2008, Derwent et al., 2015).

These studies reported an fraction of background O3 in the boundary layer in Europe
during summer of around 40–60 %. During winter the fraction is larger as local production
plays only a minor role, since the photolysis rates during this time are low. The impact
of long-range transport on O3 is most important during medium pollution levels, while
during extreme events local production is most important. Under these extreme events
usually stagnant weather conditions prevail, where local emissions are ’trapped’ for a long
time near the source regions leading to very high precursor mixing ratios, favouring high
O3 production rates (HTAP, 2010b).

2.6 Natural and anthropogenic origins of ozone pre-

cursors

Precursors of O3 (CO, NOx and VOCs) are produced by different natural and anthro-
pogenic processes, summarised in Table 2.2. Natural emission estimates are based on
literature values. Anthropogenic emissions (excluding aviation) stem from the ACCMIP

5United Nations Economic Commission for Europe
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Table 2.2: Overview of anthropogenic and natural sources of O3 precursors. The NOx emissions
are given in amount of nitrogen, the VOC emissions are given in amount of carbon. The VOC
emissions of the ACCMIP inventory are scaled with 161/210 (Jöckel et al., 2016, supplement)
to convert the lumped VOC emissions to the amount of carbon.

Sector
NOx

(Tg a−1)
CO
(Tg a−1)

VOCs
(Tg a−1)

Reference

Aviation 0.66 Gauss et al. (2006)
Transport 11 220 24 Lamarque et al. (2010)
Energy 7.0 19 23 Lamarque et al. (2010)
Solvents 0.69 15 Lamarque et al. (2010)
Waste 0.089 4.3 1.1 Lamarque et al. (2010)
Industries 4.7 96 6.8 Lamarque et al. (2010)
Residential 2.8 250 28 Lamarque et al. (2010)
Agricultural waste
burning

0.19 19 2.0 Lamarque et al. (2010)

Agriculture 0.19 0.01 0.64 Lamarque et al. (2010)
Ship 5.6 1.2 2.4 Lamarque et al. (2010)
Biomass burning 5.6 460 76 Lamarque et al. (2010)
Biogenic 440 – 660 Guenther et al. (2006)
Soil 4 – 15 Vinken et al. (2014)
Lightning 2 – 8 Schumann and Huntrieser (2007)

scenario (Lamarque et al., 2010) for the year 2000. Aviation emissions originate from the
TRADEOFF inventory (REF case by Gauss et al., 2006). Of course, all these estimates
are uncertain. The values here are given mainly to provide an approximate global source
strength to the reader. More details on the emissions used in the present study are given
in Sect. 3.2.3.

This overview shows that the most important sources of NOx are the sectors trans-
port (11 Tg a−1), energy (7 Tg a−1), lightning (2–8 Tg a−1), ship traffic (6 Tg a−1), and
NO emissions from soil (4–15 Tg a−1). The main sources of CO are biomass burning
(460 Tg a−1), the residential sector (250 Tg a−1, e.g. firing or cooking in households),
and transport (220 Tg a−1). Finally, the main source of VOCs are biogenic emissions
(440–660 Tg a−1),biomass burning (76 Tg a−1), and the residential sector (28 Tg a−1).

Most source of the anthropogenic emissions involve combustion processes. In these
processes CO2 and H2O are produced by an oxidation process. Besides these products
of complete combustion, products of incomplete combustion processes are released to the
air, causing CO and VOC emissions.

Nitrogen oxides can be produced by different pathways. The most important are:

1. thermal production at very high temperatures where N2 is dissociated,

2. prompt production by reactions of hydrocarbons with N2, and

3. production through nitrogen containing components of the fuel.
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The thermal production of NOx (thermal NOx, pathway 1) is described by the extended
Zeldovich mechanism (Zeldovich, 1946, Lavoie et al., 1970):

O + N2
−−⇀↽−− NO + N, (R36)

N + O2
−−⇀↽−− NO + O, (R37)

N + OH −−⇀↽−− NO + H. (R38)

This mechanism converts atmospheric N2 into NO. Especially the first two possible re-
action pathways are strongly temperature-dependent, as a lot of energy is needed to
weaken the N2 and O2 double-bonds. Therefore, combustion processes usually involve
the formation of NOx. Also lightning-NOx is generated by this mechanism, as very high
temperatures up to 30000 K are present in the lightning channel (e.g. Orville, 1968, Stark
et al., 1996, Schumann and Huntrieser, 2007).

The second pathway, the prompt pathway, corresponds to a direct reaction between
hydrocarbon radicals and atmospheric N2. These reactions lead to the production of
an atomic nitrogen molecule, which can lead to NO through the extended Zeldovich
mechanism. Further a hydrocarbon-nitrogen molecule is formed, from which additional
NOx can be formed (more detail in Chapter 3 of Flagan and Seinfeld, 1988). Compared
to the thermal NOx process, this pathway is of minor importance for most applications.

The importance of the third, the fuel nitrogen pathway, depends on the combustible.
Very refined combustibles like gasoline have only minor nitrogen compounds. Therefore,
this process is of special importance for the combustion of coal or for biomass burning.

The most important source for the production of NOx emitted from soil are bacteria
within the soil (e.g. Hall et al., 1996). These bacteria gain energy from the nitrification of
ammonium (NH+

4 ) to nitrite (NO−2 ) and nitrate (NO−3 ). In addition NO can be produced
by a different sort of bacteria under anaerobic conditions as an intermediate product
during a denitrification process:

NO−3 −→ NO2 −→ NO −→ N2O −→ N2. (R39)

While the emissions from the soil are an important source for NOx, many plants are
important VOC emitters. Most of the biogenic emissions are emitted in form of isoprene
(C5H8) by different plants. Reasons for the emissions of C5H8 which are discussed in the
literature (e.g. Sharkey et al., 2008) are :

• C5H8 may act as a protection for heat stress in some plants,

• C5H8 is emitted by some plants as a protection against O3, as C5H8 can directly
react with O3 and prevent the plant from O3 damage.

The productivity of C5H8, however, heavily changes from plant to plant. In general, most
C5H8 is emitted in Europe from forests than from agricultural land (Karl et al., 2009).

The oxidation chain of C5H8 follows in general the very simplified chain sketched in
Sect. 2.3.2. In detail, however, C5H8 oxidation is more complex and is not discussed here.
Because of this large complexity most atmospheric chemistry models represent oxidation
of C5H8 only in a simplified manner (e.g. von Kuhlmann et al., 2004, Squire et al., 2015).
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Table 2.3: Factors for the conversion of mixing ratios (in nmol mol−1) to concentrations
(µg m−3) under standard conditions at ground-level.

MX (kg mol−1) FX (kg m−3)

O3 0.048 2.0
NO 0.030 1.3
NO2 0.046 1.9

2.7 Units used in air quality studies

Air quality standards are usually set in terms of concentrations (often µg m−3). These
concentrations, however, are not conserved if temperature (T) or pressure (p) changes.
Therefore the values given in the present thesis are not given as concentrations but as
volume mixing ratios6, which are commonly used in atmospheric chemistry. This mixing
ratio defines the ratio of the moles from a specie X per mole of air.

The volume mixing ratios (Cx) can be converted to mass concentrations (ρx) by a simple
relation (details see e.g. Jacob, 1999):

ρX =
p ·MX

RT
· CX = FX · CX , (2.4)

with R being the gas constant (R = 8.3144598 J mol−1 K−1), p the pressure, T the
temperature, MX the molar mass of specie X, CX the mixing ratio of X and FX the
abbreviation for the conversion factor.

Here, the conversion factors are exemplary calculated for standard conditions at ground
level (p = 1013.25 hPa, T = 288.15 K). The factors for O3, NO and NO2 are given in
Table 2.3. By applying these conversion factors the mixing ratios of NO, NO2 and O3,
which are given in nmol mol−1 in the present thesis, can be transformed to concentrations
of µg m−3.

2.8 Modelling the contribution of road traffic emis-

sions to tropospheric O3

So far this section focussed on the processes influencing the tropospheric O3 levels. How-
ever, the implementation of these processes in numerical models has not yet been dis-
cussed. Therefore, this section ends with a brief discussion about the state of the art of
the implementation of chemistry related processes in models, as well as previous estimates
of the contribution of road traffic emissions to tropospheric ozone7. As discussed, ozone
abundance (and abundances of many other trace gases) are primarily controlled by four
factors: the emissions, the reaction kinetics, physical processes in the atmosphere (espe-
cially transport), and sink processes (dry- and wet deposition). These processes must be
adequately represented by the models.

6Possible exceptions are noted separately.
7Please note that here a general discussion is presented, details about the specific setup for the

simulations I performed for this thesis are given in Sect. 3.2.
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In principle, most models used for atmospheric chemistry studies show a positive bias
of tropospheric O3 at least in the Northern Hemisphere (e.g. Young et al., 2013, Parrish
et al., 2014, Righi et al., 2015). Different reasons for this overestimation have been dis-
cussed in the literature. One important contributor to this positive bias are the precursor
emissions (e.g. Wild, 2007, Righi et al., 2015). The precursor emissions are highly uncer-
tain, officially reported values of the anthropogenic emissions by the different countries
might be wrong. Also natural emission estimates are rather uncertain. Especially, NOx

emissions from lightning, emissions of NOx from soils and biogenic VOC emissions are
poorly constrained. Two different methods exist to describe these emissions in models:
either by prescribing climatologies (which might stem from previous model calculations),
or the emissions are self consistently calculated by the model using parametrisations,
depending on the actual meteorological conditions.

Different parametrisations exist for each of these processes. As an example lightning-
NOx is considered. Most of the lightning-NOx parametrisations depend on quantities
calculated by the convection parametrisation, for example convective cloud top height
(Price and Rind, 1992), convective precipitation (Allen and Pickering, 2002), or convec-
tive mass flux (Grewe et al., 2001). Accordingly, these parametrisations depend on the
results of parametrisations, which of course are subject to assumptions and approxima-
tions (Tost et al., 2007b). Therefore, only few parametrisations show a good agreement
with observations (Lopez, 2016). Especially, the total emission rates are rather uncertain
(2–8 Tg(N) a−1, Schumann and Huntrieser, 2007).

Similar is true for the NOx emissions from soils. Estimates from satellite observations
and models are in the range of 4–15 Tg(N) a−1 (Vinken et al., 2014). Most models
use parametrisations based on the work by Yienger and Levy (1995), estimating emis-
sions from temperature, precipitation, vegetation classes and fertilizer application. These
parametrisations estimate total emissions which are usually at the lower end of estimates
from Vinken et al. (2014). More recent parametrisations introduce several improvements
(e.g. Hudman et al., 2012), leading to results, better corresponding to satellite observa-
tions. These parametrisations still rely heavily on external factors like the fertilizer usage
which globally is rather uncertain. Especially future predictions are delicate.

The calculation of biogenic isoprene (C5H8) emissions8 are most often based on parametri-
sations from Guenther et al. (1995) or Guenther et al. (2006). These parametrisations
use meteorological variables (e.g. temperature, radiation) and external data sources like
leaf area index. Observations of C5H8 are rather sparse and the lifetime of C5H8 is short.
Therefore, direct evaluation of the simulated C5H8 with observations is challenging (Guen-
ther et al., 2006). Instead C5H8 estimates derived from satellite products of formaldehyde
are used (e.g. Palmer et al., 2006, Pacifico et al., 2011) or other parameters like O3 are
evaluated (e.g. Zare et al., 2012). Again, the input parameters are rather uncertain.

Focusing on the simulation of O3, deficits in the representation of these processes (and the
processes which are further discussed) can influence each other. For example, if to large
soil-NOx but too low lightning-NOx are simulated the O3 values might compare well to
observations. On the other side, positive biases of emissions can increase the overall bias.

Biases of the O3 concentrations might also be caused by the applied chemical mechanism.
Different mechanisms with different degrees of complexity exist. More basic mechanisms

8The discussion here focuses on the calculation of biogenic isoprene, because isoprene is the only VOC
which is calculated by the used model.



2.8 Modelling the contribution of road traffic emissions to tropospheric O3 23

consider mainly the NOx−HOx−CH4−CO−O3 chemistry (e.g. Lauer et al., 2007), while
more complex mechanisms consider the organic chemistry in much more detail. Here,
mechanisms range from some ten organic species up to more than 1000 organic species
(Chen et al., 2010, Coates and Butler, 2015). In the simplified schemes, usually different
VOCs are lumped together. The demand for computational memory and the required
computational costs limit the complexity of the chemical mechanisms, which can be used
in three dimensional models (e.g. Stockwell et al., 2012). Knote et al. (2015) showed that
for O3 the differences between chosen mechanisms are in the range of several percent,
while differences of other species (especially short-lived species) can be much larger.

Many models use parametrisations for dry deposition, which are based on (more or less)
modified versions from Wesely (1989), using the resistance analogies which have been
discussed in Sect. 2.4. A comparison of simulated dry deposition velocities of some state-
of-the art models with observations performed by Hardacre et al. (2015), showed that the
models do not have systematic biases, but differences up to a factor of 2 between simulated
and observed dry deposition velocities were found. Wesely and Hicks (2000) stated that
differences of 30 % are common between different dry deposition models and that these
models heavily rely on empirical data. Some improved scheme exist (e.g. Zhang et al.,
2003) but to my knowledge no detailed model intercomparisons using these schemes have
been published.

The knowledge about the dynamical processes influencing O3 is in general high, but the
detailed quantification of the impact of long range transport compared to locally produced
O3 is still challenging (Monks et al., 2015). Most crucial for this are, on the one hand
the resolution of the used models, as with coarser resolution the emissions are diluted
over larger areas. On the other hand the representation of convection, which can not be
resolved explicitly with resolutions typically used in global and regional model (in the
order of 10–100 km). Instead, convection is parametrised. Different schemes have been
developed (e.g. Tiedtke, 1989, Bechtold et al., 2004, Plant and Craig, 2008). As shown by
Tost et al. (2010) differences for O3 of up to 25 % between simulated and observed vertical
profiles applying different convection schemes can result. Short lived trace gases might
be even more influenced. Especially when increasing the level of detail of such models
(e.g. including diurnal cycles of emissions) the right timing of convection might become
even more important. In many models, however, the diurnal cycle of the convection is
not represented well (e.g. Bechtold et al., 2004, Rio et al., 2009).

Because of the uncertainties which arise from emission estimates, simplification of the
chemical kinetics, and from parametrisations of physical and chemical processes, the eval-
uation of such models is very important. This holds in particular, because these models
are the only available scientifically based tools to investigate, how the chemistry and/or
climate might change in the future under different projections. Especially investigations
of the impact of different emission sectors on the present (or for future projections) state
of the chemical composition of the atmosphere (and associated radiative feedbacks) are
only possible with model simulations.

In the past, simulations have been used to investigate the impact9 of different emission
sectors on tropospheric O3, such as aviation (e.g. Brasseur et al., 1998, Grewe et al., 2002),
shipping (e.g. Eyring et al., 2007, Hoor et al., 2009) or biomass burning (e.g. Galanter

9In this thesis the term ’impact’ is used for results of perturbation studies, while the term ’contribu-
tion’ is used when discussing results from studies using tagging methods (see discussion in Sect. 3.1.6).
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et al., 2000, Pacifico et al., 2015). Often, these studies compared two different simulations,
one simulation with all emissions and a second simulation with changed emissions from the
sector of interest (called perturbation approach). As has been discussed in this section, the
O3 chemistry is non-linear. Accordingly, the response of O3 on the reduction of emissions
might not be linear. This can lead to erroneous attribution estimates for different sectors.
Better suited to investigate the impact of emission sectors of O3 are so-called tagging
methods, which use additional diagnostic to follow the reaction pathways of different
emissions (e.g. Lelieveld and Dentener, 2000, Grewe, 2004, Emmons et al., 2012, Wu
et al., 2009, Grewe et al., 2010). The development of such tagging methods, however, is not
straightforward and requires a implementation of complex diagnostics into the used model.
A detailed discussion about the difference between the tagging and the perturbation
approach follows in Sect. 3.1.6. The methodological error made by contribution analyses
using the perturbation approach compared to the tagging method cannot be quantified
in general. The error largely depends on the chemical state, in which the O3 chemistry
is perturbed. Accordingly, different factors of the underestimation of the contribution
by the perturbation approach compared to the tagging method have been reported. For
example, Grewe et al. (2012) found an underestimation of a factor of 5 by the perturbation
approach, while Emmons et al. (2012) found a factor of 3, and Grewe et al. (2016) a
factor of 2.

Of interest for the present study are in particular previous studies of the impact of road
traffic emissions. Granier and Brasseur (2003) investigated the impact of road traffic
emissions by removing the road traffic emissions completely (from now on called 100 %
perturbation), but considering only NOx emissions from road traffic. They reported an
impact in Europe during summer of 15 % on surface O3. Similar studies were performed
by Niemeier et al. (2006) (100 % perturbation) but with different emissions, claiming an
impact of road traffic emissions on O3 in Europe of 10–25 %. Similar values were reported
by Matthes et al. (2007) (100 % perturbation) with a near surface impact of road traffic
emissions in Europe of more than 15 %.

More recent studies used a 5 % reduction of road traffic emissions (Hoor et al., 2009,
Koffi et al., 2010). These studies in general report lower impacts of ≈ 4 % (upscaled
to 100 %, average 30◦–60◦ N, 1000–850 hPa, Hoor et al., 2009) and 5–10 % (for zonal
mean O3 near surface as roughly estimated from Fig. 2 and Fig. 5 of Koffi et al., 2010).
The differences compared to the 100 % perturbations can be accounted by the different
perturbations as well as emissions inventories. Koffi et al. (2010) additionally provided
results from a 100 % perturbation and concluded that the differences compared to the
100 % perturbations mentioned above are due to different emissions inventories.

As discussed, the perturbation method of these studies might underestimate the real
contribution of road traffic emissions. But only few studies exist investigating the impact
of road traffic emissions using a tagging method (Dahlmann et al., 2011, Grewe et al.,
2012). These studies report global tropospheric contributions of around 12 % (Grewe
et al., 2012) and around 15–20 % for the tropospheric O3 column over Europe.

All of these studies applied coarsely resolved global chemistry climate models. These
models provide only limited regional information. In addition, the coarse resolution can
lead to an overestimation of the O3 production (as will be discussed at the beginning
of the chapter 3). To overcome these limitations finer resolved regional models can be



2.8 Modelling the contribution of road traffic emissions to tropospheric O3 25

used. Such models were applied for many studies, mainly focusing on air quality issues
on different parts of the world.

Studies investigating the impact of road traffic emissions on O3 focused mainly on emis-
sion control scenarios of road traffic emissions (e.g. Saikawa et al., 2011, Roustan et al.,
2011, Collet et al., 2014). Only limited studies are available investigating the impact of
road traffic emissions in Europe to O3. Reis et al. (2000), Tagaris et al. (2015) performed
such investigations, but by applying a 100 % perturbation and focusing on air quality
relevant metrics. Reis et al. (2000) claimed an impact of around 20 % on the AOT40
values10. Tagaris et al. (2015) found an impact of around 10 % in most parts in Europe
on the daily average maximum 8 hour ozone values.

Some regional models have been equipped with some kind of tagging methods (e.g. Li
et al., 2012, Kwok et al., 2015) delivering information about the contribution of road
traffic emissions. In these approaches, however, the handling of the boundary conditions
is problematic. The tagging methods are only applied within the regional domains. Ozone
stemming from across the lateral boundaries is usually tagged as ’boundary ozone’. Only
very few studies exist using such methods for Europe and focus on the effect of road
traffic emission. As an example, Valverde et al. (2016) investigated the contribution of
road traffic emissions for Spain, claiming a maximum contribution of less than 25 % of
urban road traffic emissions and a large importance of the inflow. This thesis therefore
investigate the contribution of road traffic emissions on tropospheric O3 in more detail,
applying a tagging method which is used consistently on global and regional scale.

10Accumulated Ozone Exposure over a threshold of 40 nmol mol−1.
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Chapter 3

Methods

The investigation of the contribution of road traffic emissions to tropospheric O3 requires
the use of complex chemistry-climate models. This requirement arises for two different
reasons: First, it is not possible to directly measure O3 solely produced from road traffic
emissions. Second, the contribution can not interfered directly from the amount of emis-
sions as the production of O3 is highly non-linear (Sect. 2.3.4). Due to this non-linearity
the choice of the resolution of the models affects the results of this assessment. As an
example, consider a large city surrounded by rural areas as shown in Fig. 3.1. This city
is a large source of NOx emissions. A model with a fine resolution is able to reproduce
the gradient of the emissions between the city and the surroundings correctly. In a coarse
model, however, the emissions of the city are instantaneously diluted over large parts.
This leads to lower NOx mixing ratios in the city and larger mixing ratios outside, com-
pared to the coarse resolution. Due to this instantaneous mixing the O3 production can
artificially be increased (e.g. Wild and Prather, 2006).

fine resolution coarse resolution

City

Figure 3.1: Illustration of the influence of a coarse resolution with respect to the NOx mixing
ratio in and outside a city, which is a large source of NOx emissions (red) and surrounded by
rural areas. More details are given in the text.

To overcome this methodological problem of the resolution I used a model chain in-
cluding a coarsely resolved global model and finer resolved regional refinements (so called
nests). This model chain and the used methods are discussed in the present chapter. The
structure is as follows. In Sect. 3.1 the applied global and regional atmospheric circulation



28 3. Methods

models as well as the resulting model chain are introduced. This includes also a discussion
about the methods applied to investigate the contribution of road traffic emissions. In
Sect. 3.2 an overview about the model configurations used for this thesis follows. This in-
cludes an overview about the applied emissions inventories. Finally, Sect. 3.3 summarises
the design of the numerical experiments performed in the scope of this thesis.

3.1 Description of the models

This section focuses on the description of the models applied in the present thesis. First
of all the atmospheric circulation models ECHAM5 (global) and COSMO (regional) are
introduced very briefly. Further, the Modular Earth Submodel System (MESSy), a mod-
ular concept for earth system models (ESMs), is introduced. After this, a more detailed
description of the MECO(n) model system is presented, including a short comparison
with other model systems. At the end of this section a more detailed discussion about
the applied methods follows. This includes a general discussion about the investigation
of small chemical perturbations (such as slightly changed emissions) and the methods to
investigate the contribution of emissions of a given source.

3.1.1 ECHAM5

ECHAM5 is a global circulation model (GCM). It consists of a dynamical core developed
at the European Centre for Medium-Range Weather Forecasts (ECMWF) together with a
package of physical parametrisations developed at the Max-Planck Institute for Meteorol-
ogy in HAMburg. The primitive equations are solved for the hydrostatic approximation.
The four prognostic variables temperature, vorticity, divergence and the logarithm of the
surface pressure are defined in spectral space by a truncated series of spherical harmonics.
The mixing ratios for the prognostic water species (vapour, liquid and ice) are defined
in the grid space on the corresponding Gaussian grid. Also the tendencies due to the
physical parametrisations are calculated and applied in the grid space. In the vertical a
terrain following hybrid-pressure coordinate is used. The time integration is performed
by a leapfrog scheme with time filter (Asselin, 1972). The transport of tracers and water
species is calculated by a flux-form semi-Lagrangian scheme (Lin and Rood, 1996).

3.1.2 COSMO

The COSMO model solves the full compressible hydro-thermodynamical equations. As
prognostic quantities the horizontal and vertical wind components, the perturbations of
pressure and temperature from a reference state, the specific humidity and the cloud water
content are considered. All computations are performed on a staggered Arakawa C-Grid
(Arakawa and Lamb, 1977), meaning that pressure and temperature are defined in the
middle of every grid box, while the velocities are defined on the grid-box boundaries.

At the four lateral boundaries COSMO is relaxed towards the driving model/data by
overwriting the three outer (for the Runge-Kutta scheme) grid boxes with the the values
of the driving model. In addition to this, a Davies-relaxation (Davies, 1976) is performed
for a set of grid-boxes in each direction. The size of this relaxation area is controlled by
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BML

BMIL

SMIL

SMCL

Figure 3.2: Illustration of the MESSy concept. The individual layers are described in the text.
Graphics adapted from Kerkweg and Jöckel (2012a).

the user. Details about the values chosen for the simulation performed in the scope of
this thesis are given in Sect. 3.2.2.

In addition to the relaxation at the lateral boundaries a Rayleigh damping starting (for
the configuration used in the present thesis) at 11 km height is implemented. Both, the
Rayleigh damping and the Davies-relaxation do not only influence the meteorological
fields, but also all chemical species and diagnostic tracers. The relaxation areas are
important to avoid unwanted reflections of outgoing waves at the boundaries, but at
the moment no possibility exists to budget the influence of these areas on the chemical
species. Therefore, this relaxation causes an unaccounted source/sink within the lateral
and vertical relaxation area.

3.1.3 MESSy infrastructure

MESSy (Jöckel et al., 2005) is a concept for a modular ESM and consists of different
so-called submodels. These submodels are infrastructure components, process descrip-
tions, or diagnostics. Examples of such processes and diagnostic are the calculation of
the chemical kinetics, the calculation of dry deposition, or the diagnosis of the height
of the tropopause.

Technically the MESSy concept distinguishes four layer (see Fig. 3.2); the base model
layer (BML), the base model interface layer (BMIL), the submodel interface layer (SMIL),
and the submodel core layer (SMCL). The base models (e.g. ECHAM5 or COSMO, as
described in Sect. 3.1.1 and 3.1.2, respectively) are the BML. The different processes
are described in the SMCL. The BMIL can be described as a socket, where the SMILs
of the individual submodels are plugged in. Due to this layer system the same process
descriptions/diagnostics, which are coded in the SMCL, can be used in connection to
different basemodels.

A central part of MESSy are the generic submodels. These submodels provide the in-
frastructure components. One example is the submodel CHANNEL (Jöckel et al., 2010),
which provides an interface for the generation and access to data objects (called ’channel-
objects’). Using these channel-objects different submodels can access easily to variables
generated by other submodels. This simplifies the programming of additional submodels
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Figure 3.3: Illustration of a MECO(3) set-up with one global EMAC instance and three
regional COSMO/MESSy instances (coloured blue).

describing processes (e.g. a submodel, which describes a process that alters the tem-
perature) or diagnostics (e.g. a submodel, which needs the temperature for a certain
diagnostic).

Besides these generic submodels 68 submodels1 describing different processes and di-
agnostics are part of MESSy. An overview over all these submodels is given on the
MESSy-website 2 or can be found in various articles (e.g. Jöckel et al., 2006, 2010, 2016).
An overview of the submodels used in the present study is provided in Sect. 3.2.2.

The combination of the MESSy infrastructure and ECHAM5 is called EMAC (ECHAM5/MESSy
for Atmospheric Chemistry, Jöckel et al., 2006, 2010). The combination of the regional
model COSMO-CLM and MESSy is called COSMO-CLM/MESSy (hereafter COSMO/MESSy,
Kerkweg and Jöckel, 2012a).

3.1.4 MECO(n) model system

The framework allowing a downscaling of EMAC with COSMO/MESSy is the MESSy-
fied ECHAM and COSMO models nested n-times (MECO(n)) model system. Figure. 3.3
depicts the idea of MECO(n), showing regional refinements covering North America,
Europa and South Asia. EMAC is used as global model, calculating the chemical processes
(and dynamics) on a coarsely resolved global grid and providing the necessary initial and
boundary conditions for the finer resolved regional domains (called nesting).

This nesting can be performed in two different ways: One way is to calculate the nec-
essary information first with a global model and store these data to a harddisk and read
these data during runtime of the regional model (called off-line nesting). In the second
way the necessary information are exchanged directly during runtime of both models,
without storing and reading to/from harddisks (called on-line nesting).

1as counted on 26.01.2016 on the MESSy-website
2http://www.messy-interface.org
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Figure 3.4: Sketch of the MECO(n) model system. A detailed explanation is given in the text.
Modified version of a original sketch from P. Jöckel.

In MECO(n) the nesting is performed on-line, realised by the utilisation of the tool
INT2LM (provided by the Deutscher Wetterdienst (DWD)) as MESSy sub-submodel
(named INT2COSMO, Kerkweg and Jöckel, 2012b). This tool handles the interpolation
steps from the coarse grid of the driving model (EMAC) to the finer grid of the regional
model (COSMO). For atmospheric chemistry applications not only the meteorological
fields are interpolated, but also all chemical species and additional diagnostic tracers.
A regional instance can be driven by a global EMAC instance or by a coarser resolved
COSMO/MESSy instance.

Due to the use of the Multi Model Driver library (MMD, Kerkweg and Jöckel, 2012b)
and corresponding submodels the global and the regional model domains are running
in the same Message Passing Interface (MPI) environment. So far the number of re-
gional refinements is only limited by the computational resources, meaning that one
EMAC instance could in general provide the boundary data for an arbitrary number of
COSMO/MESSy instances, which itself could provide the boundary data for finer resolved
COSMO/MESSy instances. The exchange of the initial and boundary fields between the
different instances is implemented in MMD as point-to-point, single-sided, non-blocking
MPI communication.

This general idea of the MECO(n) system is sketched in more detail in Fig. 3.4. The
key compound is the MESSy infrastructure with the generic submodels and the sub-
models describing different processes/diagnostics (e.g. TAGGING, MECCA, OFFEMIS).
ECHAM5 as well as COSMO are extended by the MESSy infrastructure (indicated by the
blue arrows). The ECHAM5 instance provides the boundary and initial conditions for one
(or more) COSMO instance(s). These data are prepared by the MESSy submodel MMD-
SRV and exchanged using MPI communication between MMDSRV and MMDCLNT.
INT2COSMO (denoted as I2C) is integrated into MMDCLNT and performs the interpo-
lation for the transformation from the coarse to the fine model grid. This transformation
is done for both, the initial and the boundary conditions. The COSMO instance itself
can serve as data provider for one (or more) finer resolved COSMO instance(s).
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Figure 3.5: Illustration of the MECO(2) data exchange used in this study. The red circles
indicate the time steps, the blue arrows indicate the data exchange. The exchange of initial data
is marked with I, the exchange of boundary data with B. Taken from Mertens et al. (2016).

Figure 3.5 gives an example of the coupling procedure involving one EMAC and two
COSMO/MESSy instances (details follow in Sect. 3.2.1). EMAC provides the necessary
data for the first COSMO/MESSy instance, which itself provides the necessary data
for the second, finer resolved, COSMO/MESSy instance. At the first time step EMAC
provides the initial data for the finer resolved COSMO instance. This instance itself
provides the initial data for an finer resolved COSMO instance. After every time-step,
EMAC provides new boundary conditions to the first COSMO/MESSy instance. The
first COSMO/MESSy instance itself also provides new boundary conditions to the second
COSMO/MESSy instance after every time step.

The application of fine resolved limited area models including chemical processes for de-
tailed regional studies is not new. In general two types of regional models exist: (regional)
chemistry-transport models (CTMs) and chemistry-climate models (CCMs). The former
are (by definition) not calculating any dynamics. Instead they are using precalculated
information of the meteorology as input (calculated by other models or from re-analysis
data like ERA-Interim, Dee et al., 2011). CTMs solve the continuity equation to account
for a mass balance, i.e. transport processes of gaseous and (if included) aerosols, the gas-
phase chemistry and aerosol microphysics. The processes acting as sources (emissions)
and sinks (dry- and wet deposition) are included in these models as well.

Many CTMs exist for the global scale, for example TM5 (Transport Model, version
5, Krol et al., 2005), the GEOS-Chem model (Goddard Earth Observing System, Bey
et al., 2001) or MOZART-4 (Emmons et al., 2010). Some of these models already feature
regional nesting capabilities (both excluding (one-way) or including (two-way) feedback
on the global scale). Other CTMs are focussing on the regional scale like the CHIMRE
model (Menut et al., 2013), CAMx (developed by ENVI-RON Int. Corp.) or CMAQ
(Community Multi-scale Air Quality, e.g. Canty et al., 2015). The application of regional
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CTMs mainly focuses on the investigation of air quality issues and therefore feature fine
spatial resolutions. However, the model top is often located within the troposphere as
the focus of such models are ground level concentrations of pollutants. This leads to the
problem that the downward transport of O3 from the stratosphere is not resolved by the
model itself, but is only specified by the upper boundary conditions.

In comparison to CTMs, CCMs are including the calculation of dynamics. Usually the
dynamics and chemistry or aerosol microphysics are coupled, meaning that the chemistry
(e.g. by radiation) or the aerosols (e.g. by radiation or cloud properties) feed back on
the dynamics. Besides global CCMs, e.g. EMAC, also regional CCMs exist, for example
WRF/Chem (Grell et al., 2005) or COSMO-ART (Knote et al., 2011). In comparison
to MECO(n) these models are off-line coupled to global calculations (by a CCM or by a
CTM). Compared to the off-line coupling the on-line coupling of MECO(n) has several
advantages:

• The meteorological and chemical boundaries are consistent with respect to each
other, e.g. weather dependent chemical fluctuations are resolved by the boundary
conditions. In many off-line applications the chemical and meteorological boundary
conditions stem from different models; this might cause inconsistencies.

• As the global EMAC and the regional COSMO/MESSy instances use the same
chemical solver and chemical speciations, the chemical boundary conditions are
highly consistent. In the off-line case the chemical speciation between driving and
regional model might be different, which introduces additional inconsistencies.

• No disk storage for boundary conditions is necessary. This allows for a much higher
update frequency of the boundary conditions compared to the off-line coupling, as it
is not feasible to store boundary conditions for more than 200 chemical species after
every time-step of the driving model. This is of special importance for chemical
species with short lifetimes. In addition the on-line exchange via the memory is also
more efficient, as the I/O3-performance is the current bottleneck in HPC4.

Due to this advantages MECO(n) is an ideal tool for the investigation of atmospheric
chemical processes from the global to the regional scale, because it allows a highly con-
sistent model chain with consistent chemical boundary conditions.

Compared to the regional CCMs (like WRF/Chem or COSMO-ART), which are usually
driven by meteorological information from reanalysis data, MECO(n) is driven by me-
teorological fields from a (coarsely resolved) CCM, which might cause additional biases.
To investigate this issue, Hofmann et al. (2012) has compared results from the classical
off-line nested version of the COSMO model (using ECMWF analysis data) to results
from the on-line nested set-up with EMAC ’nudged’ towards the same analysis data. It
was shown that for all three cases (a cold front, a convective frontal event and a winter
storm) both approaches lead to similar results.

3Input-Output, meaning writing and reading of data to/from hard-disks.
4High performance computing



34 3. Methods

3.1.5 Investigation of small chemical changes

In the present thesis I investigate the impact of small chemical perturbations (e.g. changed
road traffic emissions). CCMs like EMAC feature a coupling between dynamics and
chemistry, meaning that even small changes in the chemical state of the atmosphere lead
to changes in the dynamics (which in turn feed back to the chemistry). When comparing
two simulations with slightly changed emissions, the coupling between dynamics and
chemistry lead to a diverging meteorology in both simulation, even if both simulations
are initialised identically. This diverging meteorology (meaning different weather patterns
at a certain time and location) is caused by the inherent chaotic nature of the system,
usually known as ’butterfly effect’.

To overcome this problem Deckert et al. (2011) proposed a Quasi Chemistry Transport
Model (QCTM) mode for EMAC. This includes a decoupling of chemistry and dynamics
by prescribing climatologies of the radiative active species5 for the radiation calculations.
Further, climatologies of HNO3 for the calculation of the stratospheric heterogeneous
chemistry (submodel MSBM (Multiphase Stratospheric Box Model)) as well as clima-
tologies of OH, O1D and Cl are needed for the calculation of the CH4 oxidation in the
stratosphere (submodel CH4).

In contrast to EMAC, the radiation routine of COSMO uses internal climatologies and no
coupling between the calculated trace gas concentrations and the radiation is present. A
coupling between the dynamics, more precisely the hydrological cycle, and the chemistry
exists through the stratospheric heterogeneous chemistry, which is calculated by the sub-
model MSBM. This submodel alters the partitioning between water in the vapour, liquid,
and ice phase and feeds back on the hydrological cycle. Therefore the same HNO3 clima-
tologies as in EMAC were used for MSBM in COSMO. To improve the consistency between
EMAC and COSMO/MESSy, it would be desirable to use the same climatologies for the
radiative active species in EAMC and COSMO, respectively. With the current COSMO
version, this is, however, not possible, but it might be implemented for future versions.

Due to the use of the QCTM mode in EMAC and in COSMO the dynamics within every
specific instance is identical in all simulations performed in the present study. This allows
to identify small chemical perturbations, even if the simulation period is only very short,
or the changes are small compared to the natural variability. In turn this also means,
that all differences, which are found between different simulations can be directly related
to the change of the emissions.

3.1.6 Estimating the impact of emissions from different sectors

The main goal of the present study is the quantification of the contribution of road traffic
emissions to tropospheric O3. Usually two different methods are used to investigate the
impact of specific emission sectors. These methods are the perturbation and the tagging
approach, which are described briefly.

3.1.6.1 Perturbation approach

In the perturbation approach usually two (or more) simulations are compared: one sim-
ulation with all emissions (base) and one simulation with modified emissions (e.g. with

5These species are CO2, CH4, O3, N2O as well as the halocarbons CF2Cl2 and CFCl3.
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five percent decreased road traffic emissions, perturbation). Mathematically, this method
is based on a Taylor approach to approximate the derivative of a function f(x) around
the base state called e0 (details given by Grewe et al., 2010). Accordingly the first two
terms of the Taylor series are:

f(e0 + αec) ≈ f(eo) + αecf
′(eo), (3.1)

where α is the strength of the perturbation of the emission category ec and f ′ the first
derivative from f . The contribution (δf) of a certain category can be estimated as

δf ≈ ecf
′(eo). (3.2)

By comparing the results of both simulations, the derivative f ′ around the base state (e0)
can be estimated and the contribution can be calculated as:

δαf = −∆αf

α
, (3.3)

with ∆αf being the difference of the quantity f between both simulations.
In a linear system the perturbation method can be applied with arbitrary strength of

the perturbation (α). In case of the O3 chemistry, which is non-linear (Sect. 2.3.4), the
results depend on the strength of the perturbation. Two problems are apparent:

• The result depends on the magnitude of the perturbation. Only for small pertur-
bations non-linear effects of the system can be neglected.

• The result depends on the base state (e0) where the system is analysed.

Therefore the perturbation approach is not well suited to investigate the contribution
of a certain emission category to the O3 chemistry (e.g. Wu et al., 2009, Grewe et al.,
2010). Further, these problems lead to a principal issue of the method (Grewe et al.,
2010), namely a non closed budget, which means that the sum of the contributions from
all emission sources (e.g. road traffic, aviation) to O3 is not necessarily equal to the
total O3 sum. Additionally, many simulations must be performed for the perturbation
approach leading to large needs of computational resources. A study in which the O3

budget should be disentangled into ten sectors, for example, requires eleven simulations
(one base, ten perturbation simulations). In addition, the dynamics and the chemistry of
all simulations should be decoupled (Sect. 3.1.5), otherwise the different meteorological
conditions would add an additional error to the calculation of the contribution. Well suited
is the perturbation approach for the investigation of potential mitigation strategies, i.e.
answering questions like: ’Does a reduction of the road traffic emissions in Europe by five
percent reduce the amount of tropospheric O3?’

3.1.6.2 Tagging approach

The word ’tagging’ is a coinage, describing a method where certain objects are marked
with a tag. In applications focussing on atmospheric chemistry usually trace gases from
different emitters (e.g. sectors like road traffic, or geographical regions) are tagged ac-
cording to their origin. Different tagging approaches exist (e.g. Lelieveld and Dentener,
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2000, Grewe, 2004, Emmons et al., 2012, Gromov et al., 2010, Grewe, 2013, Coates and
Butler, 2015). The technical realisations of all these approaches differ, but the general
idea is identical. The chemical system is extended by additional diagnostic species for
the emission sectors of interest. Exemplary for a system where NOx emissions from road
traffic (rt), and aviation (air) should be tagged the effective NOx loss reaction (neglecting
the necessary third molecule, Sect. 2.3.4),

NO2 + OH −→ HNO3 (3.4)

is extended by additional diagnostic reactions:

NOrt
2 + OH −→ HNOrt

3 ,

NOair
2 + OH −→ HNOair

3 .
(3.5)

As the reaction pathways of the emitted trace gases from the different emission sectors
and their reactions are traced, this approach is in general well suited to investigate the
contribution of the different emission sectors to different species. This approach investi-
gates only the contribution of different sources for a given emission inventory. Sensitivity
simulations to test different mitigation strategies are not replaced by using the tagging
method, because with changed emissions, the O3 production efficiency (Sect. 2.3.4) of dif-
ferent emission sectors might change. In these cases the tagging approach gives additional
information to asses the given mitigation scenario.

Compared to the perturbation approach, the demands of one simulation with respect
to the computation time and especially to the needed memory increase because of the
required additional diagnostic species. Through the reduction of needed simulations the
overall demand regarding the computational costs is, however, reduced dramatically com-
pared to the perturbation approach.

3.1.7 The TAGGING submodel

The TAGGING submodel is the technical realisation of a tagging method described below,
which is used in the present thesis to analyse the road traffic emissions to tropospheric O3.
The development of the submodel is described by Tsati (2014) and Grewe et al. (2016),
the method is described by Grewe et al. (2010) and Grewe (2013). Here, only the most
important details are presented.

As an example of the method, the effective NOx loss reaction is considered:

NO2 + OH −→ HNO3, (3.6)

which can in mathematical formulation be written as:

∂[HNO3]

∂t
= κ · [OH] · [NO2] = PHNO3 . (3.7)

The production of HNO3 (PHNO3) depends on the reaction rate coefficient (κ) and the
concentrations6 of NO2 and OH. PHNO3 is calculated by the chemical solver of the model

6As long as concentrations are considered, these are written in squared brackets, otherwise mixing
ratios are considered.
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Table 3.1: Description of seven production (P) and loss (D) channels considered by the TAG-
GING submodel. The last column gives the corresponding name of the variable in chemical
mechanism applied in the present thesis (Sect A.4, page 146).

channel name corresponding reaction(s)
corresponding diagnostic
production rate

PO3(HO2) NO + HO2 −→ NO2 + OH o3prodho2

PO3(RO2) NO + RO2 −→ NO2 + RO o3prodro2

DO3(OH) O3 + OH −→ O2 + HO2 o3lossoh

DO3(HO2) O3 + HO2 −→ OH + 2 O2 o3lossho2

DO3(NO) Reactions of O3 with NOy o3lossno

DO3(RO) Reactions of O3 with NMHCs o3lossro

DO3(XO) Reactions of O3 with untagged species o3lossxo

system (the submodel MECCA, Sander et al., 2011). The TAGGING submodel dis-
tributes the calculated production rates among the different tagged categories7. This is
done by a combinatorial approach, which takes into account all possible combinations
between NO2 and OH molecules from different categories (denoted as j):

∂HNOj
3

∂t
=

1

2
PHNO3(

OHj

OH
+
NOj

2

NO2

). (3.8)

This means that the production rates considered by the TAGGING submodel are scaled
with the fraction of OH and NO2 from the category j over the total OH and NO2 mixing
ratios, respectively.

The TAGGING submodel uses the concept of effective production- and loss rates of O3

(Crutzen and Schmailzl, 1983), meaning that O3 is considered as family including O3 and
fast exchange processes between other chemical species. This family of effective O3 is
called O3 for convenience and because O3 is the most important specie of this family.

The submodel distinguishes two O3 production and five O3 destruction channels. There-
fore, the chemical mechanism is extended by seven diagnostic production and loss rates.
Table 3.1 gives an overview about these seven channels with the corresponding reaction(s).
In addition, the names of the corresponding variables in the model system are listed. More
details about the tagged reactions are given in the applied chemical mechanism as part
of the Appendix (Sect. A.4, page 146). This chemical mechanism includes the diagnostic
production and loss rates.

Further details about these production and loss channels are given by Grewe et al.
(2016), containing also information about the production and loss rates of the other
tagged species, which are not shown here, as the present study focuses on O3.

In the TAGGING submodel seven species are tagged: NOy, NMHC8, CO, O3, PAN,
HO2, and OH. The species NOy and NMHC are so called families, containing all odd

7In the context of the TAGGING method and the results from this method the term category is used
instead of the term sector from now on. The reason for this is that some of the categories which are
used by the TAGGING scheme do not correspond to emission sectors, e.g. downward transport from the
stratosphere. Table 3.2 gives an overview about the categories and the associated emission sectors.

8In this section the term NMHC is used instead of VOC in order to avoid confusion with existing
documentation of the TAGGING submodel.
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Table 3.2: Description of the different categories as used by the TAGGING submodel.

tagging categories description
road traffic emissions from road traffic
anthropogenic non-traffic all anthropogenic emissions without agricultural waste

burning (AWB) and traffic (road, shipping, aviation)
emissions

ship emissions from ships
aviation emissions from airplanes
lightning lightning NOx emissions
biogenic on-line calculated isoprene and soil-NOx emissions,off-

line emissions from biogenic sources and AWB
biomass burning biomass burning emissions
CH4 degradation of CH4

N2O degradation of N2O
stratosphere downward transport from the stratosphere

nitrogen compounds (NOy) and all volatile organic compounds (NMHC), respectively.
This approach is chosen to reduce the demands for computational time and memory
(details given by Grewe et al., 2016). Due to the short lifetime, HO2 and OH are considered
in a steady state approach. Additionally, the relevant emission sources (both, on-line
calculated and prescribed) and the chemical sinks are considered for the tagged species.
The sink processes (dry deposition and scavenging) are treated as bulk process.

Ten categories are considered by the TAGGING submodel, which are summarised in Ta-
ble 3.2. The category CH4 is important as in EMAC/MECO(n) so far no emissions of CH4

are used, instead the near-surface mixing-ratios are prescribed. Therefore, degradation
products of the CH4 oxidation are tagged as NMHC from CH4. A similar approach is im-
plemented for N2O, which is not tagged but serves as source of NO in the stratosphere (by
reaction with O(1D)). The degradation products of N2O are treated as NOy from N2O.

The TAGGING submodel described by Tsati (2014) was at that time implemented as
submodel for MESSy1 (Jöckel et al., 2005) and it was not usable for the current EMAC
and MECO(n) version of the MESSy development cycle 2 (Jöckel et al., 2010). Therefore I
have adopted the TAGGING submodel to MESSy2 (Jöckel et al., 2010) and to MECO(n).
Within this scope, I have completly re-written large part of the SMIL (Sect. 3.1.3). The
most important modifications I have performed are:

Adaptation to the new TRACER infrastructure
The original version of the TAGGING submodel used the old new_tracer routine to
define the tracers, which is obsolete in MESSy2. Therefore all corresponding calls were
changed to new_tracer (definition of the tracer) and tracer_set (set tracer properties).

Changing STREAM to CHANNEL interface
All calls to the obsolete STREAM interface for the memory management were replaced
by calls to the new CHANNEL interface (Jöckel et al., 2010).
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Improved initialisation of the tropopause
In the initialisation phase all O3 above the tropopause is tagged as stratospheric O3. Pre-
viously the initialisation was performed using a fixed vertical layer, which is not working
correctly if different resolutions/models are used. This has been replaced by a climato-
logical tropopause definition.

Implementation of RANK Identifiers
The RANK identifiers are preprocessor-directives which consider different orders of the
horizontal and vertical directions in the memory management of the basemodels (details
are given by Kerkweg and Jöckel, 2012a). The implementation was important to be able
to use this submodel with both, EMAC and COSMO.

3.2 Description of the model set-up 9

This section is dedicated to the description of the general model set-up for the simula-
tions I performed in the scope of this thesis. In this description two simulation sets are
distinguished, the REF and the GLOB sets. The REF set (and corresponding sensitivity
studies defined in Sect. 3.3) involves a MECO(n) set-up with two nested domains de-
scribed in Sect. 3.2.1. The second set, named GLOB, is a global simulation without any
nested domains described in Sect. 3.2.2.1. Further, from Sect. 3.2.3 onwards the emissions
inventories applied in these simulations are discussed in detail.

3.2.1 Computational domains and on-line coupling

I applied a MECO(2) set-up consisting of EMAC as global driving model and two COSMO/MESSy
instances. EMAC was applied with a spectral resolution of T42 and a time step of 720 s.
The T-value indicates the triangular spectral truncation. T42 corresponds to a Gaus-
sian grid of ≈ 2.8◦ x 2.8◦ in latitude and longitude, corresponding approximately to
280 km. The first COSMO/MESSy instance covered the European area with a resolution
of 0.44◦ (≈ 50 km) and integrated with a time step of 240 s. This instance is called
COSMO(50km)/MESSy (CM50).

The second COSMO/MESSy instance covered the German area with a resolution of 0.1◦

(≈ 12 km) and integrated with a time step of 120 s and is called COSMO(12km)/MESSy
(CM12). This results in a MECO(2) model cascade EMAC → CM50 → CM12. The
regions covered by the two COSMO/MESSy instances are shown in Fig. 3.6.

The coupling sequence of this set-up has been discussed in Sect. 3.1.4 and is shortly
recapped here. In the first time step the driving model EMAC provides the necessary
initial and boundary conditions for CM50. This CM50 instance provides the initial and
boundary data for the CM12 instance. For the subsequent time steps new boundary data
are provided after every time step of the driving model for the finer resolved instances.
Consequently, CM50 is receiving new boundary data every three time steps, while CM12
is receiving updated data every two time steps.

9Parts of this subsection are published in: The 1-way on-line coupled model system MECO(n) –
Part 4: Chemical evaluation (based on MESSy v2.52) (Mertens et al., 2016).
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CM50
CM12

m

Figure 3.6: Computational domain of the CM50 and CM12 instances. Depicted is the topogra-
phy of the continents (in m) at the resolution of the corresponding instance. Outside the CM50
domain the values of EMAC are displayed. In both cases, the entire computational domains,
including the boundary zones, are shown.

3.2.2 Details of the model set-up

The description of the applied set-up briefly focuses on the most important details. Read-
ers, which are interested in more details are refered to the Appendix. A detailed list of all
submodels (meaning processes and diagnostics) is given in Table A2 (page 144). Further,
the chemical mechanism which were employed in MECCA (gas phase and heterogeneous
chemistry) is given in Sect. A.4 (page 146). More details of the mechanism, as well as the
set-up of the reference simulation including all namelist-files are part of the supplement
of Mertens et al. (2016).

Both, EMAC and COSMO/MESSy were applied with complex tropospheric and strato-
spheric chemistry. This involved gas-phase chemistry of O3, CH4 and odd nitrogen. Alka-
nes and alkenes up to C4 were considered. The oxidation of some NMHCs as well as
C5H8 was based on the Mainz Isoprene Mechanism (MIM) in version 1 (based on Pöschl
et al., 2000). Further, halogen chemistry involving bromine and chlorine was considered.
Some heterogeneous reactions and aqueous phase chemistry were considered as well (for
more details see Jöckel et al., 2016). The gas phase mechanism consists of 164 species and
218 reactions. The model set-up further includes sinks of trace gases by dry deposition
(based on Wesely, 1989), wet deposition and scavenging (Tost et al., 2006a), as well as
anthropogenic, natural (Yienger and Levy, 1995, for soil NOx), and biogenic emissions
(Guenther et al., 1995, for isoprene). The TAGGING method was used in EMAC and
COSMO/MESSy, respectively. The further details of the configuration of EMAC and
COSMO/MESSy differs slightly and is discussed separately for each model.

3.2.2.1 EMAC

As discussed (Sect. 3.2.1) EMAC was applied at a spectral resolution of T42. The simu-
lations of the REF series were conducted with 31 vertical hybrid pressure levels reaching
up to 10 hPa (called T42L31ECMWF). In contrast to this, 90 vertical levels, reaching up
to 0.01 hPa, were chosen for the GLOB simulation series (called T42L90MA). Further
differences exist regarding the chosen lightning NOx parametrisations; the REF series
used the parametrisation based on Price and Rind (1992) and the GLOB series used the
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parametrisation described by Grewe et al. (2001). Convection was parametrized after
Tiedtke (1989) with the closure approach from Nordeng (1994). The convective trans-
port of tracers was handled with an additional approach based on the diagnosed up-
and downdrafts as well as de- and entrainment rates from the convection parametrisation
(Tost et al., 2010).

EMAC was operated in the (QCTM mode, Deckert et al., 2011), as described in Sect. 3.1.5.
The necessary climatologies for the QCTM mode were taken as monthly mean values from
the RC1SD-base-10a simulation (a global simulation conducted by Jöckel et al. (2016) us-
ing the same emissions as in the present thesis).

To facilitate a comparison with observations EMAC were ’nudged’ by Newtonian relax-
ation of temperature, divergence, vorticity and the logarithm of surface pressure (Jöckel
et al., 2006) towards ERA-Interim (Dee et al., 2011) reanalysis data. The time-scales
of the relaxation were 48 h for divergence, 6 h for vorticity and 12 h for temperature
and surface pressure. Sea surface temperature and sea ice coverage were prescribed as
boundary conditions for the simulation set-up from this data source, too.

3.2.2.2 COSMO/MESSy

I applied a similar set-up for both COSMO/MESSy instances (Sect. 3.2.1). The only
differences are the chosen computational domains, the time-step as well as necessary
changes of the width of the relaxation area (details see Supplement of Mertens et al.,
2016). A vertical resolution of 40 levels ranging up to approx 24 km height (20 hPa) were
chosen. In the present study a Runge-Kutta scheme of third order with advection terms
of fifth order were chosen. The horizontal advection was calculated using a second order
Bott scheme (Bott, 1989). Convection was parametrised following Tiedtke (1989), as in
EMAC the convective tracer transport is handled according to Tost et al. (2010).

In COSMO no nudging of the dynamics was applied, instead the dynamics were relaxed
towards EMAC at the five boundaries (four lateral boundaries and damping layer above
11 km). Accordingly, COSMO can develop its own dynamics within the domain. The
coupling between chemistry and dynamics were suppressed (Sect. 3.1.5).

3.2.3 Description of used emission inventories

In the scope of this thesis two different global emission inventories were used – the MAC-
City inventory (Granier et al., 2011) and the ACCMIP inventory (Lamarque et al., 2010).
Both inventories provide historical information about the emissions only up to the year
2000. After this year the MACCity inventory follows the Representative Concentration
Pathways (RCP) 8.5 inventory of the IPCC until the year 2010. The ACCMIP inventory
follows the RCP 6.0 inventory until the year 2100. The historical part of the MACCity
emissions are based on the ACCMIP emissions, but additional source specific annual cy-
cles were added. In addition, also the biomass burning emissions of this dataset differ
from the ACCMIP emissions. Both datasets have a monthly resolution and are available
at 0.5◦ x 0.5◦ grid resolution.

In addition to the global emission inventories a regional inventory were used, which
had been created in the scope of the DLR project ’’Verkehrsentwicklung und Umwelt’’
(VEU). This dataset covers the European domain with a resolution of 0.0625◦ x 0.0625◦.
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The emissions for the year 2008 and 2030 were used in the present thesis. The original
dataset consists of yearly total emissions for every grid box and additional time dependent
modulation functions including the hourly shares of the annual total emissions.

The description of the generation of the emission data set was, at the time handing in
this thesis10, only available as project report, which is not available to the public (Kugler
et al., 2013). Therefore more details about the details of this emission data set are given
in Sect. A.6 (page 167). Here, only some important details are given.

The VEU emission data set is based on a bottom up approach for emissions of traffic
on roads, rails and inland navigation for Germany. Based on modelled activity data for
the three transportation sectors emissions of these sectors for Germany were calculated
using emission factors. A top-down approach was chosen for the emissions of all other
sectors in Germany, as well as for all emission sectors in Europe. In this approach given
total emissions (mostly officially reported by the governments) are distributed within the
country. This approach leads to an inconsistency as only the traffic emissions in Germany
are modelled in detail.

The emissions for the year 2030 were calculated with separate activity data and corre-
sponding emission factors, assuming increasing travelled kilometres of passenger cars and
heavy duty vehicles. The emissions of the other sectors for Germany and of all sectors for
Europe were calculated using an energy modelling approach, assuming a

”
current legis-

lation“ state. This means that, if the politics decide stronger emission reductions in the
next years, compared to the present state, the emissions are overestimated.

The application of the VEU emission data set in the MECO(n) model set-up was
not straightforward, as the regional emissions were tailor made for an other model sys-
tem. Therefore I performed extensive post processing, described in detail in Sect. A.6
(page 168).

3.2.4 Comparison of the used emissions inventories

Before the contribution of road traffic emissions based on the three emission inventories are
compared in detail in Chapter 5 and 6, first the emission inventories itself are compared.

Figure 3.7 shows the road traffic emission of NOx, CO and VOC for the three emission
inventories which are used in this study. The total NOx emissions11 for the year 2008 of
the MACCity (hereafter denoted as MAC08) and the VEU inventories (hereafter denoted
as VEU08 and VEU30 for 2008 and 2030, respectively) are similar (5.2 Tg MAC08, 5.4 Tg
VEU08), but the geographical distributions differ. In the VEU08 inventory the emissions
in the hot-spot regions (e.g. Northern England, Paris, Po-basin, Rhine-Ruhr area) are
more pronounced than in MAC08. As the total emissions are similar, VEU08 features
lower emissions in Northern- and Eastern Europe compared to MAC08. In comparison to
the year 2008 VEU30 assumes a reduction of the total NOx emissions of the road traffic
sector to 4.1 Tg. The most prominent reductions are assumed to take place in Germany
and the Po basin. Additional reductions are mainly assumed in Eastern Europe.

10A publication containing more information about the project is submitted by Hendricks et al., 2016
to Transportation Research Part D.

11All totals given in this section are expressed in totals of NO for NOx, totals of C for VOCs, and in
totals of species for all other emissions. The emissions are given for the whole computational domain of
the CM50 instance and are computed based on the emissions transformed onto the computational grids.
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MAC08 VEU08 VEU30

Figure 3.8: Comparison of emission fluxes from the road sector (in kg m−2 s−1) between the
MAC08 (left), VEU08 (middle) and VEU30 (right) inventories for NOx (in kg NO). Values are
averaged for May–August.

With respect to the CO emissions of the road traffic sector MAC08 features total emis-
sions of 30.9 Tg, while VEU08 has a total of 23.6 Tg. Again the hotspots in VEU08 are
more pronounced compared to MAC08, but the average emissions in France, Spain and
parts of Eastern Europe are lower in VEU08 compared to MAC08. The projection for the
year 2030, VEU30, assumes a general reduction of the CO emission to 10.1 Tg. Again,
this reduction is mainly estimated for the hotspot regions in Germany and Italy, but also
in Eastern Europe (e.g. Hungary) strong reductions are assumed.

Regarding the VOC road traffic emissions both inventories of the year 2008 are similar
3.3 Tg (MAC08) and 3.4 Tg (VEU08). The geographical distributions between both
emission inventories are similar too, but VEU08 shows lower VOC emissions in France
and Turkey, but larger emission near the hotspots and in the Southeastern Mediterranean.
Compared to this VEU30 assumes a general reduction of the VOC emissions to 2.1 Tg.
The largest reduction takes place in Germany and Eastern Europe, while the emissions
in Portugal and Spain are assumed to increase.

The geographical distribution of the road traffic NOx emissions for the three inventories
and the CM12 domain are shown in Fig. 3.8. Compared to the resolution of 12 km of CM12
the resolution of MAC08 is too coarse. The VEU inventories are sufficiently resolved and
show a much higher contrast between the hotspot regions and the rural areas. Especially
the highways are visible in these emission inventories. Compared to VEU08 the VEU30
inventory features a decrease of the road traffic emissions over the whole domain. Only
some regions in the Netherlands and cities like Prague show no notable reduction of the
road traffic emissions.

The total emissions of the anthropogenic non-traffic and shipping sector for the three
different inventories are shown in Fig. 3.9a and Fig. 3.9b, respectively. Figures showing
the geographical distribution are given in Sect. A.6 (page 171).

The emission of the anthropogenic non-traffic sector in VEU08 are lower compared to
MAC08. Especially the NOx emissions are almost 50 % larger in the MAC08 (7.6 Tg)
as in the VEU08(5.1 Tg) inventory, while the CO total emissions are similar. The VOC
emissions are ≈ 15 % lower in the VEU inventory compared to MAC08. The VEU30
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VOC

a) b)

c) d)

Figure 3.9: Comparison of CO, NOx and VOC emissions of the MAC08, VEU08 and VEU30
inventories. All values are given in Tg; for NOx in totals of NO, for VOCs in totals of C and for
CO in totals of CO. (a)–(c) show annual sums for the CM50 domain of the following emission
sectors: (a) total anthropogenic non-traffic sector, (b) shipping sector, and (c) sum of sectors
road traffic, anthropogenic non-traffic and shipping. (d) is as (c) but for the CM12 domain and
restricted to the period May–August.

emission inventory assumes an increase of the NOx emission from 5.1 Tg to 6.0 Tg. At
the same time the emission of CO and VOC are predicted to decrease slightly.

Similar as for the anthropogenic non-traffic sector, the NOx emissions of the shipping
sector are lower in VEU08 compared to MAC08. These reductions are mainly found
in the harbour area around Marseilles and in the English channel. The CO emissions
of both inventories are similar, while the VOC emissions of the MACCity emissions are
roughly 300 % larger. The VEU inventory for the year 2030 project an increase of the
NOx emission from the shipping sector from 1.8 Tg to 2.5 Tg. This increase takes mainly
place over the Atlantic ocean and over the English Channel; the CO and VOC emission
rates are predicted to decrease slightly.

The total emission of the three sectors (road, shipping an anthropogenic non-traffic) for
NOx, CO and VOC for the CM50 domain are depicted in Fig. 3.9c. The total emission
for the year 2008 are in general lower in VEU08 compared to MAC08. As the road
traffic emissions between both inventories are similar, the share of road traffic emissions
compared to all anthropogenic emissions in VEU08 is larger compared to MAC08. Total
emission for the year 2030 of the VEU inventory are predicted to increase, meaning that a
trade-off between the reduction through the reduced road traffic emissions and an increase
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Figure 3.10: Seasonal cycles of total NOx-emissions (in Tg NO per month) integrated over the
CM50 domain for the most important emission sectors. The emissions for the anthropogenic
sectors stem from MAC08.

of the emissions in the shipping an anthropogenic non-traffic sectors exists. The total CO
and VOC emission are predicted to decrease.

The total anthropogenic emissions for the CM12 domain (only period May–August) are
depicted in Fig. 3.9d. Here the VEU08 inventory has the largest NOx emissions which
mostly stem from the road traffic sector (0.44 Tg). The other part (0.28 Tg) is emitted
by the anthropogenic non-traffic sector; shipping emissions contribute only minor. The
VEU30 emissions show a reduction of the NOx road traffic emissions of 42 % to 0.25 Tg.
The anthropogenic non-traffic emissions increase by 20 % to 0.34 Tg. The CO emissions of
the VEU08 and VEU30 inventories show similar totals for the road traffic sector (1.2 Tg).
However, the emissions of the anthropogenic non-traffic sector are larger in the MAC08
inventory, leading to overall higher CO emissions in MAC08.

The road traffic CO emissions of the VEU30 inventory are reduced to 0.43 Tg. The CO
emissions of the anthropogenic non-traffic sector are reduced in comparison to the VEU08
inventory from 0.84 Tg to 0.76 Tg. The lower total VOC emissions of the VEU08 inventory
in comparison to the MAC08 inventory are due to lower emissions in the anthropogenic
non-traffic sector (0.38 Tg compared to 0.54 Tg), while the emissions of the road traffic
sector are similar (0.14 Tg).

The VEU30 inventory predicts a reduction of almost 50 % for the VOC emissions of the
road traffic sector to 0.08 Tg, while at the same time the emissions of the anthropogenic
non-traffic sector almost double to 0.60 Tg, leading to an overall increase of the total
anthropogenic VOC emissions compared to the VEU08 inventory. Tables showing the
total emissions of all sectors for every simulation are given in Sect. A.6 (page 171).

3.2.5 Seasonal cycles of emissions

The seasonal cycles of the emissions play an important role for some of the analyses.
performed in the scope of this thesis. Therefore, Fig. 3.10 depicts the seasonal cycles of
the most important NOx sources. Overall, the total monthly emissions are largest during
the summer months, when O3 production is most active. During this time the monthly
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REF

REFbio

REFT42

EU08

EU30TE

EU30RT

EU30AC

07/2007 12/2007 01/2009

EU08TE

Simulation time 
Figure 3.11: Overview of the different simulations and their specific initialisation time. Details
are given in the text.

NOx emissions are in the order of 1.7 Tg NO. During winter the total monthly emissions
are lower. The emission sectors shipping, agricultural waste burning (AWB), aviation,
and road traffic show only small seasonal variations. The biomass burning sector shows
two peaks during April and August. The anthropogenic non-traffic sector depicts the
largest emissions during winter, when most energy is consumed by the households for
firing or for the generation of electricity. Compared to this, both, the lightning-NOx and
NOx emissions from soils peak during summer. Especially the NOx emissions from soils
show a strong seasonal cycle with low emissions during winter and up to 0.3 Tg during
summer.

3.3 Experimental Design

In the scope of this thesis I conducted a series of different simulations. Especially due to
the use of different instances with global or regional coverage and different resolutions the
set-up is rather complex and technically sophisticated. The general set-up of the simula-
tions has been discussed in Sect. 3.2. The following overview focuses on the differences
between the simulations and the specific scientific question which are tackled with the
corresponding numerical experiment. Further details about the used emission inventories
for the different simulations as well as the total amount of emissions are given in Sect. A.6
(page 175) and Sect. A.6 (page 171).

To answer the scientific questions raised in Sect 1.2 I performed eight different simu-
lations using the MECO(n) set-up described in Sect. 3.2, which are listed in Fig. 3.11.
First of all, these different simulations and the reasons for these different simulations are
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discussed. Later on, detailed information about the initialisation procedure follow. Most
of these information are technically, but they are important for later reference and the
reproducibility of the results.

1. REF : This simulation serves as reference simulation of the MECO(n) set-up. In this
simulation MECO(n) was applied for the first time with complex tropospheric and
stratospheric chemistry over a longer simulation period. Therefore, the emissions
in all instances were identical (MAC08 inventory) to compare the simulated results
from EMAC and COSMO with observations.

2. REFbio: Correct tagging of biogenic emissions in EMAC (details follow below). The
simulation results were used to compare the contributions simulated by EMAC and
COSMO, respectively.

3. REFT42, investigation of the influence of the resolution of the emissions: the an-
thropogenic, AWB and biomass burning emissions from MAC08 were transformed
to the EMAC grid before they were used in the finer resolved COSMO/MESSy in-
stances. This means that the resolution of the emissions was decreased artificially
from 0.5◦ x 0.5◦ to ≈ 2.8◦ x 2.8◦.

4. EU08, investigation of the influence of a different anthropogenic emission inventory:
VEU08 was used instead of MAC08 for the COSMO/MESSy instances. VEU08
was used with monthly varying emissions and without the constructed timecurve
for the VEU08 emissions (meaning that a constant emission flux serves as boundary
condition for the whole month). The time curve was set aside in this simulation to
disentangle the effects caused by different emission inventories and by the different
temporal resolution of emissions.

5. EU08TE, investigation of the influence of a different temporal resolution of the emis-
sions: In contrast to the EU08 simulation the VEU08 inventory was here applied
with hourly changing emissions.

6. EU30TE, investigation of the projected scenario for the year 2030: VEU30 was
used instead of VEU08. To allow a direct comparison with the EU08TE simulation
results, the ’time curves’ for the emissions were used too. To disentangle the effects
of changing local emissions and changing long range transport, this simulation uses
the same global emission inventory as EU08TE.

7. EU30AC, investigation of the influence of changed global boundary conditions: The
same regional emissions as in the EU30TE simulation were used, but the emissions
of the EMAC instance were changed to the ACCMIP/RCP6.0 emission inventory.
This includes also changed trace gas concentrations for CH4 and N2O as suggested
by the ACCMIP/RCP6.0 inventory.

8. EU30RT, further investigation of the influence of changed global boundary condi-
tions: This simulation is identical to EU30TE, but the NOx emissions from road
traffic in the EMAC instance were increased by 10 %.
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The reason for the additional REFbio simulation was a problem discovered while analysing
the different simulation results. This problem affected the tagging of emissions from the
biogenic category in EMAC. Most of the emissions from the biogenic category are on-
line calculated from the MESSy submodel ONEMIS (NOx emissions from the soil and
biogenic emissions of C5H8). To account for these emissions the tendencies of NO and
C5H8 are compared by the TAGGING submodel before and after the on-line emissions
are calculated by the submodel ONEMIS. In COSMO/MESSy this approach works flaw-
less. In EMAC, however, the tendencies of the NO and C5H8 tracers were not directly
modified. Instead, the emissions calculated by ONEMIS were distributed using the the
vertical diffusion (called VDIFF) routines of ECHAM5. Therefore, the TAGGING sub-
model accounted not correctly for the biogenic emissions. The budget, however, was still
closed as due to this error the biogenic emissions were treated as bulk process (analogue to
e.g. dry deposition). Accordingly, the biogenic emissions were distributed over all tagged
categories, leading to an erroneous tagging of the biogenic emissions in EMAC. As the
budget are still closed the detection of the problem was very delicate.

In COSMO the tagging of the biogenic emissions was working correctly, but due to the
boundary conditions from EMAC also the COSMO results were affected by this problem.
The problem was solved by emitting the biogenic emissions as tracer tendencies instead of
using the vertical diffusion routines. Given the time required to perform all simulations,
it was not possible to redo all of them. Therefore, I performed the simulation REFbio,
which accounts correctly for the biogenic emissions in EMAC. The consequences of the
incorrect tagging are further discussed at the beginning of Chapter 5. It is important to
note that only the tagging diagnostic was affected by this problem. The calculation of
the chemistry (and all other relevant processes) were not influenced by this problem.

All simulations are analysed for the year 2008, but additionally spin-up periods are
necessary. To minimise the needed amount of computational time, different simulations
were branched off at different simulation times (see Fig. 3.11). The initialisation procedure
was the following:

The REF simulation was initialised in 07/2007 with trace gas mixing ratios from the
RC1SD-base-10a simulation (a global simulation performed by Jöckel et al., 2016). The
spin-up time of a half year was chosen in order to allow a spin-up of the tagged tracers,
which were initialised with a uniform distribution over all categories. The simulations
REFbio, EU08, EU08TE, and REFT42 were branched of from the REF simulation in 12/2007.

The simulation EU30TE used not only different regional emissions of the short-lived
species, but also the prescribed mixing ratios of the greenhouse gases CH4 and N2O
were changed. Therefore, the simulation could not be initialised from RC1SD-base-10a,
but it was initialised from the RC2-base-04 simulation (a global simulation performed by
Jöckel et al., 2016) with trace gas mixing ratios for July 2029 using the ACCMIP/RCP6.0
emission inventory. This initialisation was only necessary for the COSMO instance, as
the EMAC instance still uses the same emissions as for the REF simulation. Again the
longer spin-up time was chosen to allow for a spin-up of the tagged tracers. The simulation
EU30RT was branched off in December 2007 from the EU30TE simulation.

For the EU30AC simulation both, the regional COSMO instance as well as the global
EMAC instance were initialised with the trace gas mixing ratios from the RC2-base-04
simulation. Again the simulation was initialised with data for July 2029. This initialisa-
tion procedure involves only EMAC and the first COSMO instance (CM50). The finer



50 3. Methods

resolved COSMO instance (CM12) was always initialised on the 1. May 2008 with the
trace-gas mixing ratios from the CM50 instance.

In addition to that, I performed also a simulation called GLOB without any COSMO
instances. It served as global reference in comparison to the REF series with a simulation
period of 7 years (2004–2010). The distributions of the trace gases in the atmosphere were
initialised (in 01/2004) from the RC1SD-base-10a simulation described by Jöckel et al.
(2016).



Chapter 4

Evaluation of the MECO(n) system

I applied the MECO(n) model system for the first time with a set-up involving complex
tropospheric chemistry. A prerequisite before any application is the evaluation of the
model system with a focus on the tropospheric chemistry, which is presented in this
Chapter. First, a short meteorological evaluation is drawn (Sect. 4.1) and the results
of the applied TAGGING method are compared to results from other tagging methods
(Sect. 4.2). Finally, the evaluation of the tropospheric chemistry follows in Sect. 4.3,
including also a description of the observational data I used. All evaluations presented in
the present chapter are based on the results of the

• REF simulation, using the same emissions (MAC08) in EMAC, CM50 and CM12.

4.1 Meteorological evaluation

Before focusing on the chemical evaluation, the results of the REF simulation have been
evaluated with respect to the meteorology. This evaluation is presented here in a con-
densed form, highlighting the most important differences. Monthly average values for
selected meteorological parameters were compared with the ERA-Interim reanalysis data
Dee et al. (2011, resolution1 of 0.5◦ x 0.5◦). The comparison between EMAC and ERA-
Interim were performed on the coarse EMAC grid, while the COSMO2 data were trans-
formed on the rectilinear grid of the ERA-Interim data.

Figure 4.1 shows the area averaged difference between the results of EMAC/CM503

and the ERA-Interim data for the temperature at 925 hPa (left) and for the sea level
pressure (SLP) (right). The temperature bias of EMAC is around -0.5 K, while the bias
of CM50 is around -2.5 K. The colder temperatures of both models cause a positive
bias of the SLP compared to ERA-Interim. Again, CM50 shows a larger bias compared
to EMAC. The 10 meter wind speed (not shown) is underestimated by EMAC, while
CM50 overestimates the 10 meter wind speed especially in coastal regions. Accordingly,
CM50 simulates a quicker horizontal transport of chemical species compared to EMAC

1Please note, that the resolution of ERA-Interim is ≈ 80 km, but the data are also available trans-
formed to finer resolutions.

2To improve the readability the term COSMO is used instead of COSMO-CLM/MESSy.
3The terms CM50 and CM12 always refer to COSMO(50km)/COSMO(12km). The term COSMO is

used to summarise general findings about the model.
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Δ T925 ΔSLP

Figure 4.1: Area and monthly averaged differences for the temperature at 925 hPa (left) and
the sea level pressure (right) between EMAC and CM50 to ERA-Interim data. The bias for
EMAC is only calculated for the area covered by the CM50 domain. The tickmarks mark the
middle of every month.

especially in coastal areas. Additional figures, showing the geographical distribution of
the differences are part of the Appendix (Sect. A.7, page 178).

While discussing the differences for the temperature it must be noted that both models
use the same sea surface temperatures which stem from ERA-Interim. Correspondingly,
the temperature bias is largest over the continents. The large temperature bias during
April–June in CM50, for example, is mainly caused by a large temperature difference over
Northeastern Europe. This temperature bias of EMAC and CM50 is not restricted to the
year 2008. A longer term simulation (20 years) which I performed additionally shows
a similar bias over the whole simulation period. Accordingly, both EMAC and CM50
simulate a cooler climate compared to ERA-Interim.

The reason for the bias is unclear at the moment. Most likely it can be attributed to
deficits in the representation of physical processes by the models (especially COSMO).
To reduce the bias I performed different sensitivity studies to investigate the influence of
different COSMO options. None of this simulations showed a considerable improvement
of the results. Therefore investigations of the reasons are still ongoing. However, it is
important to keep in mind that EMAC was nudged against ERA-Interim on synoptic
scales. The dynamics of COSMO was free running and only forced in the relaxation areas
(four lateral and top) against the state of the atmosphere simulated by EMAC. Therefore,
COSMO had more degrees of freedom with respect to the dynamics compared to EMAC.

Higher up in the troposphere both models simulate colder temperatures in comparison
with ERA-Interim (Sect. A.7, page 178). Especially in the upper troposphere colder
temperatures are simulated compared to ERA-Interim (cf. Jöckel et al., 2016, for EMAC).
The temperatures simulated by CM50 are warmer in the upper troposphere compared to
EMAC, but these temperatures are still colder compared to ERA-Interim.

The influence of these biases is at the moment further investigated in the scope of a
master thesis in which the long term simulations which I performed are analysed. The
analyses of these simulations show that more convection in COSMO takes place if COSMO
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is driven by EMAC data instead of ERA-Interim data. In the future, further sensitivity
simulations should be conducted with a nudging of the mean temperature4 in EMAC.
Jöckel et al. (2016) showed that this nudging of the mean temperature in EMAC removes
the vertical changing bias, which could further reduce the bias in COSMO.

4.2 Evaluation of the TAGGING method5

Before the contribution of the road traffic emissions can be investigated using the TAG-
GING method (Sect. 3.1.7), the results from these method are first compared to results
from the literature. Measurements of contributions of different emissions to O3 (or other
chemical species) can not be measured. These contributions can only be estimated using
models. This comparison is, however, delicate because different models and methods were
used in different studies. Therefore only a rather qualitatively comparison is possible to
investigate if the method which I applied in the present thesis shows results within the
expected range.

Figure 4.2 shows the contributions6 of the ten tagging categories7 (in percent) to O3

based on the results of the GLOB simulation (the simulation without COSMO and a
longer simulation period).

The zonally averaged mean contributions (2005–2010) vary strongly in height and lati-
tude. In the Northern Hemisphere from the surface to ≈ 500 hPa anthropogenic categories
contribute most to O3. The largest contributors are the anthropogenic non-traffic (more
than 20 %) and the road traffic categories (more than 10 %). The largest contribution
of the shipping category (more than 10 %) is confined to a small vertical layer up to
≈ 850 hPa between 10◦–60◦ N, because convection over oceans does not effectively trans-
port precursors and in situ produced O3 from the marine boundary layer upwards (e.g.
Hoor et al., 2009). In contrast to this, emissions over the continents are mixed much more
efficiently by convection (mainly in the summer months). The aviation category peaks
with more than 5 % contribution to O3 at ≈ 500 hPa between 30◦–60◦ N.

In the Southern Hemisphere the contributions of the anthropogenic categories are smaller
compared to the Northern Hemisphere, because less anthropogenic emissions are emitted
on the Southern compared to the Northern Hemisphere. In addition, the lifetime of O3 is
too short to allow interhemispheric transport. Only the anthropogenic non-traffic category
shows contributions of more than 10 %. Besides the stratospheric category the largest
contributors are the lightning category, which peaks with more than 30 % contribution
at the equator and the CH4 category with a contribution larger than 15 %.

These results are similar compared to results of other tagging approaches (Lelieveld
and Dentener, 2000, Grewe, 2004, 2007, Emmons et al., 2012). For example, the large
contribution of the lightning category around the equator and the dominant contribu-
tion of anthropogenic categories in the Northern Hemisphere compared to the Southern
Hemisphere are similar.

4The nudging in EMAC is performed in spectral space, usually the ’wave 0’ is not nudged in EMAC.
5Parts of this section are used in similar form in: “Contribution of emissions to concentrations: The

TAGGING 1.0 submodel for EMAC 2.51 and MECO(n)“ submitted to GMD(D) (Grewe et al., 2016).
6The term ’contribution’ always describes the relative contribution. Absolute values are indicated

explicitly.
7A detailed description of these categories is given in Sect. 3.1.7.
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degredation

degredation

Figure 4.2: Zonal average of the O3 contribution (in percent) of the ten tagged categories of
the GLOB simulation. The data are averaged for the years 2005–2010. The lowermost figure on
the right side shows the background O3 mixing ratios in nmol mol−1. The displayed categories
are (from left to right) biogenic, lightning, CH4, biomass burning (first row), anthropogenic
non-traffic, road traffic, shipping, aviation (second row) and N2O, stratosphere (last row).

In detail, however, differences are apparent, but the different studies used different tag-
ging methods, different models, different emission inventories, different simulation years
and different numbers and definitions of the categories. Therefore, a quantitative com-
parison is not feasible. Compared to the present study Lelieveld and Dentener (2000),
for example, estimated a larger contribution of the lightning category of more than 50 %
in the tropics. Further, Emmons et al. (2012) reported larger mixing ratios in January
and July (not shown) of the aviation category near the tropopause. Also for the other
categories Emmons et al. (2012) reported larger mixing ratios, which might be attributed
to the different used emission inventories or models.

Summing up, it can be concluded that variations between the different tagging methods
exist. In general, the results of the method after Grewe (2013), used in the present study,
are in the expected range. In addition, all previous methods only tag NOx emissions,
while with the Grewe (2013) method, also other O3 precursors are tagged. Overall, it can
be concluded that the method is well suited to investigate the contribution of the road
traffic emissions in detail.
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4.3 Chemical evaluation8

4.3.1 Observation data

Several observation data, which are described shortly, have been used for the chemical
evaluation.

A comparison of the simulated tropospheric O3 and NO2 columns with satellite ob-
servations was performed for a qualitative evaluation. The simulated tropospheric O3

columns (TOCs) were compared with the satellite data described by Ziemke et al. (2006),
for which the stratospheric O3 column measured by the Microwave Limb Sounder (MLS)
were subtracted from the measured total O3 column of the Aura Ozone Monitoring In-
strument (OMI). This data product is hereafter called OMI TOC. The data are available
as monthly mean values at a resolution of 1.00◦ x 1.25◦ (latitude x longitude).

Ziemke et al. (2006) used the definition of the tropopause according to the World Me-
teorological Organisation (WMO) for the calculation of the OMI TOC. Therefore, the
TOCs of the simulation data were also calculated using the on-line diagnosed tropopause
height according to the WMO definition9. Differences of the employed temperature fields
for the calculations of the tropopause height used for the OMI and simulation data, can
lead to differences of the diagnosed tropopause height. These differences can lead to
variations of the TOC of up to 4 DU, even for multi-annual averages (as discussed by
Jöckel et al., 2016). This uncertainty is in a similar range as the difference of up to 5 DU
given by Ziemke et al. (2011) for the comparison of the OMI TOC climatology with other
climatologies derived from ozonesondes and satellite products.

The simulated NO2 data were compared with satellite derived NO2 measurements from
the SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY)
instrument (Boersma et al., 2004) with a resolution of 0.25◦ x 0.25◦. Similar as for the O3

columns the on-line diagnosed tropopause following the WMO definition is used as upper
limit for the vertical integration of the simulation data. The comparison performed by
Blond et al. (2007) between SCIAMACHY NO2, ground level observations and model sim-
ulations showed in general a good agreement between the observations and SCIAMACHY
results. However, local hotspots, which are not well resolved by the resolution of the mea-
surements, are underestimated.

Averaging kernels of the measurements were not taken into account for the calculations
of the tropospheric columns of O3 and NO2. Therefore only a qualitative comparison of
the data is possible. A quantification of biases is rather based on the comparison with
the ground level observations.

A more quantitative inter-comparison of the simulation data were performed with obser-
vations of O3, NO2 and CO data from the EBAS database 10. The choice was restricted to
the data of the stations located within the CM50 domain from the European Monitoring
and Evaluation Programme (EMEP, Tørseth et al., 2012). Only those O3 observations
which are hourly resolved were chosen, while for CO and NO2 also observations with daily

8This chapter is in large parts based on: The 1-way on-line coupled model system MECO(n) – Part
4: Chemical evaluation (based on MESSy v2.52), published in GMD (Mertens et al., 2016).

9The tropopause height was calculated using the MESSy submodel TROPOP (Jöckel et al., 2006)
using the method discussed by Reichler et al. (2003).

10http://ebas.nilu.no

http://ebas.nilu.no
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resolution were used additionally. The simulated vertical O3 profiles were compared with
data from the world ozone database11.

All observations were checked for a plausible range of the reported values. Finally,
only data from stations with at least 75 % time coverage for the analysed period were
employed. A detailed list of all station data, which were used for the evaluation, is part
of the supplement provided by Mertens et al. (2016).

The comparison with the ground level observations and O3 sonde data were performed
with model data, sampled on-line at the geographical position of the respective station
with an hourly resolution12. To allow for a fair comparison between EMAC, COSMO,
and the observations, a ’height correction’ of the model results from EMAC and COSMO
were applied. For the EMAC data the geometric height of each station were compared
with the geopotential height of the individual model levels at the corresponding grid box
in which the station is located. For the COSMO data the procedure were analogue to
EMAC, but the height of the model level instead of the geopotential height were chosen.

The model results at the vertical level, where the geopotential height (EMAC)/model
level height (COSMO) is nearest to the geometric height of the station were picked. No
interpolation of the model results between different levels were performed. However,
this option works only, if the station is located higher than the ground of the lowest
model layer. In the opposite case, the values of the lowest model layer were chosen and
no extrapolation of the simulated data were performed. This height correction is very
important, especially over mountainous terrain, as the topography is much finer resolved
by COSMO. In other words, if the observations would always be compared to the model
values at the lowest model level, COSMO would outperform EMAC solely because of the
finer resolved topography. The usage of these height corrected values is indicated in the
corresponding sections.

The focus of the evaluation is on the results for June 2008 and December 2008, as exam-
ples for summer (with strong photochemical activity) and winter conditions, respectively.
First a comparison with satellite measurements of the tropospheric O3 and NO2 columns
is shown (Sect. 4.3.2). Subsequently, the differences between the simulation data and
the ground level observations (Sect. 4.3.3) and the vertical O3 profiles (Sect. 4.3.4) are
investigated. At the end the simulated pseudo CH4 lifetimes are analysed in view of the
tropospheric oxidation capacity (Sect. 4.3.5). These sections are mainly descriptive, dis-
cussions about potential reasons for differences between observations and model results
follow in Sect. 4.4.

4.3.2 Comparison with satellite observations

Figure 4.3 shows the TOCs of OMI, EMAC and CM50 for June 2008. The most striking
differences at first glance are the lower values of OMI compared to EMAC and CM50. As
has been discussed in Sect. 4.3.1, it is not possible to derive the magnitude of the bias for
O3 from this difference. The bias for O3 is quantified in the following sections. However,
it is known that EMAC simulates a positive O3 bias (e.g. Righi et al., 2015).

The patterns of all TOCs look very similar with a strong north-south gradient. Investi-
gating in more detail, some differences are apparent. CM50 simulates the maximum O3

11WOUDC, http://woudc.org
12This sampling is performed with the MESSy submodel SCOUT (Jöckel et al., 2010).

http://woudc.org


4.3 Chemical evaluation 57
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Figure 4.3: Tropospheric O3 columns in Dobson Units (DU) of OMI (left), EMAC (centre)
and CM50 (right) for June 2008.

column mainly along the coastline of Turkey. Compared to this the maximum in EMAC
extents further to the West and South. This corresponds better to the satellite measure-
ments, which show the largest values in the whole south-eastern part of the Mediterranean
Sea. The low values over the Alps or the Atlas mountains in Morocco found in the OMI
data are well reproduced by CM50. The resolution of EMAC is too coarse to represent
these lower values well.

Also the larger O3 values in Southwestern France, which are present in the OMI data,
are better reproduced by CM50 in comparison to EMAC. Over Poland, the Baltic Sea
and Eastern Germany CM50 shows larger values compared to EMAC. The OMI data for
December 2008 are noisy over Europe, therefore no comparison for this month is presented.

The NO2 columns are inhomogeneous in space with large values near the source and
low values away from the source. Such inhomogeneities can not be captured by coarse
resolved models. To allow a better comparison between the relative fine resolved satellite
data (0.25◦ x 0.25◦) I transformed these data additionally on the grid of EMAC and
CM50, respectively.

Figure 4.4 shows the tropospheric NO2 columns averaged for June 2008 and December
2008. Due to the finer resolution CM50 captures the hotspot regions much better than
EMAC. Some examples are the Po basin, Paris, Madrid, Moscow, the Eastern Ukraine and
the coastal regions of the Eastern Mediterranean. Compared to the SCIAMACHY data
transformed on the grid of the respective model, both models underestimate the hotspot
regions. Instead, the model results show large areas with increased NO2 values. An
example are the values over Germany (especially in December) where the SCIAMACHY
data shows large values in Western- and Southern Germany. Both models, however, show
relative similar values over large parts of Germany. These differences might be caused by
an underestimation of these hotspot regions in the MACCIty emission inventory, which
especially for the road traffic emissions shows only small variations over Germany (see
Fig. 3.7, on page 3.7).

Other hotspot regions like the region around Helsinki or the Gulf of Lion are overesti-
mated in the model results compared to the SCIAMACHY data. These region might be
overestimated by the emission inventory, especially as the VEU emissions inventory shows
less emission in these region (cf. Sect. 3.2.4, page 42 and Sect. A.6, page 171). As has been
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Figure 4.4: Tropospheric NO2 columns (in 1015 molec cm−2) for June 2008 (Jun 08) and
December 2008 (Dec 08). The first row for every month shows the SCIAMACHY data first on
the original grid and then transformed on grids used by the EMAC and the CM50, respectively.
The second row shows the model data of EMAC and CM50.
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Figure 4.5: Comparison between measured and simulated monthly mean ground level O3

concentrations for June (Jun 08) and December 2008 (Dec 08) Shown are the simulated values
of EMAC (left) and CM50 (right). The contours show the simulated concentrations at the
lowest model layer. The inner part of the coloured symbols indicate the values measured at the
corresponding stations, while the outer part depicts the simulated value corrected for the station
elevation. Triangles indicate stations with an elevation higher than 800 m, circles stations below
that height.

discussed in Sect. 4.3.1 especially these localised hotspots could also be underestimated
by SCIAMACHY.

4.3.3 Comparison with ground level measurements

Following the qualitative comparison with satellite data the simulated ground level values
for O3, CO and NO2 are compared more quantitative with observations. Two metrics are
used for this comparison, the normalised mean bias error (MBE) which is defined as:

MBE = (
M

O
− 1) · 100, (4.1)

with M and O being the mean values of the model results and the observations, respec-
tively. The second metric is the root mean square error (RMSE) defined as:

RMSE = (
1

N
(
N∑

i=1

(Mi −Oi)
2)1/2, (4.2)
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with N the number of stations and Mi and Oi the model results and observations at the
individual stations (i). Both metrics were calculated using the height corrected model
data (Sect. 4.3.1).

Figure 4.5 shows the comparison between the results of EMAC/CM50 and the observa-
tions for June and December 2008. Additionally, the simulated ground level concentra-
tions are shown to give an impression of the ground level O3 levels.

The results of CM50 for June show a better agreement with the observations over Ger-
many, France and Spain compared to EMAC. Averaged over all stations, both models
show an positive O3 bias with a MBE of around 16 % for EMAC and 20 % for CM50
(see Table 4.1). Compared to EMAC this positive bias in CM50 is more pronounced
over Northeastern Europe, than over Central Europe. Further discussions about this bias
follow in Sect. 4.4.

The bias is in general lower than the MBE of around 30% (1.875◦ x 1.25◦ resolution) and
33 % (0.56◦ x 0.375◦ resolution) found by Stock et al. (2014) over Europe using the UKCA
model. As they calculated the MBE for July 2005, additionally the MBE for July 2008
is calculated, which is 18 % for EMAC and 17 % for CM50. In comparison, Knote et al.
(2011) found negative values of the MBE between -3 % and -15 % for summer conditions
in June 2006 using the COSMO-ART model.

The ground level O3 concentrations in CM50 for December 2008 (Fig. 4.5) show more
details compared to EMAC. Examples are the larger values in the mountainous areas
(Alps, Pyrenees) and lower values in hotspot regions like the Po basin or around Paris.
Comparing the height corrected values at the mountain stations, EMAC and CM50 show
similar results. The reason for these differences between the ground level concentrations
and the ’height corrected’ concentrations are the finer resolved topography in CM50 com-
pared to EMAC. Apparent is also the enhanced positive bias of COSMO over Middle and
Northeastern Europe.

The MBE is around 20 % in EMAC and 28 % in CM50, while for example Knote et al.
(2011) found a negative bias of an approximately similar amplitude (22 %) for winter
conditions in COSMO-ART.

The results of CM12 are only shortly compared to observations, because the MACCity
emission inventory used in the REF simulation has a resolution of 0.5◦ x 0.5◦. This
resolution is too coarse compared to the resolution of 0.1◦ x 0.1◦ of CM12. For future
work further evaluations of potential benefits of this finer resolution are necessary. This
requires a different experimental set-up, with adequately resolved emissions and an inter
comparison with a dense local measurement network like AirBase13.

Figure 4.6 displays the simulated O3 concentrations for June 2008 zooming in over Ger-
many for CM50 and CM12. Both models simulate similar ground level O3 concentrations,
though much more details are revealed by the enhanced resolution of CM12. As the same
0.5◦ x 0.5◦ emission database is used, the differences are due to the more realistic topog-
raphy (e.g. the Rhine valley or the Eifel region). Compared to the measurements the
RMSE slightly decreases with finer resolution, from 15 µg m−3 in EMAC to 12 µg m−3

in CM50 and to 11 µg m−3 in CM12. The MBE is decreasing from 10 % in EMAC to
4 % in CM50 and increases again to 7 % in CM12 (Table 4.2). While the benefit of the
increased resolution (detected in a decreased RMSE and MBE) compared to EMAC is

13European Air quality dataBase, http://airbase.eionet.europa.eu

http://airbase.eionet.europa.eu
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Figure 4.6: As Fig. 4.5 but comparing CM50 and CM12 for June 2008.

Table 4.1: Root-mean-square error (RMSE, in µg m−3 for O3 and NO2, in nmol mol−1 for CO)
and normalised mean-bias error (MBE, in %) for EMAC and CM50 in comparison to ground
level observations for June and December 2008. The values are calculated from the height
corrected monthly averaged values.

RMSE EMAC
(µg m−3)

RMSE CM50
(µg m−3)

MBE EMAC
(%)

MBE CM50
(%)

O3 Jun. 20.0 22.1 16.1 20.3
O3 Dec. 19.4 27.5 34.7 54.7
NO2 Jun. 1.18 1.13 -17.6 -33.8
NO2 Dec 2.78 2.89 -41.7 -46.2
CO Jun. 42.8 47.3 -20.2 -28.0
CO Dec 57.7 63.8 -20.1 -24.8

Table 4.2: As Table 4.1 only for June 2008 and restricted to the stations located in the CM12
domain. The values of CO are not shown as only few stations are located in the CM12 domain.

RMSE
EMAC
(µg m−3)

RMSE
CM50
(µg m−3)

RMSE
CM12
(µg m−3)

MBE
EMAC
(%)

MBE
CM50
(%)

MBE
CM12
(%)

O3 14.9 12.3 11.4 10.1 3.94 6.54
NO2 0.805 0.865 0.846 -10.6 -28.8 -29.0

obvious, a detailed comparison of CM50 and CM12 is hindered by the resolution of the
used emission inventory.

The monthly mean NO2 concentrations for June 2008 are shown in Fig. 4.7. Comparing
the simulated concentrations from EMAC (left) and CM50 (right) to measurements, the
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Figure 4.7: As Fig. 4.5 but for the monthly averaged NO2 concentrations (µg(N) m−3).

highly variable regional distribution, with larger concentrations near the hotspots and
lower concentrations in the remote areas, is better represented by CM50. The RMSEs
(Table 4.1) of EMAC and CM50 are similar (≈ 1 µg(N) m−3). According to the MBE,
both models show a negative bias. This bias is ≈ 16 %-points larger in CM50 than in
EMAC. However, this quantity does only compare the average over all stations; positive
and negative biases at different stations cancel out.

Similar results are found for the stations located in the CM12 domain. The RMSEs
between EMAC and the two COSMO instances are similar, while the negative biases of
the MBE are larger in both COSMO instances compared to EMAC (not shown).

A similar picture as for June 2008 is found for December 2008 (Fig. 4.7). Comparing
first the ground level concentrations between EMAC and CM50 a larger contrast between
remote areas and hotspot regions is present in CM50. In comparison to the measurements
the strong contrast between hotspot and remote regions is simulated better by CM50 than
by EMAC (e.g. south of Spain, Norway). As for June, both models show negative MBEs
(-42 % for EMAC, -46 % for CM50), the RMSEs are similar (3 µg(N) m−3).

Despite the better representation of hotspots in CM50 some measured concentrations
are underestimated in CM50 (and EMAC). These hotspots may not be covered by the
emission database, or local effects, which cannot be resolved by or are missing in the
model, play an important role.

The MBE for CM50 is -34 % (June) and -46 % (December) which is of a similar order
of magnitude as reported by Knote et al. (2011) for NO2 using COSMO-ART. However,
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Figure 4.8: As Fig. 4.5 but for the monthly averaged CO mixing ratios (nmol mol−1) .

they report a positive, not a negative bias. The difference of the sign might be explained
by the different emission data sets, as they used the emission data set provided by TNO
(Netherlands) with an hourly time curve (Kuenen, 2011), while the MACCity data set
with a constant emission flux for the whole month is used here.

The simulated ground level CO mixing ratios for June 2008 (Fig. 4.8) and December
2008 (Fig. 4.8) show a negative bias for EMAC and CM50. Again, the larger regional
variation of the ground level mixing ratio with lower values over the Alps, as well as the
larger values over the largely polluted Po valley, can be resolved much better by CM50,
because the resolution of EMAC is to coarse to resolve this features. Comparing the
height corrected values, the MBE is around -20 % for EMAC (independent of the season)
and between -25 % (December) and -28 % (June) for CM50 (Table 4.1). The differences
of the RMSE between EMAC and COSMO are similar for June (around 4 nmol mol−1)
and in December (6 nmol mol−1).

4.3.3.1 Taylor diagrams

To allow a more quantitative comparison, Taylor diagrams (Taylor, 2001) were calculated.
These diagrams combine the (normalised) standard deviation (as radius) and the corre-
lation between the observed and the simulated time series (as angle). The calculations
are based on hourly averaged model output and observations, respectively. The dashed
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Figure 4.9: Taylor diagram of ground level O3 concentrations for June (Jun 08) and December
(Dec 08). The results for EMAC are shown in red, for CM50 in blue. The size of the symbols
indicate the bias in percent; upward symbols signify a positive bias, downward symbols a negative
bias. The symbols below the horizontal axis indicates the stations, which are out of range.
The coloured number provides the number of the station, the upper black number depicts the
normalised standard deviation and the lower number shows the correlation coefficient at the
station.

circles indicate the root mean square error. Again, the height corrected values were used,
which improve the results of EMAC considerably.

The resulting Taylor diagrams for June and December 2008 are shown in Fig. 4.9. Both
model results underestimate the variability of the observations in June 2008. The mean
values for the normalised standard deviation are larger in EMAC (0.74) compared to
CM50 (0.65). The same is true for the correlation coefficient which is 0.48 for EMAC and
0.34 for CM50. In general the results at different stations in both models are similarly
scattered. The biases of EMAC (17 %) and CM50 (22 %) are positive.

The model results of both models for December 2008 show a better agreement with the
observed normalised standard deviations. The normalised mean standard deviation for
EMAC increases to 0.97, while the normalised standard deviation for CM50 increases to
0.78. The mean correlation coefficients for both models decrease to 0.45 for EMAC and
0.38 for CM50 respectively. As for June the results at different stations in EMAC and
CM50 are similarly scattered. The overall better results for EMAC compared to COSMO
are likely caused by the deficits in the representation of the diurnal cycle in COSMO as
discussed next. A more detailed discussion about potential reasons for this is provided in
Sect. 4.4.

4.3.3.2 Diurnal Cycles

To compare the diurnal cycle at the different stations, the average diurnal cycles for all
non-mountain stations (stations with an elevation lower than 800 m) and all mountain
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Figure 4.10: Anomalies of the O3 diurnal cycle in µg m−3. (a) for all non-mountain stations
and (b) for all mountain stations for June 2008 in the CM50 domain. (c) for all non-mountain
stations and (d) for all mountain stations for June 2008 in the CM12 domain. (e) for all non-
mountain stations and (f) for all mountain stations for December 2008 in the CM50 domain.
The observations are shown in black, while EMAC is shown in red, CM50 in blue and CM12
in green (only c and d). The dashed lines indicate lines indicate one standard of the, while
the coloured areas display shows one standard deviation of the model results. These standard
deviations were calculated with respect to the averaging over the stations.
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stations were calculated using the height corrected model data. The analysis focuses on
the anomalies of the diurnal cycles with respect to the mean values. To do so, I calculated
the monthly averaged diurnal cycle of the results for every station. The mean values of the
diurnal cycles were calculated and subtracted from the diurnal cycles. These mean values
and the corresponding anomalies were averaged in a second step over all non-mountain
and mountain stations, respectively.

Figure 4.10a shows the averaged anomalies of the diurnal cycle of the non-mountain
stations for June 2008, the corresponding mean values are listed in Table A15 (page 178).
The mean values of EMAC and CM50 show a positive O3 bias, but the differences are
within one standard deviation of the observations. The range of the anomaly, however, is
underestimated by CM50. While the range of the observations is ±18 µg m−3, CM50 and
EMAC simulates an range of ±5 µg m−3 and ≈ ±12 µg m−3, respectively. Comparing not
the anomaly, but the complete diurnal cycle (not shown), both EMAC and CM50 simulate
an identical noon peak of ≈ 100 µg m−3 (the observations show a peak of ≈ 93 µg m−3).
Obviously, CM50 underestimates the decrease of O3 during night (which is mainly due to
chemical destruction and dry deposition). This issue is discussed in detail in Sect. 4.4.

The mean values for the mountain stations in June 2008 from CM50 and the observations
are similar, while the EMAC results show a positive O3 bias (≈ 7 µg m−3). However, the
small anomaly of the observed diurnal cycle (±4 µg m−3) is underestimated by both
models, which show hardly any variations.

Figure 4.10c and Fig. 4.10d display the averaged anomalies of the diurnal cycles for
the subset of stations, which are located in both COSMO instances. The corresponding
mean values are listed in Table A16 (page 181). By and large, the results are similar
as for all stations in the CM50 domain. The observed anomalies for the non-mountain
stations (≈ ±19 µg m−3) are underestimated by EMAC and both COSMO instances.
Especially the two COSMO instances simulate smaller (≈ ±5 µg m−3) values compared
to EMAC (±12 µg m−3). The absolute values of the observed noon peak (not shown) are
simulated well by both COSMO instances (≈ 95 µg m−3) and overestimated by EMAC
(≈ 102 µg m−3). Again, the results suggest an underestimation of the O3 loss during
night. The anomaly of the diurnal cycle of the observations (≈ ±10 µg m−3) for the
mountain stations is not reproduced by EMAC and the two COSMO instances. The
CM12 results show the largest anomaly (≈ ±2 µg m−3) from all models, which is still
much lower compared to the observed amplitude.

The anomalies simulated by both models for the non-mountain stations in December
2008 is similar compared to the observations (Fig. 4.10e). The (small) noon peak, however,
is underestimated, yet all differences are within one standard deviation of the observations.
The mean values, show a positive bias of ≈ 19 µg m−3 for EMAC and ≈ 29 µg m−3 for
CM50 (Table A15 in Sect. A.7, page 181). This bias for O3 exists also at the mountain
stations, but smaller in magnitude (8 µg m−3 for EMAC and 13 µg m−3 for CM50); the
absence of a diurnal cycle is represented by both models (Fig. 4.10f).

4.3.4 Vertical O3 profiles

In order to check, if the vertical distribution of O3 is simulated well, the simulation results
are compared with O3 sonde data.
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Figure 4.11: (a) and (b): Vertical O3 profile (in nmol mol−1) at De Bilt (Netherlands) for
(a) June, (b) December 2008. In (a) results for all EMAC and the two COSMO instances are
shown, while (b) shows the results for EMAC and CM50. The error bars for the observations
and the shaded area for the simulation data indicate one standard deviation with respect to time
(based on hourly model output/on the available observations per month). (c) and (d): Vertical
profile showing the RMSE of the model data compared to the O3 sonde data (in nmol mol−1)
for (c) June 2008 and (d) December 2008.

As first step of this comparison the O3 sonde data were transformed to a fixed pres-
sure grid. The O3 sonde data are not continuously measurements in time, but represent
distinct points in time (and space). To simplify the comparison with the model results
all measurements within one month were averaged, without any weighting of the individ-
ual measurements. This processed observation data were compared with monthly mean
model data at the location of every station. Therefore the simulated and observed data
are co-located in space, but not necessarily in time.

Exemplarily the O3 profiles of the observations, and the simulation results of EMAC and
CM50 at De Bilt (Fig. 4.11a and Fig. 4.11b) are displayed. For June 2008 additionally
also the vertical profiles simulated by CM12 are shown. The vertical O3 distribution is
captured well by EMAC and the two COSMO instances. The mean of the simulated O3

mixing ratios lies, for most profiles, within one standard deviation of the observations.
However, in the boundary layer a positive bias of COSMO is noted at most stations.
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This bias is in line with the results already presented in the previous comparison with
ground level observations.

The large variability of the observations in the upper troposphere/lower stratosphere
(UTLS) area is captured much better by COSMO than by EMAC, as COSMO resolves
intrusion of stratospheric air into the troposphere better. However, while comparing the
variability, it is important to note that the number of data points of the observations is
much lower than for the simulated data. The results of CM12 (Fig. 4.11a) are very similar
to CM50, but the variability is slightly larger due to the finer horizontal resolution.

Despite the good representation of the measured O3 mixing ratios in the free troposphere
O3 is overestimated within the planetary boundary layer (PBL) at most stations, which is
more pronounced in COSMO than in EMAC. At some stations (e.g. Payerne, Legionowo)
only a small or even no gradient of the mixing ratio within the PBL is simulated by
COSMO. This problem is discussed in detail in Sect. 4.4.

In addition, the RMSEs (defined in Sect. 4.3.3) between the monthly average simulation
data and the monthly mean of the observation were calculated. To obtain this, I trans-
formed the observations on the vertical grid of the respective simulation. The RMSEs
for all profiles in June 2008 is shown in Fig. 4.11c. In general the RMSEs of EMAC and
CM50 look very similar. From the bottom up to roughly 800 hPa the RMSEs are between
0–20 nmol mol−1. From 800 hPa to 600 hPa the RMSEs increase to 5–25 nmol mol−1. At
600 hPa they drop back to 0–20 nmol mol−1. In the UTLS the variability of the RMSEs
are again increasing. In this area the variability and the absolute O3 values are very large.

In December 2008 (Fig. 4.11d) too high values within the PBL in CM50 show up by
larger values of the RMSE (up to 25 nmol mol−1), while EMAC exhibits a maximum
RMSE of 15 nmol mol−1. At roughly 800 hPa both models show a decreased RMSE of
≈ 10 nmol mol−1 at maximum, before the spread of the RMSE is again increasing in the
UTLS.

4.3.5 Tropospheric oxidation capacity

To investigate if EMAC and the two COSMO instances simulate different tropospheric
oxidation capacities, the lifetime of CH4 against OH (τCH4+OH) is calculated according to
Jöckel et al. (2006) as

τCH4+OH(t) =

∑
b,tM

b
CH4

(t)
∑

b,t κ
b
CH4+OH

(t) · cbair(t) ·OHb(t) ·M b
CH4

(t)
(4.3)

with M b
CH4

(t) the mass of CH4 in every grid box b at time t, κbCH4+OH
(t) the reaction

coefficient of the reaction CH4 + OH (which depends on the temperature), cbair(t) the
concentration of air and OHb(t) the mole fraction of OH.

Estimates of the CH4 lifetime from global model simulation with a very similar set-up
as used in the present study (Sect. 3.2.2.1) are in the range of 7.7 a for the year 2008
(RC1SD-base-10a simulation presented by Jöckel et al., 2016). As analysed in detail by
Jöckel et al. (2016) this is at the lower end compared to results from other models, which
are mainly in the range from 8–9 a.

In such global model simulations the CH4 lifetime can be calculated at every time step.
As the lifetime is calculated here only for a fraction of the globe, it is important to sum the
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Table 4.3: Average values for June-August 2008 of the CH4 mass (MCH4), the OH mass
(MOH) and the pseudo CH4 lifetime against OH (τ) for EMAC, CM50 and CM12. All values
are computed for the area of the CM12 instance. The mass of CH4 and OH are the time averaged
values. The range is one standard deviations with respect to time (based on the monthly mean
values). The subscripts on the individual variables indicate the different vertical layers.

EMAC CM50 CM12

M850
CH4

(Tg) 0.973± 0.011 0.900± 0.012 0.916± 0.012
M850

OH (kg) 60.4± 8.8 46.9± 5.3 55.5± 5.8
τ 850 (a) 2.73± 0.46 3.43± 0.38 2.90± 0.29
M500

CH4
(Tg) 2.50± 0.04 2.45± 0.04 2.41± 0.04

M500
OH (kg) 192± 15 209± 15 212± 15

τ 500 (a) 3.96± 0.27 3.54± 0.22 3.51± 0.18
M200

CH4
(Tg) 2.12± 0.04 2.17± 0.03 2.11± 0.03

M200
OH (kg) 228± 19 248± 24 247± 24

τ 200 (a) 12.4± 1.0 11.3± 1.0 11.2± 1.1

Table 4.4: As Table 4.3 but for the European area.

EMAC CM50

M850
CH4

(Tg) 27.0± 0.3 26.7± 0.3
M850

OH (kg) 1520± 110 1400± 90
τ 850 (a) 2.71± 0.16 2.97± 0.17
M500

CH4
(Tg) 69.1± 1.0 73.6± 0.7

M500
OH (kg) 4620± 400 4630± 400

τ 500 (a) 4.27± 0.33 4.50± 0.36
M200

CH4
(Tg) 58.7± 1.0 58.7± 0.7

M200
OH (kg) 5850± 550 5580± 510

τ 200 (a) 12.8± 1.3 13.1± 1.4

numerator and denominator first over all time steps of a certain period (≥ 1 day) before the
lifetime is calculated. The reason for this is, that during night OH is virtually absent and
the denominator becomes arbitrary small. Of course, the results of the global calculations
are not comparable to the results of the calculations performed in the present study. I
calculated the CH4 lifetime as purely diagnostic quantity to compare the tropospheric
oxidation capacities. Therefore this values are denoted as pseudo CH4 lifetime (denoted
as τ).

To allow a more detailed comparison of the model results, τ is calculated separately
for three different vertical layers of the atmosphere: From the ground to 850 hPa, from
850 hPa to 500 hPa and from 500 to 200 hPa. All grid boxes within the respective area
were summed up for this.

First, τ is compared for the German region, which is covered by EMAC, CM50 and
CM12 (Table 4.3). For the layer from the bottom up to 850 hPa EMAC calculates the
shortest average pseudo lifetime (2.7 a), which is due to a larger OH mass (60 kg). In
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the CM12 instance τ is shorter (2.9 a) than in CM50 (3.4 a), as more OH is present in
CM12. In the second vertical layer (850–500 hPa), both COSMO instances show similar
results (3.5 a). The CH4 mass is smaller compared to EMAC, while the OH mass is
larger, which leads to a shorter average pseudo CH4 lifetime in both COSMO instances
compared to EMAC.

The results from all models show comparable OH masses for the highest vertical layer
(500–200 hPa). The pseudo lifetime of CH4, however, is longer for EMAC (12.4 a) com-
pared to CM50 (11.3 a) and CM12 (11.2 a), which mainly caused by the lower tempera-
tures in EMAC in this vertical layer (cf. Sect. 4.1).

The pseudo CH4 lifetimes in the European domain (Table 4.4) show similar results as
over Germany. In the lowest vertical layer EMAC simulates lower values for τ (mainly
due to more OH). In the second vertical layer both models simulate very similar pseudo
CH4 lifetimes, while the lifetime in the upper layer is again larger in CM50. The shorter
pseudo lifetime in EMAC compared to COSMO is due to more OH in EMAC.

4.4 Discussion on deviations from observations

The comparison of the COSMO results with the observations in the previous sections has
shown several differences which are:

• The ground level mixing ratios of CO are too low, while the O3 mixing ratios are
too large. Especially Northeastern Europe is affected by too large ground level O3

concentrations during April (not shown) to June.

• The amplitude of the diurnal cycle is underestimated, showing too large values
during night.

Following, I analyse and discuss potential reasons for these differences.
First of all the influence of the cold-bias of COSMO (which is a known problem of

COSMO-CLM during winter, e.g. Kotlarski et al., 2014) is investigated. To do so, I
performed a sensitivity study in which the chemical kinetics in CM50 were calculated
with the same temperatures as in EMAC14. All other dynamical and chemical processes
(like the on-line calculation of emissions) used the original temperature field of CM50.

Resulting area averaged ground level concentrations for chosen chemical species over
Europe (defined as a box from 5◦W–20◦E, 20◦N–55◦N) are summarised in Table 4.5.
Comparing first the area averaged concentrations between EMAC and CM50 a positive
difference for all species, except O3, is apparent. This includes short lived species like
OH or NO3 and longer lived species like bromoform (CHBr3) and CO. The comparison
between the results of CM50 and CM50T∗ (with the changed temperature field) shows that
the concentrations of most short lived species (like OH, NO3 or HCHO) increase. These
differences are due to the temperature dependence of most reaction rates. The magnitude
of these increases can, however, not fully explain the observed differences between CM50
and EMAC, but are an important contributor to the difference of the short lived species
between EMAC and CM50. The differences of longer lived species like O3, CO or CHBr3
can not be explained by the temperature differences.

14This is archived by transforming the temperature field of EMAC on the COSMO grid with
INT2COSMO. The transformed temperature field was then used in MECCA.
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Table 4.5: Area averaged ground level concentrations (for a box from 5◦W - 20◦E, 20◦N - 55◦N)
in µg m−3 of various chemical species. The columns two to four display the values for CM50,
EMAC and CM50 with changed temperature for the submodel MECCA (CM50T∗), respectively.
The fifth column indicates, if the differences between EMAC and CM50 are positive (+), negative
(-), or if there is only a minor difference (≈). The last column indicates the corresponding
differences between CM50 and CM50 with changed temperature field for MECCA.

CM50 EMAC CM50T∗ diff 2 and 1 diff 3 and 1

HO2 0.00453 0.00563 0.00492 + +
OH 4.53 · 10−5 5.67 · 10−5 4.75 · 10−5 + +
CHBr3 0.00388 0.00402 0.00387 + ≈
CH3Br 0.0308 0.0320 0.0308 + ≈
CH3I 0.00261 0.00412 0.00261 + ≈
NO3 0.00866 0.00914 0.0126 + +
NH3 2.04 4.00 2.03 + ≈
NO 0.178 0.401 0.164 + -
NO2 3.51 5.25 3.55 + ≈
C5H8 0.0855 0.144 0.0818 + -
HCHO 0.85 1.14 0.938 + +
CO 149 169 149 + ≈
O3 111 99.0 114 - +

To investigate further potential reasons for the differences between EMAC and CM50,
I compared vertical profiles of 222Radon15 of CM50 and EMAC. The vertical profiles of
222Radon (not shown) show smaller concentrations in the PBL in CM50 than in EMAC,
even though the sources are identical. This difference can only be explained by a stronger
vertical mixing (vertical diffusion and/or convection) within the PBL in COSMO com-
pared to EMAC. This stronger mixing explains also the differences for the longer lived
trace gases like O3, CO or CHBr3.

The concentrations of CO and CHBr3 are usually largest near the surface, where the
source are located. The more effective vertical mixing of COSMO compared to EMAC lead
to a more effective upward transport and a reduction of the ground level concentrations.
The concentration of O3 increases with height, meaning that the lower values at the surface
are faster mixed with air containing more O3. This is in agreement with the vertical O3

profiles of CM50 (Sect. 4.3.4) showing too large O3 mixing ratios in the PBL.
In addition to this stronger mixing there is yet another cause for the too large O3 con-

centration in COSMO over Northeastern Europe: COSMO uses different soil types in
some areas over Northeastern Europe. This affects for example the stomata resistance
determined by the different base models, which subsequently affects the dry deposition ve-
locities. This leads to a reduced dry deposition velocity over parts of Northeastern Europe
in COSMO compared to EMAC (Fig. A11 and A12 in Sect. A.7, page 178). Moreover,

15222Radon is simulated using the MESSy submodel DRADON [[]joeckel10. This submodel emits
222Radon as purely diagnostic species on all land surfaces not covered by ice or snow. The emission
rate is 10000 atoms m−2 s−1 and the only sink in the atmosphere is radioactive decay with a half-life of
3.8 days.
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Figure 4.12: Height of the planetary boundary layer for June 2008 in m averaged over all
non-mountain stations.

Stock et al. (2014) found larger ground level concentrations of O3 over Northeastern
Europe, when increasing the resolution of their simulations. As they are using the same
MACCity emissions as in the present study, it can be speculated that the too large ground
level mixing ratios of O3 might also be influenced by too large emissions of O3 precursors
in this area. As the O3 chemistry is strongly non-linear even a small amount of larger
NOx emissions would lead to an increased O3 production in the ’NOx-limited’ regime.

So far, this discussion focused on the differences of the monthly mean ground level
concentrations, but not on the underestimation of the amplitude of the diurnal cycle. The
underestimation of the amplitude of the diurnal cycle in COSMO has several reasons. The
most important difference is the dynamics of the PBL. The diurnal cycle of the PBL is
more pronounced in EMAC compared to CM50, showing larger values around noon and
smaller values during night (Fig. 4.12).

The lower height of the PBL in EMAC during night leads to a much smaller ’reservoir’
from which O3 can be deposited or chemically destroyed (e.g. via reaction with NO).
Nevertheless the amount of O3 which is removed by dry deposition depends on the con-
centration of O3, which is smaller in EMAC compared to CM50, the concentration in
EMAC can be faster reduced as in CM50. This leads to a more efficient destruction of
ground level O3 during night, when no photochemically production of O3 takes place.
In addition, the more efficient vertical mixing in COSMO (as has been discussed above)
leads to more efficient downward transport of air with larger O3 concentration.

This discussed effect is intensified by two additional differences between EMAC and
COSMO which lead to a more pronounced diurnal cycle in EMAC. First, EMAC simulates
larger dry deposition velocities during night compared to COSMO, while the values during
noon are comparable. Second, the net O3 production in the lowermost model layer is more
negative during night in EMAC compared to COSMO.

To investigate if the vertical O3 profiles and the amplitude of the diurnal cycle of O3 in
COSMO can be improved by changes to the COSMO set-up, further sensitivity studies
were conducted. The main aim of these studies was to investigate the effect of changing



4.4 Discussion on deviations from observations 73

parameters affecting vertical mixing (diffusion). Focusing on the vertical O3 profiles in
comparison to O3 sonde observations and the amplitude of the diurnal cycle of O3, none of
these simulations showed a substantial improvement compared to the observations. With
some parameters, however, a slight improvement of the amplitude of the diurnal cycle
and a decreased cold-bias were observed (details are given by Mertens et al., 2016). For
future use, however, I envisage a more detailed parameter study with a simplified set-up
(e.g. using only passive tracers). This is beyond the scope of this thesis.

To improve the results with respect to the too small amplitude of the diurnal cycle of the
PBL and the too strong mixing within the PBL, further model developments are necessary.
An example is the turbulence scheme and thus the vertical diffusion parametrisation,
which were recently further developed for the ICON model (pers. communication, M.
Raschendorfer, DWD). These developments will become available in the COSMO model
from version 5.3 on.
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Chapter 5

Contribution of road traffic
emissions in Europe for 2008

In this chapter I investigate the contribution1 of road traffic emissions to tropospheric O3

under present day (year 2008) conditions. To quantify this contribution as well as the
sensitivity of the results to uncertainties of the emission estimates, models, and resolu-
tion of emission inventories I analyse the results of the different performed simulations.
Before these analyses are performed in detail starting in Sect. 5.1, first some introductory
analyses are presented. These analyses set the basis for the detailed analyses following in
the next sections.

The analyses of the present day situation in this chapter concentrates on the year 2008,
which is the focus year of the VEU08 inventory. Before analysing this period, it is impor-
tant to investigate how representative this year is for present day conditions. Figure 5.1a
shows the partial O3 column from the surface up the 850 hPa (hereafter denoted as
850PC) for the area covered by the CM50 domain2). The results of the global EMAC
simulation ranging from 2005–2010 (named GLOB) being compared with the results of
the EMAC instance from the REF simulation for the year 2008. The 850PC has a min-
imum of ≈ 4.2 DU during winter and and maximum of ≈ 7.0 DU in May/June. This
seasonal cycle of O3 is well known (e.g. Monks et al., 2015) and mainly caused by larger
photochemical activity during spring/summer and increased downward transport of O3

from the stratosphere during May.
Figure 5.1b shows the contribution of O3 produced from road traffic emissions (denoted

as Otra
3

3), which depicts a minimum of ≈ 10 % in winter and a maximum of up to 16.5 %
in summer. This annual cycle is caused by the complex interplay between O3 productivity
and emissions from other categories and is discussed in more detail in Sect. 5.6.1. Over
the whole period small negative trends of the maximum and minimum values are present.
These trends correspond to the decline of road traffic emissions in Europe and America in
MAC08. Overall, the absolute values and the contributions of Otra

3 which are simulated
for 2008 are similar to the values simulated for the period 2000–2010. Accordingly, the
values for the year 2008 are representative for present day conditions.

1The term ’contribution’ describes always the relative contribution. Absolute values are indicated
explicitly.

2In all analyses in this work the relaxation areas of the COSMO domains are neglected.
3Details about the naming convention are given on page 213.
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a) b)

Figure 5.1: Comparison of a 10-day running average of the GLOB and the REF simulation
results. (a) the 850PC averaged over the CM50 domain (in DU); (b) the contribution (in %)
of Otra

3 to the 850PC. The labelled tickmarks mark the 1. Jan of the of corresponding year.

The results of the REF simulation show a lower maximum during summer compared to
the results of the GLOB simulation (Fig. 5.1b). This is caused by different lightning-NOx

parametrisations applied in both simulations, leading to larger lightning-NOx emissions
in the REF compared to the GLOB simulation (Sect. 3.2.2.1). This results in a smaller
contribution and absolute values of Otra

3 simulated by REF compared to GLOB. However,
the two simulations agree with respect to the seasonal cycle and minimum and maximum
values of the other months.

Focusing on the year 2008, Fig. 5.2a shows the contribution of Otra
3 to the 850PC of

all conducted present day simulations. Besides the seasonal cycle, discussed already for
the GLOB simulation, the contribution is also variable on shorter time-scales, showing
fluctuations of up to 1 percentage point (hereafter denoted as ppts) over the whole year
and larger drops of up to 3 ppts during August 2008. These variations on short time
scales are investigated in Sect. 5.6.2.

The results shown in Fig. 5.2a are based on the simulations including the incorrect
tagging of biogenic emissions in EMAC (Sect. 3.3). To investigate the influence of this
incorrect tagging on the simulated contributions, the results of two simulations are com-
pared:

• REF - incorrect tagging of biogenic emissions in EMAC,

• REFbio - correct tagging of biogenic emissions in EMAC.

Figure 5.2b shows the contribution of Otra
3 to the 850PC as simulated by EMAC and

CM50, respectively. The difference of the results from CM50 between the REF and
REFbio simulations is small during winter (≈ 0.5 ppts) and largest during summer
(≈ 1.5 ppts). The annually averaged difference of the results simulated by CM50 for
REF and REFbio is ≈ 1.0 ppts. This difference is solely caused by the different boundary
conditions (provided by EMAC) between both simulations .
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Figure 5.2: (a) 5-day running-average for the contribution (in %) of Otra
3 to the 850PC. The

name of the simulations and the name of the model (EMAC/CM50) is given for every shown
result. The results of EMAC are always shown for the area of the CM50 domain. The tickmarks
on the x-axis correspond to the first day of the month. (b) as (a) but showing the results of
the REF and the REFbio simulation.

During winter, EMAC simulates a difference between REF and REFbio of ≈ 0.5 ppts.
The difference increase to ≈ 3.5 ppts during summer, when the soil-NOx emissions in
Europe are largest. Annually averaged EMAC simulates a difference of≈ 1.6 ppts between
REF and REFbio. The larger difference between the results of both simulations in EMAC
compared to CM50 are a consequence of the incorrect contribution of the production of
Obiog

3 in EMAC. In CM50 the production of Obiog
3 by local emissions from the biogenic

category is correctly simulated (Sect. 3.2.4). In CM50 only the boundary conditions of all
tagged species of the biogenic category are underestimated. This affects only the tagging
diagnostic, the calculation of the chemistry and all other relevant processes is not affected
in both models, EMAC and COSMO, respectively.

Because of the incorrect tagging of biogenic emissions only the results of the REFbio
simulation are used to quantify the contribution of the road traffic emissions in Eu-
rope/Germany and for the comparison of the results from EMAC and CM50 in detail. As
all other sensitivity simulations analysed in this thesis, including the reference simulation
(REF ), were performed with the incorrect tagging of biogenic emissions in EMAC, these
simulations are not used to quantify the contribution. Instead, I use these simulations
to investigate the sensitivity of the contribution analysis to defined changes of the emis-
sions/model/resolution. My focus for these analyses are on the results of COSMO, which
are influenced only by the incorrect boundary conditions. Therefore, it is likely that this
incorrect tagging has a minor influence on the analysed sensitivities.

This following analyses in this chapter are ordered as following. First, the differences
with respect to the simulated contribution of the road traffic emissions between EMAC
and CM50 are compared (Sect. 5.1), followed by a comparison of the results of CM50 and
CM12 (Sect. 5.2). In a next step, the four different present day sensitivity studies are
compared (Sect. 5.3 ). Further, the sensitivity with respect to changes of the biogenic
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d

Figure 5.3: Box and whisker plot for the contribution (in %) of the different tagged categories
to the 850PC. The values are area-averaged over the CM50 domain. The lower and upper end
of the box indicates the 25th and 75th percentile, the bar the median, the dot the average and
the whiskers the minimum and maximum of the timeseries for the year 2008. Compared are
the results of the EMAC instance (EMAC) and the CM50 instance (COSMO) for the REFbio
simulation (each 3 hour temporal resolution).

emissions are discussed (Sect. 5.4). Finally, the seasonal cycle and short term fluctuations
are analysed (Sect. 5.6).

5.1 Differences between EMAC and COSMO

To investigate the differences of the contribution of Otra
3 simulated by CM50 and EMAC

I analyse in this section

• the results from both models of the REFbio4 simulation.
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5.1.1 Comparison of the simulated contributions to O3

First of all, the differences between the contributions of Otra
3 simulated by EMAC and

CM50 are investigated. Figure 5.3 shows the contribution of the ten tagged categories5

to O3 for the results of the REFbio simulation (using the same emission inventory in
EMAC and COSMO). Displayed are the averages, medians, 25th and 75th percentiles,
and the maxima and minima of the contributions to the 850PC for the year 2008. This
presentation is chosen, as the contributions of the different sectors have distinct seasonal
cycles. Please note, that only the contributions are discussed here. The results of the
absolute values are rather similar. The corresponding figure showing the absolute value
is given in the Appendix (Fig. A13, page 183).

The contributions, simulated by both models, are rather similar. Examples for this are
the categories N2O, aviation and biomass burning with average contributions of around
3–4 %. The seasonal cycles of the contribution of these categories (corresponding to the
difference between minima and maxima) are small for the N2O and aviation categories,
because the seasonal cycles of the emissions (Sect. 3.2.5) are small too. Only the biomass
burning category shows a asymmetry, with a large peak of the maximum values. This
is caused by the seasonal variation of the emissions (Sect. 3.2.5 and further discussion
in Sect. 5.6). Also the contributions of the other categories are similarly simulated by
EMAC and CM50, respectively, but small differences exist which can be attributed to
different properties of both models and are therefore discussed shortly.

The contribution of the stratospheric category shows (for both models) a large seasonal
cycle. The largest absolute values are found in April–May, when the O3 values are largest
too. Larger mean values of the stratospheric category are simulated by CM50 (13 %)
compared to EMAC (≈ 11 %). The difference is explained by two processes: first of all
the finer resolution of CM50 allows a better representation of stratosphere-troposphere-
exchange (STE) as shown by Hofmann (2014) leading to more STE in CM50 compared to
EMAC. Second, the stronger vertical mixing in COSMO compared to EMAC (Sect. 4.4)
leads to an additional increase of the contribution of the stratospheric category, as Ostr

3 is
more efficiently mixed downwards. The increased vertical mixing in COSMO compared
to EMAC also explains the larger average contribution of the lightning NOx category in
COSMO (10.5 %) compared to EMAC (9.5 %), although the same emissions are applied.

EMAC simulates a slightly larger average contribution of the CH4 category (13.5 %) com-
pared to CM50 (13.0 %). During October–April the contributions simulated by EMAC
and CM50 are similar. The contributions differ, however, during May–October as the
photochemistry is most active during this time and CM50 simulates a lower contribution
as EMAC. This leads to larger values of the maximum and 75th percentile for EMAC
compared to CM50. This larger contribution of EMAC is in agreement with the shorter
CH4 lifetime in EMAC compared to CM50 as analysed in Sect. 4.3.5, because a shorter
lifetime means that CH4 is more efficient oxidised in EMAC compared to CM50.

Both models exhibit comparable average values of around 14 % for the biogenic category.
Similar as for the stratospheric category a strong seasonal cycle of the contribution is strik-

4As has been discussed on page 77 the simulation is identical to the REF simulation, but with
correct tagging of biogenic emissions in EMAC. Only the results of this simulations are used to quantify
the contribution of road traffic emissions to tropospheric O3 in detail.

5A detailed description of these categories is given in Sect. 3.1.7.
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EMAC CM50 CM50E

Figure 5.4: Contribution of Otra
3 (in %) to the 850PC averaged over JJA for EMAC, CM50

and CM50 transformed onto the EMAC grid (CM50E).

ing. This seasonal cycle originates from the strong seasonal cycle of the soil-NOx emissions
in Europe, which are low in September–April and large in May–August (Sect. 3.2.5).

CM50 simulates mean values of 20.0 % for the anthropogenic non-traffic category, 10.8 %
for the road traffic category and 9.0 % for the shipping category. Especially the contri-
bution of the anthropogenic non-traffic category shows a large seasonal cycle, which is
caused by the strong seasonal cycle of the anthropogenic non-traffic emissions. A detailed
discussion of this cycle follows in Sect. 5.6. Compared to this the seasonal cycle of the
road traffic category is smaller with values of ≈ 9.5 % during winter and ≈ 11.5 % dur-
ing summer. Compared to CM50, EMAC simulates contributions which are 0.5–1 ppts
larger. These differences, however, are small compared to the sensitivity of the results to
uncertainties of the emission estimates (details follow in Sect. 5.5). Therefore it can be
concluded that, for the area averaged values, the mean contribution of the road traffic
category are simulated very similar between EMAC and COSMO.

In addition to the values averaged over the area of the CM50 domain, a comparison of the
geographical patterns is important. Figure 5.4 shows the contribution of Otra

3 as simulated
by EMAC and CM50. The values are averaged for the period June–August (from now
on denoted as JJA) in which the photochemistry is most active. The CM50 results are
shown on the original grid and transformed onto the EMAC grid. The transformed results
are shown to allow an easier comparison of the results from both models. Only in case
of remarkable differences between the results on the original grid and on the transformed
grid these results are discussed.

Both models simulate similar geographical patterns, but the values simulated by EMAC
are larger by around 1 ppts over most areas. The lowest contributions are found over the
Atlantic sea (≈ 9 %), over the continents the contribution increases. Both, EMAC and
CM50, simulate the largest contributions over Italy with a maximum of ≈ 15%. EMAC,
however, simulates the largest values over a wide area in Northern Italy, while CM50
simulates the largest values in the Po basin. This large peak in this region is caused
by efficient O3 production in conjunction with a large source of road traffic emissions.
The confinement of the largest values to the Po basin as simulated by CM50 is more
realistic compared to the results of EMAC, because of the coarsely resolved land-sea
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Figure 5.5: Comparison of the ground level mixing ratios of Otra
3 (abs, in nmol mol−1) and the

contribution of Otra
3 to ground level O3 (rel, in %) between EMAC, CM50 and CM50 transformed

onto the EMAC grid (CM50E). The values are averaged between 9–18 UTC and over the period
JJA.

mask in EMAC. Due to this land sea mask EMAC considers most grid boxes covering
Italy as ocean and not as land, which lead to strong reductions of the simulated dry
deposition flux in these grid boxes. Accordingly, EMAC simulates lower dry deposition
rates compared to CM50 over huge parts of Italy (Sect. A.7, page 182).

The largest differences between the EMAC and CM50 results are found over Germany,
France and the Eastern Mediterranean, where locally differences of up to 2 ppts exist.
The largest differences of the absolute values of Otra

3 are found in these regions, too (see
Fig. A14, page 184).

So far, this comparison focused on average values of the 850PC. Especially with respect
to air quality, the ground level6 values are of importance. Figure 5.5 shows both, the
JJA averaged absolute values and the contribution of Otra

3 to ground level O3 for EMAC,
CM50 and the CM50 transformed onto the EMAC grid. In comparison to the results
discussed so far, only the values between 9–18 UTC are averaged. The reason for this is
that the contribution of Otra

3 in the hotspot areas show the largest values during night.
During this time O3 is destroyed via the reaction of O3 with NO forming NO2 (and O2).
The tagging method, however, uses the concept of effective O3 production (Sect. 3.1.7)
and therefore does not account for the quick cycling between NO2 and O3. Therefore,

6’Ground level’ is a synonym for ’in the lowest grid box’.
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EMAC CM50 CM50 E

Figure 5.6: 95th percentile of the contribution of Otra
3 to ground level O3 (for JJA between

9–18 UTC) for EMAC, CM50 and CM50 transformed onto the EMAC grid (CM50E).

this large contribution during night is likely an artefact caused by this method. Further
investigations are needed to analyse, if this quick cycling should be considered by the
tagging method.

Although CM50 simulates larger ground level values of O3 compared to EMAC (Sect. 4.3),
the simulated absolute values for Otra

3 are lower in CM50 compared to EMAC. In general,
both models simulate the largest values in the Mediterranean with peaks around Italy and
the Eastern Mediterranean. In these regions EMAC simulates maximum values of 10–
14 nmol mol−1, while CM50 simulates maximum values of 8–12 nmol mol−1. Compared
to the absolute values the contribution of Otra

3 depicts a less pronounced North-South gra-
dient. Again, both models simulate the largest contributions of Otra

3 in the Mediterranean.
The largest values in the CM50 results are more confined to the Po basin, while the maxi-
mum values in the EMAC results are found over a wide area in Southern Italy (16–18 %).

Up to now mainly seasonal average values are analysed. Especially for periods of se-
vere air pollution the extreme values are of interest. Therefore, Fig. 5.6 shows the 95th
percentile of the contribution of Otra

3 for JJA. This analysis shows that EMAC simulates
larger average values, as well as larger maximum values. In general, the EMAC results
depict the largest values in Southern Italy, in parts of France, in the Benelux States and
in Germany. Compared to this, the results for CM50 show the largest values in Italy
(especially in the Po basin), in Southwestern Germany, in Southwestern France and in
Northeastern Spain. The 95th percentiles of the contribution simulated by EMAC are
2–4 ppts larger than simulated by CM50. These larger values in EMAC compared to
CM50 are a general behaviour of the model, indicated by a shift of the probability density
function (Fig A15, page 185) towards larger values in EMAC compared to CM50. As
already discussed the large values over Southern Italy as simulated by EMAC are likely
an artefact of the coarse resolution of the model and the artificial reduced dry deposition
rates in these areas (Sect. A.7, page 178).

To sum up: despite that COSMO simulates larger ground level O3 mixing ratios in
most areas of Europe compared to EMAC, the ground level mixing ratios of the tagged
anthropogenic ground level (i.e. road traffic, shipping and anthropogenic non-traffic)
categories are lower in CM50 compared to EMAC. Also for the 850PC CM50 simulates
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Figure 5.7: Difference (’COSMO minus EMAC’) of the zonally averaged O3 production (in
fmol mol−1 s−1). The values are averaged over the year 2008. The results of CM50 were trans-
formed on the horizontal and vertical grid of EMAC.

lower values (both the absolute values and the contribution, respectively) compared to
EMAC for the anthropogenic ground level categories, but these differences are smaller
compared to the differences of the ground level values. Indeed the differences between
EMAC and CM50 with respect to the simulated contributions are small, but they can be
explained by differences of the O3 production which is analysed next.

5.1.2 Comparison of the O3 production

To investigate differences of the O3 production between EMAC and CM50 the net O3

production (PO3) is compared. This quantity is defined as:

PO3 = Prod O3 − Loss O3 (5.1)

with Prod O3 and Loss O3 being the sums of two production and five loss terms, as
defined in Sect. 3.1.7, respectively. As have been discussed in Sect. 3.1.7 only effective
production and loss terms are considered. This effective net O3 production is called net O3

production for simplicity. Figure 5.7 shows the annually and zonally averaged difference
for the net O3 production between CM50 and EMAC. The O3 production is lower in
CM50 compared to EMAC mainly in the PBL. The depicted absolute differences in the
PBL correspond to relative differences of 10–40 %. These differences are investigated in
detail in the following.

Figure 5.8 shows the NOx mixing ratio and the corresponding net O3 production for every
ground level grid box for EMAC and CM50. Shown are monthly mean values for the period
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EMAC CM50

Figure 5.8: Scatter plot of the the net O3 production (in pmol mol−1 s−1) versus the NOx

mixing ratio (in pmol mol−1). The colour of the dots depict the road traffic NOx emissions (in
1015 molec m−2 s−1). Shown are monthly averaged values of every ground level grid box for
May–September. Shown are the values for EMAC and CM50, restricted to the values of the
grid boxes covering the CM50 domain. The CM50 values were transformed to the EMAC grid.
The hatched region is discussed in the text.

from May–September, when the photochemistry is most active. In addition, also the NO
emission flux7 of the road traffic category is highlighted by the colours to indicate, in which
grid boxes most of the road traffic NO is emitted. The simulated data show the typical
dependency of the O3 production from the NOx and VOC mixing ratios (Fig. 2.4, page 13.
At low NOx mixing ratios the net O3 production is low, but increases with increasing NOx

mixing ratios. With further increasing NOx mixing ratios the net O3 production decrease
again (’VOC-limited’). This decrease is the case for NOx mixing ratios8 around 0.2–
0.3 nmol mol−1. In comparison to Fig. 2.4 the meteorological conditions and background
chemistry (e.g. mixing ratios of CO or CH4) are different for every grid box. Therefore
some grid boxes show, for example with NOx mixing ratios around 0.1 nmol mol−1, a
lower O3 production than other grid boxes with similar NOx mixing ratios. Most of the
grid boxes with larger NOx emissions from road traffic (> 0.25 · 1015 molec m−2 s−1) are
located in the ’VOC limited’ regime of the O3 chemistry. In this regime the O3 production
is limited by VOC rather than by NOx. Road traffic, however, also emits VOC, but the
amount is small compared to the NOx emissions.

To compare the results of CM50 with the results of EMAC the CM50 results were
transformed on the EMAC grid. In CM50 up to 36 grid boxes are located within one
EMAC grid box, therefore it is expected that some of the CM50 boxes located within the
EMAC grid boxes indicate a different behaviour than the EMAC grid box. Important,
however, is to investigate, if the average value over the area of the EMAC grid box changes.
This may be caused by the non-linearity of the O3 chemistry. To simplify the comparison

7NOx is only emitted as NO
8It is important to keep in mind, that the values shown here are monthly mean values.
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of the EMAC and the CM50 results, the envelope of the data points of EMAC are also
shown for CM50. Generally, the results of CM50 indicate a similar dependency between
the net O3 production and the NOx mixing ratio as in EMAC. In the ’VOC-limited’
regime the net O3 production is smaller in CM50 compared to EMAC (black hatched
area for CM50 in Fig. 5.8). Most of the road traffic emissions, however, take place in
this ’VOC-limited’ region. Hence, especially in these grid boxes with large road traffic
emissions CM50 simulates less production of O3 compared to EMAC. This explains a part
of the reduced road traffic contribution in CM50 compared to EMAC.

The CM50 results of the simulation REFT42 (with coarsely resolved emissions, Sect. 5.3.1),
as well as the sensitivity studies with respect to the biogenic emissions (Sect. 5.4) show
a similar behaviour as has been discussed for the CM50 results of the REFbio sim-
ulation. Accordingly, the smaller net O3 production in the ’VOC-limited’ regime in
CM50 compared to EMAC is neither caused by the finer resolution of the emissions
in CM50 compared to EMAC nor by differences in the geographical distribution of
the biogenic emissions.

Further investigations show that in most grid boxes with large NOx values CM50 simu-
lates lower VOC values than EMAC. Accordingly, the decreased production rate of CM50
in the ’VOC-limited’ regime is mainly caused by a larger ratio of NOx to VOCs com-
pared to EMAC (Fig. A16, page 186 ). Averaged over all grid boxes covered by the
CM50 domain and the period May–September EMAC simulates a net O3 production of
0.20 pmol mol−1 s−1, while CM50 simulates values of 0.15 pmol mol−1 s−1. Thus, CM50
simulates a by 1/4 lower production of O3 at ground level compared to EMAC in this
period. The less optimal VOC to NOx ratio in terms of O3 production as simulated by
CM50 compared to EMAC is supported by the analysis of the O3 production channels
(details follow in Sect. 5.3.3). This analysis shows that EMAC simulates more production
of O3 through reactions of VOCs compared to CM50.

As mentioned, these differences can not be explained by the finer resolution of the
emissions in CM50 compared to EMAC or differences between the biogenic emissions
alone. Instead, three reasons are most likely responsible for these differences:

1. The vertical mixing in COSMO is more effective compared to EMAC (details are
given in Sect. 4.4). Ozone precursors are more effectively transported upwards,
reducing the O3 production rates especially in the PBL.

2. Even if the resolution of the emissions is identical between EMAC and CM50 the
chemistry and especially the sink processes (e.g. dry deposition) are calculated on
a finer grid in CM50 compared to EMAC. This leads to the calculation of different
strengths and geographical distribution of the dry deposition rates by both models.

3. The lower temperatures within the PBL in CM50 compared to EMAC (see Sect. 4.1)
reduce the O3 production.

As these differences of the net O3 production can not solely be attributed to one pro-
cess alone it could be called a ’model factor’. Further comparisons between both mod-
els are necessary after the vertical mixing in COSMO is improved in future versions
of COSMO (Sect. 4.4).

It is important to note that within the PBL regionally larger production rates of Otra
3 are

simulated by CM50 than by EMAC. To analyse these differences the results from both
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Figure 5.9: Difference (’COSMO minus EMAC’) of the annual average net production of Otra
3

(summed up to 850 hPa, in ng m−2). The results of both models were transformed to the same
regular grid with 0.5◦ x 0.5◦ resolution.

models were transformed to a common grid with 0.5◦ x 0.5◦ resolution and the annually
averaged difference was calculated (Fig. 5.9). The largest positive differences between both
model results are found in the Po basin, the coastal region of North Africa and in the
Eastern Mediterranean. In these areas CM50 simulated the production of up to 40 ng m−2

more Otra
3 in the PBL compared to EMAC. This corresponds to relative differences of

30–90 %. In particular in the Eastern Mediterranean positive differences over land and
negative differences over sea are striking. The comparison of the CM50 results between
the REF and the REFT42 simulation (Sect. 5.3) reveals that the negative differences are
caused mainly by the coarse resolution of the emissions. This coarse resolution dilutes the
emissions over large areas, emitting road traffic emissions also over sea. Similar results
are found around the Po basin, where the emissions on the coarse EMAC grid are less
confined to the narrow Po basin, but are spread over the entire Alps. The differences
found over North Africa might partially be explained by the larger biogenic emissions
simulated by CM50 in this area. The larger emissions changes the background chemistry,
leading to larger O3 production, which can further lead to a larger production of Otra

3 .
To sum up, CM50 simulates overall less production of O3 in the PBL (i.e. up to 850 hPa).

This is mainly caused by a less ’optimal’9 VOC/NOx ratio. Nevertheless, CM50 simu-
lates mostly larger ground level O3 values than EMAC, which is caused by more intense
downward transport of O3 in CM50 compared to EMAC. This leads to the simulation
of a larger contribution of the stratospheric category by EMAC compared to CM50. In
addition, CM50 simulates a smaller O3 production in the troposphere than EMAC. The
combination of both processes lead to the simulation of lower absolute values and contri-
bution of Otra

3 by CM50 than EMAC.

9Less ’optimal’ in terms of large O3 production rates.
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Figure 5.10: Average (JJA) values of the 850PC of Otra
3 (abs, in DU) and contribution (rel,

in %) of Otra
3 to the 850PC for CM50, CM12 and CM12 transformed onto the grid of CM50

(CM12CM50).

5.2 Differences between both COSMO instances

To investigate how a further refinement of the model resolution influences the results of
the contribution analysis, this section

• compares the results of CM50 and CM12 of the EU08 simulation. The used emis-
sions dataset of this simulation is VEU08, which is sufficiently resolved to account
for the finer resolution of CM12.

Figure 5.10 shows the geographical distribution of the 850PC for Otra
3 as well as the

contribution of Otra
3 to the 850PC. The general pattern and magnitude of the 850PC

for Otra
3 is simulated similar by both models. The topography influences the absolute

values of the 850PC strongly. Therefore the largest values are found over the Northern
lowlands. The finer resolved topography of CM12 in comparison to CM50 leads to much
finer structures in the simulation results of CM12 (e.g. the upper Rhine valley). The
contribution of Otra

3 to the 850PC as simulated by both models is also rather similar. The
values over Germany are largest in the South-East and lowest in the North-West. This
North-West to South-East gradient is mainly caused by the presence of more Oship

3 in the
North, leading to a decrease of the contribution of Otra

3 . Average values over Germany, as
simulated by CM50 and CM12, are listed in Table 5.1.
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Table 5.1: Area averaged contributions of Otra
3 over Germany for the JJA period given for the

REF and the EU08 simulation. For a comparison also the average values for the PRUDENCE
regions Mid Europe and Mediterranean are given (details see Sect. A.5, page A.5). The range
indicates one standard deviation with respect to time (based on three hour model output).

REF, JJA (%) EU08, JJA (%)

Germany (CM12) 12.91± 1.62 13.66± 2.17
Germany (CM50) 12.82± 1.59 13.51± 2.13
Mid Europe (CM50) 12.63± 1.56 13.20± 2.01
Mediterranean (CM50) 13.52± 0.98 14.70± 1.31

CM50 CM12 CM12CM50

abs

rel

Figure 5.11: 95th percentile for the absolute values (abs, in nmol mol−1) and contribution of
Otra

3 to ground level O3 (rel, in %) for CM50, CM12 and CM12 transformed onto the grid of
CM50 (CM12CM50). The percentiles were calculated for the period JJA (9–18 UTC).
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a) b)

Figure 5.12: (a) Relative difference (’(CM12-CM50)/CM50’ in %) for ground level O3 of the
EU08 simulation in the JJA period o a grid with 0.1◦ x 0.1◦ resolution. The hatched areas show
the areas, where both instances differ by less than one percent on the coarse grid (details see
text). (b) Difference (’CM12-CM50’) of the net O3 production (in fmol mol s−1 averaged over
JJA. The values are transformed to a common grid with 0.5◦ x 0.5◦ resolution.

As the mean values for JJA simulated by CM50 and CM12 are very similar, it seems
that they are largely controlled by the boundary conditions (both the emissions and also
boundary conditions provided by CM50). Therefore a comparison of the extreme values
is more interesting. Figure 5.11 shows the 95th percentile of the absolute ground level
values of Otra

3 (upper row) and the contribution of Otra
3 (lower row) for CM50 and CM12

(both on the original grid and transformed to the grid of CM50). As in Sect. 5.1 the
results are restricted to 9–18 UTC (period JJA).

The 95th percentiles of the mixing ratios of Otra
3 are larger in CM12 compared to CM50

in particular in South Germany. Here values which are larger than 11.5 nmol mol−1

are simulated. CM12 simulates a larger contribution of Otra
3 compared to CM50. The

largest maxima of the contribution are simulated in South Germany and along the densely
populated regions in West Germany (Frankfurt and Ruhrgebiet). The values transformed
onto the coarse grid10 are also increased in most areas. In some areas the minima and
maxima are even displaced, caused by the rather coarse resolution of CM50 compared to
CM12 (e.g. the Ruhrgebiet area).

In most parts of these regions contributions of 21–23 % are found for the 95th percentile.
In Northern and Northeastern Germany lower maximum values of around 17–19 % are
simulated by both models. As have been discussed in Sect. 5.1 the differences discussed
here are small too, but they can be explained by differences of the net O3 production.

10The shown 95th percentile of CM12CM50 are first calculated on the fine grid and then transformed
onto the coarse grid.
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To understand these differences in detail, first the simulated ground level O3 values of
CM50 and CM12 are compared. In a first step the average ground level O3 mixing ratios
for JJA of the simulation EU08 of CM50 and CM12 were transformed to a regular grid
with 0.1◦ x 0.1◦ resolution and to a regular grid with 0.5◦ x 0.5◦ resolution. From the
results transformed to both grids, the relative differences (’(CM12 - CM50)/CM50’) were
calculated. Figure 5.12a shows the relative differences between CM12 and CM50 on a
grid with 0.1◦ resolution. The hatched areas correspond to regions where the relative
differences between the results on the 0.5◦ grid resolution are lower than one percent. In
these regions the individual grid boxes in the fine resolution of CM12 show differences,
but the average values over the size of the CM50 grid box are similar. In regions with
localised hotspots (like Basel, the Upper Rhine Valley or Hamburg) differences of up to
≈ 15 % exist. In these hotspots large amounts of NOx are emitted, leading to a reduction
of the O3 production. This is also indicated by a decrease of O3 production efficiency
(OPE, Sect. 2.3.4) in the CM12 results compared to CM50 (Fig. A17, page 186).

Most areas in Germany, however, show larger ground level mixing ratios of O3 in CM12
compared to CM50. Some of these larger mixing ratios are caused by the better resolved
topography of CM12 compared to CM50 (e.g. the mountain bounds of the Upper Rhine
Valley), but also in the North German lowlands larger O3 mixing ratios are simulated by
CM12. These larger mixing ratios are caused by a larger net O3 production in CM12 com-
pared to CM50. A zonal average of the difference of the net O3 production as simulated
by both models is shown in Fig. 5.12b. In CM12 the net O3 production is larger mainly
in the PBL, corresponding to a 20–30 % increase. This increased net O3 production can
mainly be attributed to a ≈ 0.5 K higher temperature simulated by CM12 compared
to CM50. The higher temperature leads larger biogenic emissions11, increasing the O3

production further.
To compare the production and loss channels of Otra

3 simulated by both models, Table 5.2
gives an overview about these channels for the JJA period. As discussed CM12 simulate
a O3 production which is larger by 12 % compared to CM50. The production of Otra

3

is larger by around 16 % in CM12 compared to CM50 for both inventories. This is
consistent with the larger contribution of Otra

3 simulated by CM12 than by CM50. The
larger production of O3 in the PBL as simulated by CM12 than by CM50 (Fig. 5.12) leads
mainly to an increase of the contribution of the categories with sources within the PBL
(e.g. road traffic). The contributions of the categories lightning or aviation12 are slightly
reduced in CM12 compared to CM50, because booth models simulated similar values of
the O3 production in the free troposphere.

The ratio PO3(HO2)/PO3(RO2) of Otra
3 decreases from 1.65 to 1.61 for the REF and

from 1.55 to 1.51 for the EU08 simulation with finer resolution. This is caused by
the increased levels of isoprene (due to by enhanced biogenic emissions due to the in-
creased temperature) in the results of CM12, leading to formation of more Otra

3 through
reactions with RO2.

The emissions from the road traffic category contribute for between 19–24 % (depending
on the used emission inventory) to the production of O3 in Germany. The missing long
range transport of biogenic emissions (see Sect. 3.3) is expected to change this results

11The parametrisations used for the calculation depend on the temperature (C5H8 emissions) and on
the surface temperature (emissions of NOx from soils).

12These emissions are mainly located in the free troposphere.
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Table 5.2: Production and loss channels of Otra
3 (in Tg) integrated over the period JJA. Shown

are the results for CM50 and CM12 integrated over the domain covered by CM12 (up to 200
hPa). Listed are the values for the REF and the EU08 simulation.

REF, CM50 EU08, CM50 REF, CM12 EU08, CM12

PO3(RO2) 0.368 0.438 0.420 0.500
PO3(HO2) 0.607 0.679 0.677 0.756
DO3(HO2) 0.0892 0.0887 0.0894 0.0881
DO3(OH) 0.0961 0.104 0.101 0.110
DO3(RO) 0.000521 0.000545 0.000547 0.000578
PO3(XO) 0.0941 0.0978 0.0967 0.101
PO3(NO) 0.00228 0.00296 0.00264 0.00341
net Otra

3 production 0.693 0.822 0.807 0.954
total net O3 production 3.68 3.58 4.13 4.01
percent road traffic 18.8 23.0 19.5 23.8

only slightly, making the road traffic sector a very important contributor to O3 produced
over Germany.

To sum up: the finer resolution of CM12 compared to CM50 leads to a slightly larger
O3 production in rural areas, mainly caused by more biogenic emissions and a higher
temperature. This enhancement is confined to the PBL, leading to a larger contribution
of the sources located in the PBL in CM12 compared to CM50. Due to this larger
production rates the absolute values of Otra

3 are increased in CM12 compared to CM50.
In the hotspot regions the shift of the O3 chemistry towards a larger ’VOC-limit’ leads to
lower O3 values in the results of the finer resolved instance. Besides this, slightly larger
95th percentiles of the contribution are simulated by CM12 compared to CM50.

5.3 Influence of anthropogenic emission inventories

At the beginning of this chapter (Fig. 5.2a) the contribution of Otra
3 for the different

simulations has been discussed shortly. The area averaged contributions change only
slightly between most simulations. Regionally, however, larger differences between the
simulation results exist. Therefore, this section is dedicated to a more detailed comparison.
The focus of this comparison is on JJA, as during this period the road traffic contribution
and the local production of O3 is largest. The comparison focuses on selected trace gases
(O3, NO2 and OH). In general only the values at ground and for the 850PC are compared,
as the results in the higher levels are mainly influenced by the boundary conditions.

5.3.1 Resolution of anthropogenic emission inventory

To investigate the influence of the resolution of the emissions on chosen trace gas mixing
ratios,



92 5. Contribution of road traffic emissions in Europe for 2008

• the CM50 results of the REF and REFT42 simulation are compared. The REFT42
simulation used the same anthropogenic emissions, but with artificially decreased
resolution.

Figure 5.13 highlights the differences (’REFT42 minus REF ’) for ground level mixing
ratios (left side) and the 850PC (right side). The coarser resolved emissions lead to a de-
crease of the ground level NO2 mixing ratios around the hotspot regions, as the emissions
of the hotspots are diluted over larger grid box areas. Especially in the Gulf of Lion, in
the Eastern Mediterranean and in Moscow reductions in the order of 4–6 nmol mol−1 are
found. The 850PC in these areas is lowered by 60–100 %.

These changed NO2 values lead to changes of the O3 values, especially in the Gulf of Lion,
the Eastern Mediterranean and in Moscow the differences are between 4–8 nmol mol−1.
This corresponds to a relative difference of 10–20 % in the Gulf of Lion and the Eastern
Mediterranean, and up to 50 % in Moscow. The 850PC of O3 is larger by 2–6 % in the
Mediterranean region, up to 8 % in the Eastern Mediterranean and more than 12 % in
Moscow. The large differences over the Mediterranean are mainly caused by the coarse
resolution of the ship emissions. With finer resolution of the emissions most NOx is
emitted along the ship tracks, leading locally to a decreased OPE (Sect. 2.3.4). If these
emissions are more diluted, the OPE is enhanced, leading to the production of more O3.

The differences of OH are confined to the Mediterranean Sea, where more OH is abundant
offside the main ship routes. The absolute differences for the ground level values of
around 0.06 pmol mol−1 correspond to relative differences of 20–40 %. The differences
of the 850PC are most pronounced over Moscow and the Middle East, where relative
differences of 40–60 % are simulated. The larger OH mixing ratios are caused by larger
mixing ratios of O3 and subsequent photolysis of O3 and reactions with water vapour
forming OH (Sect. 2.3).

The influence of the coarser resolutions of the emissions on the contribution of Otra
3 is

shown in Fig. 5.14 for the ground level values and the 850PC. The contribution of Otra
3 to

ground level O3 is increased mainly in the Mediterranean Sea and the Eastern Mediter-
ranean up to 2 ppts. Small decreases are simulated over Spain and Portugal. These
decreases are larger for the 850PC compared to the ground level values with reductions
of around 1 ppts. The same magnitude of difference, but positive, is found over the
Eastern Mediterranean.

The differences for CM12 (Fig. A18, page 183) are not discussed. The results show,
that the resolution of the emissions is too coarse compared to the model resolution o
allow a reasonable analysis. Accordingly, no simulations should be performed where the
resolution of the emissions are much coarser than the resolution of the model.
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Figure 5.13: Differences (’REFT42 minus REF ’) averaged over JJA: Shown are the ground
level mixing ratios (left side) and the 850PC (right side) for NO2, O3 and OH. Please note the
different colour scales.
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Figure 5.14: Differences (’REFT42 minus REF ’) of the contribution (in ppts) of the road
traffic category to O3 at ground level and for the 850PC. Values are averaged over JJA. Please
note the different colour scales.

5.3.2 Differences between the MACCity and the VEU inventory

To investigate the difference between the results using MAC08 and VEU08 the simulation results

• of CM50 from the REF and EU08 simulation are compared.

Figure 5.15 shows the absolute differences (’EU08 minus REF ’). In the hotspot regions
the ground level NO2 mixing ratios are larger for EU08 compared to REF. The absolute
differences are around 6–12 nmol mol−1 at maximum, while the NO2 mixing ratios in the
Gulf of Lion are lower by 4–6 nmol mol−1. The differences for the 850PC of NO2 between
both simulation results is largest near the hotspot regions. Locally the values are up to
100 % enhanced in the results of EU08 compared REF. Only in the Gulf of Lion and in
Southern Finland the NO2 values are reduced in the EU08 simulation results by 40–80 %.
The larger NO2 mixing ratios in the hotspot regions simulated by EU08 compared REF
are a direct consequence of the different emission inventories, as the contrast between the
emissions of the urban areas compared to the rural areas is larger in the VEU08 inventory
compared to the MAC08 inventory. These larger NOx emissions in the mentioned regions
lead to the simulation of lower values of the OPE (Sect. 2.3.4) in EU08 compared to REF.
Accordingly, the O3 chemistry is more ’VOC limited’ and the net O3 production decreased.

This is also indicated by the differences of the O3 mixing ratios at ground level. Espe-
cially in the hotspot areas (e.g. Ruhrgebiet, Po basin or London) the ground level O3

values are lower, mostly by 4–8 nmol mol−1, which corresponds to a relative reduction of
around 10–20 %. Locally these differences can even be larger. The decrease of the 850PC
of O3 is most pronounced over Northern Africa, with maximum relative differences of
6 %. Similar magnitudes of the relative differences are found over Southeastern Europe
and over the hotspot regions in Central Europe (e.g. Po basin, Benelux States and some
German cities).

Further the OH values at ground level differ between the results of both simulations.
The values are increased by 0.06–0.08 pmol mol−1 in EU08 compared to REF in the Gulf
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Figure 5.15: Differences (’EU08 minus REF ’) averaged over JJA: Shown are the ground
level mixing ratios (left side) and the 850PC (right side) for NO2, O3 and OH. Please note the
different colour scales.
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Figure 5.16: Differences (’EU08 minus REF ’) averaged over JJA: Shown are the differences
at ground level (of CM12) for NO2, O3 and OH. Please note the different colour scales.

of Lion, corresponding to relative differences of 150–250 %. The 850PC of OH of the
EU08 simulation compared to the REF simulation is reduced largely over South Finland,
North Africa and in the Middle East, where relative reductions of 15–25 % are present.
Especially the changes in the Gulf of Lion can be explained by the increased OPE. This
changed OPE indicates that less HNO3 is formed in this region. This increase the OH
values in the Gulf of Lion, because less OH reacts with NO2. In addition, more O3 can
be photolysed to O(1D), which can then react with water vapour to form OH.

The differences between the results of CM12 of the REF and EU08 simulation are similar
to the differences discussed above for CM50. As the VEU08 inventory features a finer
resolution than the MAC08 inventory, the regional differences are even more pronounced.
Figure 5.16 shows these JJA averaged differences for the ground level values.
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Figure 5.17: Differences (’EU08 minus REF ’) of the contribution (in ppts) of the road traffic
category to O3 at ground level and for the 850PC. Values are averaged over JJA. Please note
the different colour scales.

As noted for CM50, O3 in the larger cities is lower because more NOx is emitted there
applying the VEU08 compared to the MAC08 emission inventory. This larger emissions
lead to an enhancement of NO2 by 6–8 nmol mol−1, corresponding to relative differences
of 100 % and more. Correspondingly, CM12 simulates 6–12 nmol mol−1 lower O3 ground
level mixing ratios in most large cities for the EU08 compared to the REF. The relative
reductions in the larger cities are in the range of 20–40 %, which is larger than the
reductions found for CM50. As has been discussed in Sect. 5.2, this is caused by more
confined emissions in the hotspot areas.

As noted in Sect. 3.2.4 the VEU08 inventory estimates a larger contribution of NOx

emissions of the road traffic sector compared to the anthropogenic non-traffic category.
This leads to a larger contribution (and also absolute values) of Otra

3 in the results of
the EU08 simulation compared to the REF simulation. Figure 5.17 shows the differ-
ences of the contribution of Otra

3 to ground level O3. Over Scandinavia a decrease of the
contribution of Otra

3 is simulated. The largest increase are found in Northern Italy and
Southeastern Europe, with differences of the contribution peak at 3 ppts. The differences
of the 850PC show similar patterns as for the ground level values, but the maximum is
reduced to 1.5–2.0 ppts.

To investigate the influence of a finer temporal resolution of the emissions the differences
between the EU08TE (hourly resolution on the emissions) and the EU08 (monthly reso-
lution of the emissions) simulations were analysed. The differences between the results of
both simulations are rather small and are not discussed in detail (corresponding figures
are part given in Sect. A.7 on page 188). The ground level NO2 levels are lower in the
cities by 1–2 nmol mol−1, which corresponds to 10–20 %. Also in most rural areas, small
relative differences of 5–10 % are present, while the absolute differences are small in these
regions. For the 850PC of NO2 larger differences of 10–15 % are only found over the Po
basin, the Iberian Peninsula and in some parts of Southeastern Europe as well as in the
Eastern Mediterranean. These differences are caused by the night-time chemistry. The
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usage of the hourly time curves of the emissions lead to smaller emission rates of NO
during night, especially for the road traffic sector, which exhibits a strong diurnal cycle
of the emissions (Sect. A.6, page 168). Due to the reduction of NO during night, less
O3 is titrated by the reaction of NO with O3 forming NO2 (and O2). This leads to an
relative increase of O3 and a decrease of NO2 during night (Sect. 2.3). These changes of
ground level O3 are mainly found in the large cities (1–2 nmol mol−1). The 850PC for O3

shows almost no differences (the relative differences are below 1 %). The changes of Otra
3

as simulated by CM50 are below 0.5 ppts.

5.3.3 Local O3 production rates

To estimate the importance of the local production of O3 in Europe compared to the
inflow of O3, the local production rates of O3 and the O3 mass are compared13. Comparing
both quantities serves mainly as a qualitative indicator of the importance of long range
transport and local production, because the local production is also influence by the long
range transport of precursors.

Before comparing the O3 mass and the net O3 production in detail, the importance of
the different production and loss channels is investigated. Table 5.3 gives an overview
of the production and loss channels (Sect. 3.1.7) in the troposphere (up to 200 hPa) of
Otra

3
14. The most important channel for the production of Otra

3 is the reaction of NO with
HO2. The ratio PO3(HO2)/PO3(RO2) changes for the different simulations and is 1.53
for the REF simulation and 1.56 for the REFT42 simulation. This change of the ratio
indicate that more O3 is formed by reactions with HO2 than by reactions with RO2. This
corresponds to a lower ’VOC limit’ of the O3 chemistry, which is an effect of the increased
resolution of the emissions in REF compared to REFET42. The ratio is around 1.51 for
both simulations using the VEU08 inventory, which is caused by a different NOx/VOC
ratio in the emissions.

The ratio is smaller (1.44) for EMAC using the MAC08 inventory, caused by a decreased
NOx/VOC ratio as simulated by EMAC than by CM50 (Sect. 5.1). This leads to an
increase of the O3 production by reactions of NO and RO2. In general around 60 % of
Otra

3 is formed by the PO3(HO2) channel over Europe. This is in agreement with the
global results from Tsati (2014), where around 65 % of Otra

3 are globally formed through
the PO3(HO2) channel.

The analysis of the loss channels shows rather similar results for all simulations. The
most important loss reaction for Otra

3 over Europe is the reaction with HO2 (DO3(HO2),
relative contribution ≈ 40%), followed by loss with untagged species (DO3(XO), ≈ 30%)
and reactions with OH (PO3(OH), ≈ 30%). Loss of O3 caused by reactions with NOy

or RO plays almost no role. In contrast to this, Tsati (2014) reported global values for
the aviation and shipping category, for which the most important loss channel, with a
relative contribution of around 50 %, was the DO3(XO) channel. Separate values for the
road traffic category were, however, not provided by Tsati (2014).

13This analysis could be improved by having a diagnosis in the COSMO model which quantifies
the inflow. The implementation of such an diagnosis is not straightforward, as the COSMO model is
influenced over a broad relaxation area at the boundaries (Sect. 3.1.2).

14The results of the REFbio values are not shown, because they are similar to the results of the
REF simulation. Accordingly, the local production of O3 is only slightly influenced from the incorrect
boundary conditions.
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Figure 5.18: Mass, Loss O3 (LossO3) and net production of Otra
3 (all in Tg) for the REFbio

simulation. The values are integrated over the domain of CM50 and up to 200 hPa. Shown
are monthly averaged values. The shaded areas indicate one standard deviation with respect to
time of daily mean values compared to the shown monthly mean values.

All four simulations results show similar production of O3 by the road traffic category
(≈ 24 Tg a−1), caused by comparable total emissions of the road traffic sector in the
MAC08 and VEU08 inventory. The NOx emissions from the other anthropogenic sectors,
however, are lower in VEU08 compared to MAC08. This leads to an reduced total O3

production in the results of the simulations using the VEU08 inventory. Therefore the
ratio of O3 produced by the road traffic category is 17.9 % in the REF simulation and
20.4 % in the EU08 simulation.

The net O3 production shows a strong seasonal cycle. As an example Fig. 5.18 shows
the net production of Otra

3 . Additionally, the total mass of Otra
3 and Loss O3 of Otra

3 are
shown too. The net production of O3 from an individual category depends on the net O3

production (which is largest in May–June) within Europe15, the amount of emissions from
the individual category and the total amount of emissions. The mass is determined by the
in- and outflow of the domain, chemical production and loss, as well as deposition of O3.

The mass of Otra
3 fluctuates between 1.1–1.9 Tg during the year (Fig. 5.18). The annual

cycles for both, the net production and the loss of O3 are larger. The maxima of the
mass, the production, and the loss are shifted. As only a subset of the glob is analysed
the budgets can not be closed. Especially the mass and the production is influenced by
long range transport of O3 and precursors to Europe.

The mass and the net production of Otra
3 during winter (not shown) is rather similar

simulated by the REF and EU08. This is caused by the long lifetime of O3 during this
time, as the loss rates of O3 are low. In addition, less photochemical production over
Europe takes place during winter. Accordingly the contribution is mainly governed by

15The tagging method weights the diagnosed production and loss rates with the amount of precursors
from the individual categories (Sect. 3.1.7).
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Table 5.3: Production and loss channels (in Tg a−1) for Otra
3 . Values are integratedover the

CM50 domain (up to 200 hPa) and for the year 2008.

REF REFT42 EU08 EU08TE

PO3(HO2) (Tg a−1) 25.24 25.85 24.98 25.12
PO3(RO2) (Tg a−1) 16.47 16.58 16.58 16.67
DO3(HO2) (Tg a−1) 7.25 7.26 7.30 7.31
PO3(OH) (Tg a−1) 4.51 4.58 4.59 4.61
DO3(RO) (Tg a−1) 0.06 0.03 0.03 0.06
DO3(XO) (Tg a−1) 5.47 5.50 5.51 5.52
DO3(NO) (Tg a−1) 0.32 0.32 0.32 0.33
production Otra

3 (Tg a−1) 24.11 24.72 23.79 23.94
total O3 production (Tg a−1) 135.03 140.07 116.78 116.87
contribution road traffic (%) 17.85 17.65 20.37 20.49

the inflow and influenced only slightly by local emissions. During summer the lifetime
of O3 is shorter. The contribution of the different categories to O3 are altered more
effectively by local production due to local emissions. Yet, the inflow is still important,
as for example besides O3 itself, also precursors like PAN are transported to Europe and
alter locally the O3 production (Sect. 2.3.3).

5.3.4 Emission categories contributing most to the O3 produc-
tion

To understand which categories contribute most to the O3 production in Europe a further
analysis was conducted. I calculated the net production of O3 integrated up to 850 hPa for
every category, restricted to the period May–September, during which the O3 production
is largest (Sect. 5.3.3). The calculated production rates were sorted for every gridbox,
starting with the category with the largest production. From top to bottom I picked up
to three categories which account for at least 60 % of the O3 production. The threshold of
60 % was chosen arbitrarily, but the general outcome of this analysis is only minor influ-
enced if the threshold is varied slightly. However, the analysis gives no information about
the absolute O3 production rates of the different categories (and for different regions).

Figure 5.19 shows the geographical distribution of the most important categories for the
MAC08 and VEU08 inventory. Applying the MAC08 inventory, the production of O3 is
simulated to be produced by a mixture of emissions from the anthropogenic non-traffic,
biogenic and road traffic categories most parts of Northern, Central- and Western Europe.
In most parts of Eastern Europe and Russia O3 is mainly produced by anthropogenic and
biogenic emissions. Over the Iberian Peninsula O3 production is governed by emissions
from the biogenic and road traffic category. Over most parts of the Atlantic, O3 is
mainly produced by shipping emissions, while in the Mediterranean a mixture of shipping,
anthropogenic non-traffic and biogenic emissions prevail.

The geographical distribution for the VEU08 inventory in Western- and Central Europe
is rather similar compared to the results obtained with the MAC08 inventory. The main
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Figure 5.19: Analysis of the categories which contribute most to the O3 production up to
850 hPa during the period May–September 2008. From left to right the colour bar indicates the
different categories and combinations of categories. The first four colours indicate regions where
one of the categories anthropogenic non-traffic, shipping, biogenic and road traffic contributes
to more than 60 % to the production of O3 (up to 850 hPa). The following five colours indicate
regions were at least 60 % of the O3 production are caused by a combination of two categories.
The last three colours show areas where three categories contribute to more than 60 % to
the O3 production. White areas display regions where the production is dominated by other
categories as shown here. For the displayed combinations of categories no differentiation of the
amount of O3 produced by the different categories is performed, meaning one grid box displayed
as ’shipping + road traffic’ either ’shipping’ or ’road traffic’ could be the largest contributor.
Shows are the values for the REF simulation (MAC08) and the EU08 simulation (VEU08).

differences are found in Southeastern Europe. Using MAC08, O3 production in these
region is mainly controlled by a mixture of the anthropogenic non-traffic and biogenic
emissions, while for VEU08 this mixture is replaced by a mixture of road traffic and
biogenic emission over this area.

This analysis shows that O3 in the PBL in most parts of Europe are mainly produced
from precursor emissions of the anthropogenic non-traffic category, the biogenic category
and the road traffic category. Accordingly, uncertainties of the estimates of these emissions
can influence the analysis of the O3 production for Europe at most.

5.4 Sensitivity to changes of biogenic emissions

So far mainly the sensitivity of the contribution on different models and resolutions, as
well as anthropogenic emission inventories is investigated. Besides the estimates for an-
thropogenic emissions also the estimates for biogenic and natural emissions are rather
uncertain. This is crucial as the emissions from soils and plants are important sources
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Table 5.4: Net production of O3, Otra
3 and Obiog

3 integrated over the CM50 domain up to
850 hPa for JJA. In addition also the ratio of net production of Otra

3 to O3 (in %) is shown.

Simulation PO3 (in Tg) POtra
3 (in Tg) PObiog

3 (in Tg) POtra
3 /PO3 (in %)

REF bio EMAC 27.5 5.4 9.4 19.7
REF no C5H8 25.2 5.0 7.7 19.9
REF no NO 24.6 6.0 5.5 24.3
REF C5H8 scaled 28.9 5.6 9.9 19.3
REF no biotag 27.8 7.1 5.3 25.5
REFT42a 28.8 5.6 9.6 19.6

of NOx and VOCs and contribute to O3 production in Europe (Sect. 5.3.4). In particu-
lar, when investigating anthropogenic ground level sources, the biogenic emissions might
play an important role, as both, the anthropogenic and biogenic emissions, are located
at ground level.

To further quantify the influence of changes in the biogenic emissions on the contribution
of Otra

3 I performed additional sensitivity studies, for which the biogenic emissions are not
calculated by CM50. Instead the emissions, as calculated by EMAC, were transformed
onto the CM50 grid, leading to identical isoprene (C5H8) and soil-NOx emissions between
EMAC and CM50. The following gives a short summary of the changes made for the
sensitivity studies and the questions addressed by these studies. More detailed information
about these sensitivity studies are given Sect. A.1 (page 141).

• REF bio EMAC : Same biogenic C5H8 and soil-NOx emissions as in EMAC are used
in order to investigate the influence of the changed geographical distribution as well
as the coarse resolution of the emissions.

• REF no C5H8 : As REF bio EMAC, but without C5H8 emissions to investigate the
influence of these emissions.

• REF no NO : As REF bio EMAC, but without the soil-NOx emissions to investigate
the influence of the soil-NOx emissions.

• REF C5H8 scaled : As REF bio EMAC, but the C5H8 emissions are scaled with 0.60
instead of 0.45 in CM50, to investigate the influence of the different scaling factors
for the biogenic C5H8 emissions between EMAC and COSMO.

• REF no biotag : As REF bio EMAC, but neglecting the soil-NOx and biogenic C5H8

emissions for the TAGGING submodel to investigate, if the results are comparable
to the values of EMAC for the REF simulation.

• REFT42a: As REFT42 simulation but using the same biogenic C5H8 and soil-
NOx emissions as in EMAC, to investigate how the results change, if both the
anthropogenic and natural emissions are resolved with a coarse spatial resolution.

Table 5.4 lists the net production of O3, Otra
3 , Obiog.

3 and the relative contribution of
POtra

3 to the total production of O3 (POtra
3 /PO3) integrated for JJA. The net production
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is largest in the simulations with coarse emissions (REFT42a) and with enhanced C5H8

emissions (REF C5H8 scaled) and lowest in the two simulations with reduced biogenic
emissions (REF no NO, REF no C5H8 ). The decrease of the production is larger for the
simulation without NOx emissions from soils (REF no NO) compared to the simulation
without biogenic C5H8 emissions (REF no C5H8 ).

The production of POtra
3 is largest in the simulation, in which the biogenic emissions are

not tagged correctly (REF no biotag). In this case the biogenic emissions are treated by
the TAGGING diagnostic as a bulk process, similar as dry deposition. The emissions are
spread over all categories (details about this approach are provided by Grewe et al., 2016).
This leads to an increase of NOtra

y and NMHCtra in comparison to the correct treatment
of the biogenic emissions, which causes a strong increase of POtra

3 .
The contribution of POtra

3 to PO3 is around 19–20 % for most of the simulations, only in
the simulation REF no NO and REF no biotag this contribution is larger by ≈ 5 ppts. To
understand this behaviour the basic idea of the tagging method (Sect. 3.1.7) is recapped.
The temporal evolution of O3 of the category j is16:

∂Oj
3

∂t
=

1

2
PO3(HO2)(

NOj
y

NOy

+
HOj

2

HO2

), (5.2)

meaning the production of O3 of a category j is governed by PO3(HO2), the ratio of NOy

from category j and the total NOy as well as the ratio of HO2 from category j and the
total HO2. Increasing values of PO3(HO2) with unchanged fractions of the precursors from
category j lead to an increase of the absolute values of category j, but no changes of the
relative contributions. The fraction of NOy, however, does change remarkably only for
the simulations REF no NO and REF no biotag, as here the NO emissions (the fraction
of the precursors) are changed.

Table 5.5 shows the contribution of the road traffic category and 850PC absolute values
of O3 and Otra

3 . Corresponding to the analysis of the net O3 production as have been
discussed above, the simulations with larger values of the O3 production show also larger
values of O3 and Otra

3 . The usage of the soil-NOx and biogenic C5H8 emissions from EMAC
(REF bio EMAC ) leads to an increase of O3. Over most parts of Europe the differences
are small, only in the Mediterranean and in Eastern Europe the 850PC of O3 and Otra

3

increase by 4–5 %. Accordingly, the contribution of Otra
3 does not change. Figures showing

these differences are given in the Appendix (Fig. A21, page 190).
Compared to the results of REF bio EMAC the 100 % reduction of the soil-NOx emis-

sions (REF no NO) lead to a reduction of O3 in Eastern and Southern Europe. In both
regions ground level O3 and the 850PC of O3 is decreased by around 5 %. In Mid Eu-
rope, however, ground level O3 increases by 2–3%. In contrast to the reduction of O3

in Southern- and Eastern Europe the 850PC of Otra
3 increases over most parts of Eu-

rope by approx 5 %. Accordingly Otra
3 is formed more efficiently and the contribution

increases by ≈ 0.8 ppts.
The 100 % reduction of the biogenic C5H8 emissions (REF no C5H8 ) decreases the

850PC of O3 mainly south of 45◦ N by around 5 %. A similar decrease is found for the
850PC of Otra

3 , resulting in small changes of the contribution of Otra
3 . Accordingly, the

increase of the C5H8 emissions (REF no C5H8 ) lead to an increase of the 850PC of O3 by

16This example considers for simplicity only the production of O3 through reactions of NO and HO2.
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Table 5.5: Contribution of Otra
3 to the 850PC of O3 (in %). Shown are JJA averaged values

for the CM50 domain. The ranges indicate one standard deviation with respect to time (based
on 3 hour model output).

Otra
3 (%) 850PC Otra

3 (DU) 850PC O3 (DU)

REF 12.67± 0.69 0.74± 0.07 5.83± 0.27
REF no NO 13.56± 0.70 0.78± 0.06 5.77± 0.27
REF bio EMAC 12.72± 0.69 0.75± 0.06 5.90± 0.26
REF no C5H8 12.61± 0.71 0.72± 0.07 5.72± 0.28
REF C5H8 scaled 12.74± 0.68 0.76± 0.06 5.95± 0.26
REF no biotag 14.26± 0.70 0.84± 0.07 5.90± 0.26
REFT42 12.68± 0.69 0.75± 0.06 5.88± 0.27
REFT42a 12.73± 0.69 0.76± 0.07 5.95± 0.26

2 % in the Mediterranean, with a similar increase for Otra
3 , resulting in a small difference

of the contribution of Otra
3 .

The largest differences of the contribution of Otra
3 are simulated by REF no biotag. As

has been discussed, Otra
3 is artificially increased by the incorrect tagging of soil-NOx and

biogenic C5H8. The values of O3 are not altered, increasing also the contribution of Otra
3 .

The difference of the contribution of Otra
3 between the REF bio EMAC and REF no biotag

simulation is comparable with the difference found for EMAC between the REF and
REFbio simulation (see discussion on page 77). The results of the REFT42a generally
confirms the discussed results. The usage of the biogenic and soil-NOx emissions from
EMAC in CM50 increase the absolute values of O3 and Otra

3 , but that the contribution in
only slightly changed.

The different importance of biogenic C5H8 compared to soil-NOx with respect to the
contribution can be understood in terms of the OPE concept (Sect. 2.3.4). Depending on
the chemical background, one NOx molecule can undergo multiple cycles, thus forming
multiple O3 molecules. The C5H8 emissions control these background conditions in such
a way that the oxidation products (a very simplified version is discussed in Sect. 2.3.2)
react with NOx to form O3. Especially in the ’VOC-limited’ regime C5H8 is important
to allow an efficient O3 production. In comparison to NOx the reactions of C5H8 are not
catalytic, because the oxidation products of C5H8 are consumed by this reaction. The NOx

molecules are not consumed during the production cycle of O3 (Sect. 2.3). Nevertheless,
one C5H8 molecule can form several O3 molecules, as oxidation products of C5H8 can
undergo further reactions forming O3 (Sect. 2.3.2).

To sum up, the investigated sensitivity studies show that the contribution of the road
traffic category is most sensitive to uncertainties in the NOx emissions from soils. Dif-
ferences in the C5H8 emissions or the resolution of the biogenic emissions mainly change
the net O3 production (and thus the absolute values) but only slightly the contribution.
More details follow in the next section.
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Table 5.6: Area averaged Otra
3 contributions for the JJA period of the road traffic sector for

the different PRUDENCE regions (see Sect. A.5, page 166). The range denotes one standard
deviation with respect to time (based on three hour model output).

region REFbio, 2008 (%) REFbio, JJA (%)

CM50 domain 10.82± 1.00 11.42± 0.71
Eastern Europe 10.67± 1.60 11.50± 1.60
Mediterranean 11.37± 1.53 12.53± 1.03
Alps 11.63± 2.01 13.35± 1.53
Scandinavia 10.47± 1.26 11.28± 1.20
Mid Europe 10.56± 1.53 11.29± 1.60
France 10.18± 1.60 10.18± 1.72
Iberian Peninsula 10.44± 1.44 11.27± 1.50
British Isles 9.92± 1.28 10.10± 1.36

5.5 Intercomparison of the results from the different

simulations

As analysed in this chapter so far, the differences between the results of the simulations
depend on the region. Therefore, these differences of the simulations are analysed fo-
cusing on the so called PRUDENCE subdomains, which were defined in the scope of
the EU project PRUDENCE17. Before focusing on the differences between the results of
the different simulations, the differences between the regions are investigated. Table 5.6
lists the contribution of Otra

3 to the 850PC, for the different PRUDENCE subdomains18.
Shown are the results of the REFbio simulation, as only here the long range transport
from biogenic sources is tagged correctly (details are given on page 77). Averaged over
the area of the CM50 domain the contribution of Otra

3 is 10.8 % for the annual average
and 11.4 % during JJA. Most regions in Europe show average values which are similar to
the domain averaged values. Only the Mediterranean and Alps show larger contributions
compared to the values for the whole domain. The region of the Alps is small compared to
other regions, due to the topography of this region no 850PC values are available at some
grid boxes. Therefore, the values for this region are dominated by the large contributions
found in the Po basin.

To compare the results of the different simulations, Fig. 5.20 summarises the differences,
averaged for JJA, of the 850PC of Otra

3 and the contribution of Otra
3 for all simulations

and regions. The difference of the REF no biotag simulation is shown for the sake of
completeness only and will not be discussed in detail, due to the artificial increase of Otra

3

caused by the incorrect tagging of biogenic emissions. As have been discussed in Sect. 5.4,
the absolute values of the 850PC of Otra

3 (Fig. 5.20a) change slightly when decreasing the
emission resolution or changing the amount of biogenic C5H8 emissions. The contribution
of Otra

3 (Fig. 5.20b), however, shows almost no sensitivity due to these changes.

17More details are given in Sect. A.5, page 166.
18Please note, that prior to all analyses on the PRUDENCE subdomains the simulations results were

transformed onto a regular grid with 0.5◦ x 0.5◦ resolution
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Figure 5.20: Differences (’SIMULATION minus REF ’) for the individual simulation results
compared to the REF simulation, averaged for JJA and over the whole domain (Europe),
Germany as well as the different PRUDENCE regions. EMAC indicates in addition the difference
(’EMAC minus COSMO’) between COSMO and EMAC for the REFbio simulation. The grey
bars indicate one standard deviation with respect to time for the REF simulation (based on
three hour model output). (a) the difference of the 850PC of Otra

3 (in DU); (b) the difference
for the contribution of Otra

3 to the 850PC of O3 (in ppts).

The simulations with larger changes of the NOx emissions (REF no NO, EU08 and
EU08TE ) show the largest changes of the 850PC of Otra

3 and the contribution of Otra
3 .

Especially in Eastern Europe, the Mediterranean and the Alps a large sensitivity to the
changes of the soil-NOx and anthropogenic emissions, which correspond to ≈ 10% relative
difference compared to the REF simulation, is observed (Fig. A22 on page 191 shows the
relative differences). These regions do also show the lowest sensitivity to the too low
inflow of O3 and precursors from the biogenic category (REFbio). However, even in these
regions correct boundary conditions are of importance. Compared to this only the results
of the simulation with changed boundary conditions (REFbio) shows a larger difference
(around 10 %) compared to the other results. This indicates that the contribution of road
traffic emissions over the British Islands is mainly controlled by the large scale inflow.

Summarising the findings from these results it can be concluded that the contribution
is most sensitive to changes of the NOx emissions, as already shown in Sect. 5.4. The
absolute values are also sensitive to the NOx emissions, but also to changes of the net
O3 production (caused e.g. by lower resolution of the emissions or changes in the bio-
genic VOC emissions). Also the differences between EMAC and CM50 are larger for the
absolute values than for the contribution (caused by the differences of the O3 produc-
tion, Sect. 5.1.2). Accordingly, the absolute values are much more sensitive to differences
of the used models, emission resolutions and uncertainties of the emission estimates of
(biogenic) VOC emissions compared to the contribution. The differences of the results be-
tween EMAC and CM50, however, are in the range of differences caused by uncertainties
in the emission estimates.
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Figure 5.21: (a) Annual cycle for 2008 of the monthly total NOx emissions (in Tg) integrated
over the CM50 domain. (b) Annual cycle for 2008 of the area weighted averaged contribution to
the 850PC of O3 of the corresponding sectors. Both figures show the values for the anthropogenic
non traffic and the road traffic category for the MAC08 and the VEU08 inventory. The shaded
areas in (b) indicate one standard deviation with respect to time (based on daily data).

In addition it is important to note that for most regions the temporal variation of the
850PC of Otra

3 and the contribution of Otra
3 is larger than the individual changes of the

emissions. Reasons for this strong temporal variations are discussed in the next section.

5.6 Temporal and spatial variations of the contribu-

tions

5.6.1 Seasonal cycle of the contributions

In all simulations the contribution of Otra
3 shows a strong seasonal cycle, with a minimum

during winter and a maximum during summer. The road traffic emissions themselves,
however, show only a small seasonal cycle, but the emissions of the anthropogenic non-
traffic sector shows a distinct seasonal cycle. The emissions are large during winter and
low during summer. This seasonal cycle is caused by increased emissions in households
(e.g. firing, heating) and larger needs for electricity during winter (Sect. 3.2.5). The
corresponding seasonal cycles of the NOx emissions of the anthropogenic non-traffic sector
and the road-traffic sector for MAC08 and the VEU08 are shown in Fig. 5.21a. The
MAC08 total emissions of the anthropogenic non-traffic category peak at 0.80 Tg in
January and have a minimum of 0.46 Tg in July. The emissions of VEU08 peak in
February at 0.85 Tg and have a minimum during August of 0.31 Tg. This seasonal cycle
of the emissions in MAC08 is not unique in Europe, but also present globally (e.g. in
the USA, not shown). Accordingly, not only the emissions over Europe are altered by
the seasonal cycle but also the emissions in other regions. These seasonal cycle in other
regions further affects the contributions in Europe trough the long range transport.
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The contribution of Otra
3 and Oanth

3 to the 850PC is displayed in Fig. 5.21b. The strong
seasonal cycle of the anthropogenic non-traffic emissions leads to a strong seasonal cycle
of the contribution of the corresponding sector. The lowest values of the contribution
of Oanth

3 are reached in August (16.5 % for the MAC08 inventory and 14.6 % for the
VEU08 inventory). In April the contributions reach a maximum of 25.7 % and 24.7 %,
respectively. The seasonal cycles of the absolute values of the 850PC for Otra

3 and Oanth
3

are rather similar (not shown).
This seasonal cycle is, however, not directly related to the seasonal cycle of the emissions,

because the processes leading to the seasonal cycles of the contributions are much more
complex. Two processes are most important.

1. The O3 production: As an example the difference of the seasonal cycle between
the emissions of the anthropogenic non-traffic category and the corresponding emis-
sions are considers. The emissions are largest during winter. In this time the O3

production over Europe is rather small. Only if sufficiently large emissions and
large O3 production coincide the contribution is large (as during April–May for the
anthropogenic non traffic category).

2. The amount of emissions from the other sectors influence the contribution of one
specific sector. As an example the biogenic category is considered (not shown) with
strong seasonal cycle of the emissions. Especially during August the contribution
of the biogenic category is large, leading to decreased contributions of all other
categories.

Both processes influence the contribution of the road traffic category. The emissions of
the category shows almost no seasonal cycle. The contribution increases during spring,
when the O3 production increases. During August, however, when the emissions of the
anthropogenic non-traffic category are lowest, the contribution of the road traffic category
decreases. This decrease is caused by increased emissions of the biomass burning sector
during this period (analysis follows in Sect. 5.6.2).

5.6.2 Small scale fluctuations of the contribution

Superimposed on the seasonal cycle of the contribution of Otra
3 are short scale fluctuations.

Exemplary, the decrease of the contribution in mid May and in August is analysed in detail
(see Fig. 5.2a on page 77.).

To analyse the reason for the decrease in May, Fig. 5.22a shows the contribution of Otra
3

for 14–17 May 2008 and the corresponding wind vectors. In this period contributions of up
to 16 % are simulated, especially in Southern Germany, Northern Italy and Austria. The
regions with these large contributions are dominated by an airflow from the Mediterranean
region. During the period from 18–21 May 2008 (Fig. 5.22b) the weather in Central
Europe is dominated by a low pressure system over Scandinavia. The resulting circulation
brings air from Scandinavia, the Northern Atlantic and the British Islands to Central
Europe. In these air masses the contribution of Otra

3 is lower compared to air masses
coming from the Mediterranean region. This lower contribution is mainly caused by lower
net O3 production in Northern Europe in connection with lower road traffic emissions in
this region. In the downwind regions from Germany the contribution of Otra

3 increases
again.
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14. —17. May 18. — 21. May

Figure 5.22: Contribution of the road traffic sector at 850 hPa. The wind vectors indicate the
horizontal wind at 850 hPa. The reference vector indicates the wind speed in m s−1. Shown are
the average values for 14–17 May and for 18.–21. May 2008 of the REF simulation.

a) b)

c) d)
contribution (percentage points) contribution (percentage points)

Figure 5.23: Difference (’August minus July’) of monthly averaged values from the REF
simulation. (a) difference of Otra

3 contribution to the 850PC (in ppts); (b) difference in Obio
3

contribution to the 850PC (in ppts); (c) difference of the net O3 production averaged from the
surface to 850 hPa (in pmol mol s−1); (d) difference of the NO2 photolysis rate averaged from
the surface to 850 hPa (in 1 s−1). The shown values are from the REF simulation.
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As a second example on how the contribution of the road traffic category can be altered,
even on the timescale of around one month, the reason for the decreased contribution
of Otra

3 in August compared to July is investigated. Figure 5.23a shows the difference
(’August minus July’) of the contribution of Otra

3 to the 850PC. The contribution of Otra
3

decreases in most parts of Europe, while the contribution of the biomass burning category
increases mainly in Eastern Europe and Northwestern Europe (Fig. 5.23b). The increase
over Eastern Europe is caused by a large biomass burning source in August in Russia,
while the increase in Northwestern Europe is caused by an increase of the contribution
due to long range transport.

These two effects of a large local biomass burning source and inflow of air with large con-
tribution of the biomass category is further intensified by a decrease of the O3 production.
The O3 production decreases in August compared to July especially in Central Europe
(Fig. 5.23c). In this region the the largest sources of road traffic emissions are located and
a decrease of the O3 production in this region leads to a decrease of the contribution of
Otra

3 . In Eastern Europe, and especially in Russia, where the local biomass burning source
is located, the net O3 production increases in August compared to July. This change in
the O3 production is mainly caused by changes in the photolysis rates (Fig. 5.23d), which
are enhanced in August compared to July over parts of Eastern Europe. The large local
biomass burning source there leads too an enhanced production of O3 from biomass burn-
ing. In addition, reduced photolysis rates over parts of Middle Europe, where most of the
road traffic emissions are present, leads to a decrease of O3 produced from emissions of
the road traffic sector.

5.7 Discussion

My analysis indicates that the contribution of road traffic emissions to the European
850PC of O3 is around 11 %, using CM50 together with the MAC08 emission inventory.
During winter the contribution is around 10 % and increases to around 12 % during JJA.
The contribution to ground level O3 is around 13–14 %, which corresponds to absolute
mixing ratios of 5–10 nmol mol−1 during JJA. Regionally the values are larger, especially
in the Mediterranean area and the Po basin. Especially in Central Europe the contribution
of Otra

3 is strongly controlled by the meteorological conditions, determined mainly from
inflow over the Atlantic, but also by transport from the Mediterranean or Scandinavia.
In years with longer heatwaves (e.g. 2003) and stagnant meteorological conditions the
influence of the inflow might be smaller.

My findings with respect to the contribution are in the range of results from previous
studies using a 100 % perturbation approach. Granier and Brasseur (2003) reported
an impact of road traffic emissions on ground level O3 for Europe of 10–15 % in July,
considering only NOx emission from the road traffic sector. Niemeier et al. (2006) also
included CO and NMHC emissions from the road traffic sector and found an impact of
10–25 % during summer in Europe, which corresponds to 5–10 nmol mol−1. Using similar
emissions Matthes et al. (2007) reported an impact of the traffic sector of 16 % during
summer, corresponding to 10 nmol mol−1. A detailed comparison with the findings of
Reis et al. (2000), Tagaris et al. (2015) using regional models for Europa and a 100 %
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perturbation are not feasible, because these studies investigated the impact of road traffic
emissions on certain O3 metrics. These impacts were in the range of 10–20 %.

Compared to the results from the global studies, Hoor et al. (2009, Fig. 5, scaled to
100 %) found an impact of the road traffic emission in the range of 4–6 nmol mol−1 on O3

in the lower troposphere (surface–800 hPa). Averaged annually and zonally from 30◦ N to
60◦ N an impact of 3.7 % was reported. Smaller values are reported by Hodnebrog et al.
(2012), who found a maximum impact in the lower troposphere of 3 nmol mol−1 during
July for the zonal average at 30◦N. The results from Hoor et al. (2009) and Hodnebrog
et al. (2012) were based on a 5 % perturbation and are lower compared to my results
and the results using a 100 % perturbation. These differences of the results can be at-
tributed to the different magnitudes of the perturbations. Additionally, different emission
inventories were used.

When comparing my results to results of previous studies using the perturbation ap-
proach the underestimation of the contribution by the perturbation approach compared
to the tagging approach must be considered. As an example, Grewe et al. (2012) reported
an underestimation of the contribution of the road traffic sector by a factor of 5 using a
100 % perturbation compared to a tagging method. The global average contribution of
13 % to the tropospheric O3 column reported by Grewe et al. (2012) is larger compared
to my findings19, but Grewe et al. (2012) used an emission inventory for the year 1990
and a simplified tagging method, considering only NOx.

Compared to all these studies I used a tagging method which considers all O3 precursors
and therefore takes the competing effects of NOx and VOC for the production of O3 into
account. Further, I used a finer resolution for the model simulation which can affect
the results due to the non-linearity of the O3 chemistry. Nevertheless, my results are in
a similar range compared to the values reported using a 100 % perturbation approach.
This similarity between my results and the results using the 100 % perturbation might be
attributed to older emission inventories used in previous studies. Accordingly, previous
studies using a 100 % perturbation underestimated the contribution because of the used
method. The larger emissions in these studies increase the contribution of road traffic
emissions compared to present day conditions, leading to findings in these studies, which
are comparable to my results.

My analyses of the O3 production rates further showed, that the emissions from road
traffic contribute more than 20 % to the production of O3 in the troposphere over Ger-
many. The average values for Europe are smaller, but still around 18 %. This makes the
road traffic sector an important contributor the production of tropospheric O3 in Europe
and Germany. Accordingly, the road traffic sector has a large potential to decrease its
contribution to the O3 production by decreasing the road traffic emissions.

I analysed that the results with respect to the contribution are most sensitive to the
distribution and amount of NOx emitted from different sources. In particular the differ-
ent anthropogenic emission inventories (VEU08, increase of the contribution by 0.5 ppts
during JJA), missing soil-NOx emissions in Europe (+0.9 ppts during JJA), or missing
global boundary conditions for biogenic emissions (-1.3 ppts) lead to the largest changes
of the contribution of the road traffic category. To reduce the uncertainties of contribution
analyses in the future, it is very important to reduce the uncertainties of the emission

19Grewe et al. (2012) reported only global average values for the whole troposphere while I give only
values for Europe and up to 850 hPa.
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estimates of all NOx sources (both anthropogenic and natural), especially for the sources
located near the ground. Especially the soil-NOx emission estimates are rather uncertain.
Vinken et al. (2014) for example gives a global range of soil-NOx emissions of 4–15 Tg a−1.
The global total emissions of my simulations is at the lower end of this estimates. Larger
emissions from soil-NOx would likely decrease the contribution of road traffic emissions.

Compared to the differences caused by uncertainties of the emission estimates my results
indicate a rather small dependency of the model resolution on the results, which is between
0.3–0.5 ppts for the contribution of EMAC, CM50 and CM12. These differences are
mainly caused by different net O3 productions of the different models or model resolutions,
caused by differences in the temperature, biogenic emissions and the vertical transport of
precursors. These results refer to the average values of the contribution for Europe. The
analysis showed that regionally much larger differences are found between the results of
the different models. Comparing EMAC and CM50, the larger production rates of Otra

3

simulated by CM50 in the Po basin are striking. A further increase of the resolution
leads to larger maximum values (expressed as 95th percentiles) in CM12 compared to
CM50 especially in Southern Germany. To my knowledge, no similar comparisons of O3

contributions between results from a coarse resolved model and a fine resolved model
has been conducted so far, but Stock et al. (2013) investigated a similar problem. The
authors investigated the influence of megacities on the global tropospheric O3 budget and
removed the emissions of these cities and distributed these emissions globally. The effect
of this removal was mainly local near the cities and not globally. Similar as my findings
this result underlines that for regional analyses a fine resolution is indispensable. Further,
a fine resolution is important if extreme values are analysed. Average values over larger
areas (such as Europe) are only slightly influenced.

Further, my results show that the differences between the different simulations and mod-
els are larger for the absolute values of Otra

3 than for the contribution of Otra
3 . Especially,

EMAC simulates larger absolute ground level mixing ratios of Otra
3 compared to COSMO.

This increase can partially be attributed to the differences in temperature, vertical mixing
and biogenic emissions as discussed above. In addition, also the coarser resolution of the
emissions in EMAC compared to CM50 increases the production of O3. The dependency
of the O3 production on the resolution of the emission is well known. Wild and Prather
(2006) found that especially the production in the boundary layer is overestimated by a
coarse resolution of the model (and the emissions), while the production in the free tro-
posphere is only slightly affected. Similar results were also found by Jang et al. (1995a,b),
showing that especially the NOx chemistry is very sensitive to different resolutions, while
the VOC chemistry is only slightly influenced. These changes of the net O3 production
are a direct consequence of the non-linearity of the O3 chemistry, as with finer resolution
the O3 chemistry, especially near the hotspots, is more ’VOC-limited’ (e.g. Cohan et al.,
2006, Stock et al., 2014). A direct comparison of these previous findings with my results
should be performed with care, because most of these studies used CTMs. In CTMs
the meteorology is prescribed, while I applied a CCM, calculating both, meteorology and
chemistry consistently. CM12, for example, simulated a higher temperature compared
to CM50 leading to increased O3 production despite a increased resolution. A similar
influence of the meteorological conditions, however, was also shown by Tie et al. (2010)
using a regional CCM for simulations in the area of Mexico City.
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Similarly, isoprene emissions influence the production of O3 (e.g. Andersson and Engardt,
2010). An increase of this emissions increase the absolute O3 values, but the contributions
of NOx from different categories are only slightly influenced. The small differences of the
contributions in the results of the simulations with changed O3 production (e.g. C5H8

emissions or emission resolution) might be explained by the resolution. Even with 12 km
resolution emissions are mixed over large areas, meaning that always a mixture of precur-
sors from different categories is present. In addition, the required input-parameters for
the calculation of the biogenic emissions and the dry deposition rates were only available
with a horizontal resolution of 0.5◦ x 0.5◦. This is especially important for the biogenic
emissions and leads to relative homogeneous emissions over large areas. For future work,
it is therefore important to test, if a further increase of the resolution up to 1–3 km
decreases this mixing and leads to larger changes of the contributions.

Based on my analyses I suggest to distinguish two different types of sensitivities:

• Absolute values: The absolute values are rather sensitive to all processes which
influence the O3 production. Accordingly analyses of the absolute values of O3

produced from road traffic emissions can be influenced by processes like differences
in the meteorology (meaning temperature and radiation influencing the (photo)-
chemistry), (vertical) transport processes, the amount of biogenic emissions and the
efficiency of loss processes.

• Contribution: The contribution analyses seems to be rather robust. The results are
mainly influenced by the amount (and geographical distribution) of the different
NOx sources. Accordingly the uncertainties of the contribution analyses are mainly
governed by uncertainties of emission estimates. The reduction of these uncertainties
is rather challenging.

However, it is important to keep in mind that I analysed mainly the sensitivity of the
results to different models, resolutions and emissions. Others factors, which were not
analysed (Sect. 2.8), might also influence the results.

My results also show that the used nesting technique together with the used tagging
method is a well suited approach allowing for contribution analyses in a consistent man-
ner from the global down to the regional scale. The question, whether the increased
resolution due to the nesting steps is necessary, depends on the scientific questions of the
study. A global model is sufficient for studies investigating for instance the average global
contribution of a emission sector to O3, knowing that regionally larger errors are made
and the absolute values are rather overestimated. A finer resolved (regional) model is
necessary for investigating regional contributions, analyses of extreme pollution events,
or potential regional mitigation options.

5.8 Conclusions

The most important findings of my analyses of the contribution of road traffic emissions
for year 2008 conditions are:

• Emissions of the road traffic category contribute 11 % to the ozone column up to
850 hPa in Europe.
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• The contribution is lowest during winter (10 %) and increases during summer up to
12 %.

• Emissions from road traffic contribute more than 20 % to the production of O3 in
the troposphere over Germany and around 18 % in Europe.

• No large difference for the coarse resolution of the EMAC model or coarse resolved
emissions compared to results with finer resolution could be found for average values
over Europe. Regionally, however, large differences are visible (e.g. the Po basin).
In these regions fine resolved simulations are necessary for a correct assessment of
the contribution of road traffic emissions to O3.

• The analysis of the contribution of the road traffic emissions to O3 is most sensitive
to uncertainties of the estimates of NOx emissions from anthropogenic and natural
sources.



Chapter 6

Contribution of road traffic emissions
in Europe projected for 2030

The analyses in Chap. 5 have focused on the investigation of the influence of different
models, resolution of models, and emissions, as well as different emission inventories on the
contribution of the road traffic emissions on tropospheric O3 for present day conditions.
The present chapter is dedicated to a scenario of a possible future. Analysed are the
results of the simulations which were conducted using the VEU30 inventory. This emission
inventory assumes an increase of the travelled kilometres in Germany, but a decrease of
the total emissions in Germany caused by a reduction of the emissions per travelled
kilometre compared to 2008. Overall, the NOx emissions from road traffic are assumed to
decrease by roughly 25 % in Europe compared to the year 2008, while the emissions of the
anthropogenic non-traffic sector are assumed to increase by roughly 18 % (Sect. 3.2.3 and
Sect. 3.2.4). Compared are the results of three different simulations which are recapped
shortly (Sect. 3.3):

• EU30TE : Applying the VEU30 instead of the VEU08 inventory for CM50 and
CM12. The global boundary conditions from EMAC are identical to the EU08TE
simulation.

• EU30RT : The emissions of CM50 are identical to EU30TE, but the road traffic NOx

emissions are increased by 10 % in EMAC. CM12 was not active in this simulation.

• EU30AC : The emissions of CM50 and CM12 are identical to EU30RT, but for
EMAC the ACCMIP/RCP6.0 emission inventory instead of MAC08 is used.

The simulated contributions of Otra
3 for the different simulations are show in Figure 6.1.

Additionally, the CM50 results of the EU08TE simulation (Sect. 5.3) are displayed.
EU30TE simulates a lower contribution of the road traffic sector during summer com-
pared to present day conditions. During winter the differences are rather small. In this
period the lifetime of O3 is relatively long and the contributions are mainly determined
by the inflow. The results of the EU30TE and the EU30AC simulations support this
hypothesis: In these two simulations the emissions of the CM50 instance are identical and
the differences are only governed by the different inflow (Sect. 6.2).

The differences between the contribution simulated by EU08TE and EU30TE starts
to increase in April/May. During this time the photochemical activity increases and
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Figure 6.1: 5-day running-average of Otra
3 to the 850PC of O3. Indicated are the average values

for the CM50 instance for the different simulations.

EU08TE simulates larger contributions of Otra
3 compared to EU30TE because of the

larger emissions in VEU emission inventory for the year 2008 (VEU08). All three EU30
simulations show a similar temporal evolution and similar contributions during summer.
However, the contribution simulated by EU30RT is larger compared to EU30TE, while
EU30AC simulate lower values in this period. Table 6.1 lists the annually area averaged
contributions, calculated for the CM50 domain, the PRUDENCE regions and Germany
(Sect. A.5, page 166).

The analyses of the results from these simulations are organised as follows. First the
simulated differences when applying VEU emission inventory for the year 2030 (VEU30)
instead of VEU08 with identical global boundary conditions are investigated (Sect. 6.1),
followed by a discussion of the influence of changed boundary conditions (Sect. 6.2).
Finally changes in the O3 production efficiency (Sect. 6.3) and in the radiative forcing as
well as the pseudo CH4 lifetime are analysed (Sect. 6.4). It is important to keep in mind
that all simulations are affected by the problem of a too low contribution from the biogenic
category. During summer the contribution in the results of CM50 is therefore artificially
increased by around 1.5 %, and by 1 % for the annual average (see discussion on page 77).
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Table 6.1: Annual average contribution of Otra
3 to the 850PC (in %). The values are area

averaged for the CM50 domain, the different PRUDENCE regions and Germany. No results of
the EU30RT simulation are given for Germany (CM12), because the CM12 instance was not
active in this simulation. The range indicates one standard deviation with respect to time based
on 3 hourly model output.

EU08TE (%) EU30TE (%) EU30RT (%) EU30AC (%)

CM50 domain 12.14± 1.46 11.33± 1.08 11.45± 1.11 11.82± 0.84
Eastern Europe 12.98± 2.23 11.69± 1.51 11.81± 1.53 12.14± 1.23
Mediterranean 12.95± 2.20 11.80± 1.51 11.90± 1.50 12.40± 1.15
Alps 13.58± 3.10 12.24± 2.15 12.41± 2.22 12.80± 1.77
Scandinavia 11.47± 1.40 10.91± 1.09 11.14± 1.26 11.20± 1.10
Mid Europe 11.96± 2.13 11.12± 1.53 11.27± 1.73 11.55± 1.36
France 11.54± 2.10 10.93± 1.57 11.02± 1.67 11.41± 1.45
Iberian Peninsula 11.90± 1.98 11.24± 1.48 11.38± 1.50 11.82± 1.23
British Isles 11.03± 1.59 10.61± 1.25 10.77± 1.44 10.97± 1.22
Germany (CM12) 13.67± 2.17 11.95± 1.68 - 11.69± 1.86
Germany (CM50) 13.51± 2.13 11.92± 1.66 12.31± 1.70 11.65± 1.86

6.1 Projected differences for the 2030 emission in-

ventory

Figure 6.2 shows the difference (’EU30TE minus EU08TE ’) for NO2, O3 and, OH av-
eraged for JJA at ground level and for the 850PC. The ground level mixing ratios are
mainly reduced over Germany, Northern Italy and Austria. Especially in the Po basin
and Germany the mixing ratios are reduced by up to 3 nmol mol−1, corresponding to
changes of 20–40 % in most German areas. In contrast to these areas, an increase of
ground level NO2 by 2–4 nmol mol−1 is simulated in Belgium, the English Channel and
Gibraltar. The differences of the 850PC for NO2 are geographically similar distributed as
the ground level differences. The relative difference is around ±20–40 % in the regions
with the largest absolute differences.

The changes of the NO2 values has consequences on the simulated O3 values. Especially
in Southern and Western Germany, where the NOx emissions are reduced, the ground
level O3 values increase by 2–4 nmol mol−1. This corresponds to an increase of ≈ 10 %.
In these regions, EU08TE simulates a O3 chemistry which is mainly ’VOC limited’. A
decrease of the NOx emissions enhances the O3 productivity, leading to an increase of
the OPE. Accordingly, the O3 chemistry in the polluted areas is less VOC limited in the
projected scenario (cf. Fig. A23, page 192). Not only the ground level values, but also
the 850PC of O3 is larger by by around 1.5 % over South Germany.

Larger reductions of the ground level O3 mixing ratios are simulated only in the Gulf
of Lion, the Benelux States and in some areas in Southeastern Europe. The largest
reductions are in the order of 2–3 nmol mol−1, which corresponds to relative differences
of 4–6 % in the Gulf of Lion. These reductions are caused by an increase of the NOx
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Figure 6.2: Differences (’EU30TE minus EU08TE ’) averaged over JJA: Shown are the ground
level mixing ratios (left side) and the 850PC (right side) for NO2, O3 and OH. Please note the
different colour scales.
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850PCground level
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Figure 6.3: Differences (’EU30TE minus EU08TE ’) averaged over JJA of the contribution of
Otra

3 to O3 (in ppts) at ground level and for the 850PC.

emissions, leading to an decrease of the OPE which corresponds to lower O3 production
and O3 values.

The emissions changes in VEU30 compared to VEU08 has further consequences on the
simulated OH values. The largest differences of the ground level OH values are simulated
in the Mediterranean region. Alongside the main ship tracks OH increases by up to
30 fmol mol−1, while OH is reduced along the main ship tracks and in the Gulf on Lion
by the same magnitude. The relative enhancement is 40 % at maximum. Compared to
this, the relative reductions along the ship tracks are around 30–50 %. This decrease of
OH is caused by an increase of the NOx ship emissions in VEU30, leading to an increase
of reactions of OH with NO2. Accordingly, ground level HNO3 values increase by 20–30 %
in the Mediterranean. Offside the main shipping routes the increased O3 levels lead to an
increase of OH mainly in the Mediterranean Sea.

The comparison of the 850PC for OH between both simulation results show large dif-
ferences over the whole domain which seems not to correlate with the differences of NO2

and O3, but care must be taken because of the different colour scales. In general, the
shown absolute differences correspond to relative differences of 5–10 % in Eastern Europe
and the Iberian Peninsula. The increased values over the ocean correspond mostly to an
increase of 5–10 %. The regions with decreased values of OH correspond to areas with
decreased values of NO2 and decreased values of HNO3. Accordingly, the increase of OH
can mainly be attributed to a decrease of the reaction of NO2 and OH. The increased
values over the oceans mainly correspond to regions with increased O3 values, leading to
increased OH values by photolysis. In addition, other factors (e.g. changed VOC or CO
emissions), which are not analysed in detail here, can influence the OH levels.

Figure 6.3 shows the difference of the simulated contribution of Otra
3 to ground level

O3 and the 850PC for JJA. In both cases the reductions of the contribution of Otra
3 are

largest in Southern and Eastern Europe. In these regions the contribution for both, the
ground level values and the 850PC, is reduced by 2–3 ppts. Over Northern Europe the
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Figure 6.4: Differences (’EU30TE minus EU08TE ’) averaged over JJA: Shown are the ground
level mixing ratios of CM12 for NO2, O3 and OH. Please note the different colour scales.

differences are smaller (0.5–1.0 ppts). These differences are caused by a general decrease
of the road traffic emissions in VEU30 compared to VEU08. The increase of the NOx

emissions of the anthropogenic non-traffic and of the shipping sector additionally reduced
the contribution of the road traffic category.

As the differences between the VEU08 and VEU30 emission inventory are largest over
Germany, Fig. 6.4 shows the difference (’EU30TE minus EU08TE ’) of the results of
CM12. Shown are only the differences of the ground level values, because the magnitude
of the differences for the 850PC are very similar as derived with CM50.

In the larger German cities ground level NO2 is reduced by 4–6 nmol mol−1, despite
Hamburg where the values are larger by 4–7 nmol mol−1. A similar enhancement is found
around Zurich. In general, the differences of 850PC for NO2 are even more pronounced
compared to the ground level values. Here, the relative differences are around 20–40 %
over Germany. In Southeastern Germany reductions of up to 60 % are found.
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O3
traO3

Figure 6.5: Differences (’EU30RT minus EU30TE ’), daily mean values averaged for JJA.
Shown are the differences of the 850PC for O3 and for Otra

3 . Please note the different colour
scale in both figures.

As already discussed these reductions lead to an increase of the ground level O3 values
by 4–6 nmol mol−1 in the hotspots. Only around Hamburg and Zurich a decrease of
O3 of up to 6 nmol mol−1 is simulated. The changes in Hamburg are mainly attributed
to an increase of the NOx emissions of the shipping emissions, while the increase in the
Switzerland are associated with an increase of the NOx emissions of the anthropogenic
non-traffic sector in the VEU30 scenario.

The largest increase of OH at ground level is found around the larger cities and along
the main highways in Germany. The relative differences are 20–40 % in these regions.
In these areas not only OH but also HO2 is increased by 60–100 %. Also the 850PC of
OH increases by 5–15 % around the largest cities, despite Hamburg, where OH is reduced
by around 20 %. In Southern- and Western Germany the decrease of NOx emission lead
to an decrease of the production of HNO3 and increased OH values. The reductions of
OH around Hamburg are mostly attributed to the decrease of O3 values, but as noted
above also differences of the VOC and CO emissions as well as the different applied CH4

boundary conditions at the surface can attribute to changes of OH.
The discussed results, however, are based on the same meteorological conditions, one

simulated year and a specific emission scenario. Therefore, the shown results can not be
generalised for future conditions in Europe/Germany. Such an investigation would require
more complex simulations.

6.2 Influence of changed global boundary conditions

To investigate the influence of changed boundary conditions the results simulated by
EU30RT and EU30AC are compared with the results of the EU30TE simulation.

The differences (’EU30RT minus EU30TE ’) of the mixing ratios of most trace gases
(e.g. NOx, OH, HNO3) are rather small. Consequently, also the differences of O3 itself
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are rather small. Figure. 6.5 shows the simulated difference1 of the 850PC for O3 and Otra
3

between both simulations. As noted the differences of O3 are rather small (0.15–0.25 %).
The largest differences occur near the Western boundaries, where the air flows into the
regional domain. Compared to the rather small differences of O3 the differences of Otra

3

are larger, corresponding to an increase of the average contribution of Otra
3 for the period

JJA from 11.8 % (EU30TE ) to 12.2 % (EU30RT ).
To investigate the reason for the larger increase of Otra

3 compared to O3 the differences
of the 850PC of O3 and all tagged O3 categories were calculated. Figure 6.6 shows the
absolute differences (’EU30RT minus EU30TE ’) for O3 (named ’total’) and the tagged
categories. Shown are only the values of the road traffic and anthropogenic non-traffic
category explicitly, while the other categories are summarised. The differences were calcu-
lated from the EMAC results for the zonal average (30◦ N : 70◦N) and for the average over
North America (NA)2. Additionally, the differences were calculated for the CM50 results.

The differences of the zonal average (30◦ N:70◦ N) of O3 is 0.011 DU (0.22 %), while Otra
3

is larger by 0.028 DU (0.52 %). The 850PCs for O3 of the other categories are reduced
by the 10 % increase of the road traffic NOx emissions. This is caused by the nonlinearity
of the O3 chemistry and decreasing O3 production form the emissions of these sectors.

The average values over NA are more interesting as the zonal average values, as the air
from NA is transported directly over the Atlantic Ocean to Europe. The 850PC of O3

increases by 0.014 DU (0.26 %), while the 850PC of Otra
3 increases by 0.031 DU (0.58 %).

Compared to this, the CM50 results are changed by 0.013 DU (0.23 %), which is an
increase similar as over NA in EMAC. The change of the Otra

3 values of the 850PC in
CM50 is 0.022 DU (0.40 %), which is lower as the changes simulated by EMAC for NA.

The contribution of the road traffic sector would be calculated with the perturbation
approach by comparing the difference of the O3 values between the simulation EU30RT
and EU30TE (shown as ’total’ in Fig. 6.6). The differences of Otra

3 calculated for the
values averaged for 30◦ N:70◦ N are larger by a factor of 2.5 compared to the difference of
O3. Accordingly, the perturbation approach underestimates the contribution of the road
traffic sector for this case by this factor. This difference between the results achieved
with the perturbation and the tagging method is caused the by non-linearity of the O3

chemistry. The increase of the road traffic emissions lead overall to an decrease of the
amount of O3 produced per NOx molecule. As only the emissions of the road traffic
sector are changed, the amount of O3 produced by emissions from most other sectors3

are decreased.
The values averaged over NA show that the perturbation approach underestimates the

contribution by a factor of 2.2. These results and the factor of 2.5 discussed above are
similar to the factor of 2 found by Grewe et al. (2016) for the underestimation of the
perturbation approach on the impact of road traffic emissions. This factor of 2, however,
was derived for global values and for a reduction of road traffic emissions by 5 %. Other
studies found larger differences, but also with different perturbations (factor 5 for a 100 %

1Please note, that the differences are smallest in mountainous terrain as here also the absolute values
of the 850PC are reduced.

2North America is defined as a rectangular box from 230◦ W : 320◦ W and 20◦ N : 70◦ N.
3Due to competing effects (e.g. reactions of e.g. NOx with VOC) and further simplifications some

other sectors show increased O3 values too. These effects are not discussed here in detail.
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Figure 6.6: Absolute difference of the 850PC for O3 and several tagged categories (details see
text) between the EU30RT and the EU30TE simulation results. The values are averaged for
the year 2008. Shown are the results for EMAC, averaged between 30◦N:70◦N, the results for
EMAC averaged over North America and the results for CM50.
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O3

PAN

850PC zonal average 

Figure 6.7: Differencse (’EU30AC minus EU30TE ’), daily mean values averaged over the
period JJA. Shown are the 850PC (left side) and the zonal average for the CM50 domain (right
side) for O3 and PAN.

reduction of road traffic emissions by Grewe et al. (2012), and factor 3 for the biomass
burning sector by Emmons et al.,2012 ).

Most interesting is the comparison of the differences between the EMAC results over NA
and the results of CM50. Here, the change of the O3 values is rather similar, while CM50
simulates a smaller difference of Otra

3 compared to the differences simulated by EMAC
over NA. Accordingly, global increasing values of Otra

3 can locally be reduced by keeping
the emissions constant. Nevertheless, almost 70 % of the increase of Otra

3 simulated over
NA, from where most air is transported towards Europe, is also simulated over Europe.
Due to the constant emission values in CM50 the factor of the underestimation of the
contribution by the perturbation approach reduces to 1.7.
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This larger increase of Otra
3 compared to O3 in CM50 shows that the contribution of the

different categories is even more sensitive to emission changes than O3 itself. Thus realistic
global boundary conditions (meaning also realistic global emissions) for the contributions
to O3 are even more important as for O3 itself. This is only possible with a very consistent
global-regional model chain and a high update frequency of the boundary conditions.

The difference between the results of the EU30AC and EU30TE is larger, compared to
the difference between EU30RT and EU30TE. Figure 6.7 shows the difference (’EU30AC
minus EU30TE ’) of O3 and PAN for the 850PC (left side, absolute values) and for the
zonal average (right side, relative differences). The values of O3 are increased by around
3 % almost homogeneously over the whole domain. The absolute difference (not shown)
increases with height. Only within the PBL in the Mediterranean region the differences
are slightly smaller and between 1–2 %. The differences of PAN are rather homogeneous,
too. The absolute differences for the 850PC are largest around 50◦N and are lowest in
Southern Europe, where the relative differences are 5 % at maximum. The differences in
the rest of Europe are around 10–15 %, except for the western boundaries of the domain,
where differences of 20 % are simulated. The differences of the zonal average of PAN are
around 12–16 % in most areas, but they decrease with height to values below 10 %. Both,
PAN and O3 can be transported over long distances because of their long lifetime. Almost
no differences are found for NOx, because direct long range transport is not important for
these species. The detailed investigation of changes of other species due to the changed
long range transport is beyond the scope of the present study.

The seasonal cycle of the differences (’EU30AC minus EU30TE ’) for the 850PC of
O3 and Otra

3 is shown in Fig. 6.8 for NA (EMAC) and Europe (CM50). In general the
difference is negative for O3 during the first half of the year and positive for the second
half of the year. The sign of the differences of Otra

3 is opposite, showing positive differences
in the first half and negative differences in the second half of the year. This leads to a
larger contribution of Otra

3 during the first half, and a smaller contribution during the
second half of the year simulated by EU30AC compared to EU30TE. The seasonal cycle
of the differences is a direct consequence of the missing seasonal cycle of ACCMIP/RCP60
emission inventory. This missing cycle shifts the contributions considerably, as especially
the anthropogenic non-traffic category for the MAC08 and the VEU emission inventories
feature a strong seasonal cycle (Sect. 5.6.1). This change of the O3 precursors change
both, the contributions to O3, and the O3 mixing ratios.

As has been discussed in the comparison of the results of the EU30TE and the EU30RT
simulation, the differences for O3 and Otra

3 between the EMAC results over NA and the
CM50 results are rather similar. Only during April–August larger differences are found.
As the differences for Otra

3 are larger than for O3 the contributions are modified too (not
shown). This is in agreement with the findings from the EU30RT simulation. During
April–August the local production of O3 (driven by local emissions) is largest and can
influence the contributions most. A more detailed comparison between the differences
of both simulations is not feasible. The missing seasonal cycle of the emissions leads to
monthly changing differences between the MAC08 and ACCMIP/RCP60 emission inven-
tories. Compared to the EU30RT simulation, with a well defined 10 % perturbation of
the emissions, the difference can even change in sign, rendering any detailed quantification
difficult.
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CM50 O3

CM50 O3
tra

EMAC O3

EMAC O3
tra

Figure 6.8: 5-day running means for the absolute difference (’EU30AC - EU30TE ’) of the
850PC for O3 and Otra

3 . The values for EMAC (E.) are area averaged over NA, the COSMO
results are area averaged over the CM50 domain.

6.3 Changes in the O3 production efficiency

To investigate how the emission changes of the future projection alters the net production
of O3, Table 6.2 lists the net O3 production (PO3, integrated up to 200 hPa). Only the
values of the three most important anthropogenic ground level sources are shown. In
addition, the total NOx emissions (ENOx) and the ratio Rprod=PO3/ENOx are listed. This
ratio indicates the efficiency of O3 production for the specific source.

The efficiency of the road traffic emissions (Rprod) increases slightly from 4.5 to 4.6 using
VEU30 instead of VEU08, indicating that per NOx molecule slightly more O3 molecules
are formed. Due to the decrease of the emissions, however, the total amount of Otra

3 is
reduced by more than 20 % between both simulations.

The Rprod values for the anthropogenic non-traffic category decrease from 5.6 to 5.3.
The production of Oanth

3 , in contrast, is increased by 11 % due to larger NOx emissions.
Similar results are found for the shipping category, where VEU30 features larger NOx

emissions than VEU08. The larger amount of emissions leads to a reduction of Rprod from

5.3 to 4.5. The production of Oship
3 increases, however, by more than 35 %. Remarkable

is that Rprod for the shipping category decreases to levels below the road traffic category.
Normally emissions from the shipping sector are more effective in forming O3 than the
emissions from the road traffic category (as also found for the present day conditions,
e.g. Hoor et al., 2009, Koffi et al., 2010, Dahlmann et al., 2011). These studies, however,
focused on global effects and the efficiency from the ship sector is large especially in
clean environments (e.g. Lawrence and Crutzen, 1999, Eyring et al., 2007). These clean
environments are not found over the oceans directly surrounding Europe.

Comparing the results of the EU30TE and the EU30RT simulation, where the boundary
conditions are changed but the local emissions are unchanged, Rprod increases for all
categories. Here, the additional precursors increase the O3 production inside the domain.
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Table 6.2: Net O3 production (PO3, in Tg a−1), NOx emissions (ENOx , in Tg a−1 in amount
of NO) and Rprod (PO3/ENOx) for the three most important anthropogenic ground level sources
(road traffic, anthropogenic non-traffic, shipping). The values are integrated over the CM50
domain up to 200 hPa and over the whole year.

road traffic anthropogenic non-traffic shipping

PO3

Otra
3

(Tg a−1)

ENOx

(Tg a−1)
Rprod

PO3

Oanth.
3

(Tg a−1)

ENOx

(Tg a−1)
Rprod

PO3

Oship
3

(Tg a−1)

ENOx

(Tg a−1)
Rprod

EU08TE 23.94 5.36 4.47 28.28 5.08 5.57 9.62 1.81 5.32
EU30TE 18.61 4.06 4.59 31.59 6.02 5.25 11.19 2.49 4.49
EU30RT 20.51 4.06 5.05 32.01 6.02 5.32 11.57 2.49 4.65

The results in the CM12 domain are overall similar and are not discussed here. The
corresponding numbers are given in Sect. A.7 (page 192).

6.4 Implications for the radiative forcing and the methane

lifetime

The radiation routine of COSMO uses internal climatologies for the calculation of the
radiation. This hinders a investigation of the radiative forcing of different trace gases
for different scenarios in COSMO. To overcome this limitation the possibilities of the
MESSy submodel MMD2WAY were used. Besides the handling and exchange of the
necessary initial and boundary conditions from EMAC to COSMO, this submodel allows
the exchange of data-fields from COSMO to EMAC4. Here the O3 field calculated by
COSMO is on-line exchanged to EMAC and transformed from the finer COSMO grid
to the coarser EMAC grid (both vertically and horizontally). Only the parts of the
field which are outside the horizontal and lateral relaxation area are considered. This
interpolated field is further passed to the radiation routine of EMAC, which performs a
second diagnostic radiation call (details are given by Dietmüller et al., 2016) using this
interpolated O3 field from COSMO, calculating the radiative fluxes. More details are
given in Sect. A.2.

The differences of the radiative fluxes for O3 are shown in Fig. 6.9. Displayed are the
annually and area averaged differences between the results of the simulation using the
VEU30 inventory and the EU08TE simulation. The differences of the net radiative flux
is positive for all three simulations. This, however, does not hold for all wavelengths,
because the short-wave component of the radiative flux is negative up to 300–400 hPa.

The difference of the radiative fluxes at 200 hPa simulated by EU30TE and EU08TE
is ≈ 0.9 mW m−2. The change of the boundary conditions lead to an increased radiative
forcing at 200 hPa. This increase is 4.5 mW m−2 for the EU30RT and 23 mW m−2 for
the EU30AC simulation.

4This option has been developed to open the possibility of two-way nesting.
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EU30TE minus  EU08TE EU30RT minus EU08TE

EU30AC minus EU08TE

Figure 6.9: Vertical profiles of the change of the short-wave (sw), long-wave (lw) and net
instantaneous radiative fluxes (in mW m−2). The values are averaged annually over a region de-
fined as 250◦ W:30◦ E and 35◦ N:60◦ N. Shown are the differences of ’EU30TE minus EU08TE ’,
’EU30RT minus EU08TE ’ and ’EU30AC minus EU08TE ’. Please note the different scales of
the x-axis.

Further, it is remarkable that for the simulations EU30TE and EU30RT the net flux
changes at the surface are larger or at least comparable to the change near the tropopause.
This is consistent with the findings from the last two subsections namely that the largest
differences for O3 for both inventories are confined to the PBL, where the emissions occur.

The analysed radiative forcing accounts only for the direct effect on the radiation due
to changed O3 concentrations. In addition, the changes of O3 and its precursors alter the
OH abundance in the atmosphere which alters the CH4 lifetime. As has been discussed in
Sect. 4.3.5 the global lifetime of CH4 can not be calculated from the results of a regional
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Table 6.3: Averaged values for JJA of the CH4 mass (MCH4), the OH mass (MOH) and the
pseudo CH4 lifetime against OH (τ) for CM50. The mass of CH4 and OH are the time averaged
values. The subscripts on the individual variables indicate the different vertical layers (in hPa).
The ranges indicates one standard deviation with respect to time based on monthly mean values.

EU08TE EU30TE EU30RT EU30AC

M850
CH4

(Tg) 26.09± 0.36 26.12± 0.36 26.12± 0.35 26.21± 0.36
M850

OH (kg) 1306± 79 1337± 86 1338± 89 1307± 86
τ 850 (a) 3.10± 0.18 3.03± 0.18 3.03± 0.19 3.10± 0.18
M500

CH4
71.99± 0.79 72.01± 0.80 72.00± 0.85 72.62± 0.80

M500
OH 4501± 345 4551± 351 4557± 361 4439± 351

τ 500 (a) 4.53± 0.36 4.48± 0.36 4.48± 0.39 4.60± 0.36
M200

CH4
(Tg) 57.38± 0.57 57.38± 0.57 57.38± 0.67 57.98± 0.57

M200
OH (kg) 5466± 445 5507± 444 5513± 448 5311± 444

τ 200 (a) 13.08± 1.35 12.97± 1.33 12.95± 1.43 13.56± 1.33

model. Instead, a pseudo lifetime of CH4 against OH were calculated to investigate if the
tropospheric oxidation budget is changed. This calculation of the pseudo CH4 lifetime
were performed as described in Sect. 4.3.5, meaning that the lifetime were calculated from
the ground to 850 hPa, 850–500 hPa and 500–200 hPa.

Table 6.3 lists the pseudo CH4 lifetime as calculated from the results of the three sim-
ulations using VEU30. Additionally, the values of the EU08TE simulation are shown for
comparison. The differences between the results of all simulations are small, especially
compared to the monthly variability (indicated by the given standard deviations). In
general, the VEU30 inventory leads to a slightly larger OH mass, caused by an increase
of O3. This leads to a decrease of the CH4 lifetime for all vertical sections. The results of
the EU30AC simulation are different. The different global boundary conditions lead to
a slightly lower OH mass. At the same time also the CH4 mass is larger, caused by the
changed boundary conditions (Sect. 3.3). Correspondingly the lifetime of CH4 increases.

6.5 Discussion

The results of the three simulations using VEU30 were analysed and compared to results
of the simulations using VEU08. As has been discussed in Chap. 5, the contribution of
Otra

3 during winter is driven mainly by the global boundary conditions. Accordingly, a
strong reduction of road traffic emissions in Europe leads only to a small decrease of the
contribution during winter. Compared to spring and summer, the absolute values of Otra

3

during winter are low. During summer, however, the contribution of Otra
3 is lowered by

2–3 ppts when applying VEU30 instead of VEU08. Additionally, the absolute values of
Otra

3 are reduced too.
The mixing ratios of most trace gases over large parts of Europe are only slightly altered

when applying VEU30 compared to VEU08. Especially in Germany my results show
an increase of O3, even though the NOx emissions are reduced. This is caused by an
increase of the OPE with decreasing NOx road traffic emissions. A similar increase of
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O3 with decreasing NOx levels was claimed by Roustan et al. (2011) over the Paris area
for a future (2020) road traffic scenario. Compared to the simulations I performed, only
the road traffic emissions were adapted and the boundary conditions were kept constant
for the simulations of the present day and future scenario. This increase of O3 with
decreasing NOx levels highlights the importance of VOC reductions in conjunction with
NOx reductions, to decrease urban O3 levels in the future (see also Markakis et al., 2014).
Accordingly, it is important to decrease not only NOx but also VOC for future mitigation
scenarios. However, for future work it is important to evaluate the model system in
more detail to investigate how well the threshold from ’VOC-limited’ to the ’NOx-limited’
regime is simulated (e.g. with methods discussed by Sillman, 1995, Xie et al., 2011)

In addition to the projected decrease of the road traffic emissions in VEU30, the other
anthropogenic emissions are projected to increase. The increase of the emissions from the
shipping sector seems to be a realistic scenario (e.g. Eyring et al., 2007, Koffi et al., 2010,
Matthias et al., 2016), an increase of the for the anthropogenic non-traffic NOx emissions
(compared to the year 2008), however, seems to be unrealistic. Compared to this, the
RCP6.0 scenario projects a decrease of the anthropogenic non-traffic NOx emissions5 for
Europe from 6.7 Tg (2005) to 5.1 Tg (2030), and the RCP8.5 scenario projects a decrease
from 7.0 Tg to 5.3 Tg.

The increase of NOx emissions for the anthropogenic non-traffic sector in VEU30 com-
pared to VEU08 might be caused by the assumed ’business as usual’ scenario in this
inventory (details see Sect. 3.2.3). After the outcome of the COP216, an even larger
reduction of the emissions as projected for RCP6.0 might be more realistic.

This unrealistic increase of the anthropogenic non-traffic emissions has important impli-
cations for the contribution of Otra

3 , as overestimated anthropogenic non-traffic emissions
lead to a further decrease of the contribution of Otra

3 for given emissions from the road
traffic category. In addition, the O3 chemistry itself is influenced by the increasing emis-
sions, influencing not only the net O3 production for the emitted source, but changing
also the background for other sources (e.g. Dahlmann et al., 2011).

This leads to the conclusion that the results derived with the VEU30 inventory should be
taken with care. The decrease of the contribution of road traffic emissions to tropospheric
O3 might be overestimated. Therefore, future studies should investigate different regional
emission inventories to asses the effect of the uncertainties of future projections.

Hodnebrog et al. (2012), for example, showed an even stronger decrease of the impact
of Otra

3 (using a 5 % perturbation approach), and claimed that the road traffic sector
becomes the traffic sector with the smallest impact on O3. Different from the present
study, a scenario for the year 2050 was chosen, in which emissions from the road traffic
sector are strongly reduced. Similar results are shown by Koffi et al. (2010), who compared
present day and two scenarios for 2050, showing that globally the aviation sector becomes
the transport mode with the highest impact on O3. The assumed reduction of road traffic
emissions was larger compared to the present study. In addition, Hodnebrog et al. (2012)
and Koffi et al. (2010) focused on the global scale only.

The investigations of the VEU30 inventory performed in the present study has an impor-
tant limitation of the chosen methodology. Due to the application of the QCTM mode,

5Numbers estimated on the 20.04.2016 using http://eccad.sedoo.fr for the continent of Europe (in-
cluding Russia).

6Convention on Climate Change, 21st conference of the parties which took place in Paris 2015.
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the meteorology is identical in all simulation. Changes in the meteorology (due to climate
change) might influence the results. As an example, studies suggest an increase of stag-
nant conditions in mid-latitudes (caused by a northward shift of the storm tracks), which
likely increases ground level O3 values (Jacob and Winner, 2009, and references therein).
Increasing temperature further influences the reaction kinetics, leading for instance to a
decrease of the PAN lifetime towards thermal decomposition (e.g. Doherty et al., 2013).
In addition, climate and land-use change modifies the biogenic emissions, which change
the contribution of the biogenic categories and influence the background chemistry. A
problem with these biogenic emissions is that projections about possible developments of
the biogenic emissions for the future are very uncertain. With the parametrisations used
in the present study, Jöckel et al. (2016) showed that using the RCP6.0 scenario both,
C5H8 and NOx emissions from soils are projected to increase. But especially the estimates
of C5H8 emissions from plants are rather uncertain. While rising temperatures probably
lead to an increase of C5H8 emissions, increasing CO2 levels and land-use or vegetation
changes can inhibit this increase or even lead to decreasing emissions (e.g. Pacifico et al.,
2012, Tai et al., 2013, Squire et al., 2014). Compared to this, the NOx emissions from
soils mainly depend on fertilizer use, soil temperature and soil water content (e.g. Oikawa
et al., 2015). Therefore NOx emissions from soils are likely to increase in future, but
projections about future fertilizer usage are highly uncertain.

To include the effects of changing meteorology, ensemble free-running simulations (mean-
ing without QCTM mode and not nudged towards reanalysis data) are necessary. Without
decoupling chemistry and dynamics every simulation with changed boundary and initial
conditions simulates a different meteorology. The changed meteorology feeds back on
the chemistry. Therefore it is hard to detect, if changes of the chemistry are caused by
changed emissions or by changed meteorology. Accordingly these simulations have a small
signal to noise ratios and long simulation times are necessary, which are beyond the scope
of this work.

Concerning the biogenic emissions, it is also important to note that the simulations I
analysed in this chapter are missing the correct contribution of the biogenic emissions
in the boundary conditions (meaning in the EMAC simulation). With correct boundary
conditions, the values of the contribution of the road traffic emissions would presumably
be lower by 1.0–1.5 % during summer (see Chap. 5, page 77).

My analyses further show that from the assumed increase of road traffic NOx emissions
by 10 %, around 70 % of the changes over North America are transported to Europe by
long range transport. Similar experiments were performed in the scope of HTAP (2010a,
mainly Sect. 4.2.5 therein). HTAP (2010a) decreased the anthropogenic emissions in
different regions of the world by 20 %. Compared to my results, HTAP (2010a) reported
that around 40 % of the changes caused by the decreasing emissions are transported
to Europe. The different results might be explained by three differences: First, HTAP
(2010a), focused on ground level values and not on the impact on the 850PC. Second, the
magnitude of the emission change between the study of HTAP (2010a) and the present
study are not comparable. Third, I applied for the first time a tagging method in a
combination of a regional and global model. Compared to the methods used by HTAP
(2010a) the tagging method accounts for the non-linearity of the O3 chemistry.

Therefore, my results confirms the importance of global to regional consistency of mit-
igation scenarios. Lower emissions of O3 precursors in Europe decreases the O3 levels
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in Europe, but also changes of emissions e.g. in America alters the O3 levels in Eu-
rope substantially. Mitigating the emissions only regionally might not be enough to
meet air quality standards. More quantitative analyses of this problem are necessary for
the future (cf. Sect. 7.2).

Moreover, my results with respect to the importance of the global boundary conditions
have important consequences for the application of regional chemistry-climate models.
Especially the results of the EU30AC simulation, which used the ACCMIP emission in-
ventory instead of the MAC08 inventory for EMAC, show, how unrealistic boundary
conditions of the regional model deteriorate the contribution analysis within the re-
gional model. Yet, not only the contributions in CM50 are strongly influenced by the
changed boundary conditions, but also the trace gas mixing ratios are considerably influ-
enced. The O3 mixing ratios increase by 3–5 %, the relative differences for PAN and NO2

are even larger.
This impact of the boundary conditions on the results is well known and was already anal-

ysed in various studies. Studies using regional models over America tested the influence
of boundary conditions from models (Tang et al., 2007) and from satellite data (Pour-
Biazar et al., 2011). These studies in general claimed the largest impact of the boundary
conditions on O3 in the free troposphere and less impact on the values in the PBL.

None these studies, however, tested a well defined perturbation of the boundary condi-
tions (e.g. an 10 % change of the boundary conditions) as I performed in the present study
(EU30RT simulation). Therefore, a direct comparison between my results and previous
studies is not possible. But in general it seems that previous studies simulate a smaller
impact of the boundary conditions on O3. Keeping in mind the too strong vertical mixing
of tracers in COSMO (Sect. 4.4), this seems plausible. Accordingly, the results of the
present study with respect to the influence of the boundary conditions on O3 in the PBL
provide an estimate at the upper end of the range.

Furthermore, when evaluating the radiative forcing and the pseudo CH4 lifetime of the
future inventory the importance of global mitigation is corroborated, as the forcing over
Europe is largest for the changed boundary conditions. The reason is that the largest
sensitivity of the radiative forcing in the troposphere due to tropospheric O3 changes is
found in the upper troposphere more specifically in the tropical troposphere (e.g. Worden
et al., 2011, Riese et al., 2012, Rap et al., 2015).

The changed emissions over Europe might lead to a larger radiative forcing downwind of
Europe, after O3 is transported higher upwards in the troposphere. To asses this effect ad-
ditional global simulations, in which the emissions are only changed in Europe/Germany,
are necessary. These would be used to investigate, where the radiative forcing caused
by this perturbation is largest. In addition, a 2-way feedback approach could be used,
meaning that the regionally changed trace gas fields from COSMO are feed back to the
trace gas fields of the global model. Overall the changes of the radiative forcing and
pseudo CH4 lifetime found for the VEU30 inventory compared to the VEU08 inventory
are rather small. The differences caused by the global boundary conditions are larger
than the differences of the results between VEU08 and VEU30.
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6.6 Conclusion

My analyses of the contribution of road traffic emissions for a year o 2030 projection
reveal the following most important results:

• A decrease of the contribution of the road traffic category to O3 by 2–3 ppts is
simulated for Europe applying the VEU30 instead of the VEU08 inventory.

• Especially in Germany, the reduction of NOx emissions lead to an increase of ground
level O3, showing the need to mitigate also VOCs.

• The boundary conditions have a large impact, in particular on O3. This has impor-
tant implications for the application of regional models and for the assessment of
regional mitigation options.

• The impact of the changed boundary conditions on the pseudo CH4 lifetime and
the change of the radiative forcing of O3 was larger then for the regional emission
reductions. This implies that global mitigation of road traffic emissions is very
important to reduce the climate impact of these emissions.
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Chapter 7

Concluding remarks

7.1 Summary

Ozone (O3) in the troposphere has several negative aspects. On the one hand, O3 acts
as a greenhouse gas, contributing to global warming. On the other hand, O3 is a strong
oxidant, being harmful to humans and animals and causing damage to plants. Besides
this, O3 is an important source for the hydroxyl radical (OH), which is important for
cleansing the atmosphere from many pollutants (e.g. carbon monoxide (CO) and methane
(CH4). Sources of O3 in the troposphere are downward transport from the stratosphere
and photochemical production of O3 from precursors including nitrogen oxides (NOx)
and volatile organic compounds (VOCs). One important source of these precursors is
the exhaust from road traffic, especially as these emissions are located mainly in densely
populated regions.

The contribution of road traffic emissions to tropospheric O3 were investigated in differ-
ent studies. Most of these studies calculated the contribution by comparing the results
from two simulations: one simulation with all emissions and a second simulation with
reduced road traffic emissions. Due to the non-linearity of the O3 chemistry, this method
is inappropriate and can lead to inaccurate results. Further, these studies mostly used
coarsely resolved global models, which do not resolve regional information.

To overcome these limitations, I applied for the first time a model system, which allows
for regional refinements together with a detailed tagging method for source attribution.
The used MECO(n) model system consists of the global chemistry-climate-model EMAC
and regional refinements with finer resolution using the regional chemistry climate model
COSMO-CLM/MESSy. The applied tagging method is an accounting system following
the reaction pathways from the individual emission sources, allowing a quantification of
the contribution from individual emission sources to O3 (source attribution).

As preparatory work for this thesis, I modified the MESSy submodel for the application
of the tagging method in order to allow its application in COSMO-CLM/MESSy. Besides
technical changes, several further improvements were necessary, in order to account for the
finer resolution. Further, a DLR specific regional emission inventory for Europe required
extensive preprocessing to allow its application for the aims of this thesis.

As the MECO(n) model system were not used for studies focussing on tropospheric
gas phase chemistry before, an important task of my work has been the evaluation of
MECO(n) with respect to the gas phase chemistry in the troposphere. Accordingly, the
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results from EMAC and two COSMO-CLM/MESSy (from now on denoted as COSMO)
refinements with 50 km (covering Europe) and 12 km (covering Germany) resolutions were
compared with satellite measurements of O3 and nitrogen dioxide (NO2), and with ground-
based measurements of O3 and its precursors. In addition, the results were compared with
O3 sonde data.

The comparison with observations showed that COSMO is in general able to represent
the geographical distribution and annual cycle of O3 and its precursors in Europe and
Germany. In detail, however, a positive bias for O3 and negative biases for CO and
NO2 were found. Comparisons with O3 sonde data showed further that most of these
biases are likely attributable to a too strong vertical mixing. This too strong vertical
mixing is also the likely reason for a better representation of the diurnal cycle of O3

in EMAC in comparison to COSMO. Further sensitivity studies showed that with the
current physical parametrisations only a minimal improvement of the vertical mixing is
possible. More extensive parameter studies were beyond the scope of this thesis, but
these studies are necessary in the near future. In addition, ongoing developments of the
physical parametrisations for the vertical diffusion at the Deutscher Wetterdienst (DWD)
might reduce this issue.

After this evaluation I investigated the results of MECO(n) focussing on the contribution
of the road traffic emission on tropospheric O3 for present day conditions. First, the
results for Europe as simulated by EMAC and COSMO were compared. This comparison
revealed that both models simulate a comparable contribution of road traffic emissions
to the tropospheric O3 column up to 850 hPa of ≈ 11% averaged for 2008 over Europe.
Regionally, however, larger differences exist, especially in the Po basin. There, average
contributions during summer of ≈ 15% were simulated. In these regions, a fine resolution
is required to investigate the regional contribution correctly. The analysis further showed,
that around 20 % of O3 chemically produced over Germany are caused by road traffic
emissions. This makes the road traffic emissions to an important contributor to local
production of O3 in Germany. The simulated values for Europe are slightly lower, but
still around 18 % of the tropospheric O3 in Europe are produced by road traffic emissions.

My analysis further showed that the average contribution over Germany is mainly gov-
erned by the inflow. With 12 km resolution, however, larger extreme values are simulated
than with 50 km resolution. This shows that for the investigation of extreme events, a
fine resolution is indispensable.

To assess the sensitivity of the contribution of road traffic emissions to uncertainties of
the emission estimates, I performed several sensitivity studies, for which the resolution
of the emissions, the anthropogenic emissions, and the biogenic emissions were changed
systematically. The analyses showed that the contribution is most sensitive to uncer-
tainties of the different NOx emission estimates. The sources, which are most important
for the production of tropospheric O3 over Europe are anthropogenic non-traffic emis-
sions (which include industry, energy production and household), road traffic emissions
and NOx emissions from soils. Correspondingly, the uncertainties of emission from these
sources should be reduced in future. However, this reduction is only possible to a limited
extent. The simulation results show a maximum difference of the contribution of road
traffic emissions to the partial O3 column up to 850 hPa of around ±10% for most regions
in Europe. This corresponds to differences of the contribution in Europe of around one
percentage point for present day conditions. It is, however, important to keep in mind,
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that the main focus of the present study was on the sensitivity to changed emissions in
Europe. Uncertainties of emission estimates on other parts of the globe, especially for the
road traffic emissions, were not investigated in detail. In addition, simplifications in the
representation (or limited understanding) of other dynamical and chemical processes in
the model have likely an impact of the results, which have not been investigated.

My analysis of the future projection for the year 2030 shows a reduction of the contri-
bution of the road traffic category by 2–3 percentage points over Europe during summer,
with the largest reductions over Northern Italy and Eastern Europe. In Germany, the
reductions of NOx emissions for the projection lead to an increase of surface O3 in most
areas by ≈ 10%. Accordingly, the decrease of NOx emissions alone is not sufficient for
mitigating O3 in Germany. Follow up studies are necessary to investigate in which order of
magnitude VOC emissions should be reduced to overcome the increase of O3. The results
of the projection for the year 2030 should, however, be taken with some caution, because
the projection assumes an increase of NOx emissions of the anthropogenic non-traffic
sector in Europe, compared to the year 2008. This increase might be unrealistic.

In addition, I performed an idealised simulation in which the global NOx emissions from
road traffic are increased by 10 % everywhere but in Europe. The emissions over Europe
were kept at the levels of the projection for the year 2030. My analysis of the results from
this simulation revealed that the increase found over Europe (where the emissions are
unchanged) corresponds to 2/3 of the increase over North America. The increase is caused
only by the transport of polluted airmasses over the Atlantic Ocean. This highlights the
importance of global mitigation efforts with respect to tropospheric O3 as well as the
importance of realistic boundary conditions for regional source attribution.

7.2 Conclusions and Outlook

The most important findings and the answers to the scientific questions raised by this
study (see page 2) are briefly summarised as follows:

Q1: What is the contribution of the road traffic emissions to tropospheric O3 in Eu-
rope for present day conditions? How do long range transport and local production
influence the contribution?

A1: The contribution of road traffic emissions to the tropospheric O3 column up to
850 hPa is ≈ 11 % over Europe averaged for the year 2008. During winter the
contribution is lower (≈ 10 %) and mainly determined by long range transport.
During summer the contribution increases to ≈ 12 % and local production is more
important. The contribution to ground level O3 is ≈ 13 %, corresponding to 5–
10 nmol mol−1.

Q2: How sensitive are the results with respect to uncertainties of anthropogenic and nat-
ural emission estimates?

A2: The largest differences found between the different simulation results are in the order
of 10 % for the contribution of road traffic emissions to the 850 hPa, corresponding to
differences of the contribution of around one percentage point. This range, however,
heavily depends on the region. Generally, the sensitivity was largest to differences
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of the inflow to Europe (caused e.g. by emission changes in North America or Asia),
changed NOx emissions from the anthropogenic non-traffic sector, and to local NOx

emissions from soils.

Q3: How does the contribution of road traffic emissions to tropospheric O3 change for a
future projection and how are these results affected by global changes of the emis-
sions?

A3: The contribution of road traffic emissions to tropospheric O3 in Europe for the future
projection in the year 2030 is reduced by 2–3 percentage points during summer
compared to conditions of the year 2008. Since the emissions for the rest of the
world were kept constant, only a small change was simulated during winter, when
local production plays only a minor role (see A1). An increase of the NOx emissions
in the rest of the world (except for Europe) leads to an increase of the contribution
in Europe corresponding to 2/3 of the increase found over North America.

Q4: Do the results of the contribution depend on the resolution of the model and/or the
emissions?

A4: The domain averaged values over Europe (continental scale) showed only small
differences between the results of the simulations applying different emissions- or
model resolutions. Regionally the differences are larger, especially for regions like
the Po Basin or the Mediterranean area. In addition, a fine resolution is important,
if O3 extreme events are to be analysed.

From these findings and the discussion about the state of the art (page 21) further
questions arise. I conclude this thesis with a (not complete) list of some most important
next steps.

• As shown, long range transport influences the contribution of road traffic emissions
in Europe strongly. The detailed quantification of O3 caused by long range transport
and by local production is still a challenging task. To allow such a quantification
further model developments are necessary. This can be achieved by adding addi-
tional categories to the tagging method to distinguish O3 produced in Europe and
O3 transported over long range better.

• My work investigated mainly the sensitivity of the results to uncertainties of the
emission estimates in Europe. Emission estimates for other regions are uncertain
too. After the tagging method is improved as discussed above the sensitivity of
these uncertainties of the emission estimates should be performed. In this context
also the sensitivity of the results to the resolution of the driving model (EMAC)
and the convection parametrisation are important which are known to influence the
long range transport.

• The tagging method does not account for the quick cycling between O3 and NO2,
which might lead to artificially large tagged O3 values near hotspot regions. There-
fore, further investigations are necessary to assess if the tagging method should be
equipped with a possibility to allow for the quick cycle between O3 and NO2.
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• As shown, the contribution of road traffic emissions to tropospheric O3 in Europe
is most sensitive to changes of other NOx emissions. In Europe, especially anthro-
pogenic non-traffic emissions and emissions of NOx from soils are important near
ground sources of NOx. It is known that the parametrisation of NOx from soils used
in this study is rather simple. Improved parametrisations exist, which should be
implemented to simulate NOx emissions from soil which are in a better agreement
with current estimates.

• Many parametrisations used by the applied model rely on external parameters (such
as soil type). Even with the applied 12 km resolution these external parameters
are averaged over relatively large areas. In addition, the emissions are mixed over
relatively large areas, too. Therefore, a further increase of the resolution should be
envisaged. Challenging is, however, the generation/availability of external data sets
which are adequately resolved.

• As the O3 chemistry is highly non-linear, the contribution simulated by a global
and a regional model should be performed for a region with larger emissions than
in Europe (e.g. Southeast Asia). If emissions are much larger compared to Europe,
the differences between results simulated by a coarsely resolved and a fine resolved
model might differ more strongly. In addition, other meteorological conditions (e.g.
decreased inflow or higher temperatures) might influence these results further.

• Simulations of longer simulation periods should be performed to investigate the
representativeness of the reported results on longer time scales. Especially the
possible changes of the meteorological conditions for the simulations of a future
scenario should be considered. These changes of the meteorology can alter biogenic
emissions and transport patterns. Such investigations, however, are computationally
very demanding, because long integration times are necessary.

• The fine resolution of the newly developed model system allows the investigation of
extreme events and mitigation studies in more detail. If such analyses are planned
in the future, it is important to evaluate the model in more detail with regional
measurements of NOx, NOy and different VOCs. This is important to investigate,
if the model predicts the threshold from NOx to VOC limited O3 production, well.
With finer resolution, a more detailed chemical mechanism might be important to
account in more detail for the organic chemistry.

• Finally, it is in general important to reduce the uncertainties of the models by de-
tailed intercomparison with in situ observations. Compared to coarse resolved global
models, where the model results can hardly be directly compared to measurements,
the fine resolution allows a much better intercomparison with observations. This
will possibly strengthen our understanding of processes.
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Appendix

A.1 Description of additional sensitivity studies

This section provides a short summary of the most important information regarding the
additional sensitivity studies analysed in Sect. 5.4. The simulations REF bio EMAC,
REF no C5H8, REF no NO, REF C5H8 scaled and REF no biotag were branched off
from the REF simulation on 1. May 2008. The simulation REFT42a was branched off
on 1. May 2008 from the REFT42 simulation. All simulation were carried out for the
period May–August 2008. Only EMAC and CM50 were active for this simulations.

EMAC

ONEMIS

COSMO

biogenic C5H8

NOx from soils

biogenic C5H8

NOx from soils

ONEMIS

a) b)

EMAC

ONEMIS

COSMO

MMD2WAY

OFFEMIS
Transformation to fine 

grid and data exchange 

between both instances

biogenic C5H8

NOx from soils

biogenic C5H8

NOx from soils

Figure A1: Treatment of biogenic C5H8 emissions and emissions of NOx from soils for. (a)
the standard treatment (b) the treatment for the sensitivity studies discussed in this section.
More details are given in the text.

All simulations feature a special treatment of the biogenic C5H8 emissions and NOx

emissions from soils. Normally, these emissions are calculated by the submodel ONEMIS
in EMAC and COSMO (compare Fig. A1a). Despite that the submodel uses the same
external files in EMAC and COSMO, the calculations of these emissions depends on me-
teorological parameters (e.g. temperature). Even if the total amount of emissions over
the European area are similar, the geographical distribution differs. To investigate the
dependency of the results on the geographical distribution of the emissions, all sensitivity
studies use the same biogenic C5H8 emissions and emissions of NOx from soils in EMAC
and CM50, respectively. Therefore, the submodel OENMIS was switched off in CM50
(compare Fig. A1a). Accordingly, no biogenic C5H8 and soil-NOx emissions were calcu-
lated by CM50. Instead the emissions of C5H8 and soil-NOx as calculated by EMAC are
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REF REF_bio_EMAC

Figure A2: Difference (’CM50 minus EMAC’) of the soil-NOx flux (in 1E15 molec m−2 s−1)
averaged over the period June–August 2008 for the simulation REF and REF bio EMAC.

Table A1: Differences between simulations to investigate the sensitivity to biogenic emissions.
Displayed are the scaling factors for soil-NOx and C5H8. Further the resolution of the emissions
is given.

simulation
scaling factor
soil-NOx

scaling factor
C5H8

resolution
on-line emissions

identical geographical
distribution of emissions
in EMAC and CM50

REF 1.0 0.45 0.44◦ x 0.44◦ no
REFc 0.0 0.45 T42 yes
REFg 1.0 0.45 T42 yes
REFh 1.0 0.00 T42 yes
REFk 1.0 0.60 T42 yes
REFl 1.0 0.45 T42 yes
REFT42a 1.0 0.45 T42 yes

transformed during runtime from the coarse EMAC grid onto the CM50 grid using the
submodel MMD2WAY. These emissions are treated as ’offline’ emissions and are emitted
in COSMO by the submodel OFFEMIS.

The total amount of soil-NOx as simulated by EMAC and CM50 is similar, but the
geographical distribution differs. As an example, Fig. A2 shows the difference between
the flux of NOx emissions from soils between CM50 and EMAC for the REF simulation
and the REF bio EMAC simulation. While for the REF simulation regionally larger
differences exist, the differences for the REF bio EMAC simulation are only small and
due to the interpolation.

Further, Table A1 summarises the differences between the simulations with respect to
the scaling factors for the emissions, the resolution and the geographical distribution of
the emissions.
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A.2 Pasing COSMO fields to EMAC for radiation

calculations

As has been discussed in Sect. 6.4 COSMO itself does not allow to calculate a radia-
tive forcing of the O3 field calculated by COSMO. Therefore, the O3 field calculated
by COSMO were passed to EMAC. EMAC than calculated the radiative forcing. The
necessary steps are sketched in Fig. A3 and are discussed in more detail next.

First, the O3 field calculated by COSMO was transformed to the EMAC grid by the
submodel MMD2WAY. Hereby only these parts of the field were transformed which are
outside the lateral relaxation area or the upper damping zone. This field is only defined
on a horizontal and vertical subset of the computational domain of EMAC. Therefore I
added an addition to the submodel SCALC (which does simple calculations, Jöckel et al.,
2010). The additional operator (called ’SUMGE0’) performs the following operation with
two (two or three dimensional fields) A and B:

C = A+B for all A ≤ 1 · 10−20

C = A
(A.1)

In this case the field transformed from COSMO corresponds to A, while B represents
the O3 climatology used by EMAC for the QCTM mode. Finally, a second diagnostic
radiation call is performed (see also Dietmüller et al., 2016) with the field C provided by
SCALC. Accordingly, the following sequence of calls of the MESSy submodels is necessary
in EMAC: First MMD2WAY must be called, after this SCALC and RAD follow.

EMAC COSMO

MMD2WAY

O3 field
SCALC

RAD
Diagnostic radiation call

with eld modi ed from 

SCALC

Transformation to coarse 

grid and data exchange 

between both instances

"SUMGE0" for 

lling up transformed 

COSMO eld with O3

climatology where the 

COSMO eld is 

unde ned

Figure A3: Schematic illustration of the steps and MESSy submodels involved in the calcu-
lation of the radiative forcing from the O3 field calculated by COSMO in EMAC. More details
are given in the text.
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A.3 Detailed list of used MESSy submodels

The following Table provides a detailed overview of the MESSy submodels applied in the
simulation performed for the present thesis.

Table A2: Overview of the submodels running in EMAC and COSMO/MESSy respectively.
Both COSMO/MESSy instances use the same submodels. MMD* comprise all MMD submodels.

Submodel EMAC COSMO short description references

AEROPT x calculation of aerosol optical prop-
erties

Dietmüller et al.
(2016)

AIRSEA x x exchange of tracers between air and
sea

Pozzer et al. (2006)

CH4 x methane oxidation and feedback to
hydrological cycle

CLOUD x cloud parametrisation Roeckner et al.
(2006), Jöckel et al.
(2006)

CLOUDOPT x cloud optical properties
CONVECT x convection parametrisation Tost et al. (2006b)
CVTRANS x x convective tracer transport Tost et al. (2010)
DRADON x x emission and decay of 222Radon Jöckel et al. (2010)
DDEP x x dry deposition of aerosols and tracer Kerkweg et al.

(2006a)
E2COSMO x additional ECHAM5 fields for

COSMO coupling
Kerkweg and Jöckel
(2012b)

GWAVE x parametrisation of non-orographic
gravity waves

Roeckner et al.
(2003)

H2O x stratospheric water vapour and its
feedback

Jöckel et al. (2006)

JVAL x x calculation of photolysis rates Landgraf and
Crutzen (1998),
Jöckel et al. (2006)

LNOX x NOx-production by lighting Tost et al. (2007a),
Jöckel et al. (2010)

MECCA x x tropospheric and stratospheric gas-
phase chemistry

Sander et al. (2011),
Jöckel et al. (2010)

MMD* x x coupling of EMAC and
COSMO/MESSy (including li-
braries and all submodels)

Kerkweg and Jöckel
(2012b)

MSBM x x multiphase chemistry of the strato-
sphere

Jöckel et al. (2010)

O3ORIG x ozone origin diagnostics Grewe (2006)
OFFEMIS x x prescribed emissions of trace gases

and aerosols
Kerkweg et al.
(2006b)

ONEMIS x x on-line calculated emissions of trace
gases and aerosols

Kerkweg et al.
(2006b)

ORBIT x x Earth orbit calculations Dietmüller et al.
(2016)

Continued on next page
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Table A2 – Continued from previous page

Submodel EMAC COSMO short description references

PTRAC x x definition of prognostic tracers Jöckel et al. (2008)
QBO x Newtonian relaxation of the quasi-

biennial oscillation (QBO)
Giorgetta and
Bengtsson (1999),
Jöckel et al. (2006)

RAD x radiative transfer calculations calcu-
lation

Dietmüller et al.
(2016)

S4D x x diagnostic sampling along prede-
fined tracks

Jöckel et al. (2010)

SATSIMS x satellite simulator
SCALC x x simple calculations Jöckel et al. (2010)
SCAV x x wet deposition and scavenging of

trace gases and aerosols
Tost et al. (2006a)

SCOUT x x diagnostic sampling at predefined
locations

Jöckel et al. (2010)

SEDI x x sedimentation of aerosols Kerkweg et al.
(2006a)

SORBIT x x sampling along sun synchronous
satellite orbits

Jöckel et al. (2010)

SURFACE x surface properties Jöckel et al. (2016)
TAGGING x x TAGGING of source attributions Grewe et al. (2016)
TBUDGET x contribution of processes to a tracer Jöckel et al. (2016)
TNUDGE x x Newtonian relaxation of tracers Kerkweg et al.

(2006b)
TREXP x emission of tracers at point sources Jöckel et al. (2010)
TROPOP x x diagnostic calculation of tropopause

height and additional diagnostics
Jöckel et al. (2006)

VISO x x sampling on isosurfaces Jöckel et al. (2010)
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A.4 Mechanism of the gas phase chemistry

The following is an document automatically generated when creating the gas phase mecha-
nism using MECCA (Sander et al., 2011). Only the most important parts of the document
are shown. The complete document is part of the Supplement provided by (Mertens et al.,
2016).

The Chemical Mechanism of MECCA

KPP version: 2.2.1_rs5

MECCA version: 3.7f

Date: April 7, 2015.

Selected reactions:
“(((Tr && (G || Het) && !I) || St) && !Hg)”

Number of aerosol phases: 0

Number of species in selected mechanism:
Gas phase: 164
Aqueous phase: 0
All species: 164

Number of reactions in selected mechanism:
Gas phase (Gnnn): 218
Aqueous phase (Annn): 0
Henry (Hnnn): 0
Photolysis (Jnnn): 68
Aqueous phase photolysis (PHnnn): 0
Heterogeneous (HETnnn): 12
Equilibria (EQnn): 0
Isotope exchange (DGnnn): 0
Dummy (Dnn): 0
All equations: 298

This document is part of the electronic supplement to our article
“The atmospheric chemistry box model CAABA/MECCA-3.0”

in Geosci. Model Dev. (2011), available at:
http://www.geosci-model-dev.net
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A.5 Definition of the PRUDENCE subdomains

1

2
3

4

5

6
7

89

Figure A4: Geographical definition of the eight PRUDENCE subdomains (black, 1–8) and the
additional subdomain covering Germany (red).

I performed some analyses on regional subdomains. Chosen were the eight domains
defined in the PRUDENCE project (Christensen et al., 2007). This subdomains are
commonly used in regional analysis (e.g. Kotlarski et al., 2014, and references therein).
Eight defined PRUDENCE subdomains exist. Besides these domains an extra domain is
added in the present work covering Germany. The geographical position of these domains
is given in Fig. A4. The exact geographical definition and the names of these subdomains
is given in Table A3.

Table A3: Definition of subdomains used in the present work.

number name west (in ◦ E ) east (in ◦ E ) south (in ◦ N ) north (in ◦ N)

1 British Isles -10 2 50 59
2 Iberian Peninsula -10 3 36 44
3 France -5 5 44 50
4 Mid-Europe 2 16 48 55
5 Scandinavia 5 30 55 70
6 Alps 5 15 44 48
7 Mediterranean 3 25 36 44
8 Eastern Europe 16 30 44 55
9 Germany 6 15 47 55
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A.6 Details about applied emissions

Details about the VEU emission data set

First, the DLR Institute of Transport Research submitted activity data for traffic on
roads, rails and inland navigation to the Institut für Energiewirtschaft und Rationelle
Energieanwendung (IER). From this activity data emissions over Germany for the three
traffic sectors were calculated as described in detail by Kugler et al. (2013). The activity
data distinguishes between different car types (like passenger cars or light duty vehicles),
technology (petrol or diesel, European emission standard). In addition to this, IER cal-
culated the traffic density from the activity data. With this information the emissions
were calculated using the emission factors from the HBEF 3.11. The emission factors
for the two other sectors mainly stem from the emission inventory guidebook (European
Environment Agency, 2009).

Emissions of all other sectors in Germany, as well as for all emission sectors in Eu-
rope, were estimated by a top-down approach, meaning that given total emissions are
distributed within the country. In the case of the VEU inventory these total emissions
correspond usually to the values, which were reported by the countries in the scope of the
United Nations Economic Commission for Europe (UNECE) Convention on Long-range
Transboundary Air Pollution (CLRTAP). An own ansatz was used at the IER for coun-
tries for which no emissions were reported. It is important to note, that this approach
leads to an inconsistency as only the traffic emissions in Germany are modelled in detail.

The emission inventory covers parts of North Africa, however, no emissions were cal-
culated for this area. Instead, the IER backfilled the emissions over Africa with the
emissions reported in the Emission Database for Global Atmospheric Research (EDGAR)
4.2 emission database2.

During the generation of VEU08 it were assumed that 1/4 of the travelled kilometres of
passenger cars in Germany were performed with combustion engines using diesel as fuel,
while 3/4 were done with petrol as fuel. Compared to this, more than 90 % of the travelled
of the light and heavy duty vehicles were performed with diesel engines.

Activity data of the transport sector for year 2020 and 2030 separate were calculated
separately. Compared to 2008 a 10 % increase of the travelled kilometres of passenger
cars was assumed in 2030. An increase of around 61 % was assumed for the heavy duty
vehicles. Further, it was assumed that 10 % of the total travelled kilometres will be
covered by vehicles powered by electricity. Most parts of the other 90 % will be covered
by vehicles with conventional combustion engines. Altogether almost 90 percent of the
travelled kilometres were assumed to be covered with vehicles, which fullfill the European
emission standard 6 (EURO-6).

An EU energy model (TIMES PanEU, Blesl et al., 2010) were used at IER for the
calculations of the other traffic emissions in Europe, as well as the non traffic sectors in
Germany an EU. This energy model calculates possible developments of the European
energy market based on assumptions (e.g. population, economy, energy price). For this
calculation the ’current legislation’ state was assumed.

1Handbook of emission factors, http://www.hbefa.net/, last access 14.07.2016
2available at http://edgar.jrc.ec.europa.eu/, last access 12.02.2016

http://www.hbefa.net/
http://edgar.jrc.ec.europa.eu/
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Preprocessing of regional emissions files

While the used global emissions files (MAC08 and ACCMIP/RCP6) are available in the
sectoral resolution, which is used in the MECO(n) model system (details are provided
in the supplement of Jöckel et al., 2016), the regional emission files require extensive
preprocessing.

The original file from the IER contains information about the annual total emissions per
gridbox. The sectoral resolution corresponds to the definition according to the significant
new alternatives policy (SNAP) sectors. This sectoral resolution consists of ten emission
sectors which are listed in Table A4 and differs largely from the standard treatment in the
MECO(n) model system. Here, usually five anthropogenic categories are distinguished:
road traffic, shipping, aviation, AWB and anthropogenic non-traffic (consists of all other
anthropogenic sources including industry and domestic combustion). Only the road traffic
sector can be directly converted from the SNAP sectors to the MECO(n) sectors.

Especially the SNAP sector 8 needed a special treatment, as this sector mixes different
sources including shipping and aviation. The shipping emissions were separated from the
SNAP sector 8. To allow this, I assumed that all emissions in the sector 8 taking place over
international waters are shipping emissions. The VEU inventory considers only landing
and take-off (LTO) emissions of the aviation sector. With the available information in
the emission database it was not possible to separate the LTO emissions from the other
emission in the sector 8. Further, emissions from the AWB sector are not provided by the
VEU inventory.

All emissions from the regional emission databases, except for the emissions from sector
7 and the emissions on international waters in sector 8, were combined to emissions of
the anthropogenic non-traffic sector. A small contribution of other sectors (e.g. LTO
from aviation, inland water ways) in this anthropogenic non-traffic part could not be
avoided, due to the definition of the SNAP sectors. Compared to the total anthropogenic
non-traffic emissions the contribution of this sectors is small.

Additional efforts were needed for the time curves determining the hourly shares of the
emissions. These time dependent curves are available for every sector, every country,
every pollutant and every day. The IER ’time curves’ were split into a monthly averaged
diurnal cycle and daily shares of the annual total emissions. Using these daily shares, files
with a daily resolution of the emissions were constructed.

For the anthropogenic non-traffic sector the monthly averaged hourly shares of combined
SNAP sectors have been summed. Therefore the hourly shares of the corresponding
SNAP sector were weighted by the contribution of the corresponding sector to the total
anthropogenic non-traffic emissions. As ships on international waters usually are emitting
continuously, no time curve for the shipping sector has been assumed.

During the model simulation the time curve and the daily emissions of the sectors are
combined by a specific MESSy submodel called TEMIS, which I programmed in the scope
of this thesis. It multiplies the total daily emissions with the corresponding hourly share.

Examples of the calculated ’time curves’ for three countries (Germany, United Kingdom
and Turkey) are shown in Fig. A5. The hourly shares for the road traffic sector (Fig. A5a)
are the same for all countries, showing a double-peak structure (one peak in the morning
an one in the evening). The difference between the countries is determined by the time
shift compared to the UTC time in the respective countries.
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Table A4: Description of the emissions sectors following the SNAP definition.

Sector number Description

1 Combustion in energy and transformation industries
2 Non-industrial combustion plants
3 Combustion in manufacturing industry
4 Production processes
5 Extraction and distribution of fossil fuels and geothermal energy
6 Solvents and other product use
7 Road transport
8 Other mobile sources and machinery
9 Waste treatment and disposal
10 Agriculture

The ’time curve’ of the anthropogenic non-traffic sector for January (Fig. A5b) shows
more differences between the different countries. Overall, a similar double peak structure
is present in all ’time curves’. This double peak structure is caused by contributions from
the off-road traffic sector (SNAP8), which assumes the same hourly share as the traffic
sector, as well as the ’non-industrial combustion plants’ (SNAP2), which is determined
mainly by the working hours of the people (e.g. for water heating). The differences
between the different countries are determined mainly by differences in the ’combustion
in energy and transformation industries’ (SNAP1) sector, for which different ’time curves’
for the countries exist (depending on time zone, culture and strength of the individual
industries). Due to the weighting of the different ’time curves’ by the total emissions of
the respective SNAP-sector additional differences between the countries arise. The ’time
curve’ of the anthropogenic non-traffic sector for June is shown in Fig. A5c especially in
Germany and Turkey the double peak structure is almost vanished, as the peak around
evening gets smaller (e.g. the emission scenario assumes that in Germany the main peak
for the electricity production in June is around noon, while in winter a peak around noon
and a second peak in the evening is assumed).

The regional VEU emission data covers not the whole computational grid of the CM50
domain, because the data set was tailor-made for the COSMO-EU domain with a finer
resolution (7 km). Due to the coarser resolution of the grid used in the present work
compared to the COSMO-EU domain, the relaxation area would cover a greater parts
of the domain (including parts of the European mainlands). To overcome this problem
a larger domain was chosen. Parts of the computational domain which are not covered
by the regional emission dataset are therefore backfilled with the MACCity (for the 2008
emissions) or ACCMIP/RCP6.0 (for the year 2030) emissions. This part of the domain is
almost completely located within the relaxation area. Compared to the original MACCity
and ACCMIP/RCP6.0 emissions these backfilled emissions are scaled additionally. I
computed these scaling factors by comparing the totals for the area which is covered by
the VEU emission datasets. A different scaling factor were calculated for every sector.
These emissions are only needed for the CM50 domain as the CM12 domain is completely
covered by the VEU inventory.



170 A. Appendix

a) b) c)

Figure A5: Simplified ’time curves’ which are derived from the ’time curves’ calculated by the
IER. (a) the road traffic ’time curves’ for January, (b) the anthropogenic non-traffic ’time curve’
for January and (c) the anthropogenic non-traffic ’time curve’ for June. The ’time curves’ are
shown for three different countries (red - Germany, blue - United Kingdom, and black - Turkey).

The VEU inventory contains no emissions of the aviation sector, therefore the MACCity
(year 2008)/RCP6.0 (year 2030) emissions were used. In order to avoid a double account-
ing of the LTO emissions, which are already included in the VEU emissions data set in
the sector anthropogenic non-traffic, the aviation emissions from MACCity/RCP6.0 are
set to zero at the lowest layer.
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Total emissions of the different simulations

The following Tables summaries the emissions of NOx, CO and VOCs from all anthro-
pogenic and natural sources applied in the different simulations. Please note, that for
every specie only these emission sectors are given where emissions occur. These sector
are:

• road t.: Road traffic emissions

• anth. nt: Anthropogenic non-traffic emissions

• shipping: Shipping emissions

• aviation: Aviation emissions

• Soil-NOx: NOx emissions from soils calculated by the model

• LNOX: Lightning NOx emissions

• AWB: Agricultural waste burning emissions

• BB : Biomass burning emissions

• biog.: Further biogenic emissions, not calculated by the model but prescribed as
annual climatology

• biog. C5H8: Biogenic isoprene emissions, calculated by the model

Tables A5–A7 give the total emissions of EMAC of NOx, CO and VOC, respectively.
Tables A8–A10 give the total emissions of CM50 and Table A11–A13 of CM12. Please
note, that the given total emissions for C5H8 from biogenic origin are scaled with 0.6
for EMAC (Jöckel et al., 2006) and 0.45 for COSMO/MESSy (Mertens et al., 2016).
Further, Figures A6 and A7 give an overview about the geographical distribution of the
anthropogenic non-traffic and shipping emissions, respectively.

Table A5: Total emissions of NOx (in Tg a−1 in amount of NO) for EMAC. Given are the
annual totals for the year 2008.

Simulation road t.
anth.
nt

shipping aviation
Soil
NOx

LNOX AWB BB Sum

REF 20.4 36.9 12.7 2.14 12.5 12.1 0.416 9.47 97.2
REFT42 20.4 36.9 12.7 2.14 12.5 12.1 0.416 9.47 97.2
EU08 20.4 36.9 12.7 2.14 12.5 12.1 0.416 9.47 97.2
EU08TE 20.4 36.9 12.7 2.14 12.5 12.1 0.416 9.47 97.2
EU30TE 20.4 36.9 12.7 2.14 12.5 12.1 0.416 9.47 97.2
EU30AC 17.2 30.4 8.55 2.50 12.5 12.1 0.265 11.9 95.4
EU30RT 22.4 36.9 12.7 2.14 12.5 12.1 0.416 9.47 99.2
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Table A6: Total emissions of CO (in (in Tg a−1) for EMAC. Given are the annual totals for
the year 2008.

Simulation road t.
anth.
nt

shipping AWB biog. BB Sum

REF 153 412 1.33 20.2 113 328 1030
REF 153 412 1.33 20.2 113 328 1030
REFT42 153 412 1.33 20.2 113 328 1030
EU08 153 412 1.33 20.2 113 328 1030
EU08TE 153 412 1.33 20.2 113 328 1030
EU30TE 153 412 1.33 20.2 113 328 1030
EU30AC 189 351 0.901 21 113 467 1140
EU30RT 153 412 1.33 20.2 113 328 1030

Table A7: Total emissions of VOC (in Tg a−1 in amount of C) for EMAC. Given are the
annual totals for the year 2008.

Simulation road t.
anth.
nt

shipping biog. C5H8 AWB biog. BB Sum

REF 17.5 73.4 2.19 450 0.943 108 14.5 667
REF 17.5 73.4 2.19 450 0.943 108 14.5 667
REFT42 17.5 73.4 2.19 450 0.943 108 14.5 667
EU08 17.5 73.4 2.19 450 0.943 108 14.5 667
EU08TE 17.5 73.4 2.19 450 0.943 108 14.5 667
EU30TE 17.5 73.4 2.19 450 0.943 108 14.5 667
EU30AC 26.2 73.2 2.05 450 2.18 108 21.4 683
EU30RT 17.5 73.4 2.19 450 0.943 108 14.5 667

Table A8: Total emissions of NOx (in Tg a−1 in amount of NO) for CM50. Given are the
annual totals for the year 2008.

Simulation road t.
anth.
nt

shipping aviation
Soil
NOx

LNOX AWB BB Sum

REF 5.19 7.60 2.35 0.595 1.57 0.715 0.0762 0.28 18.4
REFT42 5.2 7.65 2.35 0.591 1.57 0.715 0.0762 0.276 18.4
EU08 5.35 5.08 1.81 0.534 1.57 0.715 0.0762 0.28 15.4
EU08TE 5.35 5.08 1.81 0.534 1.57 0.715 0.0762 0.28 15.4
EU30TE 4.06 6.02 2.49 0.623 1.57 0.715 0.0806 0.287 15.8
EU30AC 4.06 6.02 2.49 0.623 1.57 0.715 0.0806 0.287 15.8
EU30RT 4.06 6.02 2.49 0.623 1.57 0.715 0.0806 0.287 15.8
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Table A9: Total emissions of CO (in Tg a−1) for CM50. Given are the annual totals for the
year 2008.

Simulation road t.
anth.
nt

shipping AWB biog. BB Sum

REF 30.9 28.7 0.241 2.89 4.84 8.87 76.4
REFT42 30.9 28.9 0.246 2.88 4.84 9.03 76.8
EU08 23.6 30.1 0.299 2.89 4.84 8.87 43.6
EU08TE 23.6 30.1 0.299 2.89 4.84 8.87 70.6
EU30TE 10.1 29.4 0.262 3.11 4.84 9.48 57.2
EU30AC 10.1 29.4 0.262 3.11 4.84 9.48 57.2
EU30RT 10.1 29.4 0.262 3.11 4.84 9.48 57.2

Table A10: Total emissions of VOC (in Tg a−1 in amount of C) for CM50. Given are the
annual totals for the year 2008.

Simulation road t.
anth.
nt

shipping biog. C5H8 AWB biog. BB Sum

REF 3.29 14.2 0.343 31.8 0.0994 4.59 0.377 54.7
REFT42 3.31 14.4 0.351 31.8 0.0994 4.59 0.377 54.9
EU08 3.39 6.56 0.0954 31.8 0.0994 4.59 0.377 46.9
EU08TE 3.39 6.58 0.0954 31.8 0.0994 4.59 0.377 46.9
EU30TE 2.08 6.04 0.0762 31.8 0.223 4.59 0.43 45.2
EU30AC 2.08 6.04 0.0762 31.8 0.223 4.59 0.43 45.2
EU30RT 2.08 6.04 0.0762 31.8 0.223 4.59 0.43 45.2

Table A11: Total emissions of NOx (in Tg in amount of NO) for CM12. Given are the annual
totals for the May–August 2008.

Simulation road t.
anth.
nt

shipping aviation
Soil
NOx

LNOX AWB BB Sum

REF 0.342 0.335 0.0333 0.0642 0.167 0.0456 0.000761 0.00361 0.988
REFT42 0.341 0.332 0.035 0.0638 0.167 0.0456 0.000761 0.0044 0.985
EU08 0.441 0.277 0.0263 0.0555 0.167 0.0456 0.000761 0.00361 1.01
EU08TE 0.441 0.277 0.0261 0.0555 0.167 0.0456 0.000761 0.00361 1.01
EU30TE 0.253 0.335 0.0445 0.0515 0.167 0.0456 0.000761 0.00363 0.897
EU30AC 0.253 0.335 0.0445 0.0515 0.167 0.0456 0.000761 0.00363 0.897
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Table A12: Total emissions of CO (in Tg) for CM12. Given are the annual totals for the
May–August 2008.

Simulation road t.
anth.
nt

shipping AWB biog. BB Sum

REF 1.27 1.41 0.00348 0.0333 4.81 0.12 7.65
REFT42 1.27 1.41 0.00366 0.0322 4.81 0.145 7.67
EU08 1.18 0.842 0.000719 0.0333 4.81 0.12 6.98
EU08TE 1.18 0.842 0.000719 0.0333 4.81 0.12 6.98
EU30TE 0.322 0.497 0.00462 0.0366 4.81 0.12 5.79
EU30AC 0.322 0.497 0.00462 0.0366 4.81 0.12 5.79

Table A13: Total emissions of VOC (in Tg in amount of C) for CM12. Given are the annual
totals for the May–August 2008.

Simulation road t.
anth.
nt

shipping biog. C5H8 AWB biog. BB Sum

REF 0.141 0.538 0.00413 0.423 0.0111 0.372 0.00516 1.49
REFT42 0.141 0.539 0.00424 0.423 0.0107 0.372 0.00623 1.49
EU08 0.143 0.383 0.00175 0.423 0.0111 0.372 0.00516 1.34
EU08TE 0.143 0.383 0.00175 0.423 0.0111 0.372 0.00516 1.34
EU30TE 0.118 0.394 0.00136 0.423 0.0034 0.372 0.00366 1.32
EU30AC 0.118 0.394 0.00136 0.423 0.0034 0.372 0.00366 1.32
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Overview over anthropogenic emissions applied in the different
simulations

Table A14 gives an overview about the emission inventories applied in the different sim-
ulations.

Table A14: Overview of the simulations performed in this study. A detailed description is given
in the text. ’MACCity T42’ means the MACCity emissions in EMAC resolution, ’MACCity -
LTO’ the MACCity emissions without the aviation emissions in the lowest layer.

MECO(n)
instance

road, ship,
anth. non-traffic

aviation
AWB,
biomass burning

GLOB - longer term simulation
0 MACCity MACCity MACCity
REF - Reference with same emissions for all instances

0 MACCity MACCity MACCity
1 MACCity MACCity MACCity
2 MACCity MACCity MACCity
REFT42 - Influence of the emissions resolution

0 MACCity MACCity MACCity
1 MACCity T42 MACCity T42 MACCity T42
2 MACCity T42 MACCity T42 MACCity T42
EU08 - Influence of changed anthropogenic emissions

0 MACCity MACCity MACCity
1 VEU08 MACCity - LTO MACCity
2 VEU08 MACCity - LTO MACCity
EU08TE - Influence of detailed ’time curves’ for emissions

0 MACCity MACCity MACCity
1 VEU08 MACCity - LTO MACCity
2 VEU08 MACCity - LTO MACCity
EU30TE - Influence of projection for the year 2030

0 MACCity MACCity MACCity
1 VEU30 ACCMIP - LTO ACCMIP
2 VEU30 ACCMIP - LTO ACCMIP
EU30RT - Influence of changed boundary conditions

0
MACCity + 10 % NOx

road traffic
MACCity MACCity

1 VEU30 ACCMIP - LTO ACCMIP
EU30AC - Influence of changed boundary conditions

0 ACCMIP ACCMIP ACCMIP
1 VEU30 ACCMIP - LTO ACCMIP
2 VEU30 ACCMIP - LTO ACCMIP
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A.7 Additional figures

Chapter 4

EMAC CM50

T
925

SLP

W(10m)

Figure A8: Monthly average difference between EMAC (left) CM50 (right) and ERA-Interim
for June 2008. Shown are the differences of the temperature at 925 hPa (T925, in K), the sea
level pressure (SLP, in hPa) and the the 10 m wind speed (W(10m)), in m s−1 (cf. page 51).
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Figure A9: As Fig. A8 but for December 2008 (cf. page 51).
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EMAC CM50

Jun 08

Dec 08

Figure A10: Difference of the zonally averaged temperature (in K) between EMAC and ERA-
Interim (left side) and CM50 and ERA-Interim. The shown values are averaged for June 2008
(top) and December 2008 (bottom) (cf. page 51).
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The Table A15 and Table A16 give information regarding the subtracted mean values
from the diurnal cycles to calculate the amplitudes (cf. page 64).

Table A15: Mean values which were subtracted from the diurnal cycle (in µg m−3) for EMAC
and CM50. The range indicates on standard deviation with respect to the values at the individual
station.

June non-
mountain

June
mountain

December non-
mountain

December
mountain

EMAC 88.8± 19.2 103.4± 8.5 57.5± 11.6 72.6± 9.3
CM50 95.3± 12.1 95.3± 8.7 68.2± 9.7 77.1± 6.0
Observations 74.2± 11.4 95.5± 7.2 39.1± 13.2 64.2± 11.3

Table A16: As Table A15 but only for the stations located in the CM12 domain.

June non-
mountain

June
mountain

EMAC 89.6± 17.3 99.1± 1.6
CM50 87.2± 10.3 88.3± 8.2
CM12 89.9± 7.4 89.4± 0.9
Observations 79.2± 8.9 94.4± 2.2
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EMAC CM50

Figure A11: Annual average (2008) dry deposition velocity of O3 (in cm s−1) for EMAC (left)
and CM50 (right).

EMAC CM50

Figure A12: Annual dry deposition sum of O3 (in kg m−2) for EMAC (left) and CM50 (right).
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Chapter 5

d

Figure A13: Box and whisker plot for the 850PC of the tagged categories (in DU). The values
are area-averaged over the domain of the CM50 domain. The upper and lower end of the box
indicate the 75 and 25 percentile, the bar the median, the dot the average and the whiskers the
minimum and maximum of the timeseries for the whole year 2008. Compared are the results of
the EMAC instance (EMAC) and the CM50 instance (COSMO) of the REFbio simulation (cf.
page 78).
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EMAC CM50

Figure A14: 850 for Otra
3 (in DU) averaged over JJA. (a) shows the values for EMAC, (b) for

COSMO).
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Figure A15: PDF of the contribution of Otra
3 to ground-level O3 values. The PDF is calculated

for all grid-boxes covered by the CM50 domain and for all time-steps for the JJA period between
9–18 o’clock. The results of both models were transformed to a regular grid (0.5 x 0.5 resolution).
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EMAC CM50

Figure A16: Scatter plot of the the NOx mixing ratio (in nmol mol−1 s−1) versus the C5H8 mix-
ing ratio (in nmol mol−1). The colour of the dots depict the net O3 production (in pmol mol−1).
Shown are monthly averaged values for every ground level grid box for May–September. The
results of EAMC and CM50 are shown only for the values for the grid boxes covering the CM50
domain are shown (cf. page 84).

CM50 CM12

OPE
Figure A17: OPE at ground level averaged over JJA for CM50 and CM12 (cf. Sect. 5.2).
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OH

NO2 O3

Figure A18: Differences (’REFT42 minus REF ’), averaged over JJA for ground level values
of NO2, O3 and OH. Please note the different colour scales.
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ground level 850PC

NO2

O3

OH

Figure A19: Differences (’EU08TE minus EU08 ’), averaged over JJA: Shown are the ground
level mixing ratios (left side) and the 850PC (right side) for NO2, O3, and OH. Please note the
different colour scales.
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ground level 850PC

percentage points percentage points

Figure A20: Differences (’EU08TE minus EU08 ’), averaged over JJA, of the the contribution
of Otra

3 (in ppts) of the road traffic sector for ground level and and the 850PC. Please note the
different colour scales.
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REF_no_NO minus REF REF_bio_EMAC minus REF

REF_no_C5H8 minus REF REF_C5H8_scaled minus REF

Figure A21: Differences averaged over JJA of the 850PC for O3. (a) ’REF no NO
minus REF ’; (b) ’REF bio EMAC minus REF ’; (c) ’REF no C5H8 minus REF ’; (d)
’REF C5H8 scaled minus REF ’. Please note the different colour scales.
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Figure A22: Differences (’SIMULATION - REF ’) for the individual simulation results com-
pared to the REF simulation, averaged for JJA and over the whole domain (Europe), Germany
as well as the different PRUDENCE regions. EMAC indicates in addition the difference (’EMAC-
COSMO’) between COSMO and EMAC for the REFbio simulation. The grey bars indicate one
standard deviation with respect to time for the REF simulation. (a) the difference of the 850PC
of Otra

3 (in %); (b) the difference for the contribution of Otra
3 to the 850PC of O3 (in %) (cf.

page 106).
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Chapter 6

Figure A23: Differences (’EU30TE minus ET08TE ’) of the OPE at ground level averaged for
the year 2008.

Table A17: Net O3 production (PO3, in Tg a−1), NOx emissions (ENOx , in Tg a−1 ina mount
of NO) and Rprod (PO3/ENOx) for the three most important anthropogenic ground level sources.
The values are integrated over the CM12 domain up to 200 hPa and for the period JJA.

PO3

Otra
3

(Tg a−1)

ENOx

road
traffic
(Tg a−1)

Rprod PO3

Oanth.
3

(Tg a−1)

ENOx

anth.
non-
traffic
(Tg a−1)

Rprod PO3

Oship
3

(Tg a−1)

ENOx

ship
(Tg a−1)

Rprod

EU08TE 0.95 0.33 2.86 0.76 0.20 3.79 0.12 0.02 6.16
EU30TE 0.60 0.19 3.17 0.89 0.24 3.67 0.13 0.02 5.91
EU30RT 0.64 0.19 3.39 0.91 0.24 3.78 0.14 0.02 6.32
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Acronyms and specie names

List of used acronyms

850PC partical column up to 850 hPa

AR5 assessment report 5

AWB agricultural waste burning

BML base model layer

BMIL base model interface layer

CCM chemistry-climate model

CLRTAP Convention on Long-range Transboundary Air Pollution

CM50 COSMO(50km)/MESSy

CM12 COSMO(12km)/MESSy

CTM chemistry-transport model

DWD Deutscher Wetterdienst

ESM earth system model

ECMWF European-Centre for medium-Range Forecast

GCM global circulation model

IER Institut für Energiewirtschaft und Rationelle Energieanwendung

IPCC Intergovernmental Panel on Climate Change

LTO landing and take-off

MAC08 MACCity emissions inventory (Granier et al., 2011) for the year 2008

MBE normalised mean bias error

MESSy Modular Earth Submodel System

MECO(n) MESSy-fied ECHAM and COSMO models nested n-times
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NA North America

MIM Mainz Isoprene Mechanism

MLS Microwave Limb Sounder

MMD Multi Model DriverMMD

MPI Message Passing Interface

OMI Ozone Monitoring Instrument

OPE O3 production efficiency

ppts percentage points

PBL planetary boundary layer

QCTM Quasi Chemistry Transport Model

RCP Representative Concentration Pathways

RF radiative forcing

RMSE root mean square error

SCIAMACHY SCanning Imaging Absorption spectroMeter for Atmospheric
CHartographY

SLP sea level pressure

SMCL submodel core layer

SMIL submodel interface layer

SNAP significant new alternatives policy

STE stratosphere-troposphere-exchange

TOC tropospheric O3 column

TF HTAP Task Force on Hemisperic Transport of Air Pollution

UTLS upper troposphere/lower stratosphere

UNECE United Nations Economic Commission for Europe

VEU ’Verkehrsentwicklung und Umwelt’

VEU08 VEU emission inventory for the year 2008

VEU30 VEU emission inventory for the year 2030

WHO World Health Organisation

WMO World Meteorological Organisation



Acronyms and specie names 213

List of chemical species

The following gives an overview about the chemical species and additional tracers (mainly
for TAGGING) used in the present study.

Table B1: Alphabetical list of chemical species and tracers used in the present study.

C5H8 isoprene
CH3 methyl radical
CH3I iodmethane
CHBr3 bromoform
CH3Br bromomethane
CH3O methoxy radical
CH3CO acetyl
CH3CHO acetaldehyde
CH3C(O)O2NO2 peroxyacetyl nitrate
CH3O2 methyl peroxy radical

CH3OOH methyl hydroperoxide
CH3C(O)O2 peroxyacetyl radical
CH4 methane
CO carbon monoxide
CO2 carbon dioxide
H hydrogen atom
H2 hydrogen molecule
H2O water
H2O2 hydrogen peroxide
HCHO formaldehyde

HNO3 nitric acid
HOx family of OH and HO2

HO2 hydroperoxyl radical
N2O nitrous oxide
NH4 ammonium
NMHC non methane hydro carbon
NMHCtra non methane hydro carbon from road traffic
N2 molecular nitrogen
N2O5 dinitrogen pentoxide
NO nitrogen oxide

NO2 nitrogen dioxide
NO3 nitrate
NO−3 nitrate ion
NOx family of NO and NO2

NOy family of reactive nitrogen compounds
NOtra

y NOtra
y from the road traffic category

Continued on next page
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Table B1 – Continued from previous page
name description

NO3 nitrate
PAN short form peroxyacetyl nitrate
RO2 alkyl peroxy radical
RH generalised form of hydrocarbons (e.g. alkanes)

RO alkoxy radical
R
′
CHO higher carbonyl

O oxygen
O(1D) excited singlet state oxygen atom
O2 molecular oxygen
O3 ozone
Oair

3 O3 of the aviation category
Oanth

3 O3 of the anthropogenic non-traffic category
Obio

3 O3 of the biomass burning category

Obiog
3 O3 of the biogenic category

Och4
3 O3 of the CH4 category

Olig
3 O3 of the lightning category

On2o
3 O3 of the N2O category

Oship
3 O3 of the shipping category

Ostr
3 O3 of the stratosphere category

Otra
3 O3 of the road traffic category

OH hydroxyl radical
VOC volatile organic compound
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