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</tr>
<tr>
<td>Aβ</td>
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</tr>
<tr>
<td>AD</td>
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</tr>
<tr>
<td>AICD</td>
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</tr>
<tr>
<td>AMPA</td>
<td>α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid</td>
</tr>
<tr>
<td>ANOVA</td>
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</tr>
<tr>
<td>AOD</td>
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</tr>
<tr>
<td>AP</td>
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</tr>
<tr>
<td>APH</td>
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</tr>
<tr>
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</tr>
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</tr>
<tr>
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<tr>
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</tr>
<tr>
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</tr>
<tr>
<td>cAMP</td>
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<tr>
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<td>Central nervous system</td>
</tr>
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<tr>
<td>DMSO</td>
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<tr>
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<tr>
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</tr>
<tr>
<td>EDTA</td>
<td>Ethylenediaminetetraacetic acid</td>
</tr>
<tr>
<td>ELISA</td>
<td>Enzyme-linked Immunosorbent Assay</td>
</tr>
<tr>
<td>EphB2</td>
<td>Ephrin type B receptor 2</td>
</tr>
<tr>
<td>ErbB4</td>
<td>Erb-B2 receptor tyrosine kinase 4</td>
</tr>
<tr>
<td>FAD</td>
<td>Familial Alzheimer’s disease</td>
</tr>
<tr>
<td>fl-APP</td>
<td>Full length amyloid precursor protein</td>
</tr>
<tr>
<td>FRET</td>
<td>Förster/Fluorescence resonance energy transfer</td>
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<td>GABA</td>
<td>Gamma-aminobutyric acid</td>
</tr>
<tr>
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<td>GFP</td>
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<td>GSI</td>
<td>γ-secretase inhibitor</td>
</tr>
<tr>
<td>GSK-3β</td>
<td>Glycogen synthase kinase 3-beta</td>
</tr>
<tr>
<td>GWAS</td>
<td>Genome wide association study</td>
</tr>
<tr>
<td>HPLC</td>
<td>High performance liquid chromatography</td>
</tr>
<tr>
<td>i.p.</td>
<td>Intraperitoneal</td>
</tr>
<tr>
<td>LGN</td>
<td>Lateral geniculate nucleus</td>
</tr>
<tr>
<td>LTD</td>
<td>Long-term depression</td>
</tr>
<tr>
<td>LTP</td>
<td>Long-term potentiation</td>
</tr>
<tr>
<td>MAPK</td>
<td>Mitogen-activated protein kinase</td>
</tr>
<tr>
<td>MCI</td>
<td>Mild cognitive impairment</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>NA</td>
<td>Numerical aperture</td>
</tr>
<tr>
<td>NCT</td>
<td>Nicastrin</td>
</tr>
<tr>
<td>NMDA</td>
<td>N-methyl-D-aspartate</td>
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<tr>
<td>OGB-1</td>
<td>Oregon green bapta-1</td>
</tr>
<tr>
<td>OSI</td>
<td>Orientation selectivity index</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>Pen-2</td>
<td>Presenilin enhancer 2</td>
</tr>
<tr>
<td>PMT</td>
<td>Photomultiplier tube</td>
</tr>
<tr>
<td>PrP</td>
<td>Prion Protein</td>
</tr>
<tr>
<td>PS1</td>
<td>Presenilin 1</td>
</tr>
<tr>
<td>PSD</td>
<td>Postsynaptic density</td>
</tr>
<tr>
<td>PV</td>
<td>Parvalbumin</td>
</tr>
<tr>
<td>RGC</td>
<td>Retinal ganglion cell</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of interest</td>
</tr>
<tr>
<td>RT</td>
<td>Room temperature</td>
</tr>
<tr>
<td>SEM</td>
<td>Standard error of the mean</td>
</tr>
<tr>
<td>SF</td>
<td>Survival fraction</td>
</tr>
<tr>
<td>SOM</td>
<td>Somatostatin</td>
</tr>
<tr>
<td>TOR</td>
<td>Turnover rate</td>
</tr>
<tr>
<td>TPSLM</td>
<td>Two-photon laser scanning microscopy</td>
</tr>
<tr>
<td>TREM2</td>
<td>Triggering receptor expressed on myeloid cells 2</td>
</tr>
<tr>
<td>V1</td>
<td>Primary visual cortex</td>
</tr>
<tr>
<td>VIP</td>
<td>Vasoactive intestinal peptide</td>
</tr>
<tr>
<td>WT</td>
<td>Wild type</td>
</tr>
</tbody>
</table>
1 INTRODUCTION

More than 100 years ago Alois Alzheimer first described a case of what he considered a ‘peculiar disease of the cerebral cortex’ (Alzheimer, 1907; Strassnig and Ganguli, 2005). A women aged 51 years presented amongst others with delusions, rapid decline of memory function and disorientation (Alzheimer, 1907). After her death at the age of 55, histopathological examination of her brain revealed unprecedented neuropathological features, such as ‘miliar foci’ and ‘peculiar changes of neurofibrils’ (Alzheimer, 1907; Strassnig and Ganguli, 2005). This form of dementia was accordingly named after the person who first described it – Alzheimer’s disease (AD). Ever since much research has been undertaken to elucidate genetic, molecular and cellular underpinnings of AD, but despite the huge progress that has been achieved within these past 100 years, still to date we haven’t understood the pathogenesis in its entirety and as a result lack sufficient treatment capable of curing or halting the progression of this devastating ailment.

With this work I aimed at gaining further knowledge about the impact of one of the main peptides and its assemblies implicated in the disease, namely the amyloid-β peptide (Aβ) and amyloid plaques, on neuronal structure and function by employing state of the art in vivo imaging techniques in a transgenic mouse model of the disease.

In the first part of my thesis I employed the APP/PS1 (Amyloid Precursor Protein/Presenilin 1) mouse model to assess alterations of pre- and postsynaptic structures and the impact of plaques proximity on these changes. In addition, I addressed the question whether the plaque associated synaptic pathology can be halted by pharmacologically interfering with Aβ production. To this end I chronically administered a novel selective γ-secretase inhibitor and monitored synaptic structures together with amyloid plaques in vivo throughout the treatment period.

In the second part of my thesis I addressed the question whether the observed structural alterations observed in the APP/PS1 mouse model might be reflected in altered neuronal response properties. I thus characterized neuronal activity patterns in the primary visual cortex (V1) of AD transgenic mice by means of in vivo two photon calcium imaging in behaving mice.
1.1. Alzheimer’s disease

1.1.1. Human neuropathology

Alzheimer’s disease (AD) is characterized by a progressive decline in memory function and cognition that can be classified into three distinct yet continuous stages: preclinical AD, mild cognitive impairment (MCI) and dementia due to Alzheimer’s disease (Albert et al., 2011; Jack et al., 2011; McKhann et al., 2011; Sperling et al., 2011). AD patients in stages II and III typically present with impairments in cognitive domains, such as memory (in particular episodic memory), executive function, attention, language or visuospatial skills, all of which can be assessed by a number of clinical tests (Albert et al., 2011). The inability to pursue common daily activities marks the conversion from MCI to dementia (McKhann et al., 2011). The terminal phase is characterized by a complete dependence on caregiving and eventual death occurring on average 4-8 years after diagnosis (Brookmeyer et al., 2002; Helzner et al., 2008; Larson et al., 2004), most commonly caused by pneumonia or dehydration (Ganguli et al., 2005). Conclusive diagnosis, however, can only be made upon neuropathological examination (Hyman, 1997; McKhann et al., 2011). Histopathology of AD comprises, in addition to neuronal loss, cortical atrophy and glial activation, two cardinal lesions: extracellular deposits of the amyloid-beta peptide, so-called amyloid plaques, as well as intracellular accumulations of the hyperphosphorylated microtubule-associated protein tau (Figure 1) (Alzheimer, 1907; Hyman, 1997; Mann, 1985; Perl, 2010; Schellenberg and Montine, 2012). Tau pathology can manifest within neuronal somata, referred to as tangles, or within neurites, called neuropil threads (Serrano-Pozo et al., 2011). Tangles emerge in a spatiotemporal manner, allowing for categorization into Braak stages (I-VI). Brain regions affected by the pathology are entorhinal cortex (Braak I-II), subsequently limbic regions (Braak III-IV) and eventually the remaining neocortex (Braak V-VI) (Braak and Braak, 1991).

Amyloid plaques can appear in two different forms: diffuse – or cotton wool plaques - and dense core plaques (D’Andrea and Nagele, 2010; Serrano-Pozo et al., 2011). Only the latter type possesses a high concentration of bundles of amyloid fibrils in the center and is associated with a number of cytopathological features, such as the accumulation of activated microglia and reactive astrocytes, dystrophic and curved neurites and synapse loss (Itagaki et al., 1989; Knowles et al., 1999; Serrano-Pozo et al., 2011). Aβ deposits can furthermore be observed within vessel walls of arteries, veins and capillaries, a phenomenon called cerebral amyloid angiopathy (CAA) (Attems et al., 2010; Joachim et al., 1988; Vinters, 1992). In comparison to tau
pathology, amyloid plaque pathology seems to follow a different and less strict distribution pattern during the course of the disease. Initial deposition is found in the basal neocortex (Braak A), subsequently infiltrating adjacent areas and the hippocampus (Braak B) and eventually affecting all cortical areas (Braak C) (Braak and Braak, 1997). The causal relevance of amyloid plaques to the cognitive decline, however, is subject of debate. On the one hand, cytopathological characteristics are clearly associated in a spatiotemporal manner with these deposits in humans and mice (Liebscher and Meyer-Luehmann, 2012; Schellenberg and Montine, 2012). On the other hand, the occurrence of plaques – in contrast to tangles – does not correlate well with disease severity (Giannakopoulos et al., 2009; Nelson et al., 2012), and recent evidence suggests that amyloid deposition can even occur decades before clinical symptoms arise (Gelosa and Brooks, 2012; Reiman et al., 2012). Amyloid pathogenesis is, hence, considered to initiate a set of downstream molecular and cellular events, thereby triggering synapse loss, tau pathology and eventual neuronal death (see section “Amyloid cascade hypothesis”) (Haass and Selkoe, 2007; Hanger et al., 2009; Hardy et al., 1998; Hardy and Selkoe, 2002). Intriguingly, the best correlate of the cognitive decline is a loss of synapses in cortex and hippocampus, which already puts the spotlight on these neuron-neuron contact sites in AD research (Coleman et al., 2004; DeKosky et al., 1996; Masliah et al., 1991; Scheff and Price, 2006; Terry et al., 1991).

Figure 1: Hallmarks of AD pathology.
Photomicrograph depicting an amyloid plaque (star) and a neurofibrillary tangle (arrow). Neocortical section of an AD patient stained with modified Bielschowsky method. Reprinted from Acta Neuropathologica with permission from Springer (Schellenberg and Montine, 2012).
1.1.2. Genetics of Alzheimer’s disease

Most cases of AD occur sporadically (~95%) and present as a late-onset or senile form of AD (age of onset > 65 years). Only a minority of less than 5% of all cases represents familial Alzheimer’s disease (FAD), attributable to autosomal dominant mutations within one of the 3 genes: Amyloid Precursor Protein (\textit{APP}) (Figure 2) (Karran et al., 2011; Wilquet and De Strooper, 2004), Presenilin1 (\textit{PSEN1}) or Presenilin2 (\textit{PSEN2}), which present as early-onset or pre-senile AD (Brouwers et al., 2008; Cruts and Van Broeckhoven, 1998). Knowledge of FAD mutations gave rise to the generation of transgenic mouse models, by introducing the respective mutated genes into the mouse genome.

\textbf{Figure 2: Familial AD mutations within the APP gene.}

Known mutations of familial AD cases are marked along the amino acid sequence of Aβ (red), thereby revealing their intimate relationship to the cleavage sites of all 3 secretases. A protective mutation (A673T, known as Icelandic mutation) is denoted by a green ellipse at the β-secretase cleavage site.
The risk of late-onset AD is known to be increased by a number of susceptibility genes, such as *APOE4* (Apolipoprotein E allele ε4) (Corder et al., 1993; Mahley and Huang, 1999; Strittmatter et al., 1993) and *SORL1* (Sortilin Related Receptor 1) (Reitz et al., 2011; Rogaeva et al., 2007). Recent, large genome-wide association studies (GWAS) have unraveled even more genes implicated in late-onset AD, such as *PICALM* (Phosphatidylinositol Binding Clathrin Assembly Protein), *EPHA1* (Ephrin Type A Receptor 1), *ABCA7* (ATP Binding Cassette Subfamily A Member 7), *BIN1* (Bridging Integrator 1 or Amphiphysin), *CD33, CLU* (Clustering Protein), *EPHA1* (Ephrin Type A Receptor 1), *CD2AP* (CD2-associated Protein), reviewed by (Schellenberg and Montine, 2012), *TREM2* (Triggering Receptor Expressed On Myeloid Cells 2) (Guerreiro et al., 2013; Jonsson et al., 2013), and in a large meta-analysis of previously published GWAS studies *HLA-DRB5* (Major Histocompatibility Complex, Class II, DR beta 5), *HLA-DRB1* (Major Histocompatibility Complex, Class II, DR beta 1), *PTK2B* (Protein Tyrosine Kinase 2 Beta), *SLC24A4* (Solute Carrier Family 24 Member 4), *RIN3* (Ras And Rab Interactor 3), *DSG2* (Desmoglein 2), *INPP5D* (Inositol Polyphosphate-5-Phosphatase D), *MEF2C* (Myocyte Enhancer Factor 2C), *NME8* (NME/NM23 Family Member 8 or Thioredoxin Domain Containing 3), *ZCWPW1* (Zinc Finger CW-Type And PWWP Domain Containing 1), *CELF1* (CUGBP (CUG Triplet Repeat, RNA Binding Protein 1), Elav-Like Family Member 1), *FERMT2* (Ferritin Family Member 2), *CASS4* (Cas Scaffolding Protein Family Member 4) (Lambert et al., 2013).

In contrast to loci that are associated with an increased risk for developing AD, a recent study also identified mutations within the *APP* gene (A673T, ‘Icelandic mutation’), which seem to serve a protective role for cognition and to promote longevity (Jonsson et al., 2012). The described mutation resides close to the β-secretase cleavage site within the *APP* gene, thereby reducing the generation of Aβ (Benilova et al., 2014; Jonsson et al., 2012; Maloney et al., 2014) and thus adding further credence to the amyloid hypothesis (see below).

1.1.3. Amyloid cascade hypothesis

The prevailing tenet in AD research, the amyloid cascade hypothesis, was proposed after the successful sequencing of the amyloid-β peptide (Glenner et al., 1984) and the discovery that this very peptide represents the main component of amyloid plaques typical of AD (Masters et al., 1985). Subsequent cloning of APP allowed the elucidation of its role in Aβ generation. Further support for the amyloid hypothesis came from
the first identification of a mutation within the APP gene in autosomal dominant AD (Goate et al., 1991). In short, the amyloid hypothesis states that increased production and accumulation of predominantly the long form of Aβ (Aβ42) induces numerous molecular and cellular events, such as synaptic dysfunction, neuritic pathology, changes in neuronal ion homeostasis, glial activation, oxidative stress, altered kinase/phosphatase activation inducing tangle formation and eventually cell death (Hardy and Selkoe, 2002; Hardy and Higgins, 1992; Selkoe, 1991). Whereas the first incarnation of the amyloid hypothesis posited amyloid plaques as the central, disease-causing agent, research over the past two decades has identified a precursor of plaques, namely Aβ oligomers, as the toxic moiety (reviewed by (Haass and Selkoe, 2007; Hardy and Selkoe, 2002; Pimplikar, 2009)). The highest concentration of Aβ oligomers, however, is found within and surrounding amyloid plaques (Koffie et al., 2009), reconciling the two schools of thought to some degree. Plaques were thus suggested to present a reservoir of Aβ oligomers with insoluble fibrils being in equilibrium with circumjacent oligomers and protofibrils, respectively (Haass and Selkoe, 2007; Koffie et al., 2009; Mucke and Selkoe, 2012; Shankar et al., 2008). These findings underscore the causal relevance of both Aβ oligomers and plaques to AD pathology.

1.1.4. Amyloid - β generation

The key molecule in AD, the amyloid beta- peptide (Aβ), is a hydrophobic peptide with a molecular weight of 4kDa, which is derived upon sequential cleavage of a larger type I transmembrane protein, the amyloid precursor protein (APP) via a process termed regulated intramembrane proteolysis (RIP) (Haass, 2004; Haass and Selkoe, 2007; Lichtenthaler et al., 2011). In the amyloidogenic pathway, the first cleavage of APP is performed by the β - secretase (also known as beta-site APP cleaving enzyme 1, or BACE1) preferentially within early endosomes (Haass, 2004; LaFerla et al., 2007) (Figure 3). The resulting C-terminal fragment (APP-CTF) is further cleaved intramembranously by the γ-secretase, thereby deliberating the Aβ peptide into vesicles or the extracellular space, and releasing the amyloid intracellular domain (AICD) into the cytosol (Haass and Selkoe, 2007; Steiner et al., 2008).
APP is first shedded at its ectodomain either by the β-secretase (orange) or the α-secretase (light blue) releasing a soluble APPβ or APPα fragment, respectively. The remaining APP C-terminal fragment within the membrane (APP-CTF) is further cleaved by the γ-secretase (dark blue) via regulated intramembrane proteolysis, releasing Aβ (or a P3 fragment (yellow) in case of preceding α-secretase cleavage) and an APP intracellular domain (AICD). Aβ monomers oligomerize, thereby forming higher molecular weight species, which are eventually deposited as amyloid plaques within the parenchyma.

The γ-secretase constitutes a tetrameric complex consisting of presenilin 1 or 2 (the catalytic subunit), nicastrin (NCT), anterior pharynx-defective 1 (APH-1) and presenilin enhancer 2 (PEN-2) (Fraering et al., 2004; Kimberly et al., 2003; Steiner, 2008). Depending on the exact γ-secretase cleavage site, the released Aβ peptide can be of different length, with longer Aβ peptides being more prone to aggregation (Bitan et al., 2003; Burdick et al., 1992; Jarrett et al., 1993; Yan and Wang, 2006). In this regard, several known familial AD mutations reside either within the APP or the presenilin genes, thereby affecting APP cleavage and shifting the ratio between Aβ42/Aβ40 towards the longer and hence more amyloidogenic Aβ42 peptide (Chartier-Harlin et al., 1991; Goate et al., 1991; Haass and Selkoe, 2007; Murrell et al., 1991; Murrell et al., 2000). For instance, most of the FAD mutations within the APP gene cluster around the secretase cleavage sites (Figure 2), thereby altering Aβ generation in a quantitative and qualitative manner (Karran et al., 2011; Wilquet and De Strooper, 2004). Upon secretion, Aβ aggregation is thought to follow a nucleation-dependent polymerization process, in which Aβ monomers form higher molecular weight oligomers and protofibrils, before eventual aggregation into insoluble amyloid plaques (Harper and Lansbury, 1997).

APP can furthermore be processed in a non-amyloidogenic manner (Figure 3), in which case APP is initially cleaved by the α-secretase within the Aβ domain, releasing the soluble APPα fragment (sAPPα) and
hence preventing Aβ generation (Lichtenthaler, 2011, 2012). Subsequent γ-cleavage releases a P3 peptide and the AICD (Lichtenthaler, 2012; Postina, 2012). As AD is believed to represent a disease of synaptic failure (Koffie et al., 2011; Selkoe, 2002) I will focus in the following paragraph on the effects of Aβ on synapses.

1.1.5. Molecular and cellular effects of Aβ – the basis of synaptotoxicity

Aβ is thought to serve both a physiological as well as pathological role. It co-localizes with postsynaptic structures, potentially binding to molecular components of the postsynapse, such as NMDA-, EphB receptors or PrP (Cisse et al., 2011; Lacor et al., 2007). Under physiological conditions Aβ release is regulated by neuronal activity (Bero et al., 2011; Cirrito et al., 2005) and is assumed to provide a negative feedback signal in order to prevent excitotoxicity (Kamenetz et al., 2003; Parihar and Brewer, 2010; Pearson and Peers, 2006). Aβ has furthermore been proposed to play a role in learning and memory in young WT mice (Morley et al., 2010) and to facilitate neuronal growth and survival (Bishop and Robinson, 2004). On the other hand, a large body of literature of both in vitro and in vivo studies provides evidence for a synaptotoxic effect of particularly Aβ42 (reviewed by (Hardy and Selkoe, 2002; Koffie et al., 2011; Mucke and Selkoe, 2012; Palop and Mucke, 2010)). More specifically, Aβ is assumed to dampen synaptic efficacy eventually resulting in a loss of synapses (Koffie et al., 2011; Mucke and Selkoe, 2012). In this respect, Aβ has been shown to impair the induction of long-term potentiation (LTP) (Danysz and Parsons, 2012; Li et al., 2011a; Shankar et al., 2008; Walsh et al., 2002) and to facilitate long-term depression (LTD) (Hsieh et al., 2006; Kim et al., 2001; Li et al., 2009), by triggering NMDA and AMPA receptor internalization or desensitization (Hsieh et al., 2006; Snyder et al., 2005) and activating extrasynaptic NMDA as well as 7α – nicotinic acetylcholine receptors (Hsieh et al., 2006; Li et al., 2009; Li et al., 2011b; Shankar et al., 2007; Wang et al., 2000). Several molecular pathways are either involved in or modulated by Aβ induced changes in synaptic receptor composition and efficacy, such as calcineurin, glycogen synthase kinase 3-beta (GSK-3β), p38 mitogen-activated protein kinase (MAPK), calcium/calmodulin-dependent protein kinase II (CaMKII) or cyclic AMP response element binding protein (CREB) signaling pathways (Koffie et al., 2011; Shankar et al., 2007; Tackenberg et al., 2009). Ultimately, all these alterations are thought to result in synapse shrinkage and finally in complete synapse loss (Koffie et al., 2011). In addition to those direct Aβ - mediated effects on neurons, the deposition of plaques triggers an immunresponse apparent by the activation of microglia and astrocytes, which accumulate around plaques (Itagaki et al., 1989; Nagele et al., 2004). Their role in AD pathophysiology, however, is controversially
discussed as both a protective and a detrimental role have been demonstrated (Johnston et al., 2011; Koistinaho et al., 2002; Morgan et al., 2005; Pihlaja et al., 2008).

Interestingly, at the level of neuronal circuits the accumulation of Aβ was shown to induce aberrant patterns of neuronal activity, seen in a higher fraction of hypo- and hyperactive cells resulting in network hypersynchrony and -excitability that give rise to spontaneous epileptiform discharges (Busche et al., 2008; Mucke and Selkoe, 2012; Palop et al., 2007; Palop and Mucke, 2010). This phenomenon has been recently linked to impaired function of particularly parvalbumin (PV) - positive inhibitory interneurons in an AD transgenic mouse model (Verret et al., 2012). Probing synaptic and network function is preferably done in a chronic fashion over extended periods of time and in a living animal, for which *in vivo* two-photon microscopy is ideally suited.

1.2. *In vivo* two-photon imaging

1.2.1. Two-photon laser scanning microscopy

The advent of two-photon laser scanning microscopy (TPLSM) (Denk et al., 1990) in conjunction with the development of genetically encoded probes has facilitated the longitudinal monitoring of structure and function of cells and subcellular compartments in living animals. The method is based on the excitation of a fluorophore by the simultaneous absorption of two photons. This principle has two major advantages compared to single photon microscopy: (A) the utilization of longer excitation wavelengths (near infrared), thereby allowing for deeper tissue penetration and (B) focal excitation, which in turn reduces photobleaching and -toxicity (Denk et al., 1990; Svoboda and Yasuda, 2006). The light source of a TPLSM setup is typically a solid-state pumped laser (often a Ti:sapphire laser), producing short laser pulses (fs to ps pulse width) at high frequencies (MHz). Via appropriate deflection mirrors and lenses a collimated laser beam enters the objective’s back aperture and is focused onto the specimen. In order to scan over the sample the focus spot of the beam is shifted by the scanning unit, which commonly comprises a set of two galvanometric mirrors deflecting the beam in the x- and y-axis (De Paola et al., 2006). Image acquisition speed is hence limited by the velocity of those galvanometric mirrors. Faster scanning is achieved by a resonant mirror, that oscillates at its resonant frequency (used in the second part of this thesis) or acousto-optical deflectors (AODs), which
employ acoustic waves passing through a transparent crystal to rapidly modify its diffraction pattern thereby varying the deflection of the laser beam (Chen et al., 2012b; De Paola et al., 2006).

Only within the focus is the photon density sufficiently high to allow for simultaneous absorption of two photons by the fluorophore and subsequent emission of a single photon, now endowed with a wavelength, which is slightly longer than half of the excitation wavelength. Emitted photons enter the objective and are eventually collected by photomultiplier tubes (PMT). PMTs rely on the photoelectric effect, such that incoming photons impinge on a photocathode and release an electron, which is amplified via a set of dynodes. Eventually electrons will reach the anode and each incoming photon is converted into a current pulse.

Chronic two-photon imaging of neuronal structures in the living mouse to date is only feasible after the creation of optical access to the brain. To this end a so-called cranial window is implemented, using either the open skull or closed skull preparation technique. The open skull preparation (technique of choice in this thesis) entails a circular craniotomy after which the exposed cortex is covered by a glass coverslip and the window is sealed with dental acrylic (Holtmaat et al., 2009). The closed skull preparation is carried out by thinning the skull above the cortical region of interest (Yang et al., 2010). Both techniques have their advantages and drawbacks. The area of the cortex accessible to imaging is very small with cranial thinning, and thinning needs to be executed several times when long imaging intervals shall be achieved, as bone grows back over time. Re-thinning is time-consuming, requires additional anesthesia and the resulting bone layer might vary in thickness, thereby altering window quality. In contrast, open skull preparations allow longitudinal imaging (typically) without further intervention. A major concern regarding the open skull preparation, however, is the induction of an inflammatory response. Immunohistochemical analysis at varying time points post window implantation revealed an initial increase in the number of glial fibrillary acidic protein (GFAP) positive cells, representing activated astrocytes, within the window region, which was normalized 30 days after implantation (Holtmaat et al., 2009). In this thesis I employed the open skull preparation and implemented a four week recovery period before imaging commenced to address these concerns.

The TPSLM approach has found broad applications in transgenic mouse models of AD, the main findings of which have been summarized in a review as part of my PhD (Liebscher and Meyer-Luehmann, 2012) and shall be briefly laid out in the following sections.
1.2.2. Structural in vivo imaging

1.2.2.1. Dendritic spines

As pointed out above, AD is considered a disease of synaptic failure (Selkoe, 2002) and the loss of synapses in cortex and hippocampus is a strong histological correlate of the cognitive decline (DeKosky et al., 1996; Masliah et al., 1991; Terry et al., 1991). Consequently, the study of synaptic structures should allow for crucial insights into disease pathology. To this end, we analysed dendritic spines, which represent structural correlates of the main sites of excitatory synaptic input onto pyramidal neurons ((Gray, 1959), reviewed by (Yuste, 2011)). Spines are small dendritic protrusions that were first described by Santiago Ramón y Cajal in 1888 (Cajal, 1888; Garcia-Lopez et al., 2007) and are still to date subject of extensive research. They can be classified into thin, mushroom, stubby and branched subtypes according to their shape and size (Harris et al., 1992). Although dendritic spines strikingly differ in size, shape and subcellular composition, some general features are observed in the vast majority of these structures, such as a spine neck and head (Harris et al., 1992; Peters and Kaiserman-Abramof, 1970; Tashiro and Yuste, 2003), a feature that allows for electrical and biochemical compartmentalization of the spine from the parent dendrite and facilitates a high degree of neuronal connectivity (reviewed by (Bosch and Hayashi, 2012; Yuste, 2011)).
Dendritic spines, the structural correlates of excitatory postsynapses, are endowed with a varying set of neurotransmitter receptors and ion channels that are embedded in the membrane and tethered to the postsynaptic density (PSD), a protein rich structure connected to the postsynaptic membrane, which in addition bears scaffolding proteins, adhesion molecules and signaling proteins, e.g. kinases and phosphatases, as well as cytoskeletal elements (Dosemeci et al., 2007; Keith and El-Husseini, 2008; Sheng and Kim, 2011). In particular large, mature, mushroom like spines are furthermore equipped with a spine apparatus, a specialization of the smooth endoplasmatic reticulum (ER) extending from the dendrite into the spine (Cooney et al., 2002; Gray, 1959; Segal et al., 2010), and polyribosomes, allowing for local protein synthesis (Steward and Schuman, 2001). Spine size positively correlates with the size of the PSD and the number of glutamate receptors, supporting the notion that bigger spines correspond to stronger synapses (Kasai et al., 2003). Although the presence of a spine does not a priori indicate the existence of a functional synapse, the fraction of non-synaptic spines in cortex seems rather low (~4%) (Arellano et al., 2007).
Importantly, spines are suggested to embody the structural basis of information storage (Bhatt et al., 2009; Caroni et al., 2012; Yuste, 2011; Yuste and Bonhoeffer, 2004). Despite the large proportion of highly stable cortical spines that are assumed to persist for even as long as a whole lifetime (Grutzendler et al., 2002; Yang et al., 2009), constant remodeling of synaptic networks occurs to allow for the adaptation of the organism to environmental changes. This remodeling not only takes place at the molecular level, but in addition involves structural reorganization (reviewed by (Bailey and Kandel, 1993; Caroni et al., 2012)). Recent advances in imaging techniques have shed light on the underlying kinetics of this structural rearrangement. Intriguingly, spines are flexible and motile structures, and a certain fraction is lost and gained even under baseline conditions (Bosch and Hayashi, 2012; Holtmaat et al., 2009; Holtmaat et al., 2005; Segal, 2005; Trachtenberg et al., 2002; Yuste and Bonhoeffer, 2004). LTP induction \textit{in vitro} (De Roo et al., 2008a; Engert and Bonhoeffer, 1999; Maletic-Savatic et al., 1999; Toni et al., 1999) or the application of a sensory deprivation – or learning paradigm \textit{in vivo} further increase spine turnover and a proportion of new spines persists over a long period, forming a potential correlate of functional and behavioural changes (Fu et al., 2012; Hofer et al., 2009; Holtmaat et al., 2006; Keck et al., 2008; Xu et al., 2009; Yang et al., 2009). These data strongly argue in favor of spines acting as a physical correlate of learning, memory formation and -maintenance and hence, underscore the relevance of altered synaptic function to the cognitive decline typical of AD (see section 1.1.5. Molecular and cellular effects of Aβ). Given that the entire brain is densely packed with synapses, it is difficult to study single synaptic structures longitudinally \textit{in vivo}. A sparse labeling of defined neuronal populations therefore represents a pre-requisite to chronically monitor single dendritic spines in the brain. I thus took advantage of a transgenic mouse line (GFP-M), that expresses GFP under the neuronal promoter Thy-1, which in cortex results in a sparse, golgi-like staining of predominantly layer V pyramidal neurons ((Feng et al., 2000), Figure 4).

1.2.2.2. Axonal boutons

The presynaptic structural counterparts of spines are axonal boutons. Excitatory synapses are formed either on en passant (bulbous distensions of the axonal backbone) or terminaux boutons (short branches bearing a bulbous structure, resembling dendritic spines) (Anderson and Martin, 2001; De Paola et al., 2006). Boutons typically contain a number of neurotransmitter filled vesicles and an active zone, the vesicle docking and release site. The active zone is an electron dense area close to the membrane comprised of e.g. scaffolding -, vesicle docking and priming -, cytoskeletal proteins and voltage-dependent Ca$^{2+}$ channels, which is
connected to cell adhesion molecules. Boutons, similar to spines, are dynamic structures, although much less is known about the former in vivo. Average stoichiometry between boutons and spines in hippocampus is assumed to be 1:1 (Kuwajima et al., 2012; Popov and Stewart, 2009; Shepherd and Harris, 1998). Nonetheless, about 3.5% of mushroom spines in the dentate gyrus form multiple synaptic contacts onto more than 2 axons (Popov and Stewart, 2009) and about 20% of boutons on CA3 originating axons contact 2-4 postsynaptic densities (PSD) (Shepherd and Harris, 1998; Sorra and Harris, 1993). Similar results were also found in the barrel cortex (Knott et al., 2006), suggesting that the number of multisynaptic boutons is higher than that of multisynaptic spines. Further credence to that notion is added by the fact that spine growth precedes synapse formation and newly formed spines preferentially target multisynaptic boutons (Knott et al., 2006). In addition, in vivo two-photon imaging studies indicate that boutons are more stable than spines, demonstrated by a higher bouton survival fraction (SF) of thalamocortical and intracortical projection neurons (SF: thalamocortical ~85% and intracortical ~75% over 24 days) than apical tuft spines of layer Vb pyramidal neurons (SF: ~60-70% over 24 days) (De Paola et al., 2006; Holtmaat et al., 2009; Holtmaat et al., 2005).

1.2.3. Structural in vivo imaging in AD transgenic mouse models

In vivo two-photon microscopy of APP transgenic mice has been employed to elucidate the kinetics and temporal sequence of amyloid pathology and the associated structural and functional alterations (see review (Dong et al., 2010; Liebscher and Meyer-Luehmann, 2012)). Structural imaging has been performed to analyse the formation and growth of amyloid plaques within the parenchyma (Bolmont et al., 2008; Burgold et al., 2011; Christie et al., 2001; Hefendehl et al., 2011; Meyer-Luehmann et al., 2008; Yan et al., 2009) and blood vessel walls (cerebral amyloid angiopathy, CAA) (Garcia-Alloza et al., 2006b; Prada et al., 2007), neurofibrillary tangles (de Calignon et al., 2010; de Calignon et al., 2009; Spires-Jones et al., 2008), neurites (Meyer-Luehmann et al., 2008; Tsai et al., 2004), dendritic spines (Bittner et al., 2010; Jung et al., 2011; Spires-Jones et al., 2007; Spires et al., 2005; Tsai et al., 2004) and microglia (Bolmont et al., 2008; Fuhrmann et al., 2010; Koenigsknecht-Talboo et al., 2008; Liu et al., 2010). These studies have shown that plaques grow slowly but steadily over weeks and months (Burgold et al., 2011; Hefendehl et al., 2011; Yan et al., 2009). Neurites in close proximity to plaques exhibit characteristic alterations, such as curved trajectories, dystrophic distensions and even breakage (Garcia-Alloza et al., 2010; Garcia-Alloza et al., 2006a; Tsai et al., 2004). Spines
near plaques possess a high turnover rate and a lower density compared to WT mice and to dendrites further away from plaques (Bittner et al., 2012; Liebscher et al., 2014; Tsai et al., 2004). Moreover, amyloid plaques attract immune cells. As such microglia have been shown to migrate by extending the majority of their processes towards the plaque (Bolmont et al., 2008). Once they have reached the plaque microglial cell bodies become stationary but their processes continuously sample the environment (Bolmont et al., 2008). These plaque-associated structural alterations follow with a delay of days – weeks upon plaque formation.

1.2.4. Functional in vivo imaging

1.2.4.1. Calcium indicators

Structural changes of a neuron and its processes are believed to result in functional changes, thereby modifying activity levels and response properties of affected neurons. Traditionally neuronal activity has been studied by means of electrophysiology at the level of cell populations/cell ensembles (electroencephalography, local field potential recordings) or single neurons (patch clamp, extracellular recordings), essentially detecting changes in membrane potential or current flow. These techniques are either limited in spatial resolution and/or don’t allow for monitoring of multiple identified cells simultaneously and repeatedly over periods of weeks and months. Microscopic imaging techniques on the other hand provide single cell resolution of up to hundreds of cells at a time, which can be followed over long intervals. In order to convert neurons’ electrical signals into a change in fluorescence indicators that faithfully detect changes in ion concentrations, such as calcium, or membrane potential are needed.

Calcium acts as a universal second messenger regulating signaling events in many cells and cell compartments (Berridge et al., 2000). Synaptic inputs and action potentials increase intraneuronal calcium concentrations facilitated by the opening of voltage-sensitive calcium channels, release form internal stores or influx via glutamate receptors (reviewed by (Higley and Sabatini, 2008)). In contrast to earlier synthetic calcium dyes (OGB-1, Fura-2, Fluo-4) genetically encoded calcium indicators (GECIs) allow for cell type-specific targeting, labeling of subcellular compartments and chronic expression (Hendel et al., 2008; Knopfel et al., 2006; Tian et al., 2012b). GECIs are comprised of a calcium binding domain, such as calmodulin or troponin C, and one or two fluorescent proteins (Griesbeck, 2004; Looger and Griesbeck, 2012; Mank et al., 2008; Tian et al., 2012b). Calcium indicators bearing two fluorophores rely on fluorescence resonance energy
transfer (FRET) (e.g. Twitch, TN-XXL, YC3.60, D3cpV), where upon calcium binding the conformational change of the calcium binding protein brings the two fluorescent proteins in close proximity, causing a change in FRET and a corresponding change in the ratio of the two emitted wavelengths (Knopfel, 2012; Looger and Griesbeck, 2012; Tian et al., 2012a). Single fluorescent protein indicators are based on circularly permuted GFP (cpGFP) coupled to calmodulin and the M13 peptide (GCaMP) (Nakai et al., 2001; Ohkura et al., 2012; Tian et al., 2009). Upon calcium binding calmodulin and M13 undergo a conformational change, which shields the fluorophore from solvent quenching (Akerboom et al., 2009; Nakai et al., 2001), in turn causing a change in fluorescence.

In this thesis I employed one of the latest GCaMP versions (GCaMP6m) available at the time the experiments were conducted. GCaMP6m is characterized by an increased sensitivity, dynamic range and an excellent signal-to-noise ratio compared to previous GCaMP generations (Chen et al., 2013). Disadvantages of GCaMP6m (like most other GECIs) are its nonlinear relationship between spike rate (i.e. the frequency of action potentials (AP)) and the fluorescence signal, resulting in a supralinear increase of peak fluorescence with increasing spike rates and a low signal-to-noise ratio in lower AP ranges, as well as the slow kinetics (decay time upon stimulation with 1 AP in V1 in vivo ~270 ms), properties that allow for a detection rate of 94% of single APs (Chen et al., 2013). Despite the given limitations of GCaMP6m, this indicator should nonetheless allow capturing almost all visually driven responses, as the median peak instantaneous firing rate in V1 layer II/III cells is about 12Hz (Niell and Stryker, 2008). GECIs are commonly delivered via viral transduction employing adeno-associated viruses (AAVs), but more recently also Cre-dependent GCaMP reporter mice (Zariwala et al., 2012) as well as Thy1-GCaMP3 (Chen et al., 2012a) and Thy1-GCaMP6 mice were generated (Dana et al., 2014), allowing for stable and long term gene expression and targeting of specific neuronal subpopulations. We here used a virally mediated expression employing an AAV2/1-hsyn-GCaMP6m construct.
1.2.4.2. Mouse primary visual cortex

$\text{A}\beta$ and amyloid plaques are associated with structural und functional neuronal alterations. To investigate the impact of amyloid deposition on neuronal response properties, we chose the mouse primary visual cortex (V1) as a model area.

At first glance the mouse indeed doesn’t seem to be ideally suited to study the function of the visual system: mice have 100 times lower spatial acuity, 10 times lower contrast sensitivity and 5 times lower temporal resolution compared with humans (Gao et al., 2010). But despite a number of differences between the visual system of the mouse and higher mammals - most prominently the lack of an orderly arrangement of neurons with comparable response properties, such as orientation or ocular dominance maps (Hubener, 2003) – the general structure and basic neuronal response properties are very similar (Chalupa and Williams, 2008; Niell and Stryker, 2008). Furthermore, the advent of a broad spectrum of mouse specific molecular markers and genetic tools has enabled the study of neuronal development, anatomy, connectivity and function at the cellular and subcellular level. The function of the mouse visual system can be readily tested behaviourally and the underlying circuitry is considered to be based on common principles and rules of neuronal computation, which renders the mouse visual cortex an ideal model to study neuronal function.

The visual pathway, in short, involves the following stages: Light enters the eye and hyperpolarizes photoreceptor cells, which converge onto bipolar cells that in turn transmit the signal to a number of different retinal ganglion cell types (RGCs) (Wassle, 2004; Zhang et al., 2012). Within the optic nerve most of the retinal ganglion cells terminate within the lateral geniculate nucleus (LGN) of the thalamus and a smaller fraction projects directly to the superior colliculus (Erskine and Herrera, 2014), where they are thought to be involved in the control of eye movements. Less than 10% of RGCs project ipsilaterally (Figure 5, red), whereas the majority of RGC axons cross to the other hemisphere (Figure 5, blue) (Drager and Olsen, 1980; Erskine and Herrera, 2014; Grafstein, 1971). In the LGN, the inputs from the retina are retinotopically organized.
Neurons of the LGN project to primary visual cortex synapsing mainly on layer IV neurons with the retinotopic organization being preserved (Hubener, 2003). The medial part of V1 (about 2/3 of V1) receives contralateral input only, whereas lateral V1 in addition receives ipsilateral input, too (binocular V1, see Figure 5) (Levelt and Hubener, 2012). Within V1 information flow occurs between excitatory neurons in a canonical microcircuit between layers II-VI, a common feature in many cortical areas (Douglas and Martin, 2004; Gilbert, 1983; Gilbert and Wiesel, 1983). In a highly simplified scheme, spiny stellate cells in layer IV drive pyramidal neurons in layer II/III, which synapse onto layer V pyramidal cells, that in turn project to layer VI neurons, which then project back to layer IV (Binzegger et al., 2004; Douglas and Martin, 2004, 2007; Kerlin et al., 2010). In addition, neurons receive further lateral input from their direct neighbours, as well as long-ranging feedforward and feedback input from many connected brain areas (Douglas and Martin, 2007; Ko et al., 2011). In addition, the activity of excitatory neurons is shaped by an intricate network of different types of inhibitory neurons (Atallah et al., 2012; Binzegger et al., 2004; Bock et al., 2011; Douglas and Martin, 2007; Hofer et al., 2011; Kerlin et al., 2010).
Much of our current understanding of neuronal function in V1 dates back to a set of pioneering experiments conducted by Hubel and Wiesel (Hubel and Wiesel, 1959, 1962, 1963). They were the first to reveal cardinal features of V1 neurons, such as receptive fields with elongated ON/OFF regions, hence primarily detecting edges and bars rather than circular shapes. This property allows for determining the orientation and the movement direction of visual stimuli. Further, most of the visually responsive cells can be classified as simple or complex cells by virtue of their receptive field composition and based on their linear or nonlinear spatial summation response properties (Hubel and Wiesel, 1962; Skottun et al., 1991). A significant proportion of neurons in rodent V1 can be driven to spike (Akerboom et al., 2012; Niell and Stryker, 2008; Ohki et al., 2005; Zariwala et al., 2012). Depending on the method used, the fraction of visually responsive cells ranges from 87% as measured with electrical recordings (Niell and Stryker, 2008) – a method that is restricted to the analysis of active neurons - , ~ 40 - 60% using the synthetic calcium indicator Oregon green bapta-1 (OGB-1) (Akerboom et al., 2012; Bock et al., 2011; Chen et al., 2013; Kerlin et al., 2010; Zariwala et al., 2012), and about 10-60% employing genetically encoded calcium indicators (Akerboom et al., 2012; Chen et al., 2013; Zariwala et al., 2012). Neurons in V1 are typically studied using well defined visual stimuli, such as moving gratings or bars of varying orientations and directions, either in a full field configuration or as local smaller patches, which also allow for the assessment of the retinotopic organization. Subsequently, indices reflecting the response selectivity to a given orientation or direction of visually responsive cells can be computed.

Most studies conducted over the past decade and hence much of our insight into V1 computation stems from experiments performed in anesthetized animals. Only very recently researchers have begun studying neuronal function in awake and behaving animals (Greenberg et al., 2008; Keller et al., 2012; Niell and Stryker, 2010; Sawinski et al., 2009). These studies revealed a second major component, in addition to visual input, modifying the responsiveness of cells in V1, namely motor activity (Keller et al., 2012; Niell and Stryker, 2010). Not only has motor activity been shown to potentiate visually driven responses to moving gratings (Lee et al., 2014; Niell and Stryker, 2010; Polack et al., 2013; Saleem et al., 2013), but also to drive neuronal activity in primary visual cortex, even in the complete absence of visual input (Fu et al., 2014; Keller et al., 2012; Lee et al., 2014).
Intriguingly, in a closed loop configuration in which the mouse’s locomotion is directly coupled to the visual flow it perceives during most of the time (visual feedback), experimenter introduced mismatches between the expected and the actual visual flow, which gave rise to strong neuronal responses in the visual cortex (Keller et al., 2012). The underlying circuitry, however, remains elusive to date. These data indicate that already primary sensory cortices can be involved in presumed higher cortical functions, such as feedback mismatch detection. Moreover, many of these studies emphasize the fact that neuronal activity in the awake animal cannot be directly inferred from responses observed during anesthetized states (Greenberg et al., 2008; Haider et al., 2013). These sets of well-characterized neuronal response properties being based on – presumably – very different neuronal circuits make the primary visual cortex of mice an ideal area to study the impact of plaque pathology on neuronal circuit function.

1.2.5. Functional in vivo imaging in AD transgenic mouse models

Plaque deposition is accompanied by structural alterations that conceivably result in changes of neuronal functional, as they weaken synaptic efficacy and disrupt neuronal connectivity. To probe for changes in neuronal function, calcium imaging, employing synthetic calcium indicators, has been previously performed in AD transgenic mice (Figure 6).

**Figure 6: Schematic of the experimental approach.**
Neuronal activity was assessed by two-photon imaging (indicated by the red laser beam) of fluorescence signals elicited by genetically encoded calcium indicators expressed in neurons of the visual cortex (green structures) in APP/PS1 transgenic mice. Globally deposited amyloid plaques are denoted by blue puncta. Visual pathways including the optic nerve originating within the eye, the lateral geniculate nucleus (LGN, dark grey bean-shaped structures) and the LGN projections to primary visual cortex are depicted.
APP/PS1 mice have been shown to exhibit altered baseline neuronal activity patterns, such as hypo- and hyperactivity, which in some studies was spatially confined to amyloid plaques (Busche et al., 2012; Busche et al., 2008; Grienberger et al., 2012). In the cortex, the emergence of hypo- and hyperactive cells coincided with the deposition of plaques. Notably, only hyperactive cells in V1 exhibited impaired function, as their visually evoked responses were less tuned (Grienberger et al., 2012). In hippocampus, however, hyperactivity is observed prior to plaque deposition. With the advent of plaque formation, neuronal hyperactivity is constrained to the plaque vicinity in hippocampus, too (Busche et al., 2012). These data point towards a critical role of soluble Aβ oligomers, which are prior to plaque deposition believed to be more or less evenly distributed within the parenchyma and to concentrate within and in the immediate surrounding of amyloid plaques, once these aggregates are formed. The mentioned studies were conducted in anesthetized mice. As during wakefulness the inhibitory drive in cortex is much higher compared to anesthetized conditions (Haider et al., 2013), it remains unclear, whether these disturbed neuronal activity patterns still persist during wakefulness and to what extent they affect neuronal response properties under these conditions.
2 OBJECTIVES

With this work I aimed at investigating cellular and subcellular mechanisms that underlie impaired information processing in AD. The thesis is divided into 2 main parts, in which I addressed the following key questions:

Project 1) Structural alterations of pre- and postsynaptic compartments in APP/PS1 transgenic mice:

*Are dendritic spine/axonal bouton density and dynamics altered in APP/PS1 mice?*

*Are these alterations dependent on plaque proximity?*

*Can plaque-associated effects on structural compartments be halted/reversed by pharmacological interference with Aβ generation?*

Project 2) Functional alterations of neurons in primary visual cortex of APP/PS1 transgenic mice:

*Are response properties of neurons in V1 altered in APP/PS1 mice?*

*Is there evidence for aberrant neuronal activity in awake APP/PS1 mice?*

*Are potential functional changes cell type - specific?*

In the following sections 3.1.-3.3. (page 32 – 61) I will outline the Methods and Results of the first project (“Structural alterations of pre- and postsynaptic compartments in APP/PS1 transgenic mice”), followed by the description of the Methods and Results of the second project (“Functional alterations of neurons in primary visual cortex of APP/PS1 transgenic mice”) in sections 4.1.-4.3. (page 62 - 87). Both projects represent already published work (see (Liebscher et al., 2016; Liebscher et al., 2014)). A combined discussion of both projects will subsequently follow in section 5 (page 88 - 102).
Structural alterations of pre- and postsynaptic compartments in APP/PS1 transgenic mice
3.1. Abstract

Alzheimer’s disease is believed to represent a disease of the synapse. The spatiotemporal dynamics of disease-associated synaptic alterations are not fully understood to date. In this study, I monitored dendritic spines, structural correlates of postsynapses, and axonal boutons, correlates of presynapses, over four weeks in the cortex of APP/PS1 transgenic mice using \textit{in vivo} two-photon imaging. I differentiated between two populations of synaptic structures, those being in close proximity (50 µm) of amyloid plaques, the major hallmark of AD pathology, and those being further away and compared those to synaptic structures in non-transgenic siblings (WT mice). These experiments revealed a striking amyloid plaque-associated instability of synaptic structures that strongly outreached the area affected by spine loss. Treatment of transgenic animals with a novel selective γ-secretase inhibiter resulted in a slowing down of the growth of newly deposited amyloid plaques and normalized spine instability, without overt toxic effects on synaptic structures in WT mice. These data mark synaptic instability as a prominent and widespread feature of AD pathology and serve as a proof of principle for the efficacy of selective pharmacologic interference with Aβ generation.
3.2. Material & Methods

The following sections 3.2. and 3.3 (page 34 – 61) are taken from (Liebscher et al., 2014).

3.2.1. Animals

For chronic in vivo imaging experiments, APPPS1+/− transgenic mice (co-expressing APP containing the Swedish double mutation KM670/671NL and PS1 containing the L166P mutation under the Thy-1 promoter) (Radde et al., 2006) were crossbred with GFP-M+/+ transgenic mice (expressing eGFP under the Thy-1 promoter, causing sparse labeling of mainly cortical layer V pyramidal neurons) (Feng et al., 2000). Animals were kept under a 12/12 hours light-dark cycle with food and water ad libitum and housed individually on standard cage bedding, without additional nesting material. All animal procedures followed a protocol approved by the local authorities (Regierung von Oberbayern). For imaging experiments, only male mice were used.

3.2.2. Drug administration

Male mice were treated with ELN594 (Elan Pharmaceuticals, South San Francisco, California, USA (see synthesis approach (Truong et al., 2009))) at the age of 3-4 months. The drug, dissolved in 2% methyl cellulose and 0.5% Tween20, was administered daily for four subsequent weeks via oral gavage at 30 mg/kg. All control mice received vehicle solution (2% methyl cellulose and 0.5% Tween20) only. Treatment started immediately after the first imaging session.

3.2.3. Characterization of ELN594 in cell based and cell free γ-secretase in vitro assays

The potency of ELN594 (Elan Pharmaceuticals, South San Francisco, California, USA) to reduce Aβ generation was evaluated in a cell assay as described previously (Basi et al., 2010). Briefly, CHO cells were stably transfected to express APPswe. ELN594 was added in fresh media over a range of concentrations for 4 h and subsequently Aβ levels in the media were determined by ELISA. To determine the potency of ELN594 in a cell-free system, our previously described γ-secretase in vitro assay was used (Winkler et al., 2009). In brief, γ-secretase was purified from HEK293 cells by our previously outlined procedure up to the lectin-affinity
chromatography step and then reconstituted into phosphatidylcholine vesicles (Winkler et al., 2009). Following addition of purified APP-based C-terminally hexahistidine-tagged γ-secretase substrate (C100-His) (Edbauer et al., 2003) as well as ELN594 at the indicated concentrations, assay samples were incubated at 37°C overnight. Thereafter, the generation of Aβ was analysed by immunoblotting (using antibody 6E10 (Signet Laboratories)).

3.2.4. Assessment of pharmacokinetics of the GSI ELN594 by liquid chromatography – mass spectrometry

Pharmacokinetic studies were conducted by Elan Pharmaceuticals (South San Francisco, California, USA) in accordance with the National Institutes of Health, Guide for the Care and Use of Laboratory Animals, and Institutional Animal Care and Use Committee. ELN594 was administered by a single oral gavage to nine week-old female FVB mice (Taconic, Germantown NY). ELN594 was formulated in 0.5% Tween 80 and 2% methyl cellulose in sterile water and administered at 30 mg/kg. Plasma (K<sub>3</sub>-EDTA) and brain samples were collected from each mouse by destructive sampling at multiple time points post administration.

Plasma and brain concentrations of ELN594 were measured using a LC-MS/MS assay. Briefly, brain samples were homogenized (50 mM ammonium acetate, pH 7.4, 1:5 tissue to buffer) and subsequently plasma as well as brain homogenates were extracted using protein precipitation with acetonitrile containing an internal standard followed by centrifugation. The resulting supernatants were analysed by mass-spectrometry (PE-Sciex API-5500 Q-Trap mass spectrometer (AB Sciex, Foster City, CA), interfaced with an Agilent 1290 HPLC pump (Agilent, Santa Clara, CA) and a CTC-Pal autosampler (Zwingen, Switzerland)). Chromatography was facilitated with an ACE 3 C18 AR column (20 × 2 mm, 3 µm, Phenomenex) and eluted with a ballistic gradient of acetonitrile and 0.1% formic acid at 600 µl/min. ELN594 was detected by a multi-reaction-monitoring experiment in the positive ion mode with a TurboIon Spray interface. Results were calculated using peak area ratios of the analyte to the internal standard, and calibration curves were generated using weighted linear least-squares regression (1/X). Noncompartmental pharmacokinetic parameters were calculated using PhoeniX™ WinNonlin™ (Version 6.1, Pharsight Corporation, Mountain View, CA). Pharmacokinetic parameters, including maximal concentration (C<sub>max</sub>), time of maximal concentration (t<sub>max</sub>), area under the plasma concentration – time curve from time zero to infinity (AUC<sub>(0-∞)</sub>), half-life (t<sub>1/2</sub>), clearance (CL), and volume of distribution (Vdss) were calculated as described previously (Gibaldi, 1982).
The absolute bioavailability (%F) was calculated as the ratio of the mean oral AUC_{(0-∞)} treatment divided by the mean IV reference AUC_{(0-∞)}. Brain penetration (Kp) was assessed from the ratio of brain exposure to plasma exposure.

### 3.2.5. Western blot analysis of APP-CTFs and ELISA detection of Aβ1-x in APPPS1 mouse brains

In order to demonstrate the efficacy of the GSI ELN594 in the APPPS1 mouse model we administered a single dose of the drug at a concentration of 30 mg/kg via oral gavage to male APPPS1 mice (age 4-5 months). Animals were sacrificed 24 hours post GSI administration, brains removed and snap frozen on dry ice. Following homogenization of half brains in 1 ml carbonate buffer (100 mM Na₂CO₃, 50 mM NaCl, pH 11.5, protease inhibitors), aliquots of the homogenates were analysed for APP and APP C-terminal fragments (APP-CTFs) by direct immunoblotting, using polyclonal antibody 6687 against the APP C-terminus (Steiner et al., 2000). Aβ was detected by ELISA. Briefly, brain homogenates were subjected to centrifugation (20,000 × g, 30 min, 4°C). Soluble Aβ was extracted from the supernatant with an equal volume of guanidinium buffer 1 (8.2 M guanidinium HCl, 82 mM Tris HCl) and insoluble Aβ by extraction of the pellet for 3 h at RT with 1 ml of guanidinium buffer 2 (5 M guanidinium HCl, 50 mM Tris HCl). Following centrifugation (20,000 × g, 30 min, 4°C), supernatants were diluted 1:1000 in block buffer (1% BSA, 0.1% Tween in PBS) and soluble Aβ species were quantified by a sandwich immunoassay using an ECL detection system (Meso Scale Discovery, MSD). Samples and Aβ peptide standards (MSD) were added together with ruthenylated 6E10 detection antibody (1 µg/ml) in 96-well Multi-SPOT plates, pre-coated with anti-Aβ40 or anti-Aβ42 antibodies and incubated for 2 hours. The light emission at 620 nm after electrochemical stimulation was measured using the MSD Sector Imager 2400 reader, and the corresponding concentrations of Aβ peptides were calculated using the MSD Discovery Workbench software (Page et al., 2010).

### 3.2.6. Cranial window surgery

Male APPPS1+/–:GFP+/– mice (referred to as APPPS1) and non APPPS1 transgenic - GFP+/– littermates (referred to as wild-type here, WT) were implanted with a cranial window at the age of 2-3 months, as previously described (Holtmaat et al., 2009; Spires et al., 2005), above the parietal cortex (coordinates of craniotomy: Bregma +1.5 – -3.5 mm, 3 mm lateral from midline on each side; position of imaging regions
within cranial window are shown in Figure 23) under combined Midazolam (0.05 mg/kg Dormicum, Roche), Fentanyl (5.0 mg/kg Hexal), Medetomidin (0.5 mg/kg Dormitor, Orion Pharma) anesthesia. Briefly, a circular craniotomy (coordinates: Bregma +1.5 – -3.5 mm, 3 mm lateral from midline on each side) was performed, and a round glass coverslip (8 mm diameter) was placed on top of it and fixed with gel glue in order to close the craniotomy. A small metal head bar was glued next to the coverslip to allow repositioning of the mouse during subsequent imaging sessions. Further stabilization of the window was achieved by adding dental acrylic (Paladur, Heraeus Kulzer GmbH). In all mice, irrespective of treatment group assignment, imaging only started four weeks post window implantation to allow for stabilization of the preparation (Holtmaat et al., 2009).

3.2.7. In vivo two-photon microscopy

Mice were imaged once a week for four consecutive weeks under Midazolam/Fentanyl/Medetomidin anesthesia using a custom-built two-photon microscope with a mode-locked Ti:sapphire laser (Mai Tai, Spectra-Physics), equipped with a 40× water immersion objective (0.8 NA, Olympus). To label plaques, animals were injected intraperitoneally (i.p.) with Methoxy-XO4 (Neuroptix Corporation) at a concentration of 3.33 mg/kg (3.3% vol of 10 mg/ml stock solution in DMSO (light shielded), 6.66% vol Cremophore EL (Sigma Aldrich) in 90% vol PBS (Klunk et al., 2002)) 24 hours prior to each imaging session. GFP and Methoxy-XO4 were simultaneously excited at either 830 nm (overview stacks) or 880 nm (high resolution stacks). A 480 nm dichroic mirror (480 DCXR, AHF Analysentechnik) was used to separate emission from both fluorophores. Care was taken to not exceed 50 mW maximum power delivered to the brain. The overview z-stacks used to assess the deposition of new plaques were 350×350×300 µm (xyz) in size with 5 µm z-increments and 512×512 pixel resolution, whereas the high resolution z-stacks used for spine and bouton analysis measured 130×130×30-100 µm (xyz) with z-increments of 0.5 µm and 1024×1024 pixel resolution. Image acquisition was based on custom software programmed in Labview (National Instruments). The first imaging session was carried out immediately before GSI treatment commenced.

3.2.8. Image processing and data analysis

Analysis of images was performed using ImageJ software (http://rsbweb.nih.gov/ij/) in raw z-stacks by manually scrolling through respective frames and marking counted structures (e.g. newly deposited plaques,
dendritic spines, or axonal boutons). The emergence of new plaques was analysed in the blue fluorescence channel corresponding to the Methoxy-XO4 signal, in a standardized region of interest (ROI) of 350×350×285 µm.

Size (area in µm²) of newly deposited plaques was measured in maximum projections of all frames bearing the new plaque. Maximum projections were background subtracted and the detection stringency was set to the mean + 1.5× standard deviation of the background. Dendritic spines and axonal boutons were scored and counted in the green fluorescence channel. Apical dendritic tufts of pyramidal neurons in layer V and axonal stretches of putative layer II/III/V neurons were imaged within layer I (10-100 µm below the dura). Dendritic and axonal segments were of 30-150 µm length. In some imaging regions, more than one dendritic stretch per neuron was analysed. To ascertain that stretches from the same cell could be treated as independent samples, we computed the correlations between stretches from one neuron and those originating from different neurons within the same animal for the parameters spine density, survival fraction and turnover rate, and found no significant differences (Table 1).

![Table: Intraneuronal correlations are not different from interneuronal correlations.](image)

<table>
<thead>
<tr>
<th>parameter</th>
<th>APPPS1 intraneuronal r²</th>
<th>APPPS1 interneuronal r²</th>
<th>WT intraneuronal r²</th>
<th>WT interneuronal r²</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>spine density</td>
<td>0.3 ± 0.06</td>
<td>0.37 ± 0.03</td>
<td>0.34 ± 0.13</td>
<td>0.26 ± 0.04</td>
<td>0.61</td>
</tr>
<tr>
<td>survival fraction</td>
<td>0.81 ± 0.03</td>
<td>0.82 ± 0.02</td>
<td>0.91 ± 0.02</td>
<td>0.89 ± 0.01</td>
<td>0.81</td>
</tr>
<tr>
<td>turnover rate</td>
<td>0.3 ± 0.06</td>
<td>0.33 ± 0.03</td>
<td>0.41 ± 0.16</td>
<td>0.33 ± 0.05</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Table 1: Intraneuronal correlations are not different from interneuronal correlations.

Coefficients of determination (r²) between dendritic stretches belonging to the same neuron were compared to the coefficients of determination of dendrites belonging to different neurons for the parameters spine density, survival fraction and turnover rate. Both in APPPS1 and in WT mice intraneuronal and interneuronal correlations do not significantly differ from one another. Values are mean ± SEM and p values were derived from Mann-Whitney tests. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).

Dendritic spines were counted if clearly emanating laterally from the dendrite. Spines projecting in z-direction were excluded from the analysis. Detection stringency for axonal boutons was set to a fluorescence intensity of at least three times than that of the axonal backbone (De Paola et al., 2006). A bouton crossing this threshold was deemed lost or gained.
Spine and bouton parameters were computed as follows: the survival fraction (SF) corresponds to the fraction of still-existing spines/boutons at each imaging time point with respect to the initial time point: \( \text{SF}(t) = \frac{n(t)}{n_0} \), with \( n_0 \) being the number of spines/boutons at time point 0 and \( n(t) \) the number of spines/boutons of the initial population (time point 0) still present at time point \( t \). Turnover rate (TOR) measures the appearance and disappearance of spines/boutons between two subsequent time points and is calculated as: \( \text{TOR}(t_1, t_2) = \frac{n_{\text{gain}} + n_{\text{loss}}}{n(t_1) + n(t_2)} \), with \( n(t_1) \) and \( n(t_2) \) being the number of structures present at time point 1 and 2, respectively (Holtmaat et al., 2009). Presented here is the mean TOR over all time points.

Spines and boutons were further divided into categories referring to their lifetime: persistent spines/boutons (ps/pb) were present at every time point; persistent spines/boutons lost (psl/pbl) were present at least during the first three imaging sessions and lost afterwards; persistent spines/boutons gained (psg/pbg) were not present at the initial imaging time point, but were at least present during the last 3 imaging sessions, and transient spines/boutons (ts/tb) were not present at the first and last imaging time point, but appeared and subsequently disappeared during the course of the experiment. Note that this categorization does not sum up to one, as a fraction of spines was not assigned to any of the above-mentioned subgroups. In APPPS1 mice, spine and bouton analyses were performed separately on two groups of stretches of neurites: dendrites or axons located further than 50 µm away from the next plaque (usually situated in a “plaque free” region; referred to as “distant”), and dendrites or axons passing by a plaque (having a minimal diameter of 10 µm) with the shortest distance between neurite and plaque below 20 µm (referred to as “near”). In the latter category, spines and boutons were analysed within a radius of 50 µm to the plaque border. Plaque detection stringency was set to mean + 3 x standard deviation of the image.

For determination of plaque distance-dependent spine density and turnover rate, dendrites were subdivided into almost equally long parts (each ~17 µm length), starting from the closest segment to the plaque. The distance to the plaque border of each segment represents the average distance of both segment endpoints. Inter-bouton distance reflects the distance along the axon between 2 neighbouring boutons. The distance of the corresponding axonal stretch to the plaque is set as the average of the distances of both boutons and the center of the axonal stretch between them to the respective plaque.

Integrated spine brightness was used as a measure for spine volume: In the best focal section, after subtraction of the background (measured next to the spine in an area devoid of any fluorescence signal), pixel intensities of all pixels comprising the spine were summed up and this integral divided by the average pixel intensity of
the neighbouring dendritic shaft (Hofer et al., 2009; Holtmaat et al., 2005). Only spines clearly emanating laterally at all time points were included into this analyses.

Altogether, we analysed 16 dendrites with a total length of 1279 µm in 4 WT vehicle treated mice, 19 dendrites (total length 1601 µm) in 7 WT GSI treated mice, 21 dendrites distant from plaques (total length 1713 µm) and 12 dendrites near plaques (total length 759 µm) in 5 APPPS1 vehicle treated mice as well as 32 dendrites distant from plaques (total length 2711 µm) and 15 dendrites near plaques (total length 1111 µm) in 7 APPPS1 GSI treated mice. In total, 12423 spines were counted, including those lost and gained. Numbers of analysed axonal stretches were as follows: 17 axons (total length 1393 µm) in 4 WT vehicle treated mice, 13 axons (total length 1029 µm) in 5 WT GSI treated mice, 14 axons distant from plaques (total length 806 µm) and 13 axons near plaques (total length 721 µm) in 4 APPPS1 vehicle treated mice as well as 18 axons distant from plaques (total length 1053 µm) and 30 axons near plaques (total length 2069 µm) in 7 APPPS1 GSI treated mice. Altogether 4063 boutons were counted.

Image acquisition and analysis was conducted in a blinded manner.

3.2.9. Statistics

Statistical analyses were performed using GraphPad Prism (GraphPad Software, Inc) and Matlab (Mathworks, Inc.). Normally distributed data was tested either by student’s t-test, one-way ANOVA or repeated measures ANOVA. Unless stated otherwise Tukey-Kramer tests were deployed for post-hoc comparisons. Non-normally distributed data were tested either by Mann-Whitney, Kruskal-Wallis or Friedman’s test. Post-hoc comparisons were done using Dunn’s post-hoc test. Reported values are means ± SEM. Significance level α was set to 0.05.
3.3. Results

In order to characterize the impact of amyloid plaque pathology on the dynamics of synaptic structures \textit{in vivo}, we performed longitudinal \textit{in vivo} two-photon imaging in male WT and APPPS1 mice (Figure 7). We then assessed whether pharmacological interference with Aβ generation exerts beneficial effects on plaque-associated synaptic pathology in APPPS1 mice. To this end, we administered the selective GSI, ELN594, daily (30 mg/kg), for four consecutive weeks to WT and APPPS1 mice at the age of 3-4 months and monitored amyloid pathology, dendritic spines and axonal boutons \textit{in vivo} throughout the treatment period.

\textit{Figure 7: Chronic in vivo imaging of neurites and amyloid plaques. (a) Time course; note that imaging only started four weeks post-implantation. (b) Representative example of an overview stack, shown as a maximum projection of 90 optical sections, spaced by 5 \textmu m (450 \textmu m in total). The insert depicts examples of structures analysed, such as amyloid plaques (asterisk), dendritic spines (filled arrowhead) and axonal boutons (open arrowhead) at a higher magnification. Scale bars 50 \textmu m (a), 10 \textmu m (b). Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).}
3.3.1. Amyloid plaque-associated spine pathology

Since there is accumulating evidence that plaques cause neuritic and spine pathology predominantly within 50 µm distance to plaques (Bittner et al., 2012; Grutzendler et al., 2007; Kuchibhotla et al., 2008; Meyer-Luehmann et al., 2008; Spires-Jones et al., 2007; Tsai et al., 2004), we analysed dendritic spines on apical tufts of layer V pyramidal neurons in WT (Figure 8a) and APPPS1 mice in the immediate vicinity of plaques (< 50 µm, “near”; Figure 8b) and further away (> 50 µm, “distant”).

Figure 8.
Figure legend see next page.
Figure 8: Amyloid plaque-associated dendritic spine alterations.
(a, b) Representative examples of apical dendritic stretches of layer V pyramidal neurons repeatedly imaged within layer I over the course of four weeks in WT and APPPS1 mice (shown are maximum projections). Note that the actual position of the dendritic stretch in (b) is just above the plaque, with the dendrite not passing through it. (c) Spine density is significantly lower in the vicinity of plaques in APPPS1 mice, compared with dendrites further away from plaques and WT mice, respectively (repeated measures ANOVA; \( P < 0.001 \) and \( P < 0.001 \)). (d) Survival fraction of spines near plaques is significantly decreased (repeated measures ANOVA, \( P < 0.001 \)). (e) Classification of spines with respect to their lifetime. Filled circles denote the presence of a spine at the respective time point, open circles correspond to the absence of a spine and half-filled circles denote a spine being either present or absent at the respective time point. (f) Dendrites near plaques have fewer persistent (one-way ANOVA, \( P < 0.01 \) and \( P < 0.05 \)) and more transient spines compared with spines distant from plaques and in WT mice (one-way ANOVA, \( P < 0.001 \) and \( P < 0.01 \)). (g) Spine turnover rates near plaques are significantly elevated compared with spines further away from plaques and WT mice, respectively (one-way ANOVA, \( P < 0.001 \)). (h, i) Increased turnover results from higher (h) elimination (one-way ANOVA, \( P < 0.001 \) and \( P < 0.01 \)) and (i) formation rates (Kruskal-Wallis, \( P < 0.001 \) and \( P < 0.05 \)). Data in (g-i) are average values over all imaging time points. WT: \( n = 16 \) dendrites (4 mice); APP distant: \( n = 21 \) dendrites (5 mice); APP near: \( n = 12 \) dendrites (5 mice). Values are mean ± SEM, Scale bar 5 µm (b), * \( P < 0.05 \), ** \( P < 0.01 \), *** \( P < 0.001 \). Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).

As described before (Bittner et al., 2012; Spires et al., 2005; Tsai et al., 2004) (for review see (Liebscher and Meyer-Luehmann, 2012)), we found that dendritic stretches within the immediate vicinity of amyloid plaques exhibited a lower spine density (average over all time points \( 0.22 ± 0.017 \mu m^{-1} \)) compared with stretches further away from plaques in APPPS1 \( (0.28 ± 0.013 \mu m^{-1}) \) and WT mice \( (0.29 ± 0.017 \mu m^{-1}) \), Figure 8c). A more detailed analysis revealed that spine density was significantly reduced up to 15µm from the plaque border compared with the spine density of WT vehicle treated mice (Spires et al., 2005; Tsai et al., 2004) (Figure 9a) and that spine density was positively correlated with plaque distance up to 50µm away from the plaque border (Pearson’s correlation coefficient \( r = 0.23, P= 0.01 \)).
Figure 9: Effect of plaque distance and size on dendritic spines.

(a) In order to yield a higher resolution of the effect of plaque distance, dendritic stretches were subdivided into equally long segments, and the respective average distance of the segment to the plaque was measured. Spine density is significantly reduced (light grey box, $P < 0.05$) compared with stretches from WT vehicle treated mice ($0.29 \pm 0.017 \mu m^{-1}$, mean is denoted as dark grey line) up to $15 \mu m$ away from the plaque border (0-5µm: $P = 0.02$; 5-10µm: $P = 0.03$; 10-15µm: $P = 0.009$; Mann-Whitney test). Presented is the spine density at the first imaging time point (pre-treatment) of both the vehicle and the GSI treated group as a function of distance to the plaque border. Spine density is positively correlated with plaque distance between 0-50 µm away from the plaque border ($r = 0.23, P = 0.01$). Spine density is not correlated with the size of the respective plaque (shown in color-code, $r = -0.05, P = 0.56$). The black line denotes a sliding average encompassing a 10µm window with 5µm increments (values are mean ± SEM). (b) Increased spine turnover near plaques is independent of distance within 0-50 µm from the plaque border ($r = 0.04, P = 0.79$) and plaque size ($r = -0.09, P = 0.51$). Data presents turnover between week 0 and 1 of vehicle treated APPPS1 mice and is referenced to the average turnover observed in WT mice ($0.13 \pm 0.016$, mean is denoted as dark grey line). Grey region indicates the plaque distance, where a significant reduction of spine density was observed (see panel (a)). Spine density: in total 136 segments combining data from APP near vehicle: 61 segments (12 dendrites, 5 mice) and APP near GSI: 75 segments (15 dendrites, 7 mice). Turnover rate: APP near vehicle: 61 segments (12 dendrites, 5 mice). Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).

The drop in spine density near plaques did not depend on plaque size ($r = -0.05, P = 0.56$; Figure 9a). Determining spine density alone is insufficient to capture all aspects of potential (pathological) spine alterations, as they are dynamic structures, which are lost and gained at a certain rate, even under baseline conditions (Hofer et al., 2009; Holtmaat et al., 2005; Pan et al., 2010; Trachtenberg et al., 2002). We hence determined the spine survival fraction and turnover rate and classified spines, according to their lifetime, as persistent or transient (Figure 8e). Spines close to plaques are less stable, which is reflected in a lower survival fraction (Figure 8d), a lower fraction of persistent spines compared with spines distant from plaques and in WT mice (Figure 8f) and, accordingly, a higher fraction of transient spines (Figure 8f). The high turnover rate
of spines near plaques (Figure 8g) resulted from both an increased elimination - (Figure 8h) and formation rate (Figure 8i). The elevated spine turnover did neither depend on plaque proximity within a 0-50 µm radius to the plaque border ($r = 0.04, P = 0.79$) nor on plaque size ($r = -0.09, P = 0.51$, Figure 9b).

There was no significant difference between spines in WT mice and spines further away from plaques in APPPS1 mice for any of the spine parameters analysed. A more detailed analysis, however, revealed a negative correlation between turnover rate and spine density in WT mice, in line with a previous publication (Holtmaat et al., 2005). Interestingly, this correlation was inverted (i.e. positive) for dendrites further away from plaques in APPPS1 mice (WT: $r = -0.52, P = 0.039$; APPPS1: $r = 0.47, P = 0.025$, Figure 10a). This difference was largely due to dendritic stretches with a low spine density (0.15 – 0.26/µm), which exhibited a significantly lower spine turnover rate in APPPS1 mice (Figure 10b). The absolute density of gained spines was independent of the total spine density in WT mice ($r = 0.011, P = 0.97$, Figure 10c). In contrast, in APPPS1 mice, dendrites distant from plaques exhibited a significant positive correlation between the density of gained spines and total spine density ($r = 0.73, P < 0.001$, Figure 10c). Again, low density dendrites ($\leq 0.26/µm$) in APPPS1 mice had a significantly lower density of newly formed spines in comparison to WT mice (Figure 10d). These data indicate a plaque-independent effect on spine dynamics in APPPS1 transgenic mice, which mainly affects dendritic stretches with a low spine density. We did not observe a significant correlation between spine density and turnover rate for spines close to plaques ($r = -0.47, P = 0.12$).
Figure 10: Amyloid plaque - independent effects on dendritic spines.
(a) Spine density is negatively correlated with turnover rate in WT mice (linear fit $f(x) = -0.46x + 0.27$, $r = -0.52$, $P = 0.039$). For spines distant from plaques in APPPS1 mice this correlation is reversed ($f(x) = 0.29x + 0.034$, $r = 0.47$, $P = 0.025$). (b) Separate analysis of low ($\leqslant 0.26/\mu m$, denoted by dashed grey line in Figure 3a) and high spine density stretches ($> 0.26/\mu m$) reveals a significant reduction of turnover rate on low density dendrites in APPPS1 compared with WT mice (Mann-Whitney test, $P = 0.012$). (c) The density of gained spines is independent of total spine density in WT mice ($f(x) = -0.002x + 0.03$, $r = 0.011$, $P = 0.97$). In APPPS1 mice the density of newly formed spines is positively correlated with total spine density ($f(x) = 0.21x - 0.029$, $r = 0.73$, $P < 0.001$). (d) Comparison of average density of gained spines shows a significant difference between WT and APPPS1 mice only for low density stretches (Mann-Whitney test, $P = 0.019$). WT: $n = 16$ dendrites (4 mice); APP distant: $n = 21$ dendrites (5 mice); Values are mean ± SEM. * $P < 0.05$, *** $P < 0.001$. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).
3.3.2. Amyloid plaque-associated axonal bouton pathology

Not much is known about the dynamics of plaque-associated presynaptic structures. We therefore analysed axonal boutons located within the same imaged volumes as the above described dendrites. We took advantage of the fact that bouton dynamics were described in detail for the GFP-M mouse line in a recent publication (De Paola et al., 2006). Based on this study and judged by bouton size as well as the number and length of axonal branches, the majority of axons investigated are putatively originating from layer II/III/V cells (Figure 12a,b). In addition to en passant boutons, which represented the majority of boutons, terminaux boutons were included in the analyses, as their fraction was low and did not differ significantly between groups (fraction terminaux boutons: WT 0.04 ± 0.065, APP distant 0.09 ± 0.12, APP near 0.076 ± 0.1, Kruskal-Wallis, \( P = 0.45 \)).

We did not find a significant difference in bouton density between WT and APPPS1 mice (WT 0.12 ± 0.01/µm, APP distant 0.12 ± 0.01/µm, APP near 0.13 ± 0.013/µm, Figure 12c). Furthermore, on axonal stretches close to plaques the inter-bouton distance did also not depend on plaque proximity (Figure 11).

![Figure 11: Inter-bouton distance close to plaques.](image)
Inter-bouton distance as a function of distance to the plaque border at the first (blue circles) and last imaging time point (green circles) of vehicle treated APP mice. Lines are sliding averages encompassing a 10µm window moving in 5µm steps. Inter-bouton distance does not correlate with plaque distance (week 0: 104 boutons, \( r = 0.004, P = 0.97 \); week 4: 99 boutons, \( r = 0.048, P = 0.63 \); Values are mean ± SEM).
Figure 12: Bouton dynamics in WT and APPPS1 mice.

(a) Examples of axonal stretches in (a) WT and (b) APPPS1 mice over the four-week imaging period are shown as maximum projections. Boutons lost from one time point to the next are marked with open arrowheads, boutons gained with filled arrowheads. (c) Bouton density is not different between axons near plaques, further away from plaques or in WT mice (repeated measures ANOVA, $P = 0.93$). (d) Boutons near plaques exhibit a lower survival fraction (repeated measures ANOVA, $P < 0.01$). (e) Bouton life time categories (see Figure 7e) do not differ significantly among groups (fraction persistent boutons: one-way ANOVA, $P = 0.12$, fraction transient: Kruskal - Wallis $P = 0.31$, fraction persistent lost: Kruskal - Wallis $P = 0.63$, fraction persistent gained: Kruskal - Wallis $P = 0.61$). (f) Turnover rate is increased on boutons close to plaques (Kruskal - Wallis, $P < 0.05$). Separate analysis of (g) elimination and (h) formation rate showed the same trend, but did not reach significance (Kruskal - Wallis, $P = 0.23$ and $P = 0.24$). WT: $n = 17$ axons (4 mice); APP distant: $n = 14$ axons (4 mice); APP near: $n = 13$ axons (4 mice). Values are mean ± SEM. Scale bar 10 µm (b). * $P < 0.05$, ** $P < 0.01$. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).
However, similar to our data on dendritic spines near plaques, the survival fraction of boutons near plaques was decreased compared with boutons further away from plaques and in WT mice (Figure 12d). Analysis of boutons with different lifetimes did not yield a significant difference between axons in APPPS1 and WT mice (Figure 12e). Yet, boutons near plaques exhibited a higher turnover rate compared with boutons further away from plaques and boutons in WT mice (Figure 12f). Separate analyses of elimination and formation rate showed the same trend, but did not reach significance (Figure 12g,h). Overall, boutons appeared less dynamic than spines on apical tufts of layer V neurons, corroborating earlier reports (De Paola et al., 2006; Holtmaat et al., 2005). Newly formed spines have been shown to preferentially target large multisynaptic boutons (Knott et al., 2006), which could account for the observed difference.

Apart from the above mentioned changes in bouton dynamics, we occasionally observed the emergence of axonal dystrophies, axonal breakage and axonal sprouting within the peri-plaque region (Figure 13). These structural alterations occurred only rarely in APPPS1-GFP mice, probably attributable to the young age of 3-4 months and the sparse labeling of neurons in the GFP-M mouse line.

*Figure 13: Amyloid plaque-associated axonal pathologies.*
(a) Example of plaque-associated axonal breakage. Dashed box denotes the previous position of the axon distal to the plaque. Breakage progressed in a stepwise fashion, such that after the first week breakage occurred about 20 µm away from the plaque border, leaving an axonal stub (marked by white arrowhead). At the consecutive imaging time point this stub was further shortened, thereby ending within the amyloid plaque. (b) Example of axonal sprouting. A branch of a putative thalamocortical axon exhibits a strong elongation. Note that the axon is situated right above the amyloid plaque and is not passing through it. Scale bar (a) 20 µm and (b) 10 µm. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014)
3.3.3. Initial reduction of de novo plaque deposition by GSI treatment

We investigated whether the enhanced dynamics of synaptic structures near amyloid plaques can be halted by Aβ-targeting treatment. For this purpose, we tested the sulfonamide type γ-secretase inhibitor ELN594 both in WT and APPPS1 mice. ELN594, a sulfonamide type γ-secretase inhibitor, inhibits 50% of the APP cleavage (EC$_{50}$) at an effective concentration of 0.51 nM in a cell based assay and of 9.4 nM in a cell free assay (Figure 14a). Pharmacokinetic analysis of ELN594 in FVB wild-type mice suggested low systemic clearance (1.62 l/h/kg), moderate volume of distribution (2.29 l/kg), good oral bioavailability (45%) and CNS penetration (Davies and Morris, 1993). ELN594 was rapidly absorbed in FVB mice following oral administration of 30 mg/kg with a t$_{\text{max}}$ of 0.5 hour and a brain to plasma partition (Kp) ratio of 1.2 (Figure 14b). Plasma and brain concentration-time profiles demonstrated that the remaining total drug concentrations 24 hours following single administration of ELN594 at 30 mg/kg were well above the EC$_{50}$ for APP cleavage (0.51 nM) (Figure 14c).

**Figure 14: Pharmacodynamic and pharmacokinetic properties of ELN594.**

(a) Structural formula of ELN594 and EC$_{50}$ values for Aβ generation obtained in a cell based - and in a cell free assay. (b) Pharmacokinetic properties of ELN594 assessed in FVB mice in plasma and brain samples after a single oral administration of ELN594 at 30 mg/kg (n=33 mice). (c) Time-concentration profile of ELN594 in plasma and brain of FVB mice after a single oral dose (30 mg/kg), referenced with EC$_{50}$ for Aβ generation. 24 hours after administration the total drug concentration in plasma and brain was well above the EC$_{50}$. (d) Total ELN594 concentration in brains of WT and APPPS1 mice does not differ 24 hours after last drug administration upon 4 weeks of daily treatment.

Abbreviations: C$_{\text{max}}$ = maximal concentration; EC$_{50}$ = half maximal effective concentration; Kp = partition coefficient, reflecting brain to plasma concentration ratio; t$_{\text{max}}$ = time of maximal concentration. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).
Since PS1 mutations of familial AD, such as the aggressive PS1 L166P mutation (Moehlmann et al., 2002) present in the mouse model used here, are known to be less sensitive to GSIs (Czirr et al., 2007), we first tested the effect of a single dose of ELN594 (30 mg/kg) on APP C-terminal fragments (APP-CTFs) as well as Aβ40 and Aβ42 levels in brains of APPPS1-GFP mice 24 hours after drug application. The GSI efficiently inhibited γ-secretase as shown by the pronounced accumulation of APP-CTFs in Western blot analysis (219% compared with vehicle treated animals, Figure 15a,b).
Figure 15: GSI treatment reduces Aβ generation in vivo and attenuates the deposition and growth of new plaques in APPPS1 mice.

(a) Representative Western blot analysis of the effect of GSI application on fl-APP and APP-CTF levels in APPPS1 brain homogenates (blots of two different experiments are shown). (b) Quantification of GSI effect on APP-CTFs normalized to fl-APP as measured in Western blot (t-test, *P = 0.0002). (c) Quantification of ELISA analysis of soluble Aβ species (Aβ40 decreased by 66 %, t-test, *P = 0.036 and Aβ42 decreased by 59 %, t-test, *P = 0.023, vehicle n = 4, GSI n = 3 mice); open circles represent single data points, horizontal bars denote the mean and grey boxes the SEM. Values are mean ± SEM. (d,e) Examples of in vivo two-photon images in APPPS1 mice treated daily with vehicle (d) and 30 mg/kg GSI (e), respectively. Images are maximum projections of 50 optical sections (z-spacing 5 µm) over a depth of 250 µm. Red arrowheads indicate newly formed plaques, which are marked with white arrowheads at consecutive imaging time points. (f) Number of newly emerged plaques per standard ROI (350×350×285 µm) are lower in GSI treated mice after the first week: one-sided Mann-Whitney test, *P = 0.027, values are mean ± SEM. (g) Plaques newly formed within the first week of treatment are significantly smaller in GSI treated mice (one-sided Mann-Whitney test, *P = 0.014); black lines denote the mean. (h) Newly formed plaques grow significantly slower in GSI compared with vehicle treated mice; values are median ± 95% confidence interval of the median (repeated measures ANOVA, *P = 0.014; APP vehicle: 22 ROIs (5 mice), 45 new plaques after first week; APP GSI: 27 ROIs (7 mice), 31 new plaques after first week). Scale bar 20 µm. * P < 0.05, ** P < 0.01, *** P < 0.001. Abbreviations: fl-APP = full length APP; APP-CTF = APP C-terminal fragments. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).

In accordance with the observed increase in APP-CTF levels, we found that soluble Aβ40 and Aβ42 levels were significantly decreased by 66 % and 59 %, respectively, upon GSI application, indicating that GSI treatment efficiently lowers Aβ levels in the APPPS1 mouse model (Figure 15c). We next analysed the GSI’s potential to interfere with de novo deposition of plaques using repeated two-photon imaging (Figure 15d,e). We found that ELN594 affected plaque formation, manifested as a drop in the number and size of newly deposited plaques in GSI treated APPPS1 mice compared with vehicle treated mice after the first week of GSI treatment (Figure 15f,g). The observed decrease in newly formed plaques after 1 week of treatment ceased over the course of the experiment, and a general decline in the occurrence of new plaques was seen in both GSI treated and control mice, which might reflect the age-dependency of plaque deposition (Figure 15f). However, plaques newly formed within the first week of treatment grew significantly slower in GSI compared with vehicle treated mice, indicating a sustained effect of the GSI throughout the treatment period (Figure 15h). Biochemical analysis of brain samples taken 24 hours following the last daily administration of ELN594 at 30 mg/kg for 4 weeks to APPPS1 and GFP wild-type mice demonstrated similar drug exposures for both groups (total brain drug concentration mean ± SEM: 4.05 ± 1.04 nM and 9.36 ± 3.85 nM for GFP wild-type and APPPS1, respectively, *P = 0.26; Mann-Whitney-U test, Figure 14d). Values were consistent with nadir.
exposures in FVB mice at the same dose analysed 24 hours after single administration (14.13 ± 7.11 nM; Kruskal-Wallis test between all 3 groups, $P = 0.13$, Figure 14c,d). The agreement between trough levels from the current repeat dose study and the single dose study suggests negligible accumulation of compound levels or induction of drug metabolizing enzymes. Good CNS penetration was also demonstrated in the APPPS1 and WT mice with brain to plasma concentration ratios (Kp) of 0.87 ± 0.2 and 1.28 ± 0.14, respectively, which is consistent with the CNS penetration in FVB mice following a single administration of ELN594 at 30 mg/kg (Kp 1.2, Figure 14b).

3.3.4. Effect of GSI treatment on plaque-associated spine and bouton alterations

We applied the GSI to APPPS1 mice daily for four consecutive weeks. WT mice were treated in addition in order to test for potential adverse effects of the treatment that have been described in a previous publication for unselective GSIs of a different structural class (Bittner et al., 2009).

GSI treatment had neither an effect on spine density in APPPS1 (Figure 16a,b) nor on those in WT mice (Figure 17a) over the course of the four-week treatment period. Importantly, GSI treatment counteracted the plaque-associated changes in spine dynamics. More specifically, in GSI treated mice we found a higher spine survival fraction near plaques (Figure 16c), a higher fraction of persistent spines (Figure 16d) and accordingly a lower fraction of transient spines (Figure 16d) compared with spines near plaques in vehicle treated mice. The pathologically enhanced elimination - and formation rates of spines near plaques in vehicle-treated mice were reduced by the GSI to levels found on dendrites further away from plaques (Figure 16e-g).

Note, presented here are average values over all time points, as spine dynamics were consistently elevated throughout the treatment period (see Figure 18a-c).
Figure 16: Effect of GSI treatment on dendritic spines in APPPS1 mice.
(a) Example of dendritic spines in a GSI treated APPPS1 mouse in the vicinity (< 50 µm) of a plaque. The first imaging session was performed prior to the start of treatment. Images are maximum projections. (b) Spine density is not affected by GSI treatment in APPPS1 mice (repeated measures ANOVA, P = 0.72). (c) The lower survival fraction (SF) of spines in the vicinity of plaques is normalized by GSI treatment, thereby equaling the SF of spines distant from plaques in vehicle treated mice (repeated measures ANOVA, P < 0.01). (d) GSI treatment increases the fraction of persistent spines near plaques (one-way ANOVA, P < 0.05). Accordingly, the high fraction of transient spines near plaques is reduced upon GSI treatment (one-way ANOVA, P < 0.01). (e) Increased turnover of spines near plaques is reduced by the GSI (one-way ANOVA, P < 0.001). The effect is based on normalized (f) elimination - (one-way ANOVA, P < 0.001) and (g) formation rates (Kruskal-Wallis, P < 0.01). APP distant veh: n = 21 dendrites (5 mice); APP near veh: n = 12 dendrites (5 mice); APP distant GSI: n = 32 dendrites (7 mice); APP near GSI: n = 15 dendrites (7 mice). Values are mean ± SEM. Scale bar 5 µm. * P < 0.05, ** P < 0.01, *** P < 0.001. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).
Figure 17: Lack of GSI effects on dendritic spines in WT mice.

(a) GSI treatment neither affect spine density (repeated measures ANOVA, \(P = 0.45\)) nor (b) survival fraction (repeated measures ANOVA, \(P = 0.28\)), nor (c) the fraction of persistent (t-test, \(P = 0.67\)) and transient spines (t-test, \(P = 0.2\)) in WT mice. (d) Spine dynamics are not altered upon GSI treatment: Turnover rate (averaged over all time points) does not differ significantly between treatment groups (t-test, \(P = 0.55\)). Values are mean ± SEM. WT vehicle: \(n = 16\) dendrites (4 mice), WT vehicle: \(n = 19\) dendrites (7 mice). Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).

Figure 18: Temporal aspect of altered spine dynamics.

(a) The spine turnover rate of spines near plaques in vehicle treated mice is significantly increased throughout the whole experiment (\(P < 0.001\), APP near veh vs. either one of the other groups). (b) Spines close to plaques in vehicle treated mice exhibit an increased formation rate at all imaging time points (\(P < 0.001\) APP near veh vs. either one of the other groups). (c) The spine elimination rate of spines near plaques in vehicle treated mice is increased at all imaging time points (\(P < 0.001\), APP near veh vs. either one of the other groups). APP distant veh: \(n = 21\) dendrites (5 mice); APP near veh: \(n = 12\) dendrites (5 mice); APP distant GSI: \(n = 32\) dendrites (7 mice); APP near GSI: \(n = 15\) dendrites (7 mice). Data are mean ± SEM, *** \(P < 0.001\).
As the density of spines within a radius of 50 µm to the plaque edge correlates well with the effective plaque distance (Figure 9a), we investigated whether GSI treatment affects spines in a distance-dependent manner. While the GSI had no effect on spine density near plaques at any given distance between 0-50μm, the turnover rate was significantly reduced for spines that were more than 15 µm (yet < 50µm) away from the plaque border (Figure 19a-d).

![Figure 19: Plaque distance - dependent GSI effect on dendritic spines.](image)

(a) Spine density is not affected by GSI treatment in a distance - dependent manner. Data points represent relative spine densities at the last imaging time point as a function of plaque distance. Solid lines are sliding averages over a 10 µm window with 5 µm increments. Grey line depicts relative density of 1, indicating no change in density. Grey regions indicate the plaque distances (<= 15 µm) where absolute spine density of APPPS1 mice was significantly reduced compared with spines in WT vehicle mice (see Supplementary Figure S2a). (b) Spine density below and above 15 µm plaque distance does not differ between treatment conditions (Kruskal-Wallis test, P = 0.89). (c) GSI effect on the average spine turnover rate is dependent on the distance to the plaque border. As in (a), the grey region denotes the plaque distance in which absolute spine density is significantly reduced compared with spines in WT vehicle mice. Data is referenced to the average spine turnover rate in WT vehicle mice (0.13 ± 0.016, mean depicted as dark grey line). (d) Turnover rate of spines within 15 µm does not differ between treatment conditions. In contrast, GSI treatment leads to a significant reduction of the turnover of spines > 15 µm (yet < 50µm) away from the plaque border compared with spines in vehicle treated mice at that distance and also to spines located less than 15 µm away from the plaque border in both vehicle and GSI treated mice (Kruskal-Wallis test, >15µm vehicle’ vs. >15µm GSI’ P < 0.0001, ‘<=15µm GSI’ vs. >15µm GSI’ P = 0.034, ‘<=15µm vehicle’ vs. >15µm GSI’ P = 0.005, post-hoc comparisons Mann - Whitney tests). APP near vehicle: 61 segments (12 dendrites, 5 mice) and APP near GSI: 75 segments (15 dendrites, 7 mice). Data are mean ± SEM. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).
In addition to alterations in synapse number and turnover, pathology might also be reflected in changes to the strength of a synapse, which is known to correlate well with spine size (Harris and Stevens, 1989; Kasai et al., 2010; Knott et al., 2006). We hence determined integrated spine brightness, as a measure for spine size (Hofer et al., 2009). In line with a previous report (Loewenstein et al., 2011), the overall distribution of spine sizes resembled a log-normal distribution, both for spines close to plaques in APP and WT mice (Figure 20a,c). Average spine size as well as spine size distribution did not differ between treatment groups (Figure 20 b,c,d).

Since stable spines are considered the structural correlates of long-term memories (Xu et al., 2009; Yang et al., 2009), we next performed the same analysis separately for persistent spines. We determined their size difference between the first and the last imaging time point (Figure 20e). In line with our findings of higher spine turnover rates in the vicinity of plaques, we observed a significantly higher fraction of persistent spines with a large size change (difference in integrated brightness larger than the mean difference ± 1.5 x standard deviation of persistent spines size changes in WT vehicle treated mice) close to plaques (WT vehicle 15.4% vs. APP near vehicle 27.7%, Figure 20f). GSI treatment led to a reduction of this ‘large size change fraction’ of persistent spines (20.1%), which did not significantly differ anymore from WT vehicle mice (Figure 20f).

GSI treatment did not affect spines further away from plaques and in WT mice (for data on WT mice, see Figure 17a-d), indicating no obvious neuropathological side effect of the GSI treatment. Spines near plaques are less stable than those further away. The distance of the analysed dendritic stretch to the respective plaque as well as plaque size could have biased our results. We hence compared the average and the minimum distance of dendritic stretches to plaques as well as plaque size between treatment conditions and found no difference (plaque size $P = 0.34$, average plaque distance $P = 0.49$, minimum plaque distance $P = 0.37$, all Mann-Whitney tests, Figure 21a-c), excluding those factors as potential confounds.
APP near GSI $P = 0.26$, Kolmogorov-Smirnov test). (d) Similarly, spine size distribution at week 4 does not differ significantly between these groups (WT veh vs APP near veh $P = 0.56$, WT veh vs APP near GSI $P = 0.48$, APP near veh vs APP near GSI $P = 0.07$, Kolmogorov-Smirnov test). (e) Distribution of persistent spine size changes between the first and the last imaging session. (f) Fraction persistent spines with a change in size between week 0 and 4 exceeding the mean difference $\pm 1.5 \times$ standard deviations of persistent spine size changes in WT vehicle treated mice (-0.06 $\pm$ 48.89 a.u.; grey regions in (e)). The fraction of such spines with large size changes is significantly increased close to plaques (WT vehicle 15.4% vs. APP near vehicle 27.7%, $P = 0.018$, Fisher’s exact test). GSI treatment leads to a reduction of this ‘large size change fraction’ of persistent spines (20.1%), which does not significantly differ from WT vehicle mice anymore ($P = 0.34$, Fisher’s exact test; WT veh 169 spines, APP near veh 101 spines, APP near GSI 118 spines). Data are median $\pm$ 95% confidence intervals. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).
Figure 21: Plaque parameters do not differ between treatment groups.

(a-c) Factors potentially affecting spine stability near plaques, such as the distance (defined as the average of the plaque distance of both end points and the center of the respective dendritic stretch) (a), the minimum distance between dendritic stretch and plaque border (shortest distance) (b), or plaque size (c) do not differ between treatment groups. APP near vehicle: 12 dendrites (5 mice) and APP near GSI: 15 dendrites (7 mice). Values are mean ± SEM. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).

Owing to the high variability, it was more difficult to pinpoint the impact of the GSI on bouton dynamics (Figure 22a), but overall we found the same trend as for dendritic spines. Bouton density was not significantly affected by the GSI treatment, yet a trend towards a decrease throughout the imaging period was observed near plaques in vehicle treated mice (Figure 22b). These findings notwithstanding, we did observe a normalization of the bouton survival fraction near plaques to levels found in those distant from plaques (Figure 22c). The significantly elevated bouton turnover rate near plaques was somewhat decreased by the GSI, but the effect did not reach significance (Figure 22d). The same held true for the fraction of persistent boutons near plaques, where we observed a non-significant increase after GSI treatment (one-way ANOVA, P = 0.22, Figure 22e).
Figure 22: GSI effect on axonal boutons in APPPS1 mice.
(a) Example of an axonal stretch near a plaque in an APPPS1 mouse. (b) Bouton density is not affected by GSI treatment (Friedman’s test, P = 0.07). (c) The lower survival fraction of boutons near plaques is normalized to levels observed distant from plaques (repeated measures ANOVA APP distant vehicle vs. APP near vehicle P < 0.01, APP near vehicle vs. APP near GSI P < 0.001). (d) The increased turnover rate of boutons near plaques is reduced after treatment; the effect did not reach significance (Kruskal-Wallis, APP near vehicle vs. APP near GSI P > 0.05). (e) Bouton lifetime fractions do not differ significantly between treated and untreated mice. APP distant veh: n = 14 axons (4 mice); APP near veh: n = 13 axons (4 mice); APP distant GSI: n = 18 axons (7 mice); APP near GSI: n = 30 axons (7 mice). Values are means ± SEM, Scale bar 10 µm * P < 0.05, ** P < 0.01. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).
Figure 23: Position of imaged regions within the cranial window.
(a) Localization of imaging regions of dendrites distant from plaques superimposed on a representative example of a cranial window. Regions were sampled from both hemispheres but for the purpose of display all locations acquired within vehicle treated mice are shown on the left side (blue circles) and all spots taken from GSI treated mice on the right (red circles). Note number of imaging sites does not correspond to the number of analysed neurites as in some cases multiple stretches located within the same imaging region were investigated. X denotes position of Bregma. (b) Position of imaged regions bearing dendrites close to plaques (APP near spots) superimposed on the same cranial window example. Scale bar 1mm. Reprint from Molecular Psychiatry with permission from Nature Publishing Group (Liebscher et al., 2014).

Taken together, these data demonstrate that the dynamics of both the pre- and postsynaptic compartment are affected by the amyloid plaque pathology, resulting in a strong synaptic instability. Moreover, we found that interference with Aβ generation by applying the selective GSI, ELN594, can attenuate the plaque-associated instability of synaptic structures. ELN594 does neither affect spines or boutons further away from plaques in APPPS1, nor those in WT mice, and hence seems to be devoid of apparent neuropathological side effects.
Functional alterations of neurons in primary visual cortex of APP/PS1 transgenic mice
4.1. Abstract

The following sections 4.1. – 4.3. (page 64 - 87) are taken from (Liebscher et al., 2016).

Neurodegenerative processes in Alzheimer’s disease (AD) affect the structure and function of neurons (Benilova et al., 2012; Haass and Selkoe, 2007; Koffie et al., 2011; Selkoe, 2002), resulting in altered neuronal activity patterns comprising neuronal hypo- and hyperactivity (Busche et al., 2008; Grienberger et al., 2012) and causing the disruption of long-range projections (Delbeuck et al., 2007; Liu et al., 2014). Impaired information processing between functionally connected brain areas is evident in defective visuomotor integration, an early sign of the disease (Hawkins and Sergio, 2014; Tippett and Sergio, 2006; Velasques et al., 2011). The cellular and neuronal circuit mechanisms underlying this disruption of information processing in AD, however, remain elusive. Recent studies in mice suggest that visuomotor integration already occurs in primary visual cortex (V1), as it processes not only sensory input but also exhibits strong motor-related activity, likely driven by neuromodulatory or excitatory inputs (Bennett et al., 2013; Fu et al., 2014; Keller et al., 2012; Lee et al., 2014; Niell and Stryker, 2010; Polack et al., 2013). Here, we probed the integration of visual and motor related inputs in V1 of behaving APP/PS1 (Radde et al., 2006) mice, a well characterized mouse model of AD, using two-photon calcium imaging. We find that sensorimotor signals in APP/PS1 mice are differentially affected: while visually-driven and motor-related signals are strongly reduced, neuronal responses signaling a mismatch between expected and actual visual flow are selectively spared. We furthermore observe an increase in aberrant activity during quiescent states in APP/PS1 mice. Jointly, the reduction in running-correlated activity and the enhanced aberrant activity degrade the coding accuracy of the network, indicating that the impairment of visuomotor integration in AD is already taking place at early stages of visual processing.
4.2. Material & Methods

4.2.1. Animals

Female APP/PS1<sup>+</sup>-/− mice (bearing the Swedish double-mutation KM670/671NL within the APP gene, as well as a L166P mutation within the Presenilin1 (PS1) gene, both driven by the neuronal Thy-1 promoter) and APP/PS1<sup>-/-</sup> (referred to as WT) siblings were housed in groups of 3–6 individuals in standard cages, with standard bedding and additional nesting material. Food and water were provided ad libitum. Mice were kept under a 14/10 hours light/dark cycle. In total, 6 APP/PS1 and 5 WT mice at the age of 10–11 months were included in the study. In each mouse, 2 to 4 regions at depths of 120 – 200 µm below the pial surface were imaged, resulting in a total number of 1350 cells (n = 22 experiments) in APP/PS1 and 1399 cells (n = 21 experiments) in WT mice. All animal procedures followed a protocol approved by the local authorities (Regierung von Oberbayern).

4.2.2. Cranial window surgery and virus injection

At the age of 10 months, mice were injected with AAV2/1.hSyn.GCaMP6m.WPRE.SV40 into V1 and a cranial window was implanted above as described previously (Holtmaat et al., 2009). Briefly, mice were anesthetized with Midazolam (0.05 mg/kg Dormicum, Roche), Fentanyl (5.0 mg/kg Hexal), and Medetomidin (0.5 mg/kg Dormitor, Orion Pharma). A circular craniotomy (diameter 5 mm, centered over V1) was performed, and a round 5 mm glass coverslip was fit snugly into it. The craniotomy was sealed with UV curable dental acrylic (Venus Diamond Flow, Heraeus Kulzer GmbH). A metal head bar was firmly attached to the skull with dental acrylic (Paladur, Heraeus Kulzer GmbH), allowing access of the objective to the cranial window (Leinweber et al., 2014). This procedure allowed for a stable head and brain position during awake imaging sessions. Imaging started four weeks post injection. At least 24 hours before imaging experiments mice were injected intraperitoneally with Methoxy-XO4 (Neuroptix Corporation) at a concentration of 3.33 mg/kg (3.3% vol of 10 mg/ml stock solution in DMSO (light shielded), 6.66% vol Cremophore EL (Sigma Aldrich) in 90% vol PBS (Klunk et al., 2002), a dye that readily crosses the blood-brain-barrier and binds to fibrillary Aβ.
4.2.3. Two-photon imaging of behaving mice

Images were acquired on a custom-built two-photon microscope equipped with an 8 kHz resonant scanner, resulting in frame rates of 40 Hz at an image resolution of 400 x 750 pixels (Keller et al., 2012). The field of view for functional imaging was approximately 190 x 250 µm, and overview z-stacks to visualize plaque positions were acquired over a region of 340 x 500 x 5 µm (xyz). Light source was a Ti:Sapphire laser with a DeepSee pre-chirp unit (Spectra Physics MaiTai eHP). Excitation wavelength for GCaMP6m functional imaging was 930nm. Overview z-stacks were acquired at 830nm to excite both GCaMP6m and Methoxy-XO4 labeled plaques. Laser power under the objective (16 x, 0.8 NA, Nikon) was between 15-25 mW for all imaging experiments. During imaging, mice were allowed to run on an air-supported styrofoam ball (Dombeck et al., 2007) with a pin restricting movement to forward and backward rotation. Running velocity was tracked with an optical computer mouse placed in front of the ball. To avoid stimulus light leaks, the monitors were flickered at 16 kHz, locked to scanning (Leinweber et al., 2014).

4.2.4. Experimental design

Two LCD monitors arranged at an angle of 60° to one another in front of the mouse were used to display full-field vertical gratings. This monitor configuration covered 180° along the horizontal axis and 50-65° along the vertical axis of the mouse’s visual space (Keller et al., 2012). Visual flow of vertical full-field moving sinusoidal gratings with a spatial frequency of 0.04 cycles per degree was either coupled to the running velocity of the mouse (closed loop or feedback configuration) or uncoupled from actual running speed, during re-play of the visual flow of the previous feedback session (open loop or playback configuration). In some experiments, short interruptions of 1s duration (perturbations) of the visual flow were introduced while the mouse was in closed loop configuration. These perturbations were used to induce sensorimotor mismatch signals. Each experiment was carried out in the following sequence, with the mouse free to run throughout (Figure 12C): First 8.3 min (20.000 imaging frames) of visual feedback with interspersed brief perturbations of the visual flow (Poisson distribution, on average 5/min) were conducted, followed by a ‘pure’ 8.3 min feedback session without any perturbations and a subsequent 8.3 min playback session, where visual flow of the initial experiment (feedback with perturbations) was re-played. Subsequently, all lights were switched off and the mouse was allowed to dark-adapt for 30 min. The second part of the experiment consisted of 6.25 min (15,000 imaging frames) recorded in darkness.
To assess orientation and direction tuning, we presented sinusoidal gratings with a temporal frequency of 2 Hz and a spatial frequency of 0.04 cycles per degree at 8 different directions spaced by 45°. Each trial consisted of 8 sec of standing grating, followed by 6 sec of moving grating. The complete stimulus set was repeated 10 times, with a random order of directions. Mice were free to run throughout the experiments.

4.2.5. Pupil tracking

In all experiments, the mouse’s left eye was continuously recorded with a video camera (The Imaging Source, frame rate 30 Hz, see Figure S4). Pupil position and diameter were assessed online by a custom-written algorithm in LabVIEW (National Instruments) (Sakatani and Isa, 2007). Saccades were defined as displacement of the pupil center by more than 3 pixels (60 μm).

4.2.6. Image processing and data analysis

All analysis was carried out in Matlab (MathWorks) using custom written routines. Full frame images were registered, and regions of interests (ROIs) were manually selected based on both a maximum and a mean projection of all frames. For most neurons, a ring-like structure was chosen, excluding the nucleus. In case of directly abutting cells, pixels containing signal from both neurons were excluded from the selection. The fluorescence intensity of all pixels comprising the ROI was averaged, and intensity traces were low pass filtered at 10 Hz. To account for contamination by both local (occasionally active neurites next to selected ROIs) and global (increase in fluorescence over a larger area, not attributable to a discrete structure) neuropil signals, the following measures were taken: the initial ROI was fitted with an ellipse and this ellipse was stretched by 10 pixels. All pixels of the initial ROI, as well as those in neighbouring ROIs were excluded from the resulting larger ellipse. The corrected ROI signal was then computed according to the following equation (adapted from (Kerlin et al., 2010)):

\[ F_{\text{ROI,comp}} = F_{\text{ROI}} - 0.7 \times F_{\text{neuropil}} + 0.7 \times \text{median} (F_{\text{neuropil}}) \]

With \( F_{\text{ROI,comp}} \) representing the neuropil compensated fluorescence of the ROI, \( F_{\text{ROI}} \) referring to the fluorescence signal of the initial ROI selection and \( F_{\text{neuropil}} \) to the signal stemming from the neuropil (Chen et al., 2013). In order to estimate the baseline level (\( F_0 \)) of the fluorescence traces, we derived a “noise-band” by
subtracting the 8th percentile within a short sliding window covering 40 frames (1s). This procedure largely smoothed out activity transients. The median of this “noise band” reflects the baseline well, as judged by visual inspection, even for highly active cells and was hence used as $F_0$. Consequently, relative changes in fluorescence ($\Delta F/F$ traces) were computed by dividing the corrected fluorescence trace by the median of the “noise band” and subtracting 1. Cells were classified as active in a particular experiment if they crossed a threshold of baseline + 3.72 x standard deviation of the $\Delta F/F$ trace (i.e. probability of false positive by chance being 0.0001) at least once for a minimum of 40 continuous frames (1 sec). All correlation analyses were performed on $\Delta F/F$ traces deconvolved with a nonnegative deconvolution algorithm; for details see (Huber et al., 2012; Vogelstein et al., 2010).

4.2.7. Analysis of responses to moving grating stimulation

A neuron was defined as strongly driven by visual stimulation if it displayed a significant (average activity within 0.5-2 sec after onset of moving grating compared with the average neuronal activity within 0.5 sec prior to stimulus onset, Wilcoxon rank sum test, α level 0.01) and sufficiently large (integral > 1.2 $\Delta F/F$ within 0.5-2 sec after moving onset, corresponding to an average $\Delta F/F$ of 2%) response to the presentation of the moving grating while the mouse was stationary. Neuronal responses were normalized to the average activity within 1 sec prior to stimulus onset. Neuronal responses to moving gratings were separately analysed during stationary and during running periods. In order to reduce confounding neuronal activity coinciding with the onset of the moving grating but related to running on- and offsets, we only considered visual onsets during clear stationary (no running activity 1/2 sec before until 3 sec after onset of moving grating) and running epochs (running 1/2 sec before until 2 seconds after onset of moving grating), respectively. The orientation (OSI) and direction selectivity indices (DSI) were computed as follows: OSI = ($R_{\text{pref}} - R_{\text{ortho}}$)/($R_{\text{pref}} + R_{\text{ortho}}$), with $R_{\text{pref}}$ being the median response at the preferred orientation and $R_{\text{ortho}}$ the median response to the orthogonal orientation (the median was chosen as the responses to moving gratings were non-normally distributed). DSI = ($R_{\text{pref,dir}} - R_{\text{opp,dir}}$)/($R_{\text{pref,dir}} + R_{\text{opp,dir}}$), with $R_{\text{pref,dir}}$ being the median response at the preferred direction and $R_{\text{opp,dir}}$ the median response to the opposite direction. The neuronal tuning curves were obtained by fitting the average response to each direction with a two peaked Gaussian curve (Goltstein et al., 2015; Li et al., 2008). The tuning curve bandwidth reflects half width at 1/√2 maximum.
4.2.8. Analysis of sensorimotor responses

A neuron was defined as strongly driven by a given sensorimotor event, if it displayed both a significant (average activity within 0.5-2 sec (for sensorimotor mismatch signal 0.5-1.5 sec) after onset of the sensorimotor event compared with the average neuronal activity within 0.5 sec prior to stimulus onset, rank sum test, α level 0.01) and sufficiently large (average ΔF/F > 2% within 0.5 – 2 sec upon onset (within 0.5-1.5 sec for sensorimotor mismatch)) response. The total number of sensorimotor onsets we analysed were as follows: (i) running with visual feedback: WT 531 and APP/PS1 557; (ii) running in the dark: WT 201 and APP/PS1 191; (iii) playback: WT 443 and APP/PS1 460. Initial running speed and virtual velocity of the playback was higher in WT mice compared to APP/PS1 mice ((i) running with feedback in WT 6.72 [3.28; 10.97] cm/s and in APP/PS1 4.86 [2.36; 8] cm/s, rank sum test, \( P < 0.001 \); (ii) running in the dark: WT 6.45 [3.28; 10.97] cm/s and in APP/PS1 4.14 [1.99; 6.86] cm/s, \( P < 0.001 \); (iii) playback: WT 5.4 [2.1; 8.85] cm/s and in APP/PS1 3.76 [1.4; 7.27] cm/s, \( P < 0.001 \), data are median velocity [interquartile range]). To account for the differences in running speed and virtual velocity between genotypes we bootstrapped the population responses by matching the two velocity distributions by resampling. To this end a sample of 1000 sensorimotor evoked signals in APP/PS1 and WT mice was pseudorandomly selected to match the original distribution of initial velocities; this procedure was repeated 100 times (Figure S3). Overall fraction of time spent running in the feedback session (i.e. speed > 0.5 cm/s) was 28.42 ± 1.6 % in WT and 31.8 ± 1.6 % in APP/PS1, Student’s \( t \)-test, \( P = 0.14 \); during playback sessions in WT: 32 ± 3.2 % and 34 ± 2.6 % in APP/PS1, \( P = 0.63 \) and during darkness in WT: 40.45 ± 2.5 % and APP/PS1: 45.9 ± 3.9 %, \( P = 0.26 \).

When assessing the correlation of neuronal activity and running velocity, we excluded data in a two second window prior and post saccadic eye movements and prior and post running periods from data analysis in order to minimize the effect of potential signals associated with the initiation and cessation of movements. The same corrected traces were used to assess pairwise neuronal correlations during quiescence and locomotion.

4.2.9. Random Forests Model

To decode behavioural state from neuronal responses we used a classifier based on a random forest regression tree algorithm, for details see (Huber et al., 2012). We applied this method to the feedback session,
aiming at decoding the actual running velocity (running is treated as a continuous variable). For all analysis the Matlab (Mathworks) implementation of the random forest algorithm (treebagger) was used. The algorithm was trained on 75 % of the data, repeated 4 times, each round with the onset of the training set circularly shifted along the data vector. The remaining 25 % of data were used for cross validation ($R^2$ between the actual and running velocity predicted by the model). Shown is the average $R^2$ out of the four repetitions for each experiment.

4.2.10. Distance to nearest plaque

The position and size of the ROIs were projected into the 3D rendered overview stack. The two channels carrying either the GCaMP6m or the Methoxy-XO4 signal were background subtracted, and subsequently the GCaMP6m channel was subtracted from the Methoxy-XO4 channel in order to remove slight bleed through. Detection stringency of the Methoxy signal was set to the median + 2 x standard deviation of the background signal. Plaque distance is the 3D Euclidean distance between the centroid of the respective ROI and the nearest Methoxy positive voxel (Supplementary Figure S13A). All overview stacks were visually checked for correct plaque detection and 3D rendered stacks were inspected for accurate neuron - plaque assignment (ruling out accidental pairing with voxels carrying signal stemming from the dura (due to generation of second harmonics)).

4.2.11. Immunohistochemistry

Animals were cardially perfused with saline and 4% paraformaldehyde (PFA), after which brains were gently dissected out of the skull. Brains were cryoprotected in a 30 % sucrose solution until they sank. They were then cut parallel to the imaging plane on a cryostat into 50 µm thick sections. Sections were blocked overnight with 10% normal goat serum containing 1% Triton X-100 in PBS, before they were incubated with the primary antibodies (rabbit anti-VIP 1:500 (ImmunoStar), mouse anti-PV 1:1000 (Swant)) overnight. Incubation with secondary antibodies (goat anti-rabbit Alexa Fluor 633 1:200, goat anti-mouse Alexa Fluor 405 1:200, both Life Technologies) was conducted for 2 hours at room temperature. Confocal stacks (Leica TCS SP8) were acquired first at a low magnification (10x objective, HC PL Fluotar, Leica) to allow for re-identification of imaged regions based on fiduciary markers, such as blood vessel patterns, which were compared with in vivo overview z-stacks. Confocal stacks of re-identified imaging spots were then acquired.
with a 20x objective (HC PL APO CS2, Leica). In total, 665 out of 1399 imaged neurons in 3 WT mice were identified, of which 16 were PV and 18 VIP positive neurons, and 1154 out of 1350 imaged neurons in 6 APP/PS1 mice were identified, of which 38 were PV and 37 VIP positive cells.

4.2.12. Statistics

Unless stated otherwise we employed a Student’s *t*-test or a Wilcoxon rank sum test in case of non-normality to compare fractions. Cumulative distributions were analysed with the Kolmogorov-Smirnov test (KS test). The difference between population responses was tested by comparing the average area under the curve between 0.5-2.5 sec after the respective onset (0.5 – 1.5 sec for mismatch responses) for each ‘neuron – sensorimotor onset’ response pair. Cross validation of the actual and the model predicted running velocity was implemented by computing the variance explained ($R^2$, with R being the Pearson correlation coefficient) between both vectors. The difference of the $R^2$ values between genotypes was tested with a Wilcoxon rank sum test.
4.3. Results

To probe the integration of multimodal inputs in primary visual cortex (V1), we recorded both sensory- and motor-related activity during active behaviour by two-photon imaging of layer II/III neurons expressing the genetically encoded calcium indicator GCaMP6m (Chen et al., 2013) (Figure 24A-B). We used mice at the age of 10-11 months, when cortical plaque load in APP/PS1 (Radde et al., 2006) mice is prominent. We employed a visual flow feedback paradigm, in which the velocity of a mouse running on a spherical treadmill was coupled to visual flow feedback generated by drifting vertical gratings presented on either side of the mouse (feedback, closed loop; Figure 24C).

4.3.1. Sensorimotor signals in primary visual cortex of APP/PS1 mice

We first assessed how many neurons were active (see Supplemental Experimental Procedures) under this condition in both wild type (WT) and APP/PS1 mice, and found significantly fewer active neurons in APP/PS1 mice (Figure 24D).

In a previous study, altered neuronal activity patterns in anesthetized mice were linked to amyloid plaque proximity (Busche et al., 2008). We therefore analysed the plaque distance of active and non-active cells in awake mice, but did not observe a difference (Figure 25A-D).
Figure 24: Impaired sensorimotor signals in V1 of APP/PS1 mice.

(A) Mice were injected with AAV2/1-hsyn-GCaMP6m in V1. (B) Epifluorescence image of a histological section through V1. GCaMP6m expressing neurons are pseudocoloured in green. Amyloid plaques stained in vivo with Methoxy-XO4 are shown in blue. Cortical layers are delineated by dashed lines. (C) Experiments were conducted in closed loop condition, in which locomotion of the mouse was coupled to visual flow feedback, in open loop condition (playback) and in darkness. (D) Average fraction of active cells in feedback sessions in each experiment (rank sum test, P = 0.015, WT: n = 21, APP/PS1: n = 22). Amyloid plaque proximity did not differ between active and silent neurons (see Supplementary Figure S13). (E) Examples of imaging regions in WT and APP/PS1 mice, color coding indicates maximum neuronal activity during stationary periods and running with visual feedback. Dashed lines in the lower panel delineate the position of an amyloid plaque. Activity traces of example neurons (ROI – region of interest) marked by circles in the activity maps are depicted. Gray areas denote running periods. (F-H) Heat maps depicting average activity of responsive neurons to running with visual feedback (F), passive playback (G) and running in the dark (H) sorted by response magnitude in WT (upper panel) and APP/PS1 (lower panel) mice. (I) Fraction of neurons in each experiment that were strongly driven by running with visual feedback (rank sum test, P = 1.6 x 10^-4, WT n = 21, APP/PS1 n = 22) and (J) the average population response to running with visual feedback (Student’s t – test for the difference of the area under the curve (0.5 – 2 sec upon respective onset (gray box)), P < 10^-40) is significantly reduced in APP/PS1 mice. An effect that was also observed in inhibitory neurons (see Figure 26). (K) Fraction of cells strongly driven by passive playback in each experiment is also significantly lower (rank sum test, P < 10^-3, WT n = 21, APP/PS1 n = 22) in APP/PS1 mice, as is (L) the population response to playback (Student’s t – test, P < 10^-31). (M) The fraction of neurons driven by running in the dark in each experiment does not differ significantly between genotypes (rank sum test, P = 0.5, WT n = 21, APP/PS1 n = 22), while (N) the average population response to running in the dark is reduced in APP/PS1 mice (Student’s t – test, P < 10^-3). Differences in population responses were not due to differences in running or playback velocities (see Figure 27). Data in (D, I, K, M) represent mean ± SEM. In total 1399 neurons in 21 experiments in WT mice and 1350 neurons in 22 experiments in APP/PS1 mice were analysed. * P < 0.05, ** P < 0.01, *** P < 0.001. Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).
Figure 25: Amyloid plaque detection.

(A) 3D rendered overview stack depicting the position and size of plaques (blue, visualized by Methoxy-XO4 labeling) with the scaled ROI selection superimposed (green). Inset: magnified view at vertically rotated angle. Black lines mark the Euclidean distance to nearest plaque containing voxel. (B) Distribution of plaque distances for all cells analysed in APP/PS1 mice (43.9 ± 18.5 µm). (C) Plaque distances of active and non-active cells during feedback sessions (active cells: 44.7 ± 18.7 µm, non-active cells: 42.7 ± 18.3 µm, P = 0.054). (D) Plaque distances of active and non-active cells in the dark sessions (active cells: 44.1 ± 19 µm, non-active cells: 43.7 ± 18.3 µm, P = 0.7). (E) Distribution of plaque distances of neurons positively and negatively correlated with running (negatively correlated neurons 45.9 ± 20.1 µm, positively correlated cells 45.9 ± 20.1 µm, P = 0.46). Data are mean ± standard deviation, Student’s t-test). Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).

Locomotion elicits responses in a substantial proportion of neurons in V1 (Keller et al., 2012; Lee et al., 2014) (Figure 24E). If projections driving these responses are impaired in APP/PS1 mice, activity in V1 evoked by running with visual feedback should be reduced. Indeed, we observed both quantitative and
qualitative differences in the neuronal responses during locomotion in APP/PS1 mice. The fraction of neurons that were strongly driven by running with feedback was significantly lower in APP/PS1 mice (Figure 24F,I). Furthermore, the average population response of all active neurons to running with feedback was markedly reduced in APP/PS1 mice (Figure 24J). Recently, inhibitory neuron subtypes in V1 were suggested to be particularly responsive to locomotion (Fu et al., 2014).

Figure 26: Immunohistochemical analysis of imaged neurons reveals functional alterations in both excitatory and inhibitory neurons in APP/PS1 mice.

(A) Mean projection of an in vivo stack. Example neurons are denoted by white circles; the position of an amyloid plaque is depicted by the dashed ellipse. (B) Confocal image of region shown in (A). VIP expressing neurons are pseudocoloured in magenta (cell 1), PV positive neurons in cyan (cell 4) and putative excitatory neurons are shown in green (cells 2, 3, 5). (C-D) Cell type-specific average population response upon running onset in WT (C) and APP/PS1 mice (D, Student’s t-test for the difference of the area under the curve (0.5 – 2 sec after onset (gray box)), excitatory neurons: $P < 10^{-47}$, PV neurons: $P < 10^{-11}$, VIP neurons: $P < 10^{-12}$, strongly driven by running with feedback were 96/665 of the re-identified excitatory; 3/16 PV+ and 5/18 VIP+ neurons in 3 WT mice and 68/1154 excitatory, 6/38 PV+, 2/37 VIP+ neurons in 6 APP/PS1 mice. (E-F) Cell type-specific distributions of neuronal fractions based on their correlation with running velocity in WT (E) and APP/PS1 mice (F, Fisher’s exact test, fraction positively correlated: excitatory neurons $P < 10^{-14}$, PV $P = 0.14$; VIP $P < 10^{-5}$; fraction negatively correlated: excitatory neurons $P < 10^{-7}$, PV $P = 0.11$; VIP $P = 0.037$). Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).
We hence performed post-hoc immunohistochemical stainings of neurons imaged in vivo, probing for the two main inhibitory subtypes reportedly being driven by locomotion, i.e. parvalbumin (PV) and vasoactive intestinal peptide (VIP) expressing neurons ((Fu et al., 2014), Figure 26A,B). We found strong motor-related population responses not only in putative excitatory (that is PV and VIP negative neurons), but also in PV and VIP expressing interneurons in WT mice. Motor-related responses were reduced in APP/PS1 mice in all three cell types (Figure 26C,D).

We next asked whether the reduced activity during running with feedback in APP/PS1 mice was caused by an impairment of the responses to visual input or to running. To disentangle the contribution of both response types, we recorded neural activity during a playback session, in which the visual flow pattern of the previous feedback session was re-played in an open loop configuration with running velocity now uncoupled from visual flow. Visually driven responses were assessed during stationary phases in the playback session. Running-related responses, on the other hand, were probed in a dark session, in which all visual input was removed. We found that the fraction of neurons strongly driven by playback was significantly smaller in APP/PS1 mice (Figure 24G,K). Moreover, the average population responses to both playback and to running in the dark were reduced in APP/PS1 mice (Figure 24L,N). These differences were not attributable to differences in running velocity (Figure 27).
Figure 27: Differences in running speed and virtual playback velocity between genotypes do not account for difference in average population response.

Distribution of average velocity within the first second of running with feedback, running in the dark and playback in original data set (first column; running with feedback in WT 6.72 [3.28; 10.97] cm/s and in APP/PS1 4.86 [2.36; 8] cm/s, \( P < 0.001 \); running in the dark: WT 6.45 [3.28; 10.97] cm/s and in APP/PS1 4.14 [1.99; 6.86] cm/s, \( P < 0.001 \); playback (virtual velocity): WT 5.4 [2.1; 8.85] cm/s and in APP/PS1 3.76 [1.4; 7.27] cm/s, \( P < 0.001 \), all rank sum tests, data are median [interquartile range]). To control for behavioural differences between WT and APP/PS1 mice, average neural responses were measured on a subset of behaviourally matched trials. To this end the original distribution of running onset speeds of APP/PS1 and WT mice was resampled to match the distribution of WT mice (second column). The average population response of the subsampled data set for the respective stimulus conditions was significantly reduced in APP/PS1 compared with WT mice (third column; bootstrapped difference of the area under the curve (AUC, 0.5 – 2 sec upon respective onset, (gray box)). Thin gray (WT) and red (APP/PS1) lines depict population response of single iterations. Thick lines represent average of 100 bootstrap iterations. *** \( P < 0.001 \). Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).
4.3.2. Characterization of visually driven responses in V1 of APP/PS1 mice

Visual stimulation induced by playback of the previously generated visual flow was restricted to only one direction of motion and consisted of rather low temporal frequencies (average within first second after onset: 0.7 [0.01; 1.72] Hz, data are median [interquartile range] of all playback onsets), essentially resulting in a suboptimal stimulation of neurons in V1 of awake mice (Andermann et al., 2011). To more comprehensively quantify visually-driven responses, we recorded neural responses to conventional grating stimuli moving in 8 different directions at a temporal frequency of 2 Hz (Figure 28). These analyses further substantiated our findings of reduced responsiveness to visual stimuli (Figure 28A-C) and also demonstrate that visual responses were enhanced less strongly by locomotion in APP/PS1 mice (Figure 28D,E). Tuning properties, such as orientation (orientation selectivity index (OSI), Figure 13F) – and direction selectivity (direction selectivity index (DSI), Figure 28G) as well as tuning bandwidth (WT: 27.7° ± 0.98°; APP/PS1: 27.8° ± 1.27°; rank sum test, \( P = 0.84 \), data are mean ± SEM), however, did not differ significantly between WT and APP/PS1 mice (Figure 28F-H). Together, these data indicate that the reduced responsiveness to running with visual feedback in APP/PS1 mice may be based on an impairment of both neuronal circuits, those conveying visual signals and those providing information about running velocity.
Figure 28: Neuronal responses to moving gratings.

(A) Heat maps depicting normalized neuronal responses to stimulation with moving gratings, sorted by preferred direction and response magnitude in WT and APP/PS1 mice. Representative neuronal traces are shown. Gray areas mark epochs of moving grating stimulation, preceded by the presentation of standing gratings. (B) Fraction of cells in each experiment that were strongly driven by visual stimulation in WT and APP/PS1 mice (rank sum test, P = 0.028, WT n = 21, APP/PS1 n = 22). (C) Cumulative distribution of average responses ($\Delta F/F$) of visually driven cells at the preferred orientation during stationary periods (KS test, P = 0.039, WT n = 465 neurons, APP/PS1 n = 305 neurons). (D) Cumulative distribution of average responses of visually driven neurons at the preferred orientation during running (KS test, P < $10^{-3}$; WT n = 361 neurons, APP/PS1 n = 297 neurons). (E) Cumulative distribution of the difference between responses to visual stimulation during running and stationary epochs for visually driven neurons (KS test, P < $10^{-3}$, WT n = 361 neurons, APP/PS1 n = 297 neurons). (F,G) Distribution of orientation selectivity index (OSI, F) and direction selectivity index (DSI, G) of neuronal responses during stationary periods (KS test, P = 0.06 and P = 0.46; WT n = 465 neurons, APP/PS1 n = 305 neurons). (H) Average tuning of visually driven neurons normalized to preferred orientation (0°; WT n = 465 neurons, APP/PS1 n = 305 neurons). Data in (B) are mean ± SEM. Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).
4.3.3. Pupillary response to locomotion

Which mechanisms might underlie the observed reduction of visual – and motor related responses? There is increasing evidence for an involvement of neuromodulatory inputs in driving locomotion-related neuronal activity in V1, in particular for acetylcholine and noradrenaline (NA) (Fu et al., 2014; Polack et al., 2013). Reduced responses in APP/PS1 mice could hence be based on neuromodulatory deficits, which are characteristic for AD patients (Bondareff et al., 1987; German et al., 1992; Haglund et al., 2006; Matthews et al., 2002). A simple means of probing neuromodulatory function in behaving animals is tracking the pupil diameter (Erisken et al., 2014; Samuels and Szabadi, 2008a, b). In fact, we observed indirect evidence for a functional noradrenergic deficit, when we analysed pupil size in feedback sessions. APP/PS1 mice showed strongly reduced pupil diameters (Figure 29A,B), similar to what has been observed in AD patients (Bitsios et al., 1996; Prettyman et al., 1997). Recent studies have demonstrated that locomotion and even short periods of brain state changes during quiescence are associated with pupil dilation, most likely mediated by noradrenergic inputs (Erisken et al., 2014; Polack et al., 2013; Reimer et al., 2014). The locomotion-associated pupillary response, consisting of dilation and a ventronasal shift of the pupil, however, was still preserved in APP/PS1 mice (Figure 29C-H). Our findings are thus in line with previous studies reporting an impairment of the noradrenergic system in AD mouse models (Francis et al., 2012; German et al., 2005; O’Neil et al., 2007).
Figure 29: Average pupil size.
(A) Representative snapshot of the left eye during a stationary period of WT (upper panel) and APP/PS1 mice (lower panel). (B) Average pupil diameter. Colour reflects mouse identity and each data point depicts a single experiment. Squares denote the group mean. Student’s t-test, \( P < 10^{-9} \). (C) Mean projection of a representative pupil recording encompassing 1 second preceding each running onset. (D) Mean projection of 2 seconds after each running onset. (E) Superposition of binary images depicting average eye position preceding (light blue) and following (red) running onsets. Crosses denote position of pupil center during respective behavioural state (blue – stationary, red – running). (F) Locomotion-associated difference in pupil diameter in WT (black) and APP/PS1 mice (red) (Student’s t-test, \( P = 0.09 \)). (G,H) Change of pupil position upon running in (G) WT and (H) APP/PS1 mice (WT: nasal 0.53 ± 0.17°, ventral 2.2 ± 0.11°, APP/PS1: 1.5 ± 0.29°, ventral 2.4 ± 0.19°, rank sum test, nasal shift \( P = 0.021 \), ventral shift \( P = 0.61 \)). Red circle represents average position. All data are mean ± SEM. nas - nasal, temp – temporal, ven – ventral, dors – dorsal. Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).
4.3.4. Sensorimotor mismatch response in primary visual cortex

Normal function of neural networks not only hinges on undisrupted input but also on a correct integration of different input streams. A signal that is based on the integration of motor-related and visual signals in mouse V1 is the sensorimotor mismatch response (Keller et al., 2012). A mismatch response is elicited by a difference between actual and expected visual flow, caused by brief perturbations of the visual flow during running (Keller et al., 2012). Surprisingly, we found that despite a marked reduction in the responsiveness to both, motor and visual input, sensorimotor mismatch signals were spared in APP/PS1 mice (Figure 30A,B). The fraction of neurons strongly driven by perturbations of visual flow did not differ between WT and APP/PS1 mice (Figure 30C). The mean population response in APP/PS1 mice even exhibited a slight increase in the mismatch response (Figure 30D). As the mismatch response depends on the running velocity at the time of perturbation (Keller et al., 2012), we analysed the tuning of the mismatch signal with respect to the running speed of the mouse and found no significant difference between genotypes (Figure 30E).

Immunohistochemical analyses revealed that both excitatory and inhibitory cells (VIP, PV expressing) were strongly driven by sensorimotor mismatch (mismatch cells in WT: 18 excitatory, 5 PV and 7 VIP out of 30 re-identified mismatch cells in 3 mice; in APP/PS1: 37 excitatory, 11 PV and 2 VIP out of 50 re-identified mismatch responsive cells in 6 mice). Despite the maintenance of the mismatch response in excitatory and PV positive neurons, we observed a strong reduction in responsiveness in VIP interneurons (Figure 31A-G). Nevertheless, in contrast to the strong reduction in motor-related responses in APP/PS1 mice, these data argue for a particular resilience of the mismatch signal.
Figure 30: Sensorimotor mismatch response is spared in APP/PS1 mice.

(A) Heat maps depicting average activity to sensorimotor mismatch of neurons strongly driven by mismatch, sorted by response magnitude for both genotypes. (B) Example calcium traces demonstrating neuronal activity elicited by sensorimotor mismatch (gray areas mark periods of running with visual feedback, yellow lines depict brief halts of visual flow, reflecting sensorimotor mismatch). (C) Fraction of neurons strongly driven by mismatch in each experiment does not differ between genotypes (rank sum test, $P = 0.91$, WT $n = 21$, APP/PS1 $n = 22$). (D) Average mismatch response of the population (area under the curve between 0.5-1.5 seconds after mismatch onset (gray box), Student’s t-test, $P = 0.017$). (E) Tuning of the population mismatch response at different running velocities at time of mismatch onset (analysis of covariance for area under the curve values in each velocity bin, $F(1,40890) = 0.5$, $P = 0.48$). Data in (C) are mean ± SEM, ROI - region of interest, * $P < 0.05$. Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).
Aberrant neuronal activity in V1 of APP/PS1 mice

AD is characterized by alterations of neuronal structure, such as spine instability, spine loss and neuritic dystrophies (Liebscher and Meyer-Luehmann, 2012; Liebscher et al., 2014; Spires-Jones et al., 2007), which affect neuronal connectivity. To test if this in turn reduces the precision and reliability of neuronal responses, we probed the correlation of neuronal activity with running velocity in feedback sessions (Figure 32A-C). In addition to an overall increase in the number of silent cells during feedback conditions (average fraction of silent cells per experiment WT: 0.32 ± 0.03, APP/PS1: 0.41 ± 0.03, rank sum test, \( P = 0.015 \)) and consistent with a reduced population response and a lower fraction of neurons responsive to running with feedback...
(Figure 24G,H), we observed a strong reduction in the fraction of neurons positively correlated with running (Figure 32A,B) and a decrease of the strength of this correlation (Figure 24C) in APP/PS1 mice. We also noticed that a significant fraction of neurons was predominantly active during quiescent periods (Figure 24E, ROIs 5 and 6). In WT mice these quiescent periods are characterized by low levels of neuronal activity (Keller et al., 2012). In order to quantify these presumably aberrantly active cells in APP/PS1 mice, we analysed the fraction of neurons negatively correlated with running speed.

**Figure 32: Aberrant neuronal activity in awake APP/PS1 mice and impact on decoding accuracy of V1 neurons.**

(A) Distribution of Pearson’s correlation coefficient (R) for the correlation of neuronal activity and running velocity in the feedback sessions. Aligned to the R values are the respective frequencies of calcium events and the animal ID. (B) Fraction of neurons negatively or positively correlated with running (Student’s t-test, negatively correlated: P = 0.019; positively correlated: P = 4.6 x 10^-5, WT n = 21, APP/PS1 n = 22). (C) Cumulative distribution of correlation coefficients of neurons positively correlated with running in APP/PS1 (red) and WT mice (black, KS test, P = 0.0008, WT n = 459, APP/PS1 n = 231) (D) Running velocity predicted by random forest classifier based on neuronal activity. Actual running velocity in an example feedback session (black trace) overlaid with the velocity predicted by the model (blue trace) for WT and APP/PS1 mice. (E) Correlation between actual and predicted velocity is lower in APP/PS1 mice (Student’s t-test, P = 0.014, WT n = 21, APP/PS1 n = 22). (F) Decoding performance as a function of the number of cells used to train the classifier. Cells were successively added to the algorithm ranked by the correlation of their activity and running velocity (dashed lines: mean R² ± SEM). The number of cells needed to reach saturation of decoding performance did not differ between genotypes (6 neurons per experiment). Data in (B, E) are mean ± SEM, * P < 0.05, *** P < 0.001. Reprinted from Current Biology with permission from Elsevier (Liebscher et al., 2016).
Indeed, we observed a significantly higher fraction of neurons in APP/PS1 mice negatively correlated with running and hence predominantly active during quiescent periods both in feedback sessions (Figure 32A,B) and in the dark (fraction of neurons negatively correlated with running in the dark: WT: 0.09 ± 0.01, APP/PS1: 0.14 ± 0.01, \( P = 0.0013 \); positively correlated: WT: 0.25 ± 0.03, APP/PS1: 0.19 ± 0.01, \( P = 0.1 \), both Student’s \( t \)-test, data are mean ± SEM), an effect that was observed both in excitatory and inhibitory cells (Figure 26E,F). These spontaneously active cells exhibited reduced neuronal activity during running compared to stationary episodes in both genotypes (Figure 33A-C, linear regression of average neuronal response during running as function of average response during stationary periods in running negatively correlated neurons: (A) WT \( f(x) = 0.67x + 0.003, P < 10^{-5} \); (B) APP/PS1 \( f(x) = 0.46 + 0.0003, P < 10^{-4} \)). However, the degree to which the activity of spontaneously active cells was suppressed during running was significantly higher in APP/PS1 mice (Figure 33C, difference in average neuronal activity (mean \( \Delta F/F \)) during stationary epochs and during running: WT 0.053 ± 0.01; APP/PS1 0.072 ± 0.009, \( P < 10^{-5} \), rank sum test, data are mean ± SEM). These data suggest that motor-related inputs into V1 are sufficient to silence those aberrantly active cells, indicating that their functional integrity is not entirely lost.
Figure 33: Locomotion suppresses activity of running negatively correlated cells more strongly in APP/PS1 mice.

(A, B) Spontaneously active cells (negatively correlated to running) exhibit less activity during running periods in (A) WT and in (B) APP/PS1 mice. Each circle depicts the average activity during stationary and running periods of a neuron negatively correlated to running. Green line represents the linear regression (WT: $P < 10^{-3}$, APP/PS1: $P < 10^{-4}$). Dashed lines represent the unity line. Insets show a higher magnification of $\Delta F/F$ values below 0.3. The slope of the linear regression in APP/PS1 mice is significantly smaller compared to WT mice ($P < 10^{-11}$, Analysis of covariance).

(C) The difference between average activity during stationary periods and running periods is significantly higher in APP/PS1 ($P < 10^{-5}$, rank sum test).

We again probed for a relationship between plaque distance and a cell’s correlation with locomotion, but did not find a difference in average distance to the nearest plaque between neurons positively or negatively correlated with locomotion (Figure 25E). Given the higher fraction of neurons negatively correlated with running and reports on epileptiform discharges in AD transgenic mice (Palop and Mucke, 2010; Verret et al., 2012), we next sought to investigate whether this aberrant activity occurs in a synchronized fashion. We thus computed pairwise neuronal correlations during quiescence and during locomotion. In line with a recent study (Erisken et al., 2014) we found that locomotion led to a slight reduction of the pairwise correlation of neuronal activity in WT mice (stationary: $R = 0.065 \pm 0.0014$, locomotion: $R = 0.053 \pm 0.0016$, data are mean ± SEM, rank sum test, $P < 10^{-44}$; data not shown). To our surprise we observed that during quiescence the average pairwise correlations of neuronal activity, was significantly higher in WT compared to APP/PS1 mice.
(WT: \( R = 0.065 \pm 0.0014 \), APP/PS1: \( R = 0.037 \pm 0.0016 \), data are mean ± SEM, rank sum test, \( P < 10^{-6} \), data not shown). To assess whether neurons that were predominantly active during quiescence, exhibit synchronous activity, we measured the pairwise correlation of running-negatively correlated neurons during quiescence and did not observe any significant difference between WT and APP/PS1 mice (WT: \( R = 0.04 \pm 0.004 \); APP/PS1: \( R = 0.034 \pm 0.0029 \), rank sum test, \( P = 0.13 \), data not shown). Together these data indicate that the observed aberrant activity during quiescent states in APP/PS1 mice does not manifest in increased pairwise neuronal correlations and likely reflects uncorrelated noise.

Finally, having shown that behaving APP/PS1 mice exhibit aberrant patterns of neuronal activity we asked whether this affects the ability to decode running velocity from network activity. To address this question, we employed a machine learning algorithm (Random Forests Model) that was trained to decode running velocity based on neuronal activity. We indeed found the average decoding performance to be significantly reduced in APP/PS1 compared to WT mice (Figure 32E,F). To exclude that differences in overall activity levels between genotypes result in poorer decoding accuracy, we subsampled experiments in WT and APP/PS1 mice to match the distribution of the fraction of active cells observed in APP/PS1 mice and found that this could not explain differences in decoding performance (mean cross validation (\( R^2 \)) in WT: 0.44 ± 0.01, in APP/PS1: 0.31 ± 0.01, mean ± std, Student’s \( t \)– test, \( P < 10^{-10} \)).

To assess the number of cells necessary to reach saturation of decoding performance, we trained the algorithm on individual cells in each experiment and ranked all cells based on their decoding accuracy. We then decoded running velocity by adding neurons successively, starting with the neuron that yielded the best performance of the classifier, followed by the combination of the best and the 2nd best neuron and so forth. The number of cells needed to reach saturation of decoding performance did not differ between genotypes (Figure 32F). These data hence demonstrate that the representation of running velocity is less stable in visual cortex of APP/PS1 mice.

The reduced reliability of neuronal activity (Figure 32A-C) in concert with increased uncorrelated spontaneous activity may represent a general feature of AD pathology, likely affecting diverse neuronal circuits in AD.
Alzheimer’s disease is considered to represent a synaptopathy – a defect of the communication sites between neurons. Little is known about the actual nature of this synaptic defect as well as its consequences on the function of single neurons and neuronal networks. To address these questions, I investigated both structural and functional alterations on cortical neurons in a mouse model of Alzheimer’s disease.

5.1. Synaptic alterations in Alzheimer’s disease

From autopsy cases it had been known that the synaptic density in cortex and hippocampus of AD patients is strongly reduced compared to healthy age matched controls (Masliah et al., 1991; Scheff and Price, 2006; Terry et al., 1991). In order to monitor the dynamics of synaptic structures in vivo we employed two-photon in vivo imaging of AD transgenic (APP/PS1+/− x GFP+/−) mice at an age of three-four months over four consecutive weeks at seven day intervals. At that age APP/PS1 mice have already deposited a considerable amount of amyloid plaques in cortex, as deposition starts around two months of age.

5.1.1. Amyloid plaque - associated effects on dendritic spines

Dendritic spines represent structural correlates of postsynapses, and learning and memory processes are associated with a growth and stabilization of dendritic spines (Engert and Bonhoeffer, 1999). This notion was further supported by evidence for a causal relationship between the formation of long-term memories and the generation of long-lived synapses in cortex as witnessed by chronic in vivo imaging (Xu et al., 2009; Yang et al., 2009). In order to characterize synaptic pathology in AD, we chronically monitored dendritic spines in cortex of APP/PS1 mice. In line with recent publications (Bittner et al., 2012; Spires et al., 2005; Tsai et al., 2004), reviewed by (Liebscher and Meyer-Luehmann, 2012) our analyses revealed a drop in spine density in APP/PS1 mice in the immediate vicinity of the proteinaceous amyloid deposits. In fact, this drop was only significant up to 15 µm away from the plaque border. Spine density throughout the course of the four-week imaging period, however, remained stable. These results indicate that the spine loss observed close to plaques must have occurred at an earlier time point, after which spine density stabilized again. This scenario is supported by a recent publication in which spine loss followed after plaque formation, but spine density close
to plaques in aged APPPS1 mice is not different from that in young mice (Bittner et al., 2012). Plaques were shown to increase in size by both a simple size expansion (Burgold et al., 2011; Hefendehl et al., 2011) as well as a clustering of smaller new plaques that appear in the vicinity of already existing ones, which fused to form a bigger aggregate over time (McCarter et al., 2013). As I could show that spines are lost in a narrow halo surrounding plaques, the slow but steady growth of those aggregates over time might result in a progressive global loss of spines.

Importantly, I found that dendritic spines close to amyloid plaques were highly instable as both their formation and elimination rates were almost twice as high compared to spines further away (> 50µm) from plaques or spines in WT mice. Elimination and formation rates of spines were increased to the same degree, thereby not affecting spine density. Moreover, even persistent spines considered to stably encode information varied in size more strongly over time than their counterparts in WT mice. As spine size correlates well with synaptic strength (Harris and Stevens, 1989; Kasai et al., 2010; Knott et al., 2006) these fluctuations indicate synapse instability even of those structures believed to represent solid and stable contacts. Notably, synaptic instability was evident in a much larger region as spine loss was, thereby indicating that the impact on spines is in fact much more widespread than previously thought based on histological analyses. Given the importance of the stabilization of newly formed synapses for the formation of long-term memories, highly instable synapses represent a conceivable correlate of the decline in memory function and cognition typical of AD.

A pronounced instability of synaptic structures in cortex as observed by an increased turnover rate has recently been demonstrated in other neurodegenerative diseases, such as Huntington’s disease (Murmu et al., 2013), neurodevelopmental disorders, like Fragile X Syndrome (Cruz-Martin et al., 2010; Pan et al., 2010) and also during normal aging (Grillo et al., 2013; Mostany et al., 2013). Together, these studies stress the causal relevance of synaptic instability in neurodegenerative diseases and indicate that synaptic stability in turn serves as a sensitive marker for neuronal health. The underlying mechanisms causing synapse instability, however, are not well understood and can in fact be manifold. Notably, in AD many pathological features are closely tied to the peri-plaque area, such as dystrophic neurites (Meyer-Luehmann et al., 2008; Tsai et al., 2004), hyperactive neurons (Busche et al., 2008) and calcium overloaded dendrites and spines (Kuchibhotla et al., 2008). Spines on calcium-overloaded dendrites lack an important prerequisite for synaptic integration, namely functional compartmentalization (Kuchibhotla et al., 2008). Given these plaque proximity - linked
effects on neurons and dendritic spines, it is conceivable that cellular and molecular alterations within this microenvironment are causal to the synaptic pathology in AD. Amyloid plaques are composed not only of fibrillar forms of the amyloid beta peptide but, in addition, represent a reservoir of soluble Aβ oligomers (Koffie et al., 2009). Oligomers are believed to represent the toxic ‘bioactive’ moiety (Benilova et al., 2012; Haass and Selkoe, 2007), and have been proposed to interact directly or indirectly with synaptic components (Prion Protein C (Dohler et al., 2014; Lauren et al., 2009; Um et al., 2013; Um et al., 2012), NMDA-receptors (Texido et al., 2011), paired immunoglobulin-like receptor B (PirB) (Kim et al., 2013) etc.) thereby triggering receptor internalization, inducing LTD, spine loss and causing behavioural deficits (Kim et al., 2013; Selkoe, 2002; Shankar et al., 2007; Shankar et al., 2008; Walsh et al., 2002). Apart from the local high concentration of Aβ oligomers, another mechanism potentially causing synapse loss near plaques is the mere physical disruption of synaptic contacts by the deposited protein aggregates.

The plaque microenvironment is also characterized by the accumulation of activated glia cells, such as microglia and astrocytes. Both cell types can phagocytose cellular material and are associated not only with the removal of synapses (Chung et al., 2015a; Chung et al., 2015b; Sokolowski and Mandell, 2011) but also with the modification of synaptic strength (Bernardinelli et al., 2014; Tremblay et al., 2010). Bernardinelli et al. demonstrated that synaptic stability is associated with an increased coverage of spines by periastrocytic processes, an effect that is dependent on synaptic activity (Bernardinelli et al., 2014). Activated astrocytes possess strongly thickened processes and may hence lose their intimate relationship with spines, thereby not being able to stabilize them any longer. Further credence to the notion of neuroinflammatory factors causing synaptic deficits is based on the finding that the complement C3 released by astrocytes can reduce spine density (Lian et al., 2015). Microglia, the macrophages of the brain, are also known to remove damaged cells and subcellular structures as well as to sculpt synaptic structures in both health and disease (reviewed by (Kettenmann et al., 2013)). Very recent evidence suggests that microglia can in fact drive synaptic impairment in disease by secreting factors or triggering contact-dependent signals and removing synapses (Chung et al., 2015b; Hong et al., 2016). Both glia cell types hence seem to serve a dual role: on the one hand they are protective as i.e. microglia can phagocytose fibrillary amyloid material, but in the face of a toxic stimulus they may not only lose their physiological role in regulating synaptic plasticity, but might directly and indirectly cause the elimination of synapses.
5.1.2. Amyloid plaque - independent effects on dendritic spines

Apart from the synaptic alterations spatially linked to the deposition of amyloid plaques, I also found evidence for altered structural plasticity on spines further away from plaques. In line with the literature (Holtmaat et al., 2005), I observed a negative correlation between spine density and turnover rate in WT mice. In contrast, in APP/PS1 mice I found a significant positive correlation between spine density and turnover rate. This effect was largely based on the fact that low density stretches in APP/PS1 mice showed a reduced turnover rate. These data may point towards a reduction in synaptic efficacy. The induction of LTP on single spines can potentiate synapses on neighbouring spines and trigger the formation of new adjacent spines under physiological conditions. This effect is known to spread over several µm along the dendrite (De Roo et al., 2008b; Engert and Bonhoeffer, 1999; Harnett et al., 2012; Harvey and Svoboda, 2007; Yuste and Bonhoeffer, 2001). In APP/PS1 mice, Aβ is increased not only within plaques but it is also present in the interstitial fluid. As soluble Aβ has been shown to disrupt LTP induction and to modify synapse composition (Lacor et al., 2007; Shankar et al., 2008; Walsh et al., 2002) its negative impact on synapses might prevent synapse cooperativity, an effect most prominently seen on dendrites bearing only a few spines as their combined synaptic input is already lower.

5.1.3. Alterations of presynaptic structures

In addition to the detrimental effects caused by Aβ interactions with postsynaptic compartments, it is very likely that presynaptic structures are affected as well. To assess the structural plasticity of presynaptic structures, I also monitored axonal boutons in the cortex of APP/PS1 mice. In accordance with the observed spine instability, I also found enhanced turnover rates of axonal boutons close to plaques. Most likely due to the high variability of the axonal bouton data, I did not observe a significant effect on the density of presynaptic structures. This is in contrast to immunohistological analyses, in which a clear loss of synaptic structures close to amyloid plaques is documented (Boncristiano et al., 2005; Dong et al., 2007). In contrast to the analyses of dendritic spines, in which case the cell identity is known, the population of neurons in the bouton dataset is likely much more heterogeneous, as I could not identify the cell-bodies from which the analysed axons originated. Based on a publication that characterized subpopulations of axons in the GFP-M mouse line (De Paola et al., 2006), I tentatively assigned the axons in my dataset to the population of intracortical axons of layer II/III/V neurons. This subpopulation of neurons, however, is still heterogeneous.
and, hence, might differ significantly in their bouton density. Taken together, my data demonstrate strong fluctuations of both pre- and postsynaptic structures, changes that are confined to the peri-plaque area, but that are far more widespread than the mere loss of synapses is.

5.1.4. Impact of $\gamma$-secretase inhibition on the dynamics of synaptic structures in vivo

Having demonstrated the impact of amyloid plaques on synaptic structures, I next asked whether pharmacological inhibition of Aβ generation can have beneficial effects on the stability of synaptic structures. Pharmacological interference with amyloid beta production can be realized by inhibiting the two enzymes that facilitate the cleavage of Aβ, namely the $\beta$- and the $\gamma$-secretase. The caveat of this approach lies within the ubiquitous expression of those enzymes and their large number of substrates (Haapasalo and Kovacs, 2011; Wakabayashi and De Strooper, 2008). I thus employed a novel selective $\gamma$-secretase inhibitor (GSI) developed by the company ELAN, which had been proven to favor the inhibition of APP processing over the cleavage of other $\gamma$-secretase substrates (oral communication with ELAN Pharmaceuticals). Moreover, this compound (ELN 594) has the advantage of being orally administrable. The daily treatment over four weeks halted the development of plaque pathology as observed by an initial reduction in the number of newly deposited amyloid plaques and, moreover, slowed down the growth of newborn plaques over the course of the four week treatment period. Throughout the course of the treatment I observed a drop in the number of newly deposited plaques in both treated and untreated mice. This finding might in part be explained by the anti-amyloidogenic properties of Methoxy-XO4 (Cohen et al., 2009), the dye used to fluorescently label amyloid deposits in vivo, which was repeatedly applied 24 hours prior to each imaging session. As both, the vehicle and the GSI treated group received the same concentration of the dye, the animals in both groups should have been affected to the same degree by Methoxy-XO4, resulting in an effective underestimation of the GSI treatment effect on de novo plaque deposition.

Importantly, the GSI treatment resulted in a pronounced stabilization of pre- and postsynaptic structures close to plaques. A more detailed analysis of this spine stabilizing effect revealed that the strongest impact of the GSI was observed on spines further away from the plaque border than 15 μm (yet < 50 μm). Mechanistically, one could imagine that the reduction of newly generated Aβ may reduce the concentration of Aβ oligomers within and in the immediate surrounding of amyloid plaques, while already deposited
fibrillary material is not affected by the treatment. As the concentration of oligomeric Aβ falls off with a gradient from the histologically defined amyloid plaque border, it is conceivable that Aβ within the periphery of the plaque-surrounding halo, where spine instability is prominent, is cleared more rapidly once generation of new Aβ is blocked. The spine loss observed close to plaques, however, could not be reversed by the treatment, which is in line with the fact, that GSI treatment did not reduce the size of amyloid plaques.

An alternative explanation for the observed synapse stabilizing effect of the GSI is offered by very recent findings regarding the relevance of γ-secretase for the function of phagocytic cells, such as microglia (Glebov et al., 2016). As pointed out above, both microglia and astrocytes can modify synaptic strength and mediate the elimination of synaptic structures, at least in part by phagocytosis (Chung et al., 2015a; Chung et al., 2015b; Hong et al., 2016; Schafer et al., 2012; Stevens et al., 2007; Tremblay et al., 2010). The machinery facilitating the physiological process of synaptic sculpting during development and in healthy adult brains has been suggested to be dysregulated during aging and in neurodegenerative diseases resulting in synaptic degeneration and synapse loss (Hong et al., 2016; Shi et al., 2015), for review see (Chung et al., 2015b). Phagocytic function of monocytic cells including microglia is amongst others regulated by the triggering receptor expressed on myeloid cells-2 (TREM2). This receptor – like APP – is sequentially cleaved, with the last cleavage step also carried out by the γ-secretase. γ-secretase inhibition consequently reduced phagocytic activity and impaired calcium signaling in monocytic cells (Glebov et al., 2016). Assuming that synapse loss in AD is mediated at least in part through the phagocytosis of synapses by microglia and that microglia and astrocytes are strongly activated in plaque - surrounding tissue, one could speculate that the GSI treatment exerts a synapse-protective effect by inhibiting phagocytosis through attenuated TREM-2 processing. Indeed, this hypothesis is somewhat supported by recent findings of a reduced recruitment of microglia to the plaque area in AD transgenic mice deficient of TREM2 (Wang et al., 2015, Ulrich et al., 2014). As TREM2 mutations associated with neurodegenerative diseases per se affect phagocytic function of microglia (Kleinberger et al., 2014), the actual role of the phagocytic function of these brain resident macrophages throughout the course of the disease remains to be clarified.

Despite representing a powerful therapeutic approach, clinical use of GSIs has been hampered to date by its side effects. A large clinical trial probing the efficacy of Semagacestat (LY450139), an unselective GSI, had be halted prematurely due to stronger cognitive worsening and a higher incidence of skin cancer in treated patients (De Strooper, 2014; Doody et al., 2013). Moreover, an in vivo imaging study in which WT mice
received unselective GSIs reported a reduction in spine density (Bittner et al., 2009) that was suggested to be causally related to the stronger cognitive worsening of GSI treated AD patients. Thus, potential adverse effects of GSIs need to be carefully assessed. In this study I did not observe any effect of the GSI on spines in WT mice and in spines further away from plaques in APPPS1 mice, which essentially behaved similar to spines in WT mice, suggesting no obvious side effects of the treatment. One important $\gamma$-secretase substrate other than APP is the cell surface receptor Notch, which is not only implicated in development (Ables et al., 2011), but has recently also been shown to be crucially involved in memory formation and adult neurogenesis (Alberi et al., 2013). While earlier unselective GSIs, such as DAPT (N-[N-3,5-difluorophenacetyl-L-alanyl]-S-phenylglycine t-butyl ester), do not differentiate between the processing of APP and Notch (ratio of EC$_{50}$ values for Notch and Aβ42: DAPT = 0.5; LY450139= 0.8 (Martone et al., 2009), ELN 594, the GSI used in this study, possesses at least a 10 fold higher selectivity for APP over Notch (communication with ELAN Pharmaceuticals). ELN 594, a sulfonamide type inhibitor, differs structurally from earlier GSIs, which may result in different pharmacokinetic and pharmacologic properties. Another caveat to bear in mind is the large number of $\gamma$-secretase substrates already known to date, amongst which are also molecules and receptors implicated in synaptic plasticity, such as EphB2 or ErbB4 (Wakabayashi and De Strooper, 2008). Interestingly, as many mutations within the presenilin gene, known to lead to familial AD, are effectively resulting in a reduction of $\gamma$-secretase activity, i.e. a loss of function, additional non-selective inhibition of the $\gamma$-secretase may result in further accumulation of unprocessed substrates relevant for synaptic function.

An approach to circumvent this problem could be based on a selective phasic inhibition of the $\gamma$-secretase, as transient $\gamma$-secretase inhibition is known to result in a subsequent overshoot of its activity (Fleisher et al., 2008; Siemers et al., 2007). A temporary predominant inhibition of APP processing, which most likely will not be fully selective, could thereby be combined with a recovery period, in which accumulated substrates may then be processed. Transient $\gamma$-secretase inhibition may be furthermore realized in a brain region-specific or circadian manner. Aβ production has been shown to be both dependent on neuronal activity (Bero et al., 2011), therefore deposition is initially seen in regions of the default mode network (Sperling 2009), and on circadian rhythm, i.e. Aβ is mainly generated during active phases of the day, i.e. at night in mice (Kang et al., 2009) and during day in humans (Huang et al., 2012; Musiek and Holtzman, 2015; Musiek et al., 2015). In order to minimize side effects, caused by the reduced processing of APP
substrates that are crucial for synaptic plasticity, one could hence attempt to selectively inhibit the enzyme within the default mode network only during daytime.

A different approach to interfere with Aβ generation is the inhibition of the β-secretase (BACE), the enzyme that facilitates the initial shedding of the APP protein. Despite considered a safe approach for many years, recent studies have unraveled, in analogy to the γ-secretase, a large number of β-secretase substrates (Hemming et al., 2009; Kuhn et al., 2012), thereby casting doubt on the usefulness of this approach. Indeed, a dose-dependent impairment of cognition, accompanied by a reduced rate of spine formation was observed after chronic administration of β-secretase inhibitors in mice (Filser et al., 2015). Nonetheless, currently BACE inhibitors are in phase III clinical trials, and the development of selective BACE inhibitors is hence heavily pursued.

Taken together, my data provide evidence for beneficial effects of selective γ-secretase inhibition on plaque-associated synaptic instability - a feature affecting a much larger area of the brain than mere spine loss - without displaying side effects on synaptic structures in WT mice and on spines and boutons further away from plaques, respectively.

5.2. Impaired information processing in primary visual cortex of APP/PS1 mice

Having demonstrated widespread amyloid plaque-associated pre- and postsynaptic instability, I investigated in a second study to what extent these structural alterations affect the response properties of single neurons and neuronal circuits. To address these questions, I chose the primary visual cortex (V1) as a model area. The primary visual cortex is endowed with a well-characterized set of neuronal response properties, such as the responsiveness to certain stimulus features, e.g. the orientation of bars and edges or their direction of motion, termed orientation and direction selectivity. In addition to visually driven responses, recent studies in behaving mice have demonstrated strong locomotion-related responses, which in turn can also modulate visual responses (Keller et al., 2012; Niell and Stryker, 2010), as well as pronounced neuronal activity elicited upon a mismatch between actual and expected self-generated visual flow (Keller et al., 2012). Importantly, visuomotor integration is also impaired in AD as an early sign of the disease (Hawkins
and Sergio, 2014; Tippett and Sergio, 2006; Velasques et al., 2011). I conducted two-photon calcium imaging, employing the genetically encoded calcium indicator GCaMP6m (Chen et al., 2013) in behaving, plaque-depositing APP/PS1 (10-11 months) and age-matched transgene negative siblings (WT) to assess different response types in the primary visual cortex applying a visual feedback paradigm. In this paradigm mice were free to run on a spherical treadmill while running velocity was fed back to control the speed of vertically orientated moving gratings presented on two screens placed in front of the mouse. This experimental setup allowed for separately probing neuronal responses to visual input, locomotion, the combination of both as well as a mismatch between actual and expected visual flow.

With this set of experiments I found evidence for both hypoactivity/hyporesponsiveness and hyperexcitability in awake AD transgenic mice. Significantly fewer cells were active at all in V1 in AD transgenic mice, irrespective of their response properties. This drop in activity was accompanied by a strong reduction in feed-forward input as seen in a pronounced decrease in visual – and motor-related signals both at the population as well as the single cell level. Despite the lower responsiveness, tuning properties of neurons in APP/PS1 mice were still comparable to WT mice as seen in a similar orientation and direction tuning. These results are at odds with a recently published study, in which an age- and hence plaque load - dependent impairment of orientation and direction tuning of neurons in V1 in an APP/PS1 mouse model was shown (Grienberger et al., 2012). The differences potentially result from the different experimental conditions, as Grienberger et al. conducted their experiments in anesthetized mice, employing the synthetic calcium indicator Oregon Green BAPTA-1 (OGB-1). Moreover, experiments using OGB-1 are performed acutely, i.e. shortly after the craniotomy and the dye injection is performed. Conversely, experiments employing virus-mediated expression of genetically encoded calcium indicators are performed 3-4 weeks post-injection and window implantation, allowing for ample recovery time from the surgery and hence from potential tissue damage.

Apart from these discrepancies earlier in vivo calcium imaging studies in AD transgenic mice also found a strong increase in the fraction of non-active cells (Busche et al., 2008; Grienberger et al., 2012). What might cause this hypoactivity/hyporesponsiveness? Visual responses in V1 are primarily driven by excitatory feed-forward inputs from the lateral geniculate nucleus and shaped by top-down and lateral inputs (Harris and Mrsic-Flogel, 2013; Petro et al., 2014). The circuitry underlying motor - related responses in V1, however, is less well understood and is currently object of investigation (Fu et al., 2014; Lee et al., 2014). The fact that both
visual and motor-related circuits, which rely on very different neuronal connections, are jointly affected, argues for a general AD-associated impairment of information processing, which may be based on impaired long-range connectivity. Indeed, a disruption of resting state functional connectivity between multiple brain areas has been described in AD patients (Buckner et al., 2009; Liu et al., 2014) and in APP/PS1 mice (Bero et al., 2012). Changes in white matter integrity in AD have also been reported using diffusion tensor imaging in patients (Nir et al., 2013; Zhan et al., 2015) and animal models of the disease (Qin et al., 2013; Shu et al., 2013). Probably the most parsimonious explanation for the impaired connectivity is based on the well-characterized structural neuronal alterations accompanying the disease process, such as the instability and loss of synapses as well as the formation of dystrophic neurites shown in my first study (Koffie et al., 2011; Liebscher and Meyer-Luehmann, 2012; Liebscher et al., 2014; Spires-Jones et al., 2007).

5.2.1. Potential mechanisms of gain modulation in V1

The gain of neuronal responses is in addition regulated by neuromodulatory systems, such as noradrenergic or cholinergic inputs, a mechanism which is also prominent for both excitatory and inhibitory neurons in V1 (Polack et al., 2013). While noradrenergic inputs have been shown to depolarize the resting membrane potential and reduce its variability in excitatory and parvalbumin expressing interneurons, cholinergic inputs were shown to have a larger effect on neurons during stationary epochs by maintaining a unimodal distribution of the resting membrane potentials across all cells (Polack et al., 2013). The locomotion-associated depolarizing effect (Bennett et al., 2013; Polack et al., 2013) was still present under glutamatergic inhibition, which led the authors to propose that synaptic glutamatergic input amplifies the locomotion-associated membrane depolarization mediated by noradrenergic inputs (Polack et al., 2013). Interestingly, both publications assessing locomotion-associated subthreshold alterations (Bennett et al., 2013; Polack et al., 2013) did not observe a change in spontaneous firing rates during locomotion when visual input was only provided by an isoluminant gray screen. Though I did not specifically probe motor-related responses in this setting, I recorded neuronal activity in V1 during darkness and still found neurons clearly responsive to running. As the fraction of neurons responsive to running without visual input is quite low (~4%), it is conceivable that these neurons were simply missed in these (Bennett et al., 2013; Polack et al., 2013) electrophysiological experiments. This interpretation further stresses the notion of a large heterogeneity amongst excitatory neurons, even within a given cortical layer. In contrast, visual input
coinciding with locomotion not only increased the membrane potential of excitatory and inhibitory neurons, but also increased spike rates (Niell and Stryker, 2010; Polack et al., 2013), which is in line with the larger fraction of cells responsive to running with feedback compared to running in the dark seen in my experiments.

Moreover, recent publications have expanded our knowledge on the neuronal circuitry underlying the locomotion-associated modulation of sensory processing in V1 (Lee et al., 2014). The authors identified a circuit consisting of the mesencephalic locomotor region (MLR) signaling to the basal forebrain, which in turn sends cholinergic projections to the cortex, including V1 (Lee et al., 2014). The authors proposed that in particular cholinergic inputs to V1 mediate the behavioural, state dependent modulation of sensory responses (Lee et al., 2014). More precisely, cholinergic projections were proposed to activate a disinhibitory cortical circuit by selectively targeting vasoactive intestinal peptide (VIP) expressing interneurons in V1 (Fu et al., 2014). As VIP interneurons are known to inhibit other inhibitory subtypes, such as somatostatin (SOM) or parvalbumin (PV) expressing neurons (Pfeffer et al., 2013), activation of VIP neurons results in a disinhibition of excitatory cells, thereby amplifying visually driven responses in V1 (Fu et al., 2014). In my dataset I, however, found also non-VIP neurons to be strongly driven by locomotion in the absence of visual input, implying that there may also be other circuit mechanisms at play. The described findings emphasizing the role of cholinergic projections in mediating behavioural state-dependent amplification of visually driven responses are somewhat divergent from the pharmacological experiments (Polack et al., 2013), which found no major impact on locomotion-associated changes in the membrane potential or visually driven responses by cholinergic blockade. As Lee et al. (Lee et al., 2014) used optogenetic activation of neurons within the MLR, realized either by direct photoactivation of the MLR or by photoactivation of its projections to the basal forebrain, coincidental activation of noradrenergic neurons residing in the Locus coeruleus can’t be ruled out given its close proximity to the MLR and similar projection paths to the basal forebrain (Samuels and Szabadi, 2008a, b) and the entire cortex. Future work is needed to further disentangle the contribution of different neuromodulatory - and potential direct excitatory motor-related inputs - driving neurons in V1.

In Alzheimer’s disease a neuromodulatory deficit affecting both the cholinergic and the noradrenergic system is frequently reported (Bondareff et al., 1987; German et al., 1992; Haglund et al., 2006; Matthews et al., 2002). Despite the fact that AD mouse models do not display overt cell loss in brain regions harboring neuromodulatory neurons, such as the Nucleus basalis of Meynert or the Locus coeruleus, there is evidence
for a functional neuromodulatory deficit in AD mice, too (Francis et al., 2012; German et al., 2005; O’Neil et al., 2007). A simple means to probe neuromodulatory signaling in behaving animals is monitoring the pupil diameter (Erisken et al., 2014; Samuels and Szabadi, 2008a, b). I observed a strong reduction in pupil diameter in AD mice during feedback sessions, indicative of a noradrenergic deficit and similar to what has been reported in AD patients (Bitsios et al., 1996; Prettyman et al., 1997). Recent publications demonstrated that locomotion as well as brief brain state changes during quiescence are associated with the dilation of the pupil, likely mediated by noradrenergic inputs (Erisken et al., 2014; Polack et al., 2013; Reimer et al., 2014). The locomotion associated pupil response, consisting of pupil dilation and a ventronasal shift in position, however, was still preserved in AD mice, pointing towards a decreased noradrenergic tone with preserved pulsatile, locomotion-associated noradrenaline release. Together, the data argue for a main impact on the gain of visual and motor-related responses and would hence be in line with a functional neuromodulatory deficit.

5.2.2. Aberrant activity in V1 of AD transgenic mice

The observed hyporesponsiveness to visual – and motor-related inputs was furthermore accompanied by increased spontaneous activity during quiescent states, when neuronal activity typically is strongly reduced (Keller et al., 2012). This spontaneous activity could well reflect the described hyperexcitability in AD transgenic mice (Busche, Palop 2010, Verret 2012), which was suggested to be based on impaired inhibition (Busche et al., 2008; Garcia-Marin et al., 2009; Limon et al., 2012; Palop et al., 2007; Palop and Mucke, 2010; Verret et al., 2012). The disruption of functional connectivity per se should result in impaired information processing and the additional spontaneous, aberrant activity adds further noise to the system thereby potentiating defective circuit function. This hypothesis is corroborated by the significantly impaired coding accuracy of the network as shown by the reduction in accurately decoding running velocity from neuronal activity, which may be jointly caused by the decrease in correlated activity and the increase in spontaneous, uncorrelated activity. Interestingly, the activity of spontaneously active cells in AD mice was reduced during locomotion, which indicates that their integration into functioning circuits is not fully lost. As described above, locomotion reduces background firing rates by decreasing membrane potential variability in excitatory and parvalbumin positive neurons (Bennett et al., 2013; Polack et al., 2013), offering a potential explanation for the decrease in activity during locomotion. It should furthermore be mentioned that I found no link
between any of the parameters analysed, such as active or silent neurons and spontaneously active neurons to plaque proximity. I thus have no indication that neurons close to plaques are affected differently by neurodegenerative processes than those being further away, as had been proposed previously (Busche et al., 2008). This finding at first glance seems to contradict our results of the structural alterations tightly linked spatially to amyloid plaques. A neuron’s activity can, however, be dysregulated at multiple levels and affect both pre- and postsynaptic compartments (Liebscher et al., 2014), effects occurring very distant from the soma. As such there could exist both an impact on incoming signals (an effect that should scale with the length of the axon of the respective afferent neuron) and on postsynaptic function due to e.g. the shrinkage, instability or loss of spines. The morphology of neurons, with their radially sent out dendrites of up to multiple hundreds of µm in length, allows them to receive input from various sites. Furthermore, altered activity of single neurons very likely not only affects neighbouring neurons contacted by lateral connections, but at the same time drives inhibitory neurons, which are in turn connected to multiple other excitatory and inhibitory neurons. A disruption of synaptic connectivity may therefore interfere with the fine-tuned balance of excitatory and inhibitory inputs, giving rise to aberrant neuronal activity. Given the intricate complexity of neural networks it is thus conceivable that local synaptic alterations, despite being associated with deposited plaques, have a much more widespread impact on neuronal function, exceeding the directly neighbouring cell bodies. In fact, it is one of the main challenges in AD research to better understand how the globally disrupted synaptic connectivity affects different neural circuits to ultimately result in the clinical symptoms typical of the disease.

As stated above impaired inhibition was proposed to underlie disturbed neuronal activity in AD, I thus also assessed response properties in two different inhibitory cell types, namely parvalbumin and vasoactive intestinal peptide expressing interneurons. These analyses revealed a massive reduction in motor-associated responses in both PV and VIP neurons in AD mice. Moreover, a large fraction of these inhibitory cell types was negatively correlated to running, i.e. spontaneously active. As VIP neurons were proposed to give rise to a disinhibitory circuit controlling PV and SOM positive interneurons (Pfeffer et al., 2013), their aberrant activity could in principle result in impaired inhibition onto pyramidal neurons, hence instigating spontaneous activity in excitatory neurons. Conversely, inhibitory neurons may be activated by aberrantly active excitatory cells, and their increased spontaneous activity may hence be secondary to aberrant activity of excitatory neurons. Given the slow kinetics of GCaMP it is not feasible to distinguish between those two
alternatives using our calcium imaging approach. Irrespective of the actual sequence of events, augmented inhibition - facilitated either by boosting/restoring interneuron function (Verret et al., 2012) or by reducing excitation as realized by pharmacological inhibition of NMDA receptors (a well-established treatment for AD patients, e.g. memantine) - seems to exert beneficial effects on cognition and memory.

5.2.3. Selective resilience of visuomotor mismatch signal in V1

Despite the observed massive alterations in network activity in AD mice comprising a strong reduction in feed-forward signals in V1, paralleled by an increase in uncorrelated noise, I surprisingly found no impact on the visuomotor mismatch signal in V1. This signal is elicited upon a discrepancy between actual and expected visual flow (Keller et al., 2012) and hence hinges on the proper integration of visual and motor-related signals. Given that both signals are scaled down to a similar extent in V1 of APP/PS1 mice, the ratio between both might still be stable and sufficiently large to drive these responses. Additionally, one could imagine that the mismatch signal is secured by a particular synaptic strength of synapses conveying this signal or by a high redundancy of synaptic input sites onto responsive cells, which buffers a potential loss of synapses in APP/PS1 mice. Alternatively, compensatory mechanisms might be at play too, as the mismatch signal seems to be plastic in nature (Keller et al., 2012).

Although the underlying circuitry is not fully understood to date, conceptually one may consider the visuomotor mismatch signal as a prediction error response, which is elicited after the violation of a statistical regularity of a sensory input and commonly studied in auditory and visual processing (Kimura et al., 2011; Naatanen et al., 2007). As such it gives rise to a so-called mismatch negativity signal in humans when assessed via EEG. Typically, the mismatch negativity signal is based on the presentation of a deviant stimulus within a sequence of monotone stimuli. For the visual mismatch negativity (vMMN) this deviation can occur on multiple features of the stimulus, such as color, spatial frequency, line orientation or more complex changes like facial emotions (Stefanics et al., 2014). The cellular and circuit mechanisms giving rise to the vMMN are also not fully understood. One important component of the signal in addition to change detection - that is the detection of a difference in a repetitive sensory stimulation - is repetition suppression (Stefanics et al., 2016). This term refers to a stimulus-specific adaptation in response to the repeated presentation of the same stimulus, for which single neuron correlates were shown in auditory cortex (Escera and Malmierca, 2014; Nelken, 2014).
In an attempt to model the local circuitry giving rise to the mismatch negativity (Wacongne et al., 2012) proposed, amongst other components, a specific population of interneurons, which realize the differentiation between actual and predicted signal. Interestingly, I also found that within the population of mismatch responsive cells in WT animals about 40% were inhibitory, namely PV and VIP positive cells. Given that on average the fraction of interneurons in visual cortex is ~ 20% (DeFelipe, 2002) interneurons are strongly overrepresented in the population of neurons carrying the mismatch signal. Importantly, even though I did not observe a difference in the mismatch response at the population level, the composition of cell types amongst mismatch responsive cells varied strongly in APP/PS1 compared to WT animals, most evidently seen in the strong reduction of the fraction of VIP neurons. VIP neurons were very recently shown to receive more numerous inputs compared to other inhibitory subtypes, such as PV and SOM positive cells (Wall et al., 2016), even from very distant cortical and subcortical areas. Given that structural changes of neurites are mainly observed in association with amyloid plaques throughout the entire cortex, the damage onto long-projecting neurites should scale with length. Thus, input to VIP cells may be particularly affected due to disruptions of long-range neuronal connectivity. The drop in VIP responsiveness to mismatch may in fact be causal to the sustained mismatch response at the population level. However, whether the visuomotor mismatch signal analysed in this work is actually compatible with the mismatch negativity, elicited after the presentation of a deviant stimulus, remains to be clarified. It would, however, be interesting to test whether the selective sparing of mismatch signals holds in human AD patients and if so, whether it can be employed as a diagnostic tool to e.g. differentiate between different forms of dementia.

Taken together, in the second part of my thesis I observed functional alterations of neurons in the visual cortex of behaving APP/PS1 transgenic mice. I found overall a massive reduction in visually driven and motor-related signals, paralleled by an increase in spontaneous, uncorrelated activity, both of which impair the coding accuracy of the local network. These effects were observed in excitatory as well as in inhibitory cells and may represent a general network feature in AD resulting in impaired information processing. Surprisingly, despite the pronounced reduction in feedforward signals I observed a resilience of responses elicited upon a mismatch of actual and expected visual flow in APP/PS1 mice, which may reflect the importance of signals based on the detection of violations of predictions, a mechanism proposed as one of the key principles of brain function.
6 SUMMARY

Alzheimer’s disease (AD), the most common form of dementia, has been proposed to result from the degeneration of synapses, putatively caused by assemblies of the amyloid-β peptide (Aβ). The spatiotemporal dynamics of this synaptopathy, its potential reversibility as well as its consequences on the function of single neurons and neuronal circuits, however, are not fully understood to date.

In order to address these questions, I assessed structural and functional alterations of neurons in the neocortex in a transgenic mouse model of Alzheimer’s disease, namely APP/PS1 (APPswe, PS1L166P) mice, using *in vivo* two-photon imaging. Chronic imaging of dendrites and axons over the course of four weeks revealed not only a reduction in dendritic spine density close to amyloid plaques (proteinaceous extracellular deposits typical of AD), but I also identified synaptic instability as a main aspect contributing to AD pathology. Importantly, while synapse loss was confined to the immediate plaque vicinity (up to 15µm from the histological plaque border), synaptic instability was evident in a much larger region surrounding plaques (50 µm) and affected both, pre- and postsynaptic compartments.

As the prevailing hypothesis in AD holds that Aβ conveys these detrimental effects on synapses one therapeutic approach is based on the pharmacological inhibition of Aβ generation. I thus assessed the impact of a novel selective γ-secretase inhibitor (GSI), a compound that prevents the last cleavage step necessary for the release of Aβ from the longer transmembrane amyloid precursor protein (APP). Notably, the GSI used here primarily interferes with the processing of APP and still allows for processing of other γ-secretase substrates, and hence should largely reduce side effects seen with earlier generations of GSIs before. Daily treatment with the GSI reduced the deposition of Aβ as evidenced by the initial reduction in the number of new plaques and a sustained decrease in the growth of these newly deposited plaques. Importantly, it also ameliorated the plaque-associated synaptic instability, without displaying overt adverse effects on dendritic spines in WT mice. These data represent the first *in vivo* evidence that selective pharmacological inhibition of the γ-secretase mediated APP cleavage can have beneficial effects on synaptic pathology in AD.

Given the widespread impact of Aβ assemblies on neuronal structures, I then asked to which extent these structural alterations affect the function of neurons. To address this question, I recorded neuronal response
properties in the primary visual cortex of behaving APP/PS1 mice, employing \textit{in vivo} two-photon calcium imaging using the genetically encoded calcium indicator GCaMP6m. In order to probe the impact of AD related pathology on specific aspects of information processing, which rely on multiple neuronal circuits, I characterized visually driven and motor-related activity, as well as signals based on mismatches between actual and expected visual input. My data reveal a massive reduction in responsiveness under almost all conditions tested, which is line with the profound impact on neuronal structure. Stimulus selectivity, like orientation or direction tuning, were not altered in APP/PS1 mice, indicating that the main effect is caused by a change in response gain. Along with the massive decrease in feedforward signals, I observed an increase in spontaneous, hence uncorrelated neuronal activity in AD transgenic mice. Both features jointly affected the coding accuracy of the network, and I propose that this combination may represent a common characteristic leading to impaired information processing in AD. Surprisingly, I found that responses elicited after a discordance of actual and expected visual flow during running, i.e. a visuomotor mismatch, were selectively spared in APP/PS1 mice, suggesting a particular resilience of this very signal. Together, both studies demonstrate that global widespread structural changes of neurons in the AD brain are accompanied by a severe impact on information processing, most prominently seen in a strong reduction of feedforward signals. My data, thus, provide a correlate of impaired cognition in AD at the level of single neurons and neural circuits.
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