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Zusammenfassung

In der vorliegenden Arbeit werden Reaktionsmechanismen von Enzymen und
bioaktiven Substanzen mit Hilfe von Kraftfeld-Molekildynamik (FF-MD) Simulationen
und quantenmechanisch/molekidlmechanischen (QM/MM) Rechnungen untersucht.
Die Aufklarung von enzymatischen Reaktionsmechanismen liefert Informationen auf
atomarer Ebene Uber die zugrunde liegenden Prozesse und kann einen wertvollen
Beitrag zur Medikamentenentwicklung leisten, wie zum Beispiel zur Entwicklung von
Antibiotika oder Anti-Tumor-Wirkstoffen.

Der erste Teil dieser Arbeit behandelt die Aufklarung des Reparaturprozesses
oxidativer DNA Schaden. DNA wird standig durch verschiedene Einflisse beschadigt,
beispielsweise  durch mutagene Chemikalien, Strahlung oder reaktive
Sauerstoffspezies (ROS). Normalerweise besitzen Zellen eine schnelle und effiziente
Reparaturmaschinerie um die Anhaufung von DNA Schaden zu verhindern, was
sonst zu Mutationen und zu Krankheiten wie Krebs, Alzheimer, Parkinson oder
Diabetes Il fuhren kann. Das Enzym Formamidopyrimidin-DNA-Glykosylase (Fpg)
repariert die hochmutagenen oxidativen Purinschaden FapydG (2,6-diamino-4-
hydroxy-5-Formamidopyrimidin), FapydA (4,6-diamino-5-Formamido-pyrimidin) und
80G (7,8-dihydro-8-Oxoguanin). Im Rahmen dieser Arbeit wurde gezeigt, dass der
bisher angenommene Basen-protonierte Mechanismus energetisch nicht moglich ist.
Stattdessen wurde ein Ribose-protonierter Mechanismus gefunden, der in
vollstandiger Ubereinstimmung mit experimentellen Beobachtungen steht. Der
Basen-unabhangige Reaktionsmechanismus fur anti-gebundene Schaden kann nun
die Basenexzision einer Vielfalt von chemisch unterschiedlichen DNA-Schaden durch
ein und dasselbe Enzym erklaren. Daruber hinaus erklart er auch warum unpolare
Purin-Analoga durch Fpg geschnitten werden. AuRerdem impliziert dieser Basen-
unabhangige Mechanismus, dass die Diskriminierung der DNA-Schaden im
Erkennungsschritt stattfinden muss und nicht erst im aktiven Zentrum von Fpg.

Zusatzlich zu DNA Reparaturprozessen wurde im zweiten Teil dieser Arbeit ein
Analogon des Naturproduktes Duocarmycin untersucht. Duocarmycine sind
wirksame Anti-Tumor-Wirkstoffe, deren DNA-bindende Wirkung bekannt ist.
Interessanterweise binden Analoga, denen der DNA-bindende Teil fehlt, spezifisch an
die Isoform 1A1 der Aldehyddehydrogenase (ALDH1A1). Durch strukturelle,
biochemische, kinetische sowie theoretische Untersuchungen konnten die Details der
Wechselwirkung des zytotoxischen Duocarmycin Analogons Seco Drug 2 und der
hydrophoben Tasche von ALDH1A1 aufgeklart werden. Die Wechselwirkung basiert
auf Van-der-Waals und 1r-11-Interaktionen gestapelter aromatischer Ringe. Aulderdem
wurde herausgefunden, dass Seco Drug 2 ALDH1A1 inhibiert, indem es kovalent an
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ein dem katalytischen Cystein benachbartes Cystein bindet. Diese Bindung ist
spezifisch fur ALDH1A1 und wird Funktionsstudien von ALDH1A1 im gesamten
Proteom ermoglichen.

Im dritten Teil dieser Arbeit wurden die Reaktivitdt und Selektivitdt der Reaktion
aromatischer und aliphatischer Amine mit B-Lactonen und B-Lactamen untersucht um
eine Reaktivitatsskala zu erstellen. Es ist bekannt, dass Anilin als aromatisches Amin
B-Butyrolacton (BBL) nukleophil an der C3-Position angreift, wohingegen Benzylamin
als aliphatisches Amin, BBL an der C1-Position attackiert. Diese ambidente
Reaktivitat von B-Lactonen (C1- im Vergleich zu C3-Angriff) konnte nun erklart
werden. Die entscheidende Rolle spielt dabei ein Hs;O" Molekil, das den
Ubergangszustand stabilisiert und so zur Verringerung der Reaktionsbarriere fiihrt.
Dadurch wird die Reaktion fur Anilin ermoglicht und fur Benzylamin wird sie
barrierelos. Des Weiteren konnten die Barrieren der Reaktionen von monozyklische
B-Lactonen und [-Lactamen sowie bizyklischen p-Lactamen (Antibiotika) mit
Aminogruppen durch theoretische Berechnungen und gemessene Kinetiken
quantifiziert werden. Mit diesen Ergebnissen konnte eine Reaktivitatsskala aufgestellt
werden.

Der letzte Teil dieser Arbeit konzentriert sich auf den Mechanismus der
Pyridoxalkinase, einem Enzym, das im Vitamin Bs Stoffwechsel involviert ist. Das
aktive Zentrum der Pyridoxalkinase stellt eine Alternative zu der von Antibiotika
Uberwiegend anvisierten Zellwand dar. Damit konnte eine neue, strukturell
verschiedene Antibiotika-Klasse entwickelt werden, die vor allem wertvoll flr die
Behandlung multi-resistenter Bakterienstdmme ware. Die Funktion der Aminosauren
und deren Wechselwirkungen innerhalb des aktiven Zentrums von Pyridoxalkinase
wurden untersucht und die Aminosauren anhand ihrer Funktion Kklassifiziert.
Zusatzlich wurde der vorgeschlagene Mechanismus der Phosphorylierung
untersucht. Es konnte gezeigt werden, dass schon der erste Schritt des
vorgeschlagenen Mechanismus, die Alkoholat-Bildung des Pyridoxals, unter
physiologischen Bedingungen zu sofortiger Reprotonierung durch Wasser flhrt.
Stattdessen wird die Protonierung des y-Phosphats von ATP als erster Schritt
vorgeschlagen, was auch experimentelle Beobachtung erklaren kann. Durch den
anschlieienden Austausch der Koordinationssphare von M92+ und nukleophilem
Angriff der 5‘-Alkoholgruppe am y-Phosphat kommt es zur Bildung von
Pyridoxalphosphat. Obwohl der Mechanismus noch nicht vollstandig aufgeklart ist,
bildet er eine realistische Alternative zum bisher angenommenen Mechanismus der
Pyridoxalkinase.
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Abstract

In this thesis, reaction mechanisms of enzymes and bioactive compounds are
investigated using force-field molecular dynamics (FF-MD) simulations and quantum
mechanics/molecular mechanics (QM/MM) calculations. The elucidation of enzymatic
reaction mechanisms gives information on the underlying processes on atomistic
level and can provide valuable input for drug development, like antibiotics or
antitumor agents.

The first part of this thesis is the elucidation of the repair processes of oxidative DNA
damages. DNA is constantly damaged by various influences, like mutagenic
chemicals, radiation or reactive oxygen species (ROS). Usually, the cell has a fast
and efficient repair machinery to prevent the accumulation of DNA damages, which
would result in mutations and can lead to diseases like cancer, Alzheimer, Parkinson
and Diabetes Il. The enzyme Formamidopyrimidine-DNA glycosylase (Fpg) repairs
the highly mutagenic oxidative purine lesions FapydG (2,6-diamino-4-hydroxy-5-
formamido-pyrimidine), FapydA (4,6-diamino-5-formamidopyrimidine) and 80G (7,8-
dihydro-8-oxoguanine). We were able to show that the widely assumed
base-protonated mechanism is energetically not feasible. Instead, we found a
ribose-protonated mechanism, which is in full agreement with experimental
observations. The base-independent reaction mechanism for anti-bound lesions can
now explain the excision of a diversity of chemically different DNA damages by the
same enzyme and the experimental finding that also nonpolar purine analogues can
be excised. Additionally, this base-independent mechanism implicates that the
discrimination of the DNA lesions occurs at the recognition step and not within the
active site of Fpg.

In addition to the investigation of DNA repair processes, an analogue of the natural
product duocarmycin, was studied in the second part of this thesis. Duocarmycins are
potent antitumor agents that are known to bind DNA. Interestingly, analogues missing
their DNA binding moiety, specifically target Aldehyde Dehydrogenase 1A1
(ALDH1A1), an isoform of aldehyde dehydrogenase. Structural, biochemical, kinetic
and theoretical investigations revealed the details of the interaction pattern of the
cytotoxic duocarmycin analogue seco drug 2 in the hydrophobic pocket of ALDH1A1
due to van der Waals interaction and tr-stacking. Furthermore, it was found that
seco drug 2 inhibits ALDH1A1 through covalently binding to the cysteine residue
adjacent to the catalytic cysteine. This unique binding is not shared within other
isoforms of ALDH and will enable functional studies of ALDH1A1 within whole
proteomes.

In the third part of this thesis, the reactivity and selectivity of aromatic and aliphatic
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amines reacting with B-lactones and B-lactams has been investigated, to establish a
reactivity scale. It is known that aniline (as aromatic amine) attacks B-butyrolactone
(BBL) at the C3 position, whereas benzylamine (as aliphatic amine) attacks at the C1
position. This ambident reactivity of B-lactones (C1 versus C3 attack) is now revealed
and can be attributed to H3zO" stabilization of the transition state, leading to a
surmountable reaction barrier in case of aniline and an even lower barrier in case of
benzylamine. Additionally, the observation that bicyclic B-lactames, a group of
antibiotics, and monocyclic B-lactones can react with amino groups, whereas
monocyclic B-lactams are only binding weakly to amines, was confirmed theoretically
and experimentally due to the reaction barriers and kinetics. With these results, a
reactivity scale was established.

The last part of this thesis focuses on the mechanism of pyridoxal kinase, an enzyme
involved in vitamin Bs metabolism. The active site of pyridoxal kinase could be a new
target of antibiotics, instead of the mainly targeted cell wall biosynthesis. This could
lead to a new structurally different class of antibiotics especially valuable in the
treatment of multi-resistant bacterial strains. First, the importance of amino acids and
their interaction pattern within the active site of pyridoxal kinase was investigated to
classify the amino acids according to their function. Furthermore, the suggested
reaction mechanism of the phosphorylation was studied and possible parts of a new
reaction mechanism have been identified including different effects on the
phosphorylation barrier. We showed that the suggested initial alcoholate formation of
pyridoxal bound to Cys110 (CPL) leads to immediate re-protonation by water under
physiological conditions, preventing the next reaction step. Instead, we suggest
protonation of the y-phosphate of ATP as initial step followed by changes in the
coordination sphere of Mg?* and nucleophilic attack of the 5’-alcohol of pyridoxal at
the y-phosphate of ATP. Although the mechanism is not yet fully elucidated, it
provides a viable alternative to the previously assumed mechanism of pyridoxal
kinase.
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Chapter |

Introduction

The investigation of enzymatic reactions is of utmost interest for drug development,
because the understanding of the function of enzymes is often indispensable to
develop specific inhibitors like antibiotics and drugs against a variety of diseases. The
drug design process can be optimized to end up with very selective drugs that are
specific for a single enzyme in the genome, ideally targeting only one out of many
different isoforms. On the one hand, this allows for a better possibility to perform
fundamental research on only one isoform, on the other hand, unintended side
effects of drugs can be minimized.

Over the last decades, the number of high resolution protein structures deposited in
the protein data bank (PDB) has grown enormously. This valuable structural
information about enzymes, often in complexes with substrates, inhibitors or
cofactors, gives hints concerning their functionality. Nevertheless, reaction
mechanisms based on a series of X-ray or NMR structures of apo proteins and
complexes suffer from missing information about the energetics of the reaction.
Additionally, to crystallize reactive conformations, the reaction has to be stopped in
the reactive conformation, which inevitably requires mutations, modifications of the
substrate or cross-linking techniques that result in an alterated system. The alteration
is supposed to be negligible but a small structural difference can also influence the
overall picture substantially. Theoretical approaches employ molecular dynamics
(MD) simulations’? starting from crystal structures to minimize these artifacts as well
as possible artifacts introduced by the crystallization conditions, low temperature or
neglected hydrogen atoms.

Starting from the resulting structures, reaction mechanisms can be calculated with
QM/MM (quantum mechanics/molecular mechanics)** methods to study proposed
and alternative mechanisms on atomistic level. In this way, it is possible to connect
the static crystallographic geometries with the actual energetics and to gain an
overall picture of the reaction. In this work, reaction mechanisms of different enzymes
and bioactive compounds have been elucidated, as well as the interaction patterns
and selectivity of drugs binding to a specific enzyme.



DNA repair of oxidative lesions

In the first part of this work, the reaction mechanism of a DNA repair enzyme that
repairs oxidative damages has been investigated. DNA is permanently exposed to
adverse conditions, like radiation, mutagenic chemicals or reactive oxygen species
(ROS), which can lead to hydrolysis, alkylation or oxidation of DNA bases (Figure 1)°.
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NH,
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Figure 1: Different possible modifications of DNA bases, illustrated at the example of
guanine.

Usually, the repair machinery of the cell ensures that DNA is repaired fast and
efficiently preventing damage to the genome. Unrepaired DNA damages would lead
to mutations. The accumulation of oxidative DNA damages has been associated with
diseases like cancer®’, Alzheimer®, Parkinson®, Diabetes I1'° and Multiple Sclerosis".
Despite the scope of an efficient repair process, the mechanistic details of the repair
of oxidative DNA damages and their recognition remained scarcely explored. We
investigated the repair mechanism of the chemically different oxidative purine
damages, FapydG (2,6-diamino-4-hydroxy-5-formamido-pyrimidine), FapydA (4,6-
diamino-5-formamidopyri-midine) and 80G (7,8-dihydro-8-oxoguanine) (Figure 2).
These most abundant oxidative DNA lesions are characterized by a high miscoding
potential'? leading to a high mutation frequency. Although 80G is the best known
lesion, the levels of the formamidopyrimidines FapydG and FapydA often exceed the
levels of 80G"*13, their repair efficiency is higher'* and it is FapydG that has the
highest mutation frequency among the oxidative damages'*. Therefore, the repair
mechanism of FapydG is investigated within this work.

The mentioned oxidative DNA damages are all repaired by the same enzyme,
Formamidopyrimidine DNA glycosylase (Fpg)'®, which is interesting to note, since the
damages not only are chemically different, but also derive from different DNA bases.
Additionally, the repair efficiency varies among the damages and also is dependent
on the sequence context'®. Hence, the molecular repair mechanism is of great
interest to also gain better insights into the discrimination behavior of Fpg.
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Figure 2: Oxidative DNA base damages deriving from guanine and adenine,
investigated within this work.

The assumed overall repair process starts with Fpg sliding along a DNA strand and
after a damaged base is recognized, the base is flipped into the active site of Fpg. As
Fpg is known to be part of the base excision repair (BER) system, it first excises the
damaged nucleobase and in a subsequent step the ribose of the damaged
nucleotide. This bifunctionality (glycosylase and AP lyase activity) has been found by
enzyme activity assays'® and was later validated by the X-ray structure of a Schiff
base intermediate’®, which is the intermediate structure between base and ribose
excision. Since the damaged base is cleaved first, the widespread assumption was
that the damaged base is protonated’” in the initial step of the excision reaction to
become a better leaving group. After base excision, the ribose ring is cleaved by
hydrolysis at 5" and 3’ position. The resulting gap in the backbone of the DNA strand,
is then refilled by other enzymes'®°.

Based on the X-ray structure of Fpg containing FapydG [PDB-code: 1XC8]* or 80G
[PDB-code: 1R2Y]*', we calculated the reaction mechanism employing the QM/MM
approach and found an alternative reaction mechanism with a ribose ring opening as
the initial step instead of the previously assumed base protonation. These results are
shown in section V.1 — V.3 and papers [1-3]. While the excision of the syn-bound
80G involves protonation at O8 of the damaged base in the second step and
subsequent deprotonation in the third step of the reaction (section V.3, paper [3]), we
find a base-independent excision mechanism for anti-bound lesions like FapydG
(section V.1, paper [1]) and FapydA (section V.2, paper [2]). This new insight can
now explain the experimental findings that Fpg repairs a considerable amount of
chemically different DNA damages. Even non-natural compounds like nonpolar



purine analogues® are excised by Fpg very likely in the same way. The excision
mechanisms of a nonpolar purine analogue and anti-bound 80G are currently under
investigation in our group. The importance of the newly found mechanism and its
implications to discrimination is discussed in paper [1 and 2].

Aldehyde dehydrogenase 1A1 inhibition by duocarmycins

Duocarmycin natural products® bind to the narrow AT-rich minor groove of DNA and
because of their remarkable cytotoxicity®*?*, they are expected to be potential
anticancer drugs. It was found, that analogues of duocarmycin lacking the indole
moiety but still containing the spirocyclopropylcyclohexadienone moiety can also act
as electrophiles within cells and specifically alkylate one isoform of aldehyde
dehydrogenase, aldehyde dehydrogenase 1A1 (ALDH1A1)%27.

In this part of the work, the selectivity of the duocarmycin analogue, seco drug 2,
towards ALDH1A1 is investigated. It turned out, that seco drug 2 covalently binds to a
specific cysteine residue in the hydrophobic pocket, leading to inhibition of ALDH1A1.
Investigation of the interaction between seco drug 2 and ALDH1A1 further revealed a
distinct interaction pattern based on van der Waals interaction and tr-stacking. A
detailed discussion of the residues involved in stabilization of seco drug 2 is given in
section V.4, paper [4]. These findings allow for a selective study of ALDH1A1 within
the whole proteome, with the aim of better understanding metabolic pathways.

Selectivity and reactivity of B-lactones and B-lactames

The third part of this thesis deals with the investigation of bioactive molecules and
their reactivity. Amines are possible targets for antibiotics, that have lactones and
lactams as building blocks?®?. Despite their related structure, lactones and lactams
show different reactivity*® and a reactivity scale would be very helpful to predict the
reactivity of new antibiotics and increase the development efficiency of bioinspired
covalent inhibitors.

The emphasis of this study is on the unexplained ambident reactivity of B-lactones
towards primary amines (C1 versus C3 attack)®'*2. It was unknown, why aliphatic
and aromatic amines behave differently when nucleophilically attacking B-lactones.
Aniline and benzylamine have been chosen as similar aromatic and aliphatic amines
for the investigation of the reaction mechanisms with B-butyrolactone (BBL) as
electrophile (Figure 3). The results have been validated by kinetics and product
studies. The detailed investigation of these reaction mechanisms is part of section
V.5 and paper [5].
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Figure 3: Reaction of B-butyrolactone (BBL) with aliphatic and aromatic amines.

Pyridoxal kinase

Unfortunately, some bacteria, like Methicillin-Resistant Staphylococcus aureus
(MRSA), have evolved resistance against several antibiotics (multidrug resistance),
which renders their treatment very difficult. The resistance originates from the mecA
gene, encoding® a modified penicillin-binding protein (PBP) with lower binding
affinity for B-lactams in general. These PBPs are essential transpeptidases for cell
wall synthesis. Most antibiotics are targeting the cell wall synthesis, when dealing
with gram-positive bacteria like Staphylococcus aureus.

Facing multiresistant strains, other points of attack have to be considered to
specifically intervene the bacterial metabolism and there is a high demand of
completely new designed antibiotics that are targeting essential pathways for
bacterial cells like vitamin biosynthesis. The aim is that the targeted strains cannot
evolve resistance easily by adapting to a structurally similar drug because this would
only delay the issue and soon lead to additional resistances.

In this study, the mechanistic details of pyridoxal kinase (PLK) are investigated. This
enzyme synthesizes also pyridoxal phosphate(PLP) that is required by PLP-
dependent enzymes, in many areas of the amino acid metabolism. Once the reaction
mechanism is revealed, specific drugs can be developed to inhibit the active site of
this enzyme. Mutational studies revealed that Cys110 is essential for PLP synthesis
and that Cys214Asp mutants show higher turnover rates than the wild type®*. By
solving X-ray structures of PLK with and without bound substrates pyridoxal and ATP,
it was found that Cys110 forms a hemithioacetal intermediate with pyridoxal, referred
to as CPL in the following. Based on these findings, a mechanism has been
postulated®*. It was suggested, that after hemithioacetal formation and lid closure,
Cys214 deprotonates the 5’-pyridoxal alcohol, which subsequently attacks the
y-phosphate of ATP. After this phosphorylation, PLP is released by the enzyme
(Figure 4).
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Figure 4: Postulated mechanism for phosphorylation of PL by PLK.

In section V.6 and paper [6], we investigate the interaction pattern between crucial
amino acids in the active site of PLK by MD simulations to assess their potential
influence on the reaction mechanism and correlated these results with their
evolutionary conservation to illuminate their function within the enzyme. We classified
the investigated amino acids according to their function:

e enzyme stability

e substrate binding

e phosphorylation mechanism
Additionally, we calculated the suggested mechanism and investigated possible
parts of a new reaction mechanism, including different effects influencing the
reaction barrier of the phosphorylation.



The following section contains a brief discussion of the methods applied in this work.
It is not meant to give in detail information, available in many reviews ( see e.g. "**°)
but to give an overview of the methods used in this thesis.



Chapter li

Theory

Molecular Mechanics (MM) and Force Field Molecular Dynamics
(FF-MD)

Although X-ray crystallography can provide three-dimensional pictures of large
biomolecules with high resolution, these pictures are static and bring their own
sources of artefacts due to mutations, chemical modifications of the substrate or
cross-linking techniques necessary for crystallization. Therefore computational
methods have become very important to further improve the obtained structures, to
assess the stability of molecular systems or to understand dynamic processes. A
common method to treat the dynamics of big biomolecules in solution within a
reasonable time, are force fields.

b) c) d)
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Figure 5: a) Visualization of the force field terms (bonded interactions in blue, non-
bonded interactions in green); potentials plotted for: b) angles, c) torsion angles, d)
bond lengths, e) electrostatic interactions (Coulomb’s law), f) van der Waals
interactions (Lennard-Jones potential).

In force fields, the interaction of N atoms as a function of their position ry is given by
the potential V(r1,....,rn) of N interacting atoms as a function of the position r; '°.



i b; i
U(Tl, ;rN) = Zbondsa? (li - liO)2 + Zangles?(gi - Hio)z + Zdihedrals% (1 + cos(n<pi -

Yi)) +2i<jde; I(Uij)lz - (E)Gl + Yicj (%j (1)

T‘i]'

The potential consists of three terms describing bonded interactions and two terms
describing non-bonded interactions (equation 1, Figure 5). The first two terms
describe the deformation of the bond lengths |; and angles 6; between bonds. Both
are modeled in a harmonic form with the force constants a; and b; that ensure the
correct chemical structure around the minima I and 8jp and prevent bond breakage.
The third term describes the dihedral angels, which are modeled using a sinusoidal
function for a periodic description of staggered and eclipsed conformations. The
fourth and fifth term represent the van der Waals interactions, modeled by the
Lennard-Jones potential, and the electrostatic interactions by Coulomb’s law.

The time evolution of the system is described by the solution of Newton’s equations
of motion:

d?ri(t)
Fy= m—L= (2)

With ri(t) as the position vector of the i" atom and F; as the force on the i"" atom with
mass m; at the time t. In an MD trajectory, the initial velocities are randomly
generated according to the Boltzmann distribution at a given temperature, which are
then propagated over time.

With molecular dynamics (MD) simulations interaction patterns and their statistics
even in the millisecond time scale can be studied with a moderate usage of
computational time. Interaction partners can be identified and different conformations
e.g. substrate or inhibitor binding modes can be found.

Unfortunately, the classical force fields cannot describe bond breaking and formation
and therefore a description of chemical reactions is impossible. In addition, electronic
polarization is often ignored. To be able to study reactions, quantum mechanical
methods are necessary.

Quantum Mechanics (QM)

In quantum mechanical calculations, the electronic structure is described by wave
functions with exclusive use of natural constants. The key component of quantum
mechanics is the Schrdodinger equation, which cannot be solved exactly for
molecules containing more than one electron. Hence, approximations to the exact
solution have been developed, leading to a hierarchy of wave function-based ab-initio
methods®", with which one can achieve increasing accuracy but combined with
arbitrary high computational costs.

The simplest ab-initio method in this hierarchy is the Hartree-Fock (HF) theory, in
which each electron is subjected to the other electrons only by a mean field and
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therefore neglecting the so-called electron correlation effect. Nevertheless, HF wave
functions are the basis of post-HF methods, like Mgller-Plesset perturbation
theory®®2%3 (e.g. MP2) or coupled cluster (CC)*** theory, which show a
considerable improvement in accuracy over HF calculations and allow to
systematically approach the exact solution. Unfortunately, they are computational
much more costly. The computational costs formally scale with the power of three of
the system size for HF calculations, to the power of five for MP2 and even to the
power of six and more for CC. This renders a description of systems containing a lot
of atoms difficult or even impossible.

A cheaper possibility to calculate the electronic structure is based on the electron
density. The basis of density functional theory (DFT) is the theorem of Hohenberg
and Kohn®, which says that the electronic ground state energy can be described not
only by a functional of the electronic wave function, but also as functional of the
electron density. Unfortunately, the exact functional is unknown.

E[p] = Exn + Er[pl+Ev(p] + Eclp] + Ex[p] + Ecorrlp] (3)

The energy of a system is a sum, containing terms for nuclear-nuclear repulsion
(Enxn), kinetic energy of the electrons (Et), nuclear-electron attraction (Ey) and
electron-electron Coulomb repulsion (Ec) as well as the terms for the non-classical
electron-electron exchange (Ex) and correlation (Ecorr) energies. The exact values of
Ex, Ecor and Et cannot be gained by HF theory. As the explicit functional of the
electron density is unknown, approximations are used. Over the years, a very large
number of different DFT functionals, varying in the approximation of Exc (Ex+Ec) has
been developed, which are optimized for different purpose. In the following, the
functionals used in this thesis are discussed shortly.

Generalized Gradient Approximation (GGA) functionals not only depend on the
electron density, but also on the first derivation of the electron density. One of these
type of functionals is BP86 **,*° which is well suited for reaction energies and has
relatively low computational cost. It is known, that the HOMO-LUMO gap decreases
with increasing system size, which then leads to convergence problems “®4”. This
problem can be overcome by including HF exchange, like it is part of hybrid
functionals, where the exchange-correlation term is composed of HF exchange and a
pure DFT part. The most famous hybrid functional is B3LYP*®**°, which contains 20%
HF exchange. The highly parametrized M062X*°, developed for ionic systems,
contains 54% HF exchange. Including HF exchange in DFT functionals, results in an
increase of computational costs but typically also increases the accuracy. Dispersion
interactions are not or not well described by most of the DFT functionals. Therefore,
an empiric dispersion correction developed by Grimme et al.’’ is used in the present
work.

Quantum Mechanics/Molecular Mechanics (QM/MM)

A purely quantum mechanical description is not yet feasible or extremely costly for
the investigation of biosystems like whole proteins in solution. Therefore, a QM/MM
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(Quantum Mechanics/Molecular Mechanics) approach® is employed and the system
is divided into a region of interest that is treated at QM level to describe chemical
reactions and the rest of the system that is described at MM level to take the
interaction with the environment into account (see Figure 6). In this work, the additive
QM/MM coupling scheme*®? is used. The total energy of the entire system is then
given by

Eom/mm = Eum + Eom + Eqm-mm (4)

with the last term representing the explicit coupling between QM and MM region,
which includes the bonded, van der Waals and electrostatic interactions.

a) b)

MM QM

Figure 6: a) schematic representation of the total system within the QM/MM
approach. The system is divided into two subsystems, the QM and the MM region; b)
the link atom approach for QM/MM border treatment.

We use electrostatic embedding®®, which includes the MM point charges into the QM
Hamiltonian as one-electron terms leading to polarization of the QM region through
the surrounding MM point charges. The electrostatic interaction between QM and MM
region is therefore treated at QM level. In many cases, the QM/MM border will cut
covalent bonds, leading to dangling bonds in the QM region. In the QM calculation,
these dangling bonds are saturated by an additional hydrogen atom as link atom (L),
which is placed onto the bond between the QM atom Qs and its neighboring MM
atom M, (see Figure 6). This leads to overpolarization of the link atom by the point
charge of My that is therefore shifted and distributed to its neighboring MM atoms M.
To compensate for the dipole moments created by the charge shift, additional dipoles
with opposite sign are created close to the position of M >*°°.

Calculating reactions

During geometry optimization of a QM/MM described system, often including tens of
thousands of atoms, the system is divided into a static part (often called frozen
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region) and a part that is optimized (often called active region) surrounded by the
static part. The active region should include not only the QM region, but also a
surrounding MM sphere to avoid tension between the two subsystems. All other MM
atoms are part of the frozen region. This region is supposed not to change during the
reaction because of its distance to the active site, but the electrostatic interactions
are still important.

To simulate reaction paths, non-equilibrium structures along the reaction coordinate
are needed. In the adiabatic mapping approach, the bonds that are part of the
reaction coordinate are successively increased or decreased by a constant amount.
The energy profile is obtained by restrained optimizations along the chosen reaction
coordinate with adiabatic changes of the environment. Often, the actual reaction
coordinate cannot be properly described due to the complexity of the reaction,
leading to jumps in the energy profile. In this case the reaction profile can be refined
by the nudged elastic band (NEB) method®’. It is especially helpful in cases with
conformational changes like reorientation of an amino acid side chain. The NEB
method is designed to find a minimal energy path between two geometries, by a set
of images interpolating between the beginning and end of the reaction®”. A spring
force between neighboring images ensures that the images stay connected and
evenly distributed along the reaction coordinate on the energy hypersurface, like an
elastic band. During optimization of the band, the tangent to the path is evaluated at
each image. The true force and the spring force are split into components parallel
and perpendicular to the path. For the force projection (nudging) only the
perpendicular component of the true force and the parallel component of the spring
force is considered. The parallel component of the spring forces is responsible for the
equal spacing between the images. Otherwise, following the true force along the path
would result in an accumulation of images towards minima and high energy regions,
like the transition state, would not be properly described. The transition state
structure can be obtained by a climbing image®® that is not affected by spring forces
and follows the gradient along the band to a saddle point.

Another aspect to further improve the results obtained by QM/MM methods is to
increase the QM region to get a better description, allowing polarization and to
minimize the effects of the QM/MM border treatment. It has been shown that often
big QM sizes are necessary to obtain a reliable description of the investigated
reaction mechanism®%°%:6162

To achieve size convergence, the QM region is systematically increased until there is
no significant change in relative energies anymore. In paper [1], we showed that it is
sufficient to perform single point calculations to determine the necessary QM size. To
get reliable QM size converged energies, optimization of the system is indispensable
including the QM region, which was obtained through screening by single point
calculations.
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Chapter llI

Conclusion and outlook

We introduced new base excision repair mechanisms for the enzyme Fpg that
involve the oxidative DNA damages FapydG, FapydA, and 80G. The repair
mechanisms of these damages has in common, that the first reaction step is a ribose
ring opening, initiated by proton abstraction by O4’ from E2 while P1 nucleophilically
attacks C1’. This is in contrast to the previously assumed direct glycosidic bond
breakage. In difference to the syn-bound 80G lesion, the anti-bound lesions FapydG
and FapydA are excised by a base-independent reaction mechanism. This can
explain the experimental findings that Fpg can also excise other chemically different
DNA bases like 5-hydroxyuracil®®, thymine glycol®® and even nonpolar purine
analogueszz. The repair process of a nonpolar purine analogue and 80G in anti-
conformation is currently under investigation in our group and it also seems to follow
the base-independent mechanism. As a result, it can be concluded that
discrimination of the damaged bases has to occur before flipping the base into the
active site, which implicates that discrimination is part of the recognition step. This
new mechanism might also apply to related DNA repair processes, which could be
investigated in future studies.

Our QM size convergence on FapydG shows that single point calculations are
sufficient to determine the necessary QM region, although only the optimization of the
system including the necessary QM region leads to a QM size converged energy
profile.

Furthermore, the selective interaction of duocarmycin with ALDH1A1 has been
elucidated. Structural, biochemical, kinetic and theoretical investigations revealed the
details of the interaction pattern of duocarmycin with the hydrophobic pocket of
ALDH1A1. It was found that the inhibitor duocarmycin is covalently bound to a
cysteine adjacent to the catalytic cysteine. This is a unique binding, which is not
shared within other isoforms of ALDH. Our findings are supposed to have a huge
impact on drug design that targets DNA or a specific isoform of aldehyde
dehydrogenase. This provides for the first time the opportunity to study the function of
ALDH1A1 within whole proteomes, resulting in a better understanding of metabolic
pathways. This approach shows that analyzing the interaction pattern of amino acids
with a ligand and comparing the interaction pattern of wild type and mutants can
explain the selectivity and interaction behavior of a drug. Hence, this approach can
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be a valuable tool for drug design.

In the next part of this thesis, the different reactivity and selectivity in the reaction of
aromatic and aliphatic amines with B-lactones has been investigated. QM/MM
calculations of the reaction of aniline and benzylamine with BBL indicate a crucial
role of H3O", which has been confirmed experimentally. While the barrier of the C1
attack of benzylamine is lowered by the presence of H3;O", the reaction is also
possible without. In the case of aniline, C3 attack is only possible in the presence of
HsO", which significantly stabilizes the transition state. Additionally, the reaction of an
amino group with monocyclic B-lactams, bicyclic B-lactams (like penicillin G) and
monocyclic B-lactones have been quantified by calculating the reaction barriers and
measuring the kinetics. With this approach, the scope of application can be further
expanded to other bioactive compounds.

In another project part of this thesis the phosphorylation reaction of pyridoxal kinase
has been investigated. The interactions in the active site have been studied by MD
simulations and correlated to experimental kinetic measurements of mutants. We
were able to classify the amino acids into three categories, namely enzyme stability,
substrate binding and orientation and participation in the phosphorylation
mechanism. Furthermore, the reaction mechanism of the phosphorylation was
investigated employing a QM/MM approach and different effects reducing the
reaction barrier of the phosphorylation step have been suggested. Instead of the
initial alcoholate formation of CPL*, which seems impossible under physiological
conditions due to simultaneous re-protonation by water, we suggest protonation of
the y-phosphate of ATP by Cys214 as initial step. This can explain the higher activity
of the C214D mutant compared to the wild type PLK*. In the second step a
substitution in the solvation sphere of Mg?* can occur, where the y-phosphate is
replaced by a water molecule. Lys179 can stabilize the B-phosphate of ATP by
formation of a strong hydrogen bond, further lowering the phosphorylation barrier by
3 kcal/mol. The resulting barrier of 42 kcal/mol indicates, that not all parts of the
mechanism are revealed yet, probably due to the uncertainty of the loop.
Nevertheless, the reaction mechanism is a viable alternative to the previously
proposed one®*, because it is analogous to the reaction mechanism found for another
kinase®. Comparison between theoretical and experimental observations will help to
understand the orientation and interaction pattern of the unresolved but crucial loop
residues in the X-ray structure of PLK in complex with ATP and pyridoxal. With
detailed information about the loop conformation in the closed state, we could further
improve the full reaction mechanism of pyridoxal kinase, which will help to develop a
new class of antibiotics consisting of selective, active site targeting inhibitors for
pyridoxal kinase to treat methicillin resistant strains of Staphylococcus aureus.

This work shows that theoretical investigations can provide new insights into
biochemical problems. With quantum-chemical calculations the feasibility of
suggested reaction mechanisms can be evaluated based on their energetics and
new mechanisms can be found. The combination of experimental and theoretical
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results leads to a deeper understanding of the underlying processes. Nevertheless, a
special challenge of calculations on biomolecular systems is their big size. With the
advent of GPU accelerated computing, even more challenging calculations on larger
systems can be performed and the scope of application will be further extended.
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: The ubiquitous occurrence of DNA damages renders its repair machinery a crucial requirement for
the genomic stability and the survival of living organisms. Deficiencies in DNA repair can lead to
carcinogenesis, Alzheimer, or Diabetes Il, where increased amounts of oxidized DNA bases have
: been found in patients. Despite the highest mutation frequency among oxidized DNA bases, the
base-excision repair process of oxidized and ring-opened guanine, FapydG (2,6-diamino-4-hydroxy-
g-formamidopyrimidine), remained unclear since it is difficult to study experimentally. We use newly-
developed linear-scaling quantum-chemical methods (QM) allowing us to include up to 700 QM-atoms
and achieving size convergence. Instead of the widely assumed base-protonated pathway we find
a ribose-protonated repair mechanism which explains experimental observations and shows strong
evidence for a base-independent repair process. Our results also imply that discrimination must occur
, during recognition, prior to the binding within the active site.

DNA is constantly damaged by radiation, mutagenic chemicals, and reactive oxygen species, which leads
to alkylation, hydrolysis, or oxidation of DNA bases. Therefore, the ability of cells to cope with DNA
: damages is crucial for their survival. Without effective repair machinery these damages can accumulate
: and soon affect the genomic stability, since they show a higher tendency for mismatches during replica-
¢ tion. An increased level of oxidized DNA bases has been found in patients suffering from diseases such
i as Alzheimer', Parkinson’, Multiple Sclerosis’, and Diabetes II*. Despite this importance, the reaction
: mechanism and, in particular, the discrimination within the repair process remained unclear, which is
i the focus of our present work.

: We unravel the molecular repair mechanism for the case of the oxidative damage, FapydG
: (2,6-diamino-4-hydroxy-5-formamido-pyrimidine), (Fig. 1) that has the highest mutation fre-
. quency® of oxidative damages. The mechanism has also important implications for discrimination
¢ between damaged and undamaged bases. FapydG is repaired by the base excision repair enzyme Fpg
(Formamidopyrimidine-DNA glycosylase, also known as MutM)®. It is assumed that Fpg slides along the
DNA until it recognizes a damage, which is then flipped into the active site. For Fpg a Schiff base inter-
mediate between the excision of the base and the ribose has been found [PDB-code: 1L1Z7], revealing
bifunctionality (glycosylase and AP lyase activity)®. This means, that Fpg excises the base and the ribose
successively. Since the base is excised first, base-protonation has been discussed as initial step, however,
¢ no strong evidence for such a process was provided sofar. Once the damaged nucleotide has been excised,
¢ the resulting gap is going to be filled with the correct nucleotide by additional enzymes®®.

In order to provide reliable insights into the repair of FapydG, computational studies are expected
¢ to be helpful, since direct experimental insights are highly difficult to obtain. There is only one crystal

i iChair of Theoretical Chemistry, Department of Chemistry, University of Munich (LMU), Butenandtstr. 7, D-81377
i Munich, Germany. *Center for Integrated Protein Science Munich (CIPSM) at the Department of Chemistry,
¢ University of Munich (LMU), Butenandtstr. 5-13, D-81377 Munich, Germany. Correspondence and requests for
¢ materials should be addressed to C.O. (email: christian.ochsenfeld@uni-muenchen.de)
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Figure 1. Oxidation of guanine to FapyG (2,6-diamino-4-hydroxy-5-formamido-pyrimidine). We
distinguish FapydG as the nucleotide and FapyG as the damaged base.

structure of the trapped educt state available [PDB-code: 1XC8]". So far the proposed mechanism is only
based on assumptions and no alternatives to a base-activated process have been explored. In this work,
we employ theoretical methods, including quantum-chemical methods within a QM/MM approach,
starting from the X-ray structure'® in order to illuminate the overall cleavage reaction of FapyG. Since
earlier studies have shown that often large QM spheres are necessary for a reliable theoretical descrip-
11-15 16-19

tion''~'%, we converged the QM size using up to 700 QM atoms with linear-scaling SCF methods

Methods

The crystal structure of wild-type Fpg in complex with a double strand DNA-fragment containing carb-
ocyclic FapydG (cFapydG) from Lactococcus lactis was used as the starting structure [PDB code: 1XC8].
XLEAP (AmberTool)* has been used to add hydrogen atoms to the X-ray structure, to neutralize the
system with sodium ions and to solvate it in a box of explicit TIP3P water?' with a buffer of 10 A around
the solute. The parameters for the neutral proline residue and FapydG were taken from Perlow-Poehnelt
et al.”2 and Song et al.?, respectively. We used ANTECHAMBER?? to parametrize cFapydG. For force
field molecular dynamics (FF-MD) simulations we used the NAMD engine?® with Amber10 force field
parameters®. Periodic boundary conditions and particle mesh Ewald summation (PME) with a cutoff
value of 10 A were employed (see SI-6.1). For QM/MM structure optimizations the DL-POLY imple-
mentation within ChemShell” (AMBER-FF) was combined with density functional theory (DFT) at
the BP86-D3/6-31G**?%-32 Jevel of theory (unless specified otherwise) employing the Q-Chem program
package® for the QM part. BP86-D3 was chosen for optimization due to its particular low weighted total
mean absolute derivation for reaction energies (3.5kcal/mol)** and its relatively low computational cost.
The repair mechanism was calculated using both the adiabatic mapping approach and the nudged elastic
band method of the DL-FIND* module implemented in ChemShell”” (for system sizes see SI-6.2). The
QM region was successively increased up to 700 atoms (see SI-5.1 for QM and relaxed regions). In SI-1
the influence of basis set and DFT-functional variation is shown.

Results and Discussion

Starting point for our quantum-chemical study of the repair mechanism is the X-ray structure of Fpg
in complex with cFapydG. It is important to note that the X-ray structures available for Fpg in complex
with DNA not only differ in the damaged base and in the modifications necessary for trapping the educt
state in the experiment, but also in the presence of a water molecule in the active site'®***’”, Therefore
these influences together with the possible protonation states (not available from X-ray) are first system-
atically discussed in the following in order to obtain a realistic starting point for simulating the complex
repair process: we start with the crystal structure of Fpg containing cFapydG in complex with DNA
[PDB-code: 1XC8]', discuss the influence of the carbon analogue, the proper protonation state, and then
turn towards elucidating the reaction mechanism.

Influence of the carbon analogue. The only X-ray structure of FapydG'® [PDB-Code: 1XC8] shows
the educt state, where cFapydG is turned out of the DNA and placed into the active site of Fpg (Fig. 2).
To allow crystallization of this reactive state, O, of the ribose in FapydG has been substituted by a carbon
atom, which is a strong hint, that the interaction between O, and the active site is crucial for the reaction
in vivo. Within the active site of this structure, a water molecule (X-WAT) has been observed next to
the modified 4’-position. For the oxidative guanine damage 80G (7,8-dihydro-8-oxoguanine), there are
X-ray structures available with and without a carbon analogue3” (see SI-2). These structures also differ
in the presence of the water molecule. To analyze this difference, we investigate the behavior of the water
molecule. We performed FF-MD simulations for the systems containing FapydG with/without X-WAT
and cFapydG with/without X-WAT (SI-3.1). In both systems, FapydG and cFapydG with X-WAT, respec-
tively, the presence of X-WAT destabilizes the active site (RMSD plots see SI-3.2) and it is very likely that
X-WAT moves out into the solvent. In the combination FapydG with X-WAT, interaction between O,
and the protonated E2 of Fpg cannot be observed. In contrast, the system without X-WAT shows mul-
tiple events of E2-O, interaction (SI-3.3). This interaction is crucial for our proposed base-independent

[¥]
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Figure 2. Left: Active site of the X-ray structure of Fpg in complex with cFapydG [PDB code: 1XC8]
showing distances for water stabilization. The atomic position of the O — C substitution, which enabled this
structure, is highlighted in magenta. Right: Protonation state of the active site of Fpg without X-WAT. E2 is
in a protonated form, whereas E5 is not protonated; P1 is neutral.

mechanism (see Fig. 3). If it is missing, the mechanism leads to a dead end (see Fig. 4) and can explain,
why the carbon analogue allows the crystallization of this reactive state.

Overall, we conclude that due to the substitution of O, to a C-atom in the X-ray structure'’, cFapydG
is less polar and H-bonds are formed with X-WAT instead of cFapydG. We suggest that the water mol-
ecule in the active site is an artifact of the carbocyclic compound cFapydG or c80G in the X-ray struc-
tures [PDB-code: 1XC8!% and 4CIS ¥], respectively, and is not part of the active site in vivo. Therefore,
we will not consider the water molecule in the calculations any further.

Protonation state. The correct protonation state of the active site is clearly decisive for the reaction
mechanism. While X-ray data does not provide this information, in principle P1, E2, and E5 (see Fig. 2)
can be protonated: However, protonation of the N-terminal P1 can be excluded since no nucleophilic
attack at C;/ could occur and, consequently, no Schiff base intermediate would be reached. For the two
other possibilities, our QM/MM calculations indicate that E2 protonation is favored by 32 kcal/mol over
E5 protonation. This is in line with PROPKA3*-4! predictions that estimate the pKa of E2 as 7.6 and of E5
as 5.5. This is also in line with the fact that E2 is located closer to the ribose ring than E5, so that most
likely the protonated E2 is the proton donor for the first reaction step. The active site for our calculations
is shown in Fig. 2.

Repair mechanism. For Fpg in general, a direct glycosidic bond cleavage mechanism has been pro-
posed for 80G for many years*. Here, the damaged base would be cleaved under nucleophilic attack
of P1 while the ribose ring remains intact. Such a direct base excision requires, that the damaged base
becomes a better leaving group by protonation. However, for FapydG this seems not possible, since
according to our calculations neither energetically favored protonation sites of FapyG exist, nor are there
any suitable proton donors in the cavity (as described further below). Furthermore, our QM/MM calcu-
lations show, that independent of the protonation state of the active site, the reaction barriers for glyco-
sidic bond cleavage are higher than 30kcal/mol. In this way, such a mechanism is most unlikely under
physiological conditions - independent of the presence of X-WAT (see SI-4.1).

In addition to the direct base-excision pathway, another mechanism has been proposed in the lit-
erature for the repair by Fpg, which has received only little attention and for which no evidence has
been provided®. Here, first the ribose is protonated before excision of the damaged base occurs. This
is in line with a recent ribose-protonated mechanism we found for 80G repair®’, which, however, is
not base-independent. In the first reaction step E2 is deprotonated by O, while P1 nucleophilic attacks
Cy during ribose ring opening leading to IS1 (intermediate state 1; Fig. 3). For this step we calculate a
barrier of 14kcal/mol (see Fig. 4; all energetics listed here are for the converged QM region with 700
atoms; see Fig. 5, SI-5.2 and Section “Details for QM size convergence”). The second reaction step is a
reorientation of the E2 side chain (IS2), which allows deprotonation of P1. (As discussed earlier, we have
shown X-WAT not to be present in the active site. In case of presence of X-WAT, the first step of the
mechanism does not change significantly, while in the second step its presence prevents reorientation
of E2, rendering the deprotonation of P1 highly unfavorable. The transfer of the acidic proton of P1 to
other residues is due to distance and energetics not accessable under enzymatic conditions. Even the
transfer via X-WAT to another residue is energetically unlikely.) In the third step P1 is deprotonated by
E2 with a barrier of 17kcal/mol (IS3). After this proton transfer, the fourth step is the reorientation of
the alcohol group at C,, towards the damaged base (IS4) to avoid clashes with the protonated E2 residue.
This step was calculated with a barrier of only 3kcal/mol. The obtained stable intermediate is 8 kcal/mol
higher in energy than the initial educt state (Ed). The last of the 5 steps is the base-excision, in which
N, is protonated by the alcohol group at C, which in turn abstracts a proton of E2 (Pro). The glycosidic
bond breakes during Schiff base formation between C;, and P1. This crucial reaction step can now occur
with a barrier of only 9kcal/mol. The final product of the cleavage reaction are the free base FapyG and
a stable Schiff base (Imine) between the DNA backbone and the N-terminal proline (P1) of Fpg. This
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Figure 4. Reaction profile of the repair mechanism of FapydG with the color code of Fig.3. In dashed lines
the reaction profile including X-WAT is shown. The system consists of 54412 atoms in total. 10 A around
Ny of FapydG are optimized, including 87 QM atoms. The QM size converged energies for the barriers and
intermediates using 700 QM atoms are shown in purple.

product structure is only 2kcal/mol higher in energy as compared to the initial educt. The obtained
Schiff base is also in agreement with the X-ray structure 1L1Z (see SI-4.2). The full repair mechanism
is illustrated in Fig.3.

Overall, our repair mechanism is base-independent and can now explain the experimental obser-
vations, that a considerable number of different chemically modified DNA bases (pyrimidine**-* and
purine bases!®#) - even nonpolar analogues* - can be excised by Fpg. Despite the structural differences,
all these substrates have a N-glycosidic bond. This nitrogen is the only atom of the DNA base that is
crucial in the mechanism, since it needs to be protonated to become a neutral leaving group, and is
therefore an unspecific target for protonation. This implies, that discrimination of the DNA bases must
occur in an earlier step of the DNA-enzyme interaction (recognition).
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Figure 5. DNA repair enzyme Fpg in complex with damaged DNA. The active site is shown in red, the QM
region including 700 atoms is shown in green.

218 16.2 7.5 86.9
515 5.5 3.6 24.8
622 4.4 0.9 49
700 14 13 1.1

Table 1. Influence of increasing QM region and geometry optimization on the active site. Energy values in
kcal/mol.

Details of QM size convergence. QM/MM approaches have been widely employed for describing,
e.g., complex reactions in enzyme cavities (see, e.g., Ref. 48 for a recent review). Only with advent of
linear-scaling QM/MM approaches (e.g., Ref. 19 for a recent review), the full convergence of results
with the QM sphere has become possible, where it has been recognized that fairly large QM spheres
are necessary for a reliable description of molecular processes''~!>. For the present system, we have per-
formed QM/MM convergence studies with up to 700 QM atoms (see Table 1 and Fig. 6): These indicate
that although the reaction profile seems almost converged for 515 QM atoms, relaxation energies upon
geometry optimization are only converged for larger spheres with about 700 QM atoms (for details see
also SI-5.3). A similar QM size convergence has been found for calculating interaction energies®.

Conclusion
We have presented a new base excision repair mechanism of the oxidative DNA damage FapydG that is
base-independent and implies that no discrimination between damaged and undamaged bases occurs
within the active site. Instead of the previously assumed direct glycosidic bond cleavage, our calculations
strongly suggest a protonation of O, with ribose ring opening as the first reaction step.

Here, it is important to note that a water molecule within the active site of the X-ray structure is most
likely an artifact of employing a carbocyclic analogue to capture the educt state. The observed ribose
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Figure 6. QM size convergence shown for selected points within the repair mechanism.

ring opening as the initial step and the formation of a Schiff base intermediate are also in line with the
repair mechanism of 80GY. In difference to 80G, the opened imidazole ring of FapydG leads to an
anti-conformation within the active site, a base-unspecific protonation and therefore to a base-independent
mechanism. In this way, other oxidative DNA damages, like FapydA*S, 5-hydroxyuracil®® and thymine
glycol*, can also be excised by Fpg. Even nonpolar analogues of 80G are excised by Fpg, which has been
reported by David and coworkers*” and can now be rationalized by our new base-independent mech-
anism. Overall, we conclude as a consequence of the base-independent mechanism in the enzymatic
cavity that discrimination is only part of the base-flip and recognition procedure. We are convinced that
our new mechanism will help to elucidate similar DNA repair processes also in other organisms.

Associated content
The figures were created using VMD*. For further details see Supplementary Information.
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SI-1 Influence of basis set and DFT functional

Fig. SI-1 and Fig. SI-2 show that the deviation between the tested different basis sets and

functionals is within 3kcal/mol.
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Fig. SI-1: Influence of the basis set and DFT functional on the first reaction barrier, the ribose protonation. All
values are relative energies compared to their educt state (sp=single point; opt=optimization). The system consists
of 54412 atoms in total and 87 atoms in the QM region.

30 I | I

=—a BLYP-D3/VDZ#*
=—a BP86-D3/6-31G**

25

[
<
I\I\‘\\\\ll\\\‘\lll‘\\\\lllll

—
w

Aenergy [kecal/mol]
IS

ol I | |
reaction coordinate

Fig. SI-2: Comparison of BP86-D3/6-31G** with BLYP-D3/VDZ** for the whole repair mechanism of FapydG by
Fpg. The system consists of 54412 atoms in total and 87 atoms in the QM region.
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SI-2 Discussion of different X-ray-structures of Fpg

As only one structure exists for FapydG, X-ray structures including 8OG need to be used for
comparison. Two different structures for the educt state have been obtained via X-ray crystallog-
raphy. One structure was obtained by a E2Q mutation [PDB-code: 1R2Y [1]] the other structure
by replacing 80G with the carbocyclic analogue ¢c80G [PDB-code: 4CIS [2]]. The three struc-
tures have in common, that they trap the educt state, but it is worth mentioning, that only the
crystal structures, where the damaged nucleotide was substituted by a carbocyclic compound|2,
3], contain a water molecule in the active site (X-WAT).

The only intermediate structure published so far is a Schiff base intermediate, where 80G has
been cleaved and the damaged base could not be resolved in the binding pocket[4] [PDB-code:
1L1Z]. Therefore no information can be gained about the presence of the water molecule in this

structure.

The X-ray structure of the DNA-enzyme complex containing cFapydG [PDB-code: 1XC8] dis-
cussed in more detail:

In contrast to FapydG, cFapydG cannot be cleaved by the enzyme. cFapydG blocks the reaction
by lacking the Oy atom, which was replaced by a carbon atom. In addition, no hydrogen bonds
can be formed anymore to the ribose. Interactions between Fpg and Oy have been disabled by
the modification, hence, the interaction pattern in the active site is expected to have significantly
changed and to be disturbed. This indicates, that the interaction between the active site (especially

E2) and Oy is crucial for the reaction.

The presence of a water molecule in the active site in some of the structures raises the question
whether it is part of the excision mechanism in vivo or only an artifact of the crystallization

conditions.
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SI-3 Details of the FF-MD simulations

SI-3.1 Behavior of different systems in FF-MD

We employed FF-MD, which is a standard method to investigate the overall dynamics of sys-
tems by gaining a huge number of snapshots. This method can be applied because no chemical
reaction takes place. To gain deeper insights into the behavior of the active site, multiple FF-MD
simulations for all four systems have been performed: FapydG with (I) and without X-WAT (II),
cFapydG with (III) and without X-WAT (IV). For proper statistics and to obtain a statistically
significant analysis, at least 5 simulations have been performed for each system. The average
runtime over all systems was 110 ns. The simulation time for each system is listed in Tab. SI-1.
For system III more simulations have been performed to have better insight into the behavior of
X-WAT. A long simulation time was used to investigate if other water molecules again enter the

active site of Fpg.

Tab. SI-1: FF-MD systems

system Total time Number of simulations
I (FapydG including X-WAT) 100 ns 5

IT (FapydG without X-WAT) 70 ns 5

IIT (cFapydG including X-WAT) 150 ns 12

IV (cFapydG without X-WAT) 120 ns 5

In the FF-MD simulations of FapydG including X-WAT (system I), X-WAT inhibits the proto-
nated E2 to form a hydrogen bond with O4 which is needed to allow the starting conformation for
the reaction to occur (see Section “repair mechanism”). X-WAT changes the hydrogen network
within the active site substantially: It can form H-bonds to E5 (acceptor), amino-group of FapyG
(donor), E2 (donor), and Oy (acceptor). Hence, X-WAT prevents the interaction between Oy and

E2 due to steric hindrance. E2 interacts with O3 instead. X-WAT can also leave the active site

4
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and then stay in the solvent within the simulation time. In this case no other water molecule
enters the active site.

Also during FF-MD simulations of FapydG without X-WAT (system II), no entrance of a water
molecule into the active site has been observed, and there are multiple events of interaction between
protonated E2 with Oy (see SI-2.3). We also performed FF-MD calculations on the DNA-enzyme
complex containing cFapydG instead of FapydG. In that case, X-WAT leaves the active site within
the first ns in most cases (system III). In system IV no X-WAT is present in the beginning of the
simulations. For this system we have observed that a water molecule is able to enter the active

site with low probability after about 30 ns.
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SI-3.2 Structural analysis of FF-MD

As a stability check of the system during the FF-MD simulations, RMSD of the protein back-
bone, DNA and X-WAT are plotted in Fig. SI-3. As reference for the structure analysis we use
the minimized and equilibrated X-ray structure. The selection of DNA consists of the backbone
atoms of FapydG with pairing nucleotide as well as the previous and following nucleotide pair,

where hydrogens were excluded.

7T 1 T 1 T 1 1 " 1 T 7 17 7 T

- protein backbone

e profein backbone
*—= DNA backbhone ! - DNA backbone
4| xwar

i |]il

2 5
time [ns] time [ns]

SI-Fig.3: RMSD plots for systems I (left) and IT (right) of the protein backbone, DNA, and X-WAT. The system is

more stable without X-WAT, due to the direct interactions between Oy and E2.
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SI-3.3 Interaction between ribose and E2

Tab. SI-2 shows that the crucial interaction between Oy and E2 is much more probable without
X-WAT. For definition of the systems see Tab. SI-1. Hydrogen bonding is defined as < 3 A between

donor and acceptor with an angle cutoff of 45°.

Tab. SI-2: Interactions between ribose and E2 in system I + II.

Interaction between donor /acceptor occupancy system I |occupancy system II
Oy and E2 donor GLH2-side 0.48% 36.97%
acceptor FapyG278-side
O3 and E2 donor GLH2-side 73.81% 37.52%
acceptor FapyG278-side

1.76 -

_— é/ ;;f 3.97 X-WAT

FapydG

Fig. SI-4: Left: system I, where a snapshot out of a MD simulation is shown as example of the disturbed hydrogen
network. The distance of E2 to Oy is much bigger than to Oz due to steric hindrance of X-WAT, which in this
snapshot forms hydrogen bonds to N3 of FapyG and to E5, both as hydrogen donor. Right: system II, where a
snapshot out of a MD simulation is shown as example of the hydrogen network. E2 is much closer to Oy than to
O3, so the system gets into a suitable starting conformation for the repair reaction.
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SI-4 Details of the reaction mechanism
SI-4.1 Glycosidic bond breakage for all possible protonation states

For all eight possible protonation states (of P1, E2, E5) calculations of the direct glycosidic bond
breakage have been performed. For each protonation state these calculations have been performed
for the system containing X-WAT and lacking X-WAT. The nomenclature of the protonation states

is listed in Tab. SI-3. The reaction profiles are depicted in Fig. SI-5.

Tab. SI-3: Overview of all eight possible protonation states in the active site of Fpg.

P1|E2|E5
N N R
|||+
M+ |+
IV | +|- |-
V|- |+ -
VI |+ |+ |-
VIL| -~ |+ | +
VI + |+ | +

(+) protonated; (-) unprotonated
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Fig. SI-5: Simulation of direct glycosidic bond breakage for all eight possible protonation states - without X-WAT
and with X-WAT, respectively. No reaction barrier is lower than 30 kcal/mol. The system for these calculations
consists of the whole equilibrated structure (54412 atoms), with 10 A around Ny of FapydG as relaxed region and
about 90 QM atoms, depending on the protonation state and presence of X-WAT.
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SI-4.2 Structure of Schiff base intermediate

|

Fig. SI-6: Alignment of the obtained QM /MM calculated Schiff base and the corresponding X-ray structure [PDB-
code: 1L17Z]. The calculated structure is shown in atomic colors, the structure obtained by X-ray crystallography
is shown in orange. In the X-ray structure the cleaved base is not resolved.

10
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SI-5 Details on the QM size convergence (QM/MM)

SI-5.1 Selected residues for each QM sphere within the QM size convergence study

Tab. SI-4: selection of residues included in QM /MM calculations for QM size convergence

QM Residues of QM atoms Number | Atoms in Residues of relaxed region Number | Charge
atoms of relaxed of (QM)
residues | region residues
(QM) in
relaxed
region
87 125278 4 754 1-6, 57, 72-78, 109, 111, 161, 67 -2
170-173, 216-223, 232, 235, 238,
260, 277-279, waters: 312 314
315 336 347 353 359 360 362
372 375 395 412 419 440 461
479 488 498 874 1295 1333
1337 1339 1344 1346 1498 1506
1522 1865 1888
218 | 12575172 219 222 277 278 waters: 14 754 1-6, 57, 72-78, 109, 111, 161, 67 -3
336 461 498 1337 1506 170-173, 216-223, 232, 235, 238,
260, 277-279, waters: 312 314
315 336 347 353 359 360 362
372 375 395 412 419 440 461
479 488 498 874 1295 1333
1337 1339 1344 1346 1498 1506
1522 1865 1888
515 12557747576 109 170 171 172 37 218 12575172 219 222 277 278 14 0
173 217 218 219 220 221 222 238 260 waters: 336 461 498 1337 1506
277 278 279 waters: 314 315 336 359
375 440 461 498 1337 1339 1344 1498
1506 1865
622 (125657737475 76 77109 170 171 53 218 12575172219 222 277 278 14 0
172 173 217 218 219 220 221 222 223 waters: 336 461 498 1337 1506
235 238 260 277 278 279 waters: 312
314 315 336 359 362 372 375 395 419
440 461 479 488 498 874 1333 1337
1339 1344 1498 1506 1522 1865 1888
700 |12456577273747576 7778 109 59 218 12575172 219 222 277 278 14 1
170 171 172 173 217 218 219 220 221 waters: 336 461 498 1337 1506
222 223 232 235 238 260 277 278 279
waters: 312 314 315 336 359 360 362
372 375 395 412 419 440 461 479 488
498 874 1333 1337 1339 1344 1498
1506 1522 1865 1888
11
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SI-5.2 QM size convergence study of the reaction mechanism

Tab. SI-4: QM size convergence study of the reaction mechanism. Values in kcal/mol relative to
the respective educt.

12

QM 87 | QM 218 [ QM 515 | QM 622 [ QM 700 comment
0 0 0 0 0 educt

17.7 12.0 10.3 10.8 10.5
19.1 9.4 11.9 12.9 13.0
20.5 8.8 11.6 14.2 14.1 1%¢ barrier
19.9 7.1 9.2 10.7 11.0
7.6 7.7 -4.0 -1.4% | -1.3% | 1% intermediate
16.7 1.8 0.9 7.5%) 7.6% 274 barrier
16.5 6.0 2.4 4.1 4.3
14.7 2.2 1.3 4.7 4.5
12.0 -0.7 -0.2 3.0 3.6 274 intermediate
18.7 11.1 104 14.8 14.4
24.9 23.0 17.4 20.1 19.9
22.8 23.4 18.6 21.6 21.1 34 harrier
20.9 21.0 16.1 19.3 18.9
15.1 9.8 13.2 17.2 16.9 3" intermediate
15.6 11.5 13.8 18.1 16.8
16.1 15.7 14.8 17.7 17.2
19.0 14.4 16.8 21.0 19.6 4 barrier
7.8 9.7 9.3 124 11.0
7.3 5.7 5.9 8.9 8.5 4™ intermediate
19.0 9.9 14.5 18.8 17.5 5th harrier
19.3 17.7 15.2 17.9 16.8
19.0 6.1 10.5 13.2 12.5
11.8 -4.5 -1.5 1.9 2.5 product

45

2) Since the SCF cycle did not converge for BP86-D3/6-31G** calculations due to the small HOMO-
LUMO gap, we estimated this value via B3LYP-D3/6-31G** calculations (for details see SI-5.3).




SI-5.3 Discussion of estimated energies in the QM size convergence (QM/MM)

When we converged the relative energies for the larger systems of the barriers and intermediate
structures, we encountered severe convergence problems for the 15 intermediate and one structure
of the 2°¢ barrier calculated with BP86-D3. The problem of vanishing HOMO-LUMO gaps in DFT
calculations for large systems is well known[5, 6]. To estimate the energy of these two structures,
we choose B3LYP-D3, since the calculated HOMO-LUMO gap is larger for hybrid functionals, due
to the exact HF exchange, allowing convergence of the SCF calculation.

We calculated single point (sp) energies with B3LYP-D3/6-31G** on the structures, where
the active site (218 QM atoms) has been optimized with BP86-D3/6-31G**, and increased the
QM region stepwise. Tab. SI-6 contains sp energies for all barriers and intermediates, calculated
with B3LYP-D3/6-31G**. Compared to the energies calculated with BP86, the B3LYP values are
higher in energy, but the convergence behavior is almost the same. In Fig. SI-7 two examples are
shown. Since the convergence behavior and the average increase of AE from QM218 to QM700
show the same behavior for BP86-D3 and B3LYP-D3 (examples shown in Fig. SI-7), we used the
increase of the B3LYP-D3 energies to estimate the missing energies of the BP86-D3 calculations.
The average ratio of B3LYP-D3(700QM-218QM) to BP86-D3(700QM-218QM) is 1.2. We estimate
the missing BP86-D3 energies by dividing the increase of B3LYP-D3 by this factor to get estimated
the increase of BP86-D3 and add it to the QM218 energy of BP86-D3.

Based on this estimation, we conclude, that the exact energies of the two structures would
not change the overall picture of our reaction profile. It should be noted, that although in general
sp calculations are enough to estimate the necessary size of the QM region, that has to be included
to obtain size converged energies, geometry optimizations are necessary to calculate the influence

of this QM region on the energy.

13
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Fig. SI-7: Relative energies are plotted against the QM size within the QM/MM calculations for two different
reaction points: 2°¢ intermediate (left), product (right) calculated with BP86-D3/6-31G** (opt) and B3LYP-D3/6-
31G** (sp energy).
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Tab. SI-6: QM size convergence study of the reaction mechanism, where the crucial points of
the reaction have been calculated with increasing QM region in sp calculations (see text) with

B3LYP-D3/6-31G**. All values are in kcal/mol relative to the respective educt.

218515 622[700|  comment

0 0 0 0 educt
15.7/13.7]14.9|14.8
13.4|17.3|19.5|19.4
13.7117.6(20.6 [ 21.2 15t barrier
12.7/15.3|18.6|18.8
-3.1| 0.8 | 4.5 | 4.6 | 1% intermediate
4.8 | 7.5 |11.6]11.7
8.8 |75 (10.6(10.8
5.6 | 7.2 [11.4]11.5| 2" barrier

2.6 | 4.0 | 8.3 | 8.6 | 2" intermediate
15.1|14.7{20.1|20.2
26.920.9(24.7(24.6
25.9(20.9(24.9/24.0| 3" barrier
23.3[18.5(22.5|21.7
11.8(15.7]20.4[19.6 | 3'Y intermediate
13.516.4(21.0(20.2
17.6/18.9]22.4|21.6
16.5/19.5/23.9(23.1|  4* barrier
10.6] 9.5 |12.9]12.3
7.319.2[12.9/12.2 |4 intermediate
18.0/19.5|24.1{23.5| 5*® barrier

25.8(21.5(24.023.3
13.8]15.8/19.7[19.3
-0.91-0.2] 3.9 | 4.1 product

15
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SI-6 Detailed Methods Section

SI-6.1 Details for Molecular Dynamics Simulations

The following steps have been performed: The systems were energy minimized (NVT ensemble)
in 3 steps, relaxing different degrees of freedom, using of the conjugate gradient algorithm: (1) only
hydrogen atoms (2000 steps), (2) only solvent (3000 steps), (3) all atoms (5000 steps). The system
was heated up to 300 K within 10 ps using Langevin dynamics, where a positional constraint of
1 kcal/mol/ A2 was applied on non-water atoms. In the subsequent equilibration step we switched
to the NPT ensemble employing the Langevin piston Nosé-Hoover method [7, 8]. At this stage the
restraints on non-water atoms are reduced step by step down to zero (0.2 kcal/mol/ A? increments
for every 20 ps). Equilibration was then performed for 300 ps, in which the coordinates were saved
every 0.2 ps. Production runs were performed for at least 10 ns with timesteps of 2 fs using the

SHAKE algorithm [9]. Coordinates were saved every 6 ps.
SI-6.2 Details for QM /MM calculations

The system for these calculations consists of the whole equilibrated structure (54412 atoms),
with 15 A around Ny of FapydG as relaxed region and 87 QM atoms. For the QM size convergence
study the total system was reduced to protein, DNA, ions, water within 15A of Ng of FapydG,

and 3 A of water around both protein and DNA (in total 12031 atoms in the system).
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ABSTRACT:

DNA is exposed to a plethora of damaging agents. This necessitates coping mechanisms of
the cell in order to ensure cell survival. Oxidized DNA bases can be mutagenic and are asso-
ciated with various diseases, such as, e.g., cancer, Huntington’s disease, and Type II diabetes.
Among oxidized DNA bases, FapydA (4,6-diamino-5-formamidopyrimidine) was shown to possess
miscoding potential as well as to terminate DNA synthesis depending on DNA sequence context
and specific DNA polymerase. However, the base excision mechanism for FapydA remained un-
clear. Our quantum-chemical calculations show that Fpg excises FapydA via a ribose-protonated
mechanism. This is in line with a ribose-protonated mechanism elucidated recently by us for the
excision of oxidative DNA damages by Fpg. FapydA is excised base-independently which explains
experimental observations and consolidates this base-independent repair process. Furthermore, we
find that the Schiff base found after base excision is in equilibrium with a closed-ribose structure

which was not observed previously.

KEYWORDS:
QM/MM, DNA repair, MutM, Fpg, FapydG, FapydA, reaction mechanism, BER
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INTRODUCTION

DNA is permanently exposed to a plethora of damaging agents of endogenous and exogenous
nature, such as reactive oxygen species (ROS) or radiation, respectively. ROS are a byproduct of
metabolism and can lead to oxidative DNA damage. Among the most prominent oxidative lesions
are 7,8-dihydro-8-oxoguanine [1] (80G) and the formamidopyrimidines [2] FapydG (2,6-diamino-
4-hydroxy-5-formamidopyrimidine) as well as FapydA (4,6-diamino-5-formamidopyrimidine) (see
Fig. 1). These lesions are mutagenic and are associated with a multitude of diseases such as cancer,
Huntington’s disease, and Type II diabetes [3, 4]. Therefore, it is vital to the cell to be able to cope
with DNA damage. One way this is achieved is base excision repair [5] (BER). For the three lesions
mentioned above, BER is performed by the bifunctional enzyme Fpg (Formamidopyrimidine-DNA-
glycosylase, also known as MutM) [6-9]. While 8OG was found to be recognised by Fpg in a syn- or
anti-conformation [10], both FapydA and FapydG were found to only be bound by Fpg in an anti-
conformation [10]. The repair mechanism of Fpg has been unravelled only recently for 8OG [11]
and FapydG [12] with the mechanism for FapydA remaining unclear. However, FapydA has been
shown to possess miscoding potential [13, 14] as well as terminate DNA synthesis depending on
DNA sequence context and polymerase [15]. Additionally, it has been shown that FapydA is
excised more easily by Fpg than 80G independently of the base pairing [2, 16]. Furthermore, it
was shown that FapydA and FapydG are both excised at about the same speed by Fpg.
Using quantum-chemical methods we elucidate here the repair mechanism of Fpg for FapydA
as well as introduce an until now unknown equilibrium structure to the previously found Schiff
base [17]. So far, it has been assumed that Fpg produces a Schiff base intermediate as the product
of base excision which is also the starting point for subsequent ribose excision. This is based on an
X-ray structure of a DNA-Fpg complex that was trapped using borohydride [PDB code: 1L17Z] [17].
Our work extends this notion through computational studies using the QM /MM approach (see,
e.g., ref. [18] for a review), by introducing a closed-ribose structure that provides new impulses for

the investigation of DNA repair.
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Figure 1: Comparison of Adenine and its oxidized form FapyA. FapyA in this case denotes the
damaged base as opposed to the nucleotide FapydA.
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METHODS

The starting structure used in this work is based on the crystal structure of wild-type Fpg from
Lactococcus lactis in complex with a DNA fragment which contains carbocyclic FapydG (cFapydG)
[PDB code: 1XC8] [9]. We replaced cFapydG by FapydA using VMD [19] since no crystal structure
of Fpg in complex with FapydA is available to our knowledge. The water in the reactive centre of
the crystal structure was removed based on previous findings that showed it to be an artefact of
crystallisation [12]. Hydrogen atoms were added to the X-ray structure, the system was neutralized
with sodium ions and solvated in a box of explicit TIP3P water [20] with a buffer of 10 A around the
solute using XLEAP (AmberTool) [21]. The parameters for the neutral proline residue were taken
from Perlow-Poehnelt et al. [10]. ANTECHAMBER [22, 23] was used to parametrize FapydA.
Force field molecular dynamics (FF-MD) simulations were performed using the NAMD engine [24]
with Amber10 force field parameters [21] under periodic boundary conditions and particle mesh
Ewald summation (PME) with a cutoff value of 10 A(see SI-4.1). Structure optimizations were
performed at the QM /MM level employing the DL-POLY implementation within ChemShell [25]
(AMBER-FF) utilising the Q-Chem program package [26] for the QM part. Density functional
theory (DFT) was used at the BP86-D3/6-31G** [27-31] level for reasons of comparability with
computational studies on the mechanism of Fpg for excision of FapydG [12] as well as its weighted
total mean absolute deviation for reaction energies of 3.5 kcal/mol [32] while maintaining sensible
computational costs. Additionally, size convergence studies and an investigation of the influence
of the DFT functional and basis set were done in previous work [12] which validates the method
used here. The adiabatic mapping approach as well as the nudged elastic band (NEB) method of
the DL-FIND [33] module implemented in ChemShell [25] were used for calculation of the repair

mechanism.
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RESULTS AND DISCUSSION

Preparation of the System

E2

E5

Figure 2: Active site of Fpg with P1 being neutral, E2 being protonated and, E5 not protonated.
FapydA is bound in anti-conformation.

Since no crystal structure of Fpg in complex with FapydA exists to our knowledge, the starting
structure was created by using the structure of Fpg in complex with a cFapydG-containing DNA
fragment [PDB code: 1XC8] [9] and replacing cFapydG with FapydA. The crystal structure origi-
nally contains a water molecule in the active site which was shown to be an artefact of replacing O,
of the ribose with a carbon atom [12]. Hence, it was removed in this work as well. The protonation
state, however, although discussed in previous work for the case of FapydG [12], was investigated
in this work as well using QM /MM calculations and found to be the same for FapydA as reported
before for FapydG. In principle, in the active site the N-terminal proline (P1) and two glutamates,

E2, and E5, could be protonated. However, if P1 is protonated, it would not be able to attack
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Cy» nucleophilically due to its own positive charge and therefore no Schiff base intermediate would
be formed. For a protonation state with neutral P1 and either E2 or E5 protonated we found
that E2 being protonated is energetically favourable by 24 kcal/mol. This is in agreement with
PROPKA [34-37] which gives a pKa of 7.70 for E2 and 4.88 for E5. FF-MD simulations were
performed to equilibrate the system subsequently (SI-4.1). For the following calculations, a frame
with a representative conformation was picked. The active site of the system before the first step

of the reaction is shown in Fig. 2. A representation of the active and QM regions are shown in

SI-4.2.

Repair mechanism
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Figure 3: Overview of the calculated repair mechanism of Fpg for FapydA.

Two repair mechanisms have been proposed this far for base excision by Fpg. One suggested a
direct glycosidic bond breakage for 80G [38] (base-protonated mechanism). The other suggested

protonation of ribose with subsequent leaving of the base [39] (ribose-protonated mechanism).
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While the former was favoured in the literature for many years, our quantum chemical calculations
revealed the latter to be energetically favourable in Fpg (also called MutM) for 80G [11] and
FapydG [12] as well as for 80G in the human enzyme hOGG1 [40] which fulfils the same function
as Fpg [41]. All three cases have in common that the initial step is the ribose-opening via a
nucleophilic attack at Cys by proline (Fpg) or lysine (hOGG1). In the case of FapydG, it was
found that the mechanism is completely base-independent [12]. In our present work, we find a
FapydG-analogous, base-independent, ribose-protonated mechanism. In a first step, the nitrogen of
the N-terminal proline P1 attacks C;, nucleophilically which leads to the ribose ring being opened.
At the same time E2 gets deprotonated by Oy leading to the intermediate state 1 (IS1, see Fig. 3).
This step has a barrier of 16 kcal /mol which is slightly lower than for equivalent step of the base
excision of FapydG (19 kcal /mol) [12]. After the first step, a rotation of the backbone of E2 takes
place leading to the intermediate state 2 (IS2). This step prepares the system spatially for the
next step and has a barrier of 17 keal/mol. Its barrier is higher than the one found for FapydG of
10 kecal/mol. With E2 in place, the next step is the deprotonation of P1 by E2 with a barrier of
9 kcal/mol (IS3). The re-protonation of E2 allows it to protonate Oy later in the reaction. This
step has a significantly lower barrier than the equivalent step for FapydG which was found to be
15 kecal/mol [12]. In the second to last step, the alcohol group of Cy rotates in order to avoid a
clash between the protons of Oy and E2 (IS4). This step has a barrier of 16 kcal/mol which is
significantly higher than the one found for FapydG of 6 kcal/mol [12]. However, simultaneously
to the reorientation of Oy, the backbone of E2 undergoes another reorientation, similar to the
one described before, only in reverse. The last step is the proton transfer from Oy to N9 which
subsequently leads to the leaving of the base. While O, is transferring its proton to N9 of the
damaged base, E2 transfers its proton to Oy in a concerted manner (see SI-1). This step leads
to the formation of a Schiff base between P1 and Cy: and has a barrier of 14 kcal /mol which is
slightly higher than the one found for FapydG (13 kcal/mol) [12]. The products of this reaction
differ energetically from the educt by -17 kcal /mol. This is a significant difference to the energetic

product-educt difference found for FapydG which is +6 kcal/mol. An overview of the individual
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Figure 4: Energetic profile of the repair mechanism of FapydA by Fpg. The first step has been
obtained from a calculation using the adiabatic mapping approach while the rest of the energies
were refined by the NEB method.
barriers for FapydA and a comparison to FapydG are given in Figs. 4 and 5, respectively.
Although there are differences in the barriers when comparing FapydA and FapydG, the barriers
for FapydA are always surmountable and the Schiff base product of base excision is in proper
alignment to the reference X-ray structure [PDB code: 1L17Z] [17] (see SI-2). Moreover, while the
previous work on FapydG [12] utilised single calculations for each reaction step, we performed
NEB calculations that go from IS3 to the product with a given intermediate of IS4. This leads
to an alternative path on the potential energy surface. Furthermore, in this work we see that
the backbone of E2 twists while the alcohol group of Cy is turning in the step from IS3 to IS4.
This is not nearly as pronounced in the reaction path reported before [12]. On the one hand, it
leads to a higher barrier for this step for FapydA but on the other hand, it most likely is one of
the reasons that the product is significantly lower in energy compared to FapydG. Moreover, it is
reasonable to assume that small structural differences between the respective starting structures
for FapydG and FapydA lead to differences in energy barriers. Another aspect to consider for the

repair mechanism is the orientation of the base within the active site. FapydA behaves similar
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Figure 5: Comparison of energetics for the repair mechanism of Fpg for FapydA and FapydG [12].

to FapydG being repaired base-independently in the anti-conformation. This is in line with the
observation that Fpg recognises FapydA and FapydG only in anti-conformation [10]. At the same
time, our findings together with previous findings for FapydG [12] rationalize these observations and
can explain why nonpolar analogues of 80G can be repaired by Fpg [42]. Overall, we conclude
that Fpg excises FapydA in the same way as FapydG. The base-protonated pathway has been

investigated as well but was found to be energetically unfavourable (see SI-3).

Equilibrium of Schiff base with closed ribose structure

For the last step of the repair mechanism, we observed different products depending on the
setup of calculations: not only the expected Schiff base, but rather a structural isomer with a
closed ribose ring as shown in Fig. 6 was obtained. While these calculations shared the same start-
ing structure, only different restrained bonds in the adiabatic mapping approach were employed.
Further calculations show that the barrier between the two final states is only about 2 kcal/mol
with the resulting closed ribose structure being 1 kcal/mol lower in energy than the Schiff base
structure. This implies an equilibrium between the two structures that has so far not been ob-

served. This observation promises to be an interesting aspect to consider for future research on the
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Figure 6: Equilibrium between Schiff base product and a closed-ribose isomer.

exact mechanism and energetics of the lyase reaction that follows base excision. It is possible that
the crystal structure showing the Schiff base did end in this particular structure due to the use of
borohydride [17] for blocking the subsequent lyase reaction and thusly the closed ribose structure

was not discovered before.
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CONCLUSION

We have shown that Fpg utilises a base-independent base excision mechanism to excise FapydA,
as it does for FapydG. The base-independence supports the notion that discrimination between
damaged and undamaged base and the recognition of damaged bases is likely to happen before
the base enters the active site of Fpg. Additionally, this work presents further evidence for the
ribose-protonated repair mechanism where the ribose is opened in the first step of the reaction as
opposed to the nucleobase-protonated mechanism [38, 43] suggested before. Since it was shown
that Fpg excises FapydG [12] as well as FapydA in the same way, it is reasonable to assume that
other oxidative DNA damages such as 5-hydroxyuracil [44] and thymine glycol [45] are excised
via the same repair mechanism. In previous work, we suggested that the base-independent re-
pair mechanism found for FapydG [12] rationalizes the observation that Fpg can excise nonpolar
analogues of 80G [42]. This idea obtains new support by our findings in the present work. In
addition, it was shown that FapydA is only recognized by Fpg in the anti-conformation [10] which
is rationalized by our work on FapydA (present work) and FapydG [12] since both can indeed be
repaired in this conformation. Furthermore, our work shows that the observed Schiff base product
of base excision by Fpg is only one possible structural isomer with a closed-ribose structure being
the other. As a consequence, computational work has focused so far only on the Schiff base as a
starting point based on X-ray structures [46, 47|, whereas the equilibrium with the new closed-
ribose structure offers new possibilities for future studies to tackle the mechanism of the - and

0-lyase reaction that follows base excision.
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SI-1 Atom distances during last step of repair mechanism
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Figure 1: Atom distances during the last step of the reaction, the proton transfer from Oy to N9 and from E2 to
Oy.
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SI-2 Structure of Schiff base product

Figure 2: Alignment of the Schiff base product obtained from calculations (shown in atomic colors) and the corre-
sponding X-ray structure [PDB code:1L1Z] [1] (shown in orange).
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SI-3 Investigation of base-protonated mechanism

While it was found for 80G [2] as well as for FapydG [3] that the base-protonated pathway [4] is
energetically much less favourable than the ribose-protonated [5] pathway, this matter has not been
studied for FapydA. The base-protonated pathway suggests that in the first step P1 nucleophili-
cally attacks C, which leads to the base leaving with the ribose ring remaining closed. This would,
however, necessitate protonation of FapydA in order to make it a favourable leaving group since
otherwise N9 would be negatively charged while C;, would be positively charged. This oxocarbe-
nium ion has already been found to be energetically unfavourable [2]. Therefore, we investigated
protonation of the base as a first step. The calculations gave barriers that were significantly higher
(over 60 kcal/mol) than the one found for a ribose-protonated mechanism. The energetics for the
glycosidic bond breakage of the reaction is shown in Fig. 3. The simulated reaction step was a

nucleophilic attack of P1 on Cy/ with subsequent protonation of N9 by P1 and leaving of the base.
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Base Protonation ]
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E :
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ban 1
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< 0r .
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Figure 3: Energetics of a base-protonated pathway. The simulated reaction step was a nucleophilic attack of P1 on
Cy, with subsequent protonation of N9 by P1 and leaving of the base.
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SI-4 Detailed Methods Section

SI-4.1 Details for Molecular Dynamics Simulations

To prepare the system, it was energy minimized in two steps in the NVT ensemble, relaxing
different degrees of freedom, using the conjugate gradient algorithm: (1) only solvent with rest
of the system frozen (10000 steps), (2) all atoms with the solvent being free and the rest being
constrained (20000 steps). Afterwards the system was heated up to 300 K within 30 ps with the
solute constrained. After heating up the system it was equilibrated in two steps. In a first step, the
system is propagated for 200 ps with the solute being constrained. In the second step, the system
is propagated for 200 ps in the NPT ensemble using the Langevin piston Nosé-Hoover method [6,
7] and the SHAKE algorithm [8]. The constraints on the solute are reduced step by step down
to zero. Subsequently, a production run was performed for 60 ns. The RMSD for the protein

backbone is shown in Fig. 4.
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Figure 4: RMSD of the 60 ns production of the protein backbone.
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SI-4.2 Details for QM /MM calculations

The whole equilibrated structure was used (52214 atoms) with 10 A around the selection of
FapydA, E2, E5, and P1 as the relaxed region (2267 atoms) and 86 atoms in the QM region
(FapydA, E2, E5, P1).

Figure 5: DNA duplex containing FapydA in complex with DNA repair enzyme Fpg. The QM region consisting
of 86 atoms is shown in red, the active region consisting of 2267 atoms in green. For better visibility only water
within 5A of protein and DNA are shown.
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Ribose-Protonated DNA Base Excision Repair: A Combined
Theoretical and Experimental Study**

Keyarash Sadeghian, Denis Flaig, Iris D. Blank, Sabine Schneider, Ralf Strasser,
Dimitrios Stathis, Malte Winnacker, Thomas Carell,* and Christian Ochsenfeld*

Abstract: Living organisms protect the genome against
external influences by recognizing and repairing damaged
DNA. A common source of gene mutation is the oxidized
guanine, which undergoes base excision repair through
cleavage of the glycosidic bond between the ribose and the
nucleobase of the lesion. We unravel the repair mechanism
utilized by bacterial glycosylase, MutM, using quantum-
chemical calculations involving more than 1000 atoms of the
catalytic site. In contrast to the base-protonated pathway
currently favored in the literature, we show that the initial
protonation of the lesion’s ribose paves the way for an almost
barrier-free glycosidic cleavage. The combination of theoret-
ical and experimental data provides further insight into the
selectivity and discrimination of MutM’s binding site toward
various substrates.

Whjle DNA repair is of central importance for the stability
of the genome of organisms,™? the underlying processes such
as lesion recognition and repair are still poorly understood.
Repair enzymes have to recognize single lesions within a vast
majority of undamaged bases. The most prominent endoge-
nous DNA damage is the oxidized guanine, 7,8-dihydro-8-
oxoguanine (80G). 80G has the ability to form a Hoogsteen
base pair with adenine, which is the basis for the G:C—A:T
transversion mutation (Figure 1).F!

Despite the existence of crystal structures showing 80G-
containing DNA in complex with the catalytically incompe-
tent repair enzymes, one of the major unsolved questions is
how 80G is specifically recognized and excised in the
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genome.[*'? Tt is still not clear how the enzymes are able to
exquisitely select 80G and avoid harmful excision of canon-
ical guanidine (G). In bacteria, 80G is repaired by MutM,
also known as formamidopyrimidine glycosylase (Fpg).'?
MutM first recognizes 80G and then guides it into the
active site (lesion recognition complex, LRC)."Y The glyco-
sidic bond is subsequently cleaved, creating an abasic
intermediate. A crystal structure trapped after sodium
borohydride treatment reveals that the enzyme, at some
point, forms a covalent bond (Schiff base) between the
anomeric center of 80G and a proline residue in the active
site.'”] However, the chemistry leading to this intermediate
and contributing to the ability of the enzyme to discriminate
G from 80G is still unknown.

The currently favored hypothesis is that MutM protonates
the 80G base, thereby converting it into a good leaving
group, which facilitates the nucleophilic attack of the
anomeric C1’ carbon by the proline nucleophile."! The
heterocycle of 80G is more electron-rich than that of G,
hence making the former a better leaving group. Using newly
developed linear-scaling quantum-chemical methods we
report a thorough computational investigation of the repair
mechanism of MutM. We address MutM’s exquisite 80G
selectivity as well as the specific catalytic role of central amino
acids in the active site. The results of our theoretical study are
in full agreement with the presented experimental repair
studies with different G derivatives and a new crystal
structure showing 80G embedded in a DNA duplex in
complex with a wild-type and hence catalytically competent
MutM (for details see the Supporting Information, SI). The
theoretical treatment of the complex DNA -repair mechanism
is a severe challenge for quantum chemical calculations,
forcing us to utilize newly developed linear-scaling quantum-
chemical methods.""'! These new methods enable us to
calculate interaction energies with more than 1000 atoms of
the active site and to study the full repair pathway with more
than 500 atoms in the QM region of the QM/MM (quantum
mechanics/molecular mechanics) approach. Such large QM
regions have recently been shown to be crucial for reliable
QM/MM results in other molecular systems.*! The linear-
scaling QM/MM calculations make it possible for the first
time to clarify the repair mechanism and provide insight into
the interaction energies between MutM and various sub-
strates. We have used the dispersion-corrected BLYP-D3
density funtional,®"! the split-valence polarized (SVP) basis
set,””) and the AMBER force field® to study the reaction
pathways. The dispersion-corrected Hartree—Fock approxi-
mation was used for the QM part of the QM/MM interaction
energy calculations (for full details see SI-2).

Angew. Chem. Int. Ed. 2014, 53, 1004410048



a) G:C — A:T transversion mutation
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Figure 1. a) Top: 80G can form a Hoogsteen base pair with A during
DNA replication leading to G:C—A:T transversion mutations. Bottom:
schematic representation of the glycosylase activity of MutM connect-
ing the LRC and SBI states. b) A close-up view of the MutM-DNA
complex showing the QM regions used in our QM/MM calculations.
The QM region used to investigate the repair pathway includes not
only 80G (red) and the P1, E2, and E5 (orange) of MutM, but also the
catalytic water (W) and all residues (blue) directly interacting with
these fragments (— QM region =509 atoms). For the calculations of
the QM /MM interaction energies, we have extended the QM region to
1115 atoms, which are shown in green. Hydrogens are omitted for
clarity. DNA and protein backbone are shown in pink and silver ribbon
representations, respectively.

The currently preferred nucleobase-protonated pathway
involves the initial cleavage of the glycosidic bond after
protonation/H-bonding of the 80G base (Figure 2a). This
protonation increases the leaving group activity of the

Angew. Chem. Int. Ed. 2014, 53, 10044—10048
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nucleobase. The subsequently formed oxycarbenium ion is
thought to be stabilized by the E2 residue. The essential
proline nucleophile, P1, then reacts with the oxycarbenium
ion as depicted in Figure 2 a to form an imine that was trapped
using sodium borohydride. We denote the intermediates of
this mechanism as BA1 and BA2. The final product is the
Schiff base intermediate (SBI), which includes the O8-
protonated tautomer (SBI-O8p). Although this mechanism
is in principle chemically feasible, our QM/MM data, shown
in Figure 2b, mark this mechanism as surprisingly unlikely:
The highest energy point found along this pathway is
71 kcalmol ' above the LRC. We also confirmed the BLYP-
D3/MM energetics by comparison to single-point RIMP2/
MM and B2PLYP/MM results (see SI-3). In addition, we find
that the critical intermediates BA1 and BA2, featuring a bond
between P1 and the ribose, lie energetically so high (45 and
34 kcalmol ' above the LRC, respectively) that both of them
are thermodynamically not accessible. The 80G base may
assist the proton transfer required to open up the ribose ring
by temporarily accepting the proton of P1 (— barrierless
formation of the BA2 state). However, also the SBI-O8p state
is energetically so unfavorable (+25 kcalmol™") that we have
to exclude a glycosylase-driven repair reaction that is initiated
by conversion of 80G into a better leaving unit. For a brief
comparison between the currently favored 8OG repair
mechanism and the repair of uracil by the DNA uracil
glycosylase) see SI-3.

In light of the high energies observed for the intermedi-
ates of the base-protonated pathway, we investigated other
reaction pathways. We considered a mechanism, in part
proposed earlier,”” in which the nucleobase does not function
as an electron-accepting unit (after protonation) but as an
electron-donating substructure (Figure 2a). This ribose-pro-
tonated pathway involves the opening of the ribose as the first
step. The latter is facilitated by protonated E2, a known
critical residue in the active site. The ribose ring-opening is
accompanied by the nucleophilic attack of P1 leading to the
first intermediate, RA1 (Figure 2a). P1 may undergo depro-
tonation, forming the second intermediate RA2, followed by
the reprotonation of E2 (—RA3). The final step in this
pathway is the cleavage of the glycosidic bond to finally give
the iminium ion (SBI-N9).

In contrast to the first mechanism, in the ribose-centered
scenario the intended glycosidic cleavage takes place at the
very last stage. The QM/MM data show clearly that this
pathway is energetically more favorable throughout, with an
indeed almost barrierless glycosidic bond cleavage reaction.
The highest energy point on this path is only 13 kcalmol™
above the LRC and involves a proton transfer from P1 to the
08 position of 80G. Also the final SBI state (SBI-N9p) is
17 kcalmol ™' below the LRC, implying that the overall
reaction along the ribose-protonated pathway is thermody-
namically significantly more favored than the nucleobase-
protonated one. The mechanism also explains the eminent
function of E2 in the active site. Site-directed mutagenesis
showed that in the E2Q mutant of MutM the repair function
is fully abolished."* In the ribose-protonated mechanism the
protonated form of E2 is essential for enabling ribose ring
opening, hence allowing the nucleophilic attack of P1.

www.angewandte.org
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Figure 2. Overview of the nucleobase- and ribose-protonated pathways. a) Schematic representation of the studied mechanisms. b) Our QM /MM
data obtained for both pathways. The QM/MM (BLYP-D3/AMBER) structure optimizations performed to obtain these QM/MM relative energies
(with respect to the LRC) involve 509 atoms in the QM region. On the base-protonated pathway, we locate a potential oxacarbenium ion, which
also has been discussed as a reaction intermediate in the context of the base excision repair by uracil DNA glycosylase.” For 80G repair,
however, we find this ion to be a very high-energy transition state. Furthermore, we observe that a single water molecule, directly interacting with
P1, can play a crucial catalytic role in the ribose-protonated pathway. It stabilizes the RA1 intermediate (Figure SI-16) and mediates the proton
transfer to make the RA2 formation more feasible. The presence of such a water molecule replacing the R79 residue is motivated in Section SI-1.
The influence of zero-point energy correction is found to be minor (see SI-4).

The rate-determining step of the ribose-protonated mech-
anism is the proton transfer step connecting the RA1l
(—9 kcalmol ') and RA2 (5 kcalmol™") structures. As evident
from Figure 2a, the energetically highest point on this path is
13 kcalmol ™' above the LRC (i.e. 22 kcalmol™' above RA1)
and connects the RA1 and RA2 intermediates. At the first
glance, these values may seem high compared with metabolic
enzymes; however, as pointed out by O’Brien,”" DNA repair
operates under different kinetics: it is a rare event compared
with the synthesis of relatively large amounts of substrates
processed by metabolic pathways.

The ribose-protonated pathway presented here in full
detail revives an idea proposed earlier,™ which seems to
receive no attention in recent literature. A possible reason for

10046 www.angewandte.org
84

© 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

neglecting this idea is that a base-invariant mechanism implies
that any nucleobase (even G) that can find its way into the
active site can, in principle, be cleaved from DNA. For this to
happen, G must first successfully pass through both the base-
encounter and the base-extrusion steps before reaching the
base-stabilization stage (LRC in the case of 80G). However,
experimental and theoretical studies”™® suggest that MutM
discriminates G already at the early encounter and extrusion
stages. Our results, presented further below, strongly support
the idea that MutM can also differentiate 80G from G, even
at the final LRC stage.

We have chosen a combination of experimental and
computational approaches to probe the extent of MutM’s
active site discrimination towards various substrates. On the

Angew. Chem. Int. Ed. 2014, 53, 1004410048



experimental side, we synthesized a series of G derivatives
with different substituents at C8. The chemical groups
introduced at this position are expected to influence the
electronic density in the vicinity of the glycosidic bond. The
structures of these G derivatives and the repair data obtained
with short single-stranded oligonucleotides, in which the 80G
analogues were incorporated, are depicted in Figure 3c. Our
data show fast repair of the 80G-containing oligonucleotide
(Figure 3a, lane 1). It is clearly visible that the 8-Br-G and
canonical G are not repaired (lanes 2 and 4). Interestingly, we
observe a fast repair of the NH,-substituted 80G analogue
(lane 3). The electron-donating amino group increases the
electron density of the G derivative thereby converting the
base into a better electron donor as needed for the ribose-
protonated mechanism. Apparantly the 8-Br-G, which is even
less electron-rich than G, is not repaired because it is an
inadequate electron donor to support the ribose-protonated
process. Besides these electronic properties, the binding of the
compounds into the active site also needs to be considered.

To address the issue of MutM discrimination computa-
tionally, we performed QM/MM calculations, which allow us
to compare the interaction of MutM with the experimentally
investigated substrates. Our HF-D3/MM calculations show
that G is discriminated at the LRCstage by 20 kcalmol'. The
mean absolute error of the HF-D3 method has been bench-
marked to below 1 kcalmol"." To check the convergence of
the obtained value with respect to QM size (Figure 3b), we
included up to 1115 atoms into the QM region (see SI-2). To
converge the G discrimination within 2 kcalmol™ with
respect to the QM size, one must include at least 600 atoms
into the QM region. QM-only calculations exhibit a much
slower convergence as depicted in Figure 3b, so that even
more atoms need to be included in the QM sphere for
converged results. Our calculations indicate that the $219
residue, in H-bonding interaction with the substrate, is mainly
responsible for the discrimination.

Furthermore, we have repeated these QM/MM calcula-
tions by replacing 80G with the 8-NH,-G and 8-Br-G
substrates, thereby assuming the syn binding mode as already
observed for 80G (see SI-5 for further details). The QM/MM
calculations yield very similar binding affinities for 8-NH,-G
and 80G (Figure 3). The 8-Br-G substrate on the other hand
is 15 kcalmol ™' less stable than 80G and therefore less likely
to be bound to MutM in the same orientation as 8OG.
Overall, MutM seems to be selective when it comes to
stabilizing substrates in its binding site. To gain deeper insight
into the exact arrangements of the important residues E2 and
ES relative to the lesion, we solved a crystal structure of
MutM in complex with carbocyclic 80G-containing DNA
(PDB: 4CIS; see SI-7 for further details).

In conclusion, our linear-scaling QM/MM calculations
with large QM regions (more than 500 atoms for the pathway
and more than 1000 atoms in computing interaction energies)
unravel the base excision repair mechanism for the glyco-
sylase activity of the bacterial DNA repair enzyme, MutM.
‘We show that through the opening of the ribose ring of 80G,
the final cleavage of the glycosidic bond becomes an almost
barrier-free process. Our proposed mechanism is in full
agreement with the experimental observations, in which the

Angew. Chem. Int. Ed. 2014, 53, 10044 —10048
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Figure 3. Repair activity (experimental data) and binding discrimina-
tion (theoretical data) of MutM toward different substrates. a) Activity
assay of MutM with C8-modified nucleobases: 1) 80G:C, 2) 8-Br-G:C,
3) 8-NH,-G:C, 4) G:C, and 5) single-stranded 6-mer DNA (see SI-6).
b) Convergence of the interaction energy difference (kcalmol™)
between 80G versus G with the protein environment (negative values
indicate the preference of binding of MutM toward 80G). The
fluctuations (in the order of 2 kcal mol™") observed in the QM /MM
values for R>8 A are due to the inclusion of charged fragments in the
QM region and their interaction with the remaining point-charge field
(see SI-5 for the list of fragments). Such a long-range effect on the
calculated QM/MM energies emphasizes the choice of sufficiently
large QM regions in QM/MM calculations. c) QM/MM MutM-DNA
interaction energy difference for different G derivatives, with 80G-
MutM taken as reference.
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modifications of the ribose ring or mutations of the amino
acids directly interacting with the ribose prohibit the glyco-
sylase activity of MutM. We have computed the extent of
discrimination by MutM towards different substrates by
calculating the total interaction energies. We have shown
that the catalytic site of MutM imposes considerable discrim-
ination towards G, hence providing further support for the
proposed ribose-protonated mechanism. This pathway is in
agreement with the experimental activity data demonstrating
MutM’s selectivity in binding and repair affinity.
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SI-1 Force-field simulation

SI-1.1 Flexibility of MutM’s active site

In this work we have used the crystal structures with PDB-codes 1R2Y and 1R2Z [1]
as model systems for our calculations. An overlay of these two structures is shown
in Fig. SI-1(a). In the 1R2Y structure, with an 80G substrate, R79 side chain
is found to be deep inside the binding site. In the 1R2Z crystal structure, with
dihydro-uracil (DHU) as substrate, however, R79 is pointing away from the bind-
ing site and water molecules are found there instead. The electron density map of
the 1R2Y structure (Fig. SI-1(b)) also shows that there are two alternative posi-
tions for the R79 residue.

Further evidence for the presence of water molecules in the binding site as well
as different orientation for the amino acid at the 79th position is provided by the
crystal structure MutM from E. coli, trapped at the Schiff base intermediate (SBI),
as depicted in Fig. SI-2(a). Here, the side chain of R78 of E. coli (corresponding
to the R79 of MutM from B. st.) is pointing away from the lesion and is solvent-
exposed. Instead of R78’s side chain, three water molecules are found to occupy

the very same portion of space in the active site.
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(b)

Figure SI-1: (a) A close-up view at the binding site of Bacillus
stearothermophilus-MutM trapped at the lesion recognition complex (LRC, PDB-
code: 1R2Y) stage [1] (enzyme shown in orange and DNA in white with back-
mutation of E2Q). Hydrogens are omitted for more clarity. Position of R79 and 3
water molecules (w) in the binding site of the 1R2Z structure are shown red (the
DHU-substrate is not explicitly shown). The oxo-capping-loop (OCL), consisting
of the residues 221-225, is highlighted in yellow. The R79-in and R79-out labels
denote the two orientations of R79 found in the 1R2Y and 1R2Z structures, re-
spectively. In the R79-out conformation, water molecules are found in the binding
site. (b) The electron density map of the 1R2Y structure showing an alternative
possible conformation for the R79 residue.
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Also the crystal structure of MutM from Lactococcus lactis (L. lactis ) bound
to carbocyclic-FapydG (cFapydG) [2] provides strong evidence for the presence
of water molecules in the active site (see Fig. SI-2(b)). Here, the K82 residue of
L. lactis MutM, which corresponds to the R79 of B. st. MutM, is not resolved in

the structure, hence indicating a rather dynamic orientation for this very residue.

(b)

Figure SI-2: Close-up views of crystal structures of MutM-DNA complex show-
ing the extent of water molecules (purple) penetrating the binding site. DNA is
shown in blue and enzyme in red (a) Crystal structure of MutM from E. coli in
complex with 80G, where the repair process was trapped at the Schiff-base in-
termediate [3]. The side chain of the R78 residue (corresponding to the R79 of
MutM from B. st.) is pointing away from the binding site. The binding site on
the other hand is occupied by several water molecules. (b) The crystal structure
of MutM from Lactococcus lactis in complex with cFapydG reported by Coste et.
al. [2].

The open question is whether the dynamic 8OG capping loop (OCL, see Fig. SI-
1(a)) is responsible for the movement of R79 and water penetration in the binding
site. Since the answer to this question requires a separate study, we chose to in-

vestigate the repair mechanism with both R79 orientations found in the published

crystal structures:

e R79 side chain found within the active site (—R79in, Fig. SI-3(a))

e R79 found away from the active site (—R79out, Fig. SI-3(b)).

6
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e R79 found away from the active site and its position replaced by a few water

molecules (—R790utW, Fig. SI-3(c)).

(a) R79in conformation (b) R790ut conformation  (¢) R79outW conformation

Figure SI-3: Close-up views of the model systems used for force-field simulations
and subsequent QM/MM calculations. These model systems are based on the
crystal structures 1R2Y and 1R2Z [1] where the R79 residue takes two different
orientations, (a) "in", and (b) "out", towards the 8OG-substrate in the active site.
We also consider the possibility of water molecules replacing R79 (c). The oxo-
capping loop (OCL), consisting of residues 221-225 (see text, or Ref. [1]), is
shown in yellow, enzyme in brown, and DNA in light blue.

SI-1.2 Force-field preparation of the R79in conformation

The crystal structure with the PDB code 1R2Y was used as the starting point. The
E2-residue was restored by manual modification of the PDB-file. The orientation
of all Asn, Gln, and His residues were checked using the MolProbity server [4].
The LEAP-module of AMBER Tools [5] was used to neutralize the system by
adding sodium ions. The neutralized system was then placed in a water box,
thereby making sure that every solute molecule (enzyme, DNA, and counter ions)
is covered by a solvent layer of at least 12 A thickness. The parameters for the neu-
tral proline residue and 80G were taken from Refs. [6] and [7], respectively. The
standard AMBER-10 force-field parameters and AMBER Tools [5] were used to

parametrize the amino- and nucleic acids of the system. The TIP3 water model [§]
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was used to describe the explicit solvation. The NAMD force-field engine [9] was
used throughout this study.

The solvated and neutralised R79in structures, with either E2 or E5 protonated,
were minimised in three steps. These steps involved sequential relaxation of (1)
hydrogen atoms, (ii) water molecules, and finally (iii) all atoms. The all atom
minimised structure were then heated up to 300 K in an NVT-ensemble, where
a positional restraint of 1 kcal/mol/A? on all atoms of the enzyme and DNA was
applied. A time step of 2 fs was used throughout the simulation. Each system
is then equilibrated for 300 ps in an NPT ensemble (1 atm pressure) where the
restraints on the protein and DNA atoms are gradually switched off (reduction of
0.2 kcal/mol/A? for every 20 ps). Once the restraints are set to zero, the equili-
bration stage (NPT-ensemble) is continued for further 60ps. The final structure,
reached at the end of this equilibration stage was used for the QM/MM inves-
tigations (see further below). In order to analyse the structural stability of the
solvated DNA-enzyme complexes with respect to both the protonation states of
E2 and ES5 residues, force field MD runs (6ns) were carried out for each system in
an NVT-ensemble (at 300 K temperature).

All residues, except E2 and ES, were treated in their standard protonation state.
For E2 and ES5, we have considered the possibility of protonating either of these
residues, where the other is treated in its carboxylate state. We have performed
force-field MD simulations to check the structural stability of the binding site for
either of the E2 and ES protonation states. Since subsequent QM/MM calculations
(Sec. SI-2.3) have shown that the E2-protonated state is energetically more stable,
we will mainly concentrate on the results obtained from the E2-protonated setup.

The ES-protonated conformations will only be discussed in terms of structural sta-
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bility at the force-field level (see the analysis of the corresponding force-field MD
trajectories). Unless stated otherwise, the QM/MM results presented in Sec. SI-3

and SI-4 are based on the setup where the E2-residue is protonated.

SI-1.3 Force-field preparation of the R79out conformation

In order to model the R790ut conformation, we superimposed the two 1R2Y and
1R2Z crystal structures. Orientation of the R79 side chain in the 80G-MutM
structure (1R2Y) was then modelled to have the best possible match with that
observed in the DHU-MutM structure (1R2Z). Before neutralising and solvating
the so obtained structure, a 2000 step force field structure minimisation was per-
formed where only the R79 residue was relaxed. Having removed the electrostatic
and steric clashes we proceeded as in the R79in case (stepwise minimizations,

heating, equilibration, MD-run)

SI-1.4 Preparation of R790utW structure

For the R790utW case, we took the equilibrated R79out structure from the MD-
simulation, placed a single water molecule near the P1 residue, more or less in
the initial position of the R79 side chain in the R79in structure. After a 1000
step minimisation, which only involved the relaxation of the newly added water
molecule. We then performed a MD run at the force-field level for 3 ns. We found
that a single water can easily leave the binding site already at the equilibration
stage (data not shown). In other words, the space previously occupied by the
R79 side chain, is too large for a single water molecule. As mentioned already

in Sec. SI-1.1, the binding site can accept more than one water molecule. We
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therefore decided to repeat the same procedure of adding water, but this time
added two water molecules. The two water molecules were first allowed to relax,
followed by an MD-run for 3 ns for the whole system. In the structure obtained at
the end of the MD-run both water molecules remain in the binding site.

In addition, we included three water molecules in the binding site by following
the same strategy as before. We observed that the binding site can also accept three
water molecules. However, we found that the third water molecule is so far away
from the P1 and 80G moieties (more than 6 A), that a major catalytic contribution
is not anticipated. We therefore did not continue our investigations at the QM/MM

level for this particular case.

SI-1.5 Structural analysis of the force-field trajectories

In this section, we present the analysis of our force-field molecular dynamics sim-
ulations. Overall, we can show that the neighbourhood of the 80G lesion in the
binding site is stable, irrespective of the orientation of the R79. The binding site
also remains stable even if we switch the protonation states of the E2 and E5
residues. A similar stability of the binding site is also observed if two or three
water molecules replace the side-chain of R79 in the binding site.

For the purpose of analysis, and in analogy to the study by Song and co-workers[10],
three sets of atoms, denoted as "Protein", "DNA", and "OCL", are defined (see be-
low) and their root mean square deviation (RMSD) in their positions (in A) are
plotted. In each case, differing in the R79 position as well as the E2/ES protona-
tion states, the reference structure for the RMSD calculations is the corresponding

equilibrated structure. Since we are investigating the repair mechanism here, a
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fourth group of atoms was also defined, which we denote as N-term. The four sets

of atoms are defined as follows:

"Protein": includes the o-carbon ("CA") atoms of the protein backbone.

e "DNA": includes the backbone heavy atom of 80G, opposite cytosine and

the two flanking base pairs.

e "OCL": includes the backbone heavy atoms of the oxo-capping-loop (OCL)

consisting of the residues 222-231.

e "N-term": includes the backbone heavy atoms of the residues P1, E2, and

ES5 which are important for the catalytic activity of MutM.

In Fig. SI-4 the RMSD values of the Protein, DNA, OCL, and N-term (see above
for definition) groups of atoms are plotted (E2 protonated. The ES5-protonated
plots can be found in Fig. SI-6). In both R79in and R790out cases, the RMSD val-
ues for both DNA and protein oscillate around or even below 1 A. For the OCL
and N-terminal groups, the RMSD values do not go beyond the 1 A border. Over-
all the structural fluctuations are within a range which can be considered as stable.
This analysis justifies the usage of the corresponding equilibrated structures as
representative starting points for QM/MM calculations.

For the R790ut cases with either 2 or 3 additional water molecules replacing the
R79 side chain in the binding site, we have also performed an analysis for the ob-
tained trajectories'. As shown in Fig. SI-5, the DNA and protein groups are stable

(RMSD values fluctuate around 1 A). The OCL and N-term sets of atoms show

'E2 is treated here in its protonated state. QM/MM calculations presented and discussed
in Sec. SI-2.3, have shown that this protonation state is energetically more stable than the E5-
protonated case. We therefore did not carry out any force-field MD-simulations for the ES5-
protonated case.
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R79in (E2-protonated) R79out (E2-protonated)

— Prot
— DNA

RMSD (A)
S S

0 06 12 18 24 30 36 42 48 56 60 0 06 12 18 24 36 42 48 56 60
Simulation time (ns) Simulation time (ns)

(a) R79-in (b) R79-out
Figure SI-4: RMSD plots for the (a) R79-in and (b) R79-out structures. In both

cases, the E2 residue is protonated and ES is treated as carboxylate anion.

fluctuations below 1 A, meaning that the overall stability of the binding site is not
disturbed by replacing the R79 side chain by 2 or 3 water molecules. This analy-
sis again justifies the choice of using the equilibrated structures for the QM/MM

investigations.

E3-protonated R80-out + 3 water molecules

R790utW (E2-protonated)

2t — protein
— DNA

RMSD (A)

RMSD (A)

1.2 18
Simulation time (ns)

(a) 2 water molecules in the binding (b) 3 water molecules in the binding
site. site.

Figure SI-5: RMSD plots for the force-field MD simulations, where (a) two, or
(b) three water molecules replace the side-chain of R79 in the binding site.

We also checked the trajectories with ES protonated. The analysis of the cor-

responding trajectories (for both R79in and R790out), depicted in Fig. SI-6, shows
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slightly higher RMSD values (but all below 2 A ) for the protein and DNA groups
than those obtained in the corresponding E2-protonated cases. The binding site,

however, remains as stable as in the previously discussed cases.

R79in (E5-protonated) R79out (E5-protonated)

— protein
— DNA

— protein
— DNA

S

RMSD (A)

42 48 54 60 0 0.6 12 1.8

0 0.6 12 18 24

.0 3.6 24 3.0 3.6
Simulation time (ns) Simulation time (ns)

(a) R79-in + E5-protonated (b) R79-out + E5-protonated

Figure SI-6: RMSD plots for the (a) R79-in and (b) R79-out structures. In both
cases, the ES-residue is protonated whereas E2 is kept negatively charged.
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SI-2 QM/MM setup

For each of the R79in, R790ut and R790utW setups (already described in Sect. SI-
1.1, we have performed QM/MM calculations along the base-protonated and ribose-
protonated pathways. The equilibrated structure for each of the setups was mini-
mized at the force-field level and then taken as the starting point for the QM/MM
calculations. In order to reduce the computation time of the QM/MM calcula-
tions, we decided to remove the outermost solvating water molecules. The frag-
ments which were kept include: (i) the full protein, (ii), the full DNA, (iii) all
counter-ions, (iv) all water molecules where at least one atom is within 5.0 A of
either protein, DNA or counter-ions, and (vi) all water molecules where at least
one atom is within 12 A of the 80G-lesion These reductions lead to structures
with almost 10000 atoms.

In the present work, we employ the QM/MM-interface ChemShell [11] in con-
nection with the quantum chemistry program packages Q-CHEM [12], TURBO-
MOLE [13], and the newly developed QM-package FermiONs++ [14]. The DL-
POLY [15] force-field engine integrated in ChemShell was used for the MM part
of the calculations. The same set of AMBER force-field parameters used for the
classical MD simulations was also used for the MM part of the QM/MM calcula-
tions. We have used the additive QM/MM scheme with electrostatic embedding.
The charge-shift scheme [16] and link atoms (hydrogen) were employed to deal
with the QM-MM boundary region. During the QM/MM structure optimizations,
carried out using the DL-FIND [17] optimiser, also embedded in ChemShell, we
relaxed all fragments (amino acids, nucleic acids, water counter ions) which lie

within 10 A of the N9 atom of the 80G-residue. Everything beyond this selection
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is kept frozen during QM/MM structure optimizations.

SI-2.1 Choice of the QM-region

As for the QM-region, we have chosen three sets of QM-region, with increasing
size which are then used for QM/MM structure optimization. These three regions,
denoted here as A, B, and C, are shown in Fig. SI-7. A list of residues included in

each QM-region together with the number of atoms can be found in Fig. SI-1.

Table SI-1: List of residues includes in each QM-region. The capping hydrogens
are also included in the number of QM-atoms.

QM-region number of atoms Residues

A 78 80G, P1, E2, E5
+ 2 water molecules in the R790utW case
B 212 QM-A + Met76, E77,R79, 1174, Y175,

S219, T220, V221, R222, T223,
Y224 and a water molecule (solvation)

C 509 QM-B + L3, P4, V5, K59, L74, R75, G78,
G170, F171, G172, N173, G216, G217, Y240,
R262, DA291, DG293 + 7 water molecules

Finally, we have used a distance criterion to check the convergence of the
QM/MM relative energies with respect to the size of the QM-region. For this pur-
pose, we chose the ribose-protonated pathway in the R79outW setup. We chose
the N9 atom of the 80G residue as the centre of selection. All residues within
radius R (R=4, 5, 6, 7 and 8 A) were selected and defined as QM-regions. For
all structures defined as minima and maxima along the path obtained from the
QM/MM optimization with the QM-C region, single point energy calculations
were performed at the BLYP-D3/AMBER level of theory using the 6-31G** ba-

sis set.
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Figure SI-7: The three QM-regions (a) QM-A (78 atoms), (b) QM-B (212 atoms),
and (c) QM-C (509 atoms), all shown in licorice representation. The 80OG residue
is shown in balls/sticks and orange. Hydrogen atoms are not shown for more
clarity. Water molecules are shown as red spheres.

SI-2.2 QM/MM structure optimization

The SVP basis set [18] was used throughout all QM/MM structure optimizations.

We chose density functional theory (DFT) to describe the QM-regions, A, B, and
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C. The functionals BP-86 [19-23] and BLYP [19, 21, 24] were chosen in com-
bination with the semi-empirical dispersion correction, as proposed by Grimme
(DFT-D3) [25, 26]. For the QM part of the QM/MM structure optimizations with
the smaller QM-regions A and B, we used the TURBOMOLE program package.
For optimizations with the largest QM-region, i.e., QM-C, however, we switched
to the development version of the FermiONs++ program package [14].

For the QM-A region, QM/MM structure optimizations were carried out at the
BP86-D3/Amber, BLYP-D3/Amber and B3LYP-D3/Amber levels of theory. For
the QM-B region, we carried out QM/MM structure optimizations at the BP86-
D3/Amber and BLYP-D3/Amber levels of theory. For the QM-C region, only the
BLYP-D3/Amber level was chosen. As later shown in Sect. SI-3 and SI-4, for the
QM-A and QM-B regions, the results obtained for with different functional are
qualitatively similar. For the largest QM-C region, therefore, we decided to use
the BLYP-D3 DFT-functional.

For a more efficient convergence of the QM/MM structure optimizations, the
optimized structures obtained along the reaction paths using the QM-A region
were used for further optimization (keeping the restraint) with the QM-B region.
A similar approach was employed for the largest QM-C region. Here, however, we
decided to relax the atoms of the QM-A region only. Furthermore, for the QM-C
region, not all points along the path were minimized. Instead we only minimized
the structures corresponding to the minima and maxima. The results presented
further below show that the minima and maxima obtained with the QM-B region

are also reproduced with the QM-C region.
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Figure SI-8: Different isomers within the binding site of the MutM. These corre-
spond to different protonation states, where the proton shown in blue can reside
on E2 (LRC-RA), E5 (LRC-BA), P1, and O8 of 80G. The E2-protonated isomer
is chosen as the reference structure for the calculations of the relative QM/MM
energies in Tab. SI-2.

Before proceeding to the QM/MM results for the base- and ribose-protonated
repair pathways, we show some QM/MM results for different isomerization states.
Here we consider four possible protonation states, where the P1, E2, ES, or the
80G-base at the O8-position, is protonated. These four protonated states are
shown schematically shown in Fig. SI-8. The corresponding QM/MM isomer-
ization energies are listed in Tab. SI-2. Here, the E2-protonated state (LRC-RCA)
is taken as reference.

Table SI-2: QM/MM energies of isomerization (QM-B, BLYP-D3/Amber, in
kcal/mol) relative to the E2-protonated isomer (see Fig. SI-8). The LRC-BA and
LRC-RA notations are used to represent the starting "Lesion Recognition Com-
plex" structures from which the base- (BA) and ribose-protonated (RA) pathways
are initiated.

Protonation site
force-field setup | E2 (LRC-RA) ES5 (LRC-BA) P1  80G-0O8
R79in 0 29.2 18.5 374
R790out 0 28.4 26.2 27.7
R79outW 0 18.3 8.5 18.1
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In all cases, the LRC-RA state is the lowest energy state, irrespective of the
R79 orientation and presence of water in the active site. All other isomers are
higher energy, although the energetic difference seems to depend on the R79 ori-
entation. Interestingly, the O8-protonated state is energetically far more un-
stable than the LRC-RA state. This observation already provides the first
evidence against a base-protonated mechanism.

For the investigation of the ribose-protonated pathway, we have considered
the LRC-RA state as the starting structure. Here, E2 is already protonated and
can easily open the ribose ring as the first step of the reaction. For the base-
protonated pathway, however, we start from the LRC-BA state, where a hydrogen
bond between ES and O8 is already available. In the context of a base-protonated
mechanism, the LRC-BA state has the advantage of having E2 in the carboxy-
late form which can subsequently stabilize the oxacarbenium ion formed after the
glycosidic cleavage. The overall energetics of intermediates encountered in both

pathways is independent of the starting structure.

SI-2.4 Estimation of pKa values

We have not estimated the pKa values for the E2 and ES5 residues in this work.
However, we would like to refer to the work of Simmerling ez. al. [10] who have
already performed such calculations.

(a) For E2: Simmerling and coworkers have obtained pKa values of 5.7 and
6.8 (depending on the method used for pKa prediction). Since these pH values
are close to the neutral pH, Simmerling et. al. have also performed simulations

with protonated E2. Based on their simulations, both protonation states for E2 are
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probable.

(b) For E5: Simmerling and coworkers do not report any data on the pKa
value of E5. In their simulation they have chosen the standard protonation state
(i.e. negatively charged carboxylate side chain) for this residue.

One should point out that the conventional methods used to estimate the pKa
values in the above mentioned study are all based on empirical parameters and
static structures. The results obtained should therefore be considered with some
caution. In contrast to the previous studies, here, we concentrate on the repair
mechanism, where we have compared the base- and ribose-protonated mecha-
nisms. Since a proton is required for both protonation processes, we must have
a proton donating residue. For this purpose we have considered the possibility
of either having the E2 or the ES residue acting as proton donor. Our QM/MM
isomerization energies (see Sect. SI-2.3) favor an E2 protonated state over an E5-
protonated one. Our finding is also in agreement with the study by Karplus et.
al [27] who have shown that a protonated E2 residue stabilizes the 8OG-lesion

compared with the deprotonated (negatively charges carboxylate) case.
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SI-3 Nucleobase-protonated pathway

In this section, we present our QM/MM results for the base-protonated mecha-
nism. We first present the results of the R790utW setup, followed by the results
obtained for the R79in and R790out setups (see Sect. SI-1.1 for definitions).

The reaction coordinates, RC-BA and RC-SBI-O8p, as depicted in Fig. SI-
9, were chosen to follow the reaction path. QM/MM minimum energy paths of
the nucleobase-protonated mechanism, obtained along the RC-BA1 and RC-SBI-
O8p reaction coordinates are shown in Fig. SI-10. Here, we present the data
obtained using different QM-regions and DFT-functionals. Based on these data
we can rule out the nucleobase-protonated pathway. Irrespective of the chosen
QM-region and DFT-functional, the first intermediate BA1 is thermodynamically
not accessible. The barriers to reach the latter is around 70 kcal/mol, rendering

this reaction pathway as impossible.
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(a) RC-BALI (b) RC-SBI-08p

Figure SI-9: The reaction coordinates used to investigate the base-protonated
pathway. (a) RC-BA: A combination of the nucleophilic attack of P1 and gly-
cosidic cleavage (b) RC-SBI-O8p: Proton transfer from P1 to O4’ accompanied
by the opening of the ribose ring. Bonds being broken during the reaction are
shown in bold red, those being formed with red dotted lines.
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QM/MM minimum energy path along the RC-BA1 reaction coordinate
R790outW
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Figure SI-10: QM/MM minimum energy path along the nucleobase-protonated
pathway (R79out-E2pW2 setup). All QM/MM energies are in kcal/mol and rela-
tive to the corresponding LRC-RA structure.
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As evident from the QM/MM data on this pathway (see Fig. SI-10), for the
QM-region A, the variation in the energetics obtained from the different DFT
functionals is at most 5 kcal/mol. Upon increasing the QM-region, the energy of
the highes point on the rate-determining step remains at about 70 kcal/mol. The
overall unfavorbale trend of the nucleobase-protonated pathway does not change
by increasing the QM-size and/or changing the functional.

In addition to the calculations mentioned above, we have also estimated the
energy difference between the LRC and the highest point on the path towards BA1
intermediate at other levels of theory. For this purpose we have performed single
point calculations for the two structures at the RIMP2/MM, SOS-RIMP2/MM,
SCS-RIMP2/MM, and B2PLYP/MM levels of theory. Since calculations with
smaller QM-regions give the same qualitative picture as the one from larger QM-
regions, we have decided to peform the additional QM/MM calculation with the
QM-A region. The SVP basis set was chosen for this purpose. We have performed
these calculations using a developement version of the Fermions++ programm
package [14]. The results, presented in Tab. SI-3 confirm those obtained by the

DFT approaches.

Table SI-3: QM/MM estimate for the energy difference between the LRC structure
and the highest point on the rate determining (LRC-BA —BA1) minimum energy
path (QM-region A).

Method QM/MM energy difference (kcal/mol)
BLYP-D3 +70

RIMP2/MM +61.5
SOS-RIMP2/MM +61.9
SCS-RIMP2/MM +61.7

B2PLYP/MM +56.2

As described in the next section, the ribose-protonated pathway leads to the
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formation of the SBI state with a N9-protonated tautomer of 8OG (—SBI-N9p).
In order to estimate the intrinsic energy difference between the O8- and NO9-
protonated tautomer (both shown schematically in Fig. SI-11), we have performed
gas phase QM calculations at the BP86-D3/SVP level of theory. Our calculations
show that the N9-protonated tautomer is intrinsically 14.5 kcal/mol lower in en-
ergy than the O8-protonated case (gas-phase zero point energy effects are below
0.5 kcal/mol). Further tautomerization of the 80G-base may therefore lead to a
thermodynamically more favourable state (—N9 protonation). However our cal-
culations have shown that the whole nucleobase-protonated mechanism can be
kinetically ruled out.

80G-08p 80G-N9p

H2N /N N / Ng
‘ \>i05 . >:Og
HN N \H HN N
H H
(o]

Figure SI-11: Both O8- and N9-protonated tautomers of 8OG.
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As for the R79in and R790ut setups, we have followed the reaction path along
the RC-BA1 coordinate. The results are shown in fig. SI-12. We find the BA1 state
to be energetically stable and therefore did not continue with the base-protonated

pathway for this setup.

QM/MM minimum energy path along the RC-BA1 reaction coordinate
QM-A/BP86-D3/Amber
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Figure SI-12: QM/MM minimum energy path along the RC-BAT1 reaction coordi-
nate obtained at the QM-A/BP86-D3/Amber for both R79in-E5p and R790out-ESp
setups. All QM/MM energies (in kcal/mol) are relative to the corresponding LRC-
RA structure. No covalent bond between P1 and ribose-C1’ could be identified at
the end of these paths. Therefore, we did not use the BA1 label in this figure

SI-3.1 Comparison with the mechanism of uracil glycosylase

Our high energy structure (+70 kcal/mol) along the base-protonated mechanism

contains an almost planar ribose ring and resembles the oxacarbenium ion which
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has be discussed by Dinner et. al. [28]. Interestingly, Dinner and co-workers sug-
gest the formation of such oxacarbenium ion as the first intermediate (minimum
on the potential energy surface) upon base cleavage. In our case, for the 80G ex-
cision repair by MutM, however, we locate such a cation near the transition state
of the reaction path. A comprehensive comparison of repair mechanisms of the
two repairing enzymes is beyond the scope of this work and subject of further

study.
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SI-4 Ribose-protonated pathway

In the following, we discuss the QM/MM results of the ribose-protonated pathway
in more detail. In analogy to the nucleobase-protonated pathway, we begin with
the QM/MM results of the R790utW setup and then present/discuss the results
obtained for the R79in and R790out setups (see Sect. SI-1.1 for the definition).
The reaction coordinates used to connect the initial LRC-RA and the final

SBI-NOp states of the ribose-protonated pathway are shown in Fig. SI-13.
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Figure SI-13: Reaction coordinates for the ribose-protonated pathway with the
involvement of a catalytic water molecule in the active site. Bonds being broken
during the reaction are shown in bold red, those being formed with red dotted
lines.

The QM/MM minimum energies of the ribose-protonated pathway obtained
with the QM-A region (different functionals) are shown in Fig. SI-14. The QM/MM

energies obtained for the QM-B and QM-C regions are shown in Fig. SI-15.
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Figure SI-14: The ribose-protonated pathway for the R79out-E2pW setup. Energy
differences (in kcal/mol) with respect to the LRC-RA structure are shown for the
QM/MM structure optimizations with the QM-region A.
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Figure SI-15: QM/MM minimum energy paths computed for the ribose-
protonated mechanism with QM-regions B and C. All energies, in kcal/mol, are
plotted relative to the QM/MM energy of the LRC-RA state.
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Based on the QM/MM data presented in Fig. SI-14 and Fig. SI-15 for the
ribose-protonated pathway one can compare the energetics obtained with the dif-
ferent DFT functionals and/or QM-regions. In general, the variations are larger
than those observed for the nucleobase-protonated pathway (see Fig. SI-10). Here,
for the QM-region A, the B3LYP-D3/MM barrier (= 26 kcal/mol) for the LRC-
RA — RAI step is about 8 kcal/mol higher than observed for the BP86-D3/MM
and BLYP-D3/MM cases. The 26 kcal/mol barrier estimate is still much lower
than the 70 kcal/mol barrier involved in the nucleobase-protonated pathway. Upon
increasing the QM-region to B and C, the barrier for the LRC-RA —RA1 step is
reduced even further (roughly 11 and 7 kcal/mol, respectively). As for all other
steps of the ribose-protonated pathway, the relative energies obtained with QM-C
are close (within 2 kcal/mol) to those of the QM-B region.

The presence of the catalytic water molecules near P1, replacing R79, seems
to make a huge difference (compare with the QM/MM results obtained with the
R79in and R79out setups further below, where such a catalytic water molecule
in the binding site is absent). This water molecule can already influence the first
step of the ribose-protonated pathway, namely the LRC-RA —RA1 step. During
our force-field MD-simulation, we have found that two water molecules (W and
W’, shown here in Fig. SI-16(a)) can reside in the binding site. We have also
performed QM/MM calculations to estimate and compare the effect of these two
water molecules. For this purpose we took the structures obtained along the RC-
RAT1 reaction coordinate (QM-A, BP86-D3/Amber), manually removed one of
the water molecules, and then performed single point QM/MM calculations at the
same level of theory. The results obtained are shown in Fig. SI-16(b). As evident

from these results, removing the water molecule, W, leads to RA 1-destabilization
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of about 10 kcal/mol. Removing the other water molecule, W’, on the other hand

does not have a significant influence on the energetics.

v

ok
LRC-RA

- RC-RA1

(a) The two water molecules replacing  (b) Single point QM/MM energies
R79 in the active site. along the RC-RA1 coordinate, where
either W or W’ is removed.

Figure SI-16: The influence of the water molecules, W and W’, shown in (a) can
be estimated from the QM/MM energies shown in (b).
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The results of the R791n setup are

shown in Figs. SI-17 and SI-18. The results

of the R79out setup are shown in Figs. SI-19.
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RC-RA1-4 reaction coordinates are all in a.u. A dihedral angle defined by the
Ca(P2), N(P2), C5(P2), and C1°(80G) atoms was used to account for a sudden
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Figure SI-18: QM/MM energies for the ribose-protonated pathway in R791in con-
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Figure SI-19: The ribose-protonated pathway for the R79out conformation. En-
ergy differences (in kcal/mol) with respect to the LRC-RA state.The values of the
reaction coordinates RC-RA1-4 are all in a.u.
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SI-4.1 QM/MM convergence with respect to QM-size

For the R790utW setup, we have also investigated the convergence of the QM/MM
relative energies for the ribose-protonated pathway. For this purpose we selected
all residues (amino acids, nucleic acids, water, ...) where at least one atom is
within the radius R of the N9 atom of the 80OG base (R=4, 5, ... , 9 A). The
residues included in the different QM-spheres are defined by the selection radius
as given in Tab. SI-4. The corresponding QM/MM relative energies are shown
in Tab. SI-5 which were obtained by single point calculations at the BLYP-
D3/AMBER level of theory (6-31G** basis set). The barrier estimate for the
second step of the reaction, represented here by the energy of the RA2-max struc-
ture, changed from 27 kcal/mol (5 A radius) to 14 kcal/mol (8-9 A). The energy of
the final product state, SBI-N9p, reaches its converged value, if we chose a radius

of 8 A (493 atoms).

Table SI-4: List of selected residues for different radii.

#atoms Rad.(A) Charge Listof residues

93 4 -1 P1 E2 E5 1174 G93 WAT353 WAT390 WAT438
143 5 -1 +M76 T94

278 6 0 + R75 G172 N173 V221 R263 80G292 WAT342
374 7 +1 + K59 Y175 S219 Y224 Y241

493 8 0 + L3 P4 V6 E77 T220 R222 T223 WAT329

606 9 0 +L74 G78 G170 F171 V176 G218 L238 WAT323

WAT346 WAT361 WAT648 WAT307 WAT350
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Table SI-5: QM/MM relative energies (kcal/mol) obtained along the ribose-
protonated pathway. QM/MM single point energies were performed, at the BLYP-
D3/AMBER level in dependence of the size of the QM-sphere All residues within
radius R are included into the QM-region of calculation.

Radius (A) 4 5 6 7 8 9
# atoms 93 143 278 374 493 606
RAI-max 106 84 87 96 68 68

RA1 46 36 -21 -55 -69 -69
RA2-max 265 275 58 153 139 139
RA2 11.4 13.0 3.6 9.2 8.3 8.3
RA3-max 204 21.8 162 14.0 125 125
RA3 14 08 -14 -48 -33 -33

SBI-N9p-max -2.6 -6.0 -92 -12 -45 -45
SBI-N9p -8.0 -122 -174 -16.7 -16.0 -16.0

34

121



SI-4.2 Zero-point energy corrections

In order to esimate the influence of zero point energy (ZPE) corrections, we have
performed partial force-constant calculations (see for example Ref. [29]) at se-
lected structures along both base-protonated and ribose-protonated reaction path-
ways. For this purpose we chose the minima and maxima obtained at the BLYP-
D3/Amber level of theory with the QM-region, B. For the partial force constant
calculations, we chose the QM-A region as the active-region for which the nu-
merical Hessian components (two-point formula) were calculated. The remaining
atoms of the QM-B region which do not belong to QM-A are assumed to have
a infinite mass and therefore do not contribute to the ZPE-correction. This parti-
tioning is justified, since we are interested in the contribution of those vibrational
modes which are directly involved in the reaction.

The calculated ZPE corrections are listed in Table. SI-6, where the total ZPE
of the LRC state is taken as reference. Negative values in this table correspond to
a stabilization with respect to the LRC state, positive values mean destabilization.

As evident from the data presented in Tab. SI-6, the ZPE corrections do not
influence the overall preference of the ribose-protonated pathway over the base-
protonated pathway. For the ribose-protonated pathway, the ZPE corrections are
below 3 kcal/mol. For the base-protonated pathway, the BA1 intermediate is sta-
bilized by about 11 kcal/mol. Interestingly for the transition state (BA1-max),
which resembles the oxacarbenium ion, however, the ZPE correction is about 1
kcal/mol. Overall, the ZPE corrections do not change the general picture and the

base-protonated mechanism remains highly unlikely.
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Table SI-6: Relative QM/MM ZPE corrections, A-ZPE (in kcal/mol), for the re-
action intermediates as well as the maximum energy structure connecting them.
The total QM/MM-ZPE of the LRC structure is taken here as reference. For the
maximum energy structure leading to the next intermediate (indicated as TS) the
value of the single imaginary frequency found is also given.

State A-ZPE imaginary frequency (cm~!)
Ribose-protonated pathway
LRC 0.0 -
RAI1 (TS) -2.0 i63.1
RA1 1.6 -
RA2 (TS) -24 i897.8
RA2 -1.0 -
RA3(TS) -0.2 i43.3
RA3 -0.3 -
SBI -1.1 —
Base-protonated pathway
BA1(TS) -1.2 i97.3
BA1 -10.7 -
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SI-S Binding pocket discrimination

SI-5.1 Total interaction energies

In the present work, we have also looked at the interaction energies between the
80G base and the MutM enzyme. We then compare these interaction energies, ob-
tained from the QM/MM calculations, with those of systems where G, 8-AminoG,
and 8-Br-G, each replace 8OG in the binding site. For all the three alternative
substrates we assume the very same binding mode (syn) as observed for 80G. We
took the LRC-RA structure (R79outW setup, QM/MM optimized with the QM-B
region at the BLYP-D3/AMBER level), modified the 80G fragment to the desired
substrate and then re-optimzed the structure at the same QM/MM level. For a di-
rect comparison we made sure that the same set of atoms of the environment (QM
or MM) are relaxed during the QM/MM structure optimization.

According to the super-molecular approach, the interaction (/) between the
DNA (N) and the protein environment (P) can be determined as difference of
absolute energies of the total energy of the DNA-protein-complex and the absolute
fragment energies, both in case of the damaged DNA (80G) and also in case of
the alternative DNA substrate (S):

MNgocP = ENgoP — EnNgoe —  Ep
- (INSP = Exngp — Eng — EP) 1)
Ahp = EngoeP T+ Eng — ENgoe — Engp

The imnteraction energy difference Ahgp = Wagoop — Wasp states 1f or to what extent

the enzyme binds preferably to 80G vs. the alternative substrate (S= G, 8-Amino-
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Table SI-7: Composition of the QM region within the total DNA-protein system
(QM cutoff distance r, number of QM atoms, charge of the QM region, residues
within the QM region). Residues belonging to DNA, including the substrate S
(80G, G, 8-Amino-G, and 8-Br-G), are highlighted in red.

E

= E =
~ Z O QM residues (DNA residues in red)
4.0 175 -2 P1, E2, E5, 1174, S219, T220, V221,

Y224, S, water

52 235 -1 +Y175,R222, T223, water

6.2 294 -1 +P4,M76, G218, Q235

7.0 409 -2 +1L3,G172,G232,1L238, Y241, DG 293,
water

8.0 598 -2 +V6,R75,E77,N173, A213, G217,
V225, F234, R263, DA 291, water

9.0 794 -1 +1ILE 8, K59,R79, G172, F171, V176,
E178, 1210, A231, T233, water

10,0 953 -1 +E7,6T8,L74, G78, T209, LYS 215,
N226, H236, water

11.0 1115 -3 +H73,L163,D177, V214, E230, H237,
G242, H266, water

G, 8-Br-G). According to the definition above, a negative sign of Alyp means a
preferred binding of the 80OG lesion.

To determine the errors for limited QM sizes, the QM size is increased upon
convergence, starting from the central nucleotide 80G or S, respectively (the QM
cut-off distance refers to the position of the O8-C8-bond). The selection is based
on pdb residues, i.e. as soon as the distance to any atom of a nucleotide or amino
acid residue falls below the cut-off distance, the whole residue is treated within
the QM region. Tab. SI-7 shows the resulting composition of the QM region in
detail.

For the QM-only approach the environment beyond the cut-out at each QM
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size i1s completely neglected, while the QM/MM approach includes the further
environment as MM subsystem within an electrostatic QM/MM embedding (point
charges at the QM/MM border are shifted according to Refs. [11, 16]). The QM
description is based on the Hartree-Fock theory using an SVP basis set [18]. A
counterpoise correction [30] was performed for the basis set superposition error.
Dispersion correction (D3) according to Grimme et al. [31] was employed [30].
At this point we would also like to comment on Fig. 3b in the main part of the
manuscript. The fluctuations in the QM/MM energies from 6.2 to 8 Angstrom re-
sult from the fact that we include charged residues (both nucleic and amino acids).
The DNA-enzyme interface comprises a multitude of oppositely charged frag-
ments (negative phosphates from the DNA and positively charged amino acids, or
salt bridges from the repair enzyme). According to table SI-6, upon increasing
the radius from 7 to 8 A, we include many charged residues, namely R75, E77,
R263 and DA291 (O5’-adjacent base to 8OG). This change in the electrostatics is
expected to be dampened/compensated by the MM-charges in the QM/MM cal-
culations. However, in QM-only calculations this is not the case as there are no
MM-charges. One should also mention that G and 80G have dipoles in opposite
direction (see for example Banerjee et. al. Nature, 2005, 434, 612-8 for further
discussion) and therefore quite sensitive towards changes in electrostatic fluctua-

tions which are not shielded in the QM-calculations.
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SI-5.2 Investigation of individual residue contributions

The QM/MM data of the previous section indicates a total interaction energy pref-
erence of about 20 kcal/mol for MutM towards 8OG compared with G. The con-
vergence behavior of the total energy difference with QM size (see Fig. 3b in
main text) in combination with the data presented in Tab. SI-7 allows to find a
set of amino acids which could be influential for the discrimination. However,
assigning individual residue contributions is not possible from this data. We have
therefore performed a deeper analysis on the role of individual residues by per-

forming additional QM/MM calculations based on the Fig. SI-20.

Inp = Eio —EN —Ep total

— Iywvvp = Eong —Envg —Ep without nucleotide(L)
Ip = Ei —Ey —EionL +EnL contribution of L

— IL,P\Ri = Etot\Ri —Ey —E,; (L.R;) +EN\L without residue i (R,')
IL,Ri = FEio Lo\ L _Etot\R,- —|—E,O,\(L’ R) R; — L — contribution

,-:\:'/‘ii.':
NV GNP o N

Figure SI-20: Scheme for deriving the interaction contribution /; g, of a DNA
nucleotide L with the protein residue R;; N: DNA (blue); P: Protein (red); the
notation ’\’ means ’in absence of”.

2%

According to the illustrated approach, by selectively removing a pair of in-
teracting species, we can calculate the individual discrimination contributions of
those residues of MutM which are in vicinity (8 A) of the lesion within the bind-
ing pocket of the repair enzyme. Fig. SI-21 shows the details on the groups which

have been removed as well as the positions of saturating with hydrogen atoms.
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Figure SI-21: Structures of removed groups; Left: Nucleoside diphosphate with
damaged or intact nucleobase (N.-B.); Right: total amino acid residue (with amino
acid rest A.-R.); the dashed bonds are cut and saturated with hydrogen at the
neighboring groups.

In Tab. SI-8 we present the QM/MM interaction contributions of the affected
nucleotide diphosphate 2 with the closest 27 protein residues, for both cases of
damaged and intact base. A negative difference of the interaction contribution
indicates a preferred stabilization of the damage by the corresponding protein
residue R;. As the nucleoside diphosphate has a charge of -2, the Table shows
a strong repulsion for negatively charged residues (E) and a strong attraction for
positively charged residues (lysine, arginine) for both the 8-0xoG and G case.
However, in the difference contribution, the strong electrostatic pure monopole-
monopole contribution cancels out. Based on our analysis, presented in Tab. SI-8,
the amino acids P1, E5, Y175, S219 and T220 differentiate most in binding the
damaged vs. the intact DNA. The geometrical arrangement of the four residues
that strongest prefer the damage is shown in Fig. SI-22. The strong interacting
difference can be mainly attributed to different dipole-dipole interactions affected
by the carbonyl oxygen O8 and H7 atom of the damage. In particular a strong

hydrogen bond to the protein backbone in S219 can be influential in stabilizing

The phosphate group of the nucleic acid adjacent to the lesion is also included in the QM-
calculation. We used this approach to avoide any artifacts in the calculation which may arise by
introducing a QM-MM boundary by breaking the highly polar O-P bond
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the lesion inside the active site (18 kcal/mol, see Tab. SI-8).

Ser 219

/ Ser 219

Thr 220 Pro 1 Thr 220 Pro 1

80G

Figure SI-22: Structure cutout of residues P1, Y175, S219 and T220 and the
nucleotide of the damage 8-0x0G (left) and the intact base G (right), respectively.
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Table SI-8: Interaction contributions /; g, in kcal/mol of the damaged nucleoside
diphosphate (8-0x0G) or the intact nucleoside diphosphate (G), respectively, with
the nearest 27 protein residues R; and the difference of interaction contributions
(calculated at HF-D3/SVP/Amber level with a counterpoise correction for the re-
moved molecular groups). The differences arising from individual contributions
add up to -26.5 kcal/mol (i.e. in favor of 80G). Due to the many body effects, this
sum does not reproduce the total interaction energy difference of -20 kcal/mol
presented in the main text (see Fig. 3b).

Protein residue R; | 8-0x0G G Difference
P1 -74.1  -68.2 -5.9
E2 92.6 91.1 1.6
L3 -2.8 -2.5 -0.3
P4 -4.8 -3.6 -1.2
E5 67.1 59.4 7.8
V6 -3.6 -3.0 -0.6
K59 -103.5 -101.2 2.3
R75 -53.0 -52.6 -0.4
M76 -3.0 -3.1 0.1
R79 -46.1  -47.2 1.2
G172 -17.0 -164 -0.6
N173 -32.8  -32.6 -0.2
1174 -9.6 -8.0 -1.5
Y175 -11.2 -8.1 -3.1
A213 -0.5 -0.1 -0.4
G218 -3.7 -34 -0.3
S219 -12.3 5.9 -18.2
T220 -8.5 -4.8 -3.7
V221 -11.2 -12.1 0.9
R222 -63.3  -63.9 0.7
T223 -10.2  -10.0 -0.2
Y224 -5.2 -6.2 1.0
V225 35 3.9 -0.4
F234 -1.6 2.2 0.6
Q235 1.6 2.1 -0.5
L238 -3.6 -3.5 -0.1
Y241 248  -244 -0.4
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SI-5.3 Ribose-protonated pathway for other substrates

The results presented in Sect.SI-5.1 already favor the binding of 80G and 8-
Amino-G compared with the guanine (G) and 8-Br-G substrates. Our proposed
ribose-protonated mechanism is a priori nucleobase-invariant. We therefore de-
cided to check whether it is possible for MutM to carry out base-excision for G,
8-Amino-G, and the 8-Br-G substrate, in a similar fashion as it does for 8OG.
For this purpose we employed the structures already used to calculate the inter-
action energy differences and performed QM/MM geometry optimizations along
a ribose-protonated pathway. In analogy to the 80G-case, the first step involves
opening of the ribose ring followed by the nucleophilic attack of the N-terminal
Proline on C1’ of the substrate (—RA1, see Fig. SI-23). From this stage point
however, we decided to follow a somewhat different reaction coordinate before
cleaving the glycosidic bond. Since the substituents, Br and H, at the 8-position
of the 8-Br-G and G substrates, can not be formally protonated, we followed
a reaction path which involves a proton transfer from P1, via the catalytic wa-
ter molecule, to the N7 position of these alternative substrates. A similar ap-
proach/strategy was employed for the 8-Amino-G nucleobase. Once N7 is pro-
tonated (—RA2’, see Fig. SI-23), for all three substrates, we followed the reac-
tion coordinate which corresponds to the cleavage of the glycosidic bond. For
QM/MM geometry optimization, we have carried out restrained QM/MM geome-
try optimizations on minimum energy reaction paths at the BLYP-D3/Amber level
using the SVP basis set. Here we employed the QM-regions A and B. In order to
remain consistent with the previously discussed calculations, the region used for

relaxation during structure optimization was chosen to match the region used for
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the 80G lesion. The QM/MM relative energies are shown in Fig. SI-24.

The QM/MM relative energies presented in Fig. SI-24 (BLYP-D3/Amber val-
ues, QM-B region) indicate that the barrier for the ring-opening for all three sub-
strates is between 12-15 kcal/mol (for 80OG, we estimate a barrier of about 12
kcal/mol, see Fig. SI-15). For this step we do not observe any clear discrimination
with respect to the different substrates. For the second step, i.e., protonation of
N7, the highest point along the ribose-protonated excision pathway of 8-Amino-G
is about 15 kcal/mol above its corresponding LRC state. For the G and 8-Br-G
substrates on the other hand, the highest energy point is about 25 kcal/mol above
their corresponding LRC structure (Fig. SI-24). For all substrates, once N7 is pro-
tonated, the glycosidic cleavage can occur without any notable barrier (below 2
kcal/mol in all cases).

Overall, one may assign the 10 kcal/mol higher barrier required to protonate
the N7 position of the G and 8-Br-G nucleobases as an indication of the overall
inability of MutM to excise these lesions. One should point out that our reac-
tion profiles are all based on the assumption that the alternative substrates bind to
MutM in the syn mode. Of course, we can not rule out the possibility of differ-
ent binding modes for the investigated substrates. There are no x-ray structures
available for the binding mode of the 80G-analogues. In this work, therefore,
we contrain ourselves to compare the ribose-protonated pathway for the men-
tioned substrates under the very same condition (including binding-mode prefer-
ence). The trend observed in the ribose-protonated reaction profiles (Fig. SI-24)
provide a further explanation for the experimental data which we present in this
work. The QM/MM reaction profiles suggest that even if substrates such as G

and 8-Br-G manage to overcome the "discrimination barrier" encountered during
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the recognition and stabilization, still, there seems to be some indirect discrim-
ination along the repair pathway towards the final glycosidic cleavage step. It
is expected that such repair-discrimination, in combination with the much more
dominant stabilization-discrimination (discussed in detail in the previous section
and in the main text), allow MutM to avoid cleaving an undamaged G, which may
have found its way into the catalytic site of the enzyme.

o
Ez\(o
HoN E 0 HN E, o HoN HN
2
OH >/‘NH \f >//NH ﬁ >/——NH HzN‘<\ //NH
N o 0@ N>jo o N>—_2:O N /)\
_ _ — NT Ny
O OH OH ®
o NYN N_ N NC(NH OH ®
C_\/ A /=N
) & ; Pl 1
P o P P

LRC-RA RA1 >  RA2

SBI-Ngp

Figure SI-23: Scheme of a ribose-protonated pathway for the different 8OG-
analogues: 8-Amino-G, G, and 8-Br-G.
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Figure SI-24: The relative QM/MM energy (BLYP-D3/Amber, SVP basis set)
profiles along the ribose-protonated pathway for different substrates: (a) 8-
Amino-G, (b) G, and (c) 8-Br-G. Here the results of both QM-regions A and B
are presented.
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SI-6 MutM activity assay

SI-6.1 Cloning, protein expression and purification

The mutm gene (Lactococcus lactis subsp. cremoris SK11 gi: YP_808428.1) was
amplified by polymerase chain reaction using the High Fidelity AccuPrimePfx
polymerase (Invitrogen) and following primers: 5’-aatgccagagttaccagaagttgaaa-
3’ (forward) and 5’°-tccctttttgctgacagaatgggceaa-3” (reverse). The resulting prod-
uct was cloned into the entry vector pENTRY-IBA10 via the StarGate® method
(IBA, Gottingen). After verification of the correct sequence the entry vector was
mixed with the acceptor vector pPSG-IBA3 to obtain the desired destination vec-
tor pPSG-IBA3-mutm (C-terminal Strep-tagll). The plasmid was transformed into
BL21(DE3) cells (Invitrogen) and cells were grown in LB media at 37 °C until
they reached an ODgoo of 0.8. After induction with IPTG (1 mM) and addition
of ZnCl, (10 uM) the incubation was continued for 4 h at 30 °C. Cells were har-
vested by centrifugation and resuspended in Strep buffer (100 mM Tris-HCI pH
8.0, 150 mM NaCl, 1 mM EDTA) with Complete protease inhibitor mix (Roche,
Mannheim). Cells were lysed by French press, and cell debris was removed by
centrifugation. The lysate was loaded onto the Strep-Tactin column proceeding
according to the manufacturers protocol (IBA). MutM containing fractions deter-
mined by SDS-PAGE analysis were pooled and loaded onto a Source S15 column
(GE, Munich) equilibrated with Source S buffer (100 mM Tris-HCI pH 7.6, 50
mM NaCl, 1 mM EDTA, 5 mM EDTA, 5% Glycerin). The protein was eluted by
linear gradient in Source S buffer containing 800 mM NaCl and the peak fractions
containing MutM were pooled. Excess salt was removed by repeated concen-

tration and dilution in Source S buffer. The protein was concentrated to 12 mg
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ml~!, shock frozen in liquid nitrogen and stored at -80 °C. The correct mass of

the protein was confirmed by MALDI-TOF analysis.

SI-6.2 Activity assays with MutM

First a fluorescent labeled 14-mer counterstrand (Metabion, Germany) was an-
nealed to the unlabeled 14-mer template DNA strand, either undamaged or con-
taining the appropriate lesion in the middle of the strand (see Tab.SI-9. To perform
the activity assay MutM (3.2 uM) and modified double stranded DNA (40 uM)
were mixed in Source S buffer to a final volume of 10 uL. After incubation for 30
min at 30° C, loading buffer (2 uL) was added and the reaction was analyzed on
a 20% denaturing gel and visualized by a LAS-3000 imaging system.

ODN 4 is an undamaged reference double strand and was also used as size
standard of 14 bases. ODN 5 is a single stranded size standard of 6 bases. Ac-
tivity of MutM would result in an excision of the base leading to a 6 mer. In the
denaturing gels only the fluorescence labeled strand is detected. MutM is only ac-
tive against double stranded DNA therefore only double strands were used. ODN
1 contains the 8-0x0-dG lesion in the middle of the duplex while ODN 2, and 3

contain an 8-Br-dG, or 8-NH;-dG at the same position.
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Table SI-9: Table 1: Depiction of the used oligonucleotides for the activity assay.

ODN Sequence
1 5Fluo- CTCTTT 80G TTTCTCG-3
3’- GAGAAA C AAAGAGC-5
2 5Fluo- CTCTTT 8Br-G TTTCTCG-3
3’- GAGAAA C AAAGAGC-5
3 5Fluo- CTCTTTS8NH,-G TTTCTCG-3
3’- GAGAAA C AAAGAGC-5
4 5Fluo- CTCTTT G TTTCTCG-3
3’- GAGAAA C AAAGAGC-5

5 5’-Pho CTCTTT Fluo-3
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SI-7 Crystal structure of the carbocyclic 8OG -MutM
complex

As already mentioned in the main text, in order to gain deeper insight into the
exact arrangements of the important residues E2 and E5 relative to the lesion we
solved a crystal structure of MutM in complex with 80G containing DNA. The
today available structures were obtained with a mutant version of MutM in which
the critical E2 residue was replaced by a glutamine to generate a catalytically in-
competent version [1]. In order to study the interaction of the lesion with the wild
type enzyme we prepared a carbocyclic analogue of 80G (c80G), incorporated
this building block as a phosphoramidite into a double stranded oligonucleotide
and crystallized this duplex with wild type MutM.

MutM from L. cremoris and B. stearothermophilus share a sequence iden-
tity and similarity of 42%, and 61% (root mean square deviation superposition
1.25 A), respectively, with the residues lining the active site and forming the 80G
capping loop (OCL) site conserved (Fig. SI-20). In the asymmetric unit of the
crystal two protein molecules are bound to one DNA double strand, with one pro-
tein molecule interacting with the lesion. No significant difference between the
two protein molecules can be observed and they superimpose with an root mean
square deviation of 0.38 A. The c80G is flipped out from the DNA strand and 99°
rotated, which is more than half way between anti- and syn-conformations, into
the active site of MutM (Fig. SI-27 and Fig. SI-21). Although in the B. staerother-
mophilus E2Q complex 80OG is fully rotated into syn conformation, yet the active
site residues are in structurally equivalent positions (Fig. 4a). However in the E2Q

mutant N¢2 of Q2 forms a hydrogen bond with O8 of the lesion, which would not
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be a favourable interaction with the E2 carboxy group in the wild type. The OCL
is flexible and not defined in the electron density. It was previously observed that
the OCL can be either flexible or closed [2]. Nevertheless, closure of the OCL
is possible with the Watson-Crick face of the c8OG, forming H-bonds with the
loop’s main chain atoms (Fig. SI-21). It was postulated that the OCL couples

lesion recognition to catalysis since mutation of the OCL completely abolishes

enzyme activity [1].

Figure SI-25: Structure of the L. cremoris MutM in binding c8OG-containing
DNA. a, Simulated annealing Fo-DFc omit electron density of c80G contoured
at 30 in the active site of wild type MutM. b, Superposition of the L. cremoris
MutM-c80G and B. stearothermophilus MutM E2Q mutant 80G complexes. In
the L. cremoris MutM-c80G complex (golden) c80G (orange) is rotated by 99°
taking up a position halfway between the anti- and syn- conformations. In the
B. stearothermophilus MutM E2Q mutant and cross-linked 80G complex (PDB
code 1R2Y, grey), the 80G is in th syn-conformation. Carbon atoms of the B.
stearothermophilus MutM are coloured grey and L. cremoris MutM-c80G in
golden, with ¢c8OG highlighted in orange.
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SI-7.1 Co-crystallization, Data Collection, and Structure De-

termination

The DNA was desalted with Sep-Pak® columns, lyophilized and then diluted and
hybridized in a 1:1 molar ratio in Source S buffer. All complexes were crystal-
lized by the 1:1 hanging drop vapour diffusion method. Prior to crystallization
Protein (12.0 mg ml~') and DNA were mixed in a 1:1.3 molar ratio respectively
and incubated 30 min at 4°C. The samples were subsequently centrifuged to re-
move impurities. Crystals were obtained from solutions containing 100 mM Tris
pH 7.5, 2 mM spermidime, 1 mM TCEP, 10 uM ZnCl,, 90 mM LiSO, and 18%
PEG. Crystals appeared after three weeks at 18 °C and were cryoprotected with
ethylenglycol prior to flash freezing and storing in liquid nitrogen for data collec-
tion.

Data were collected at the synchrotron beamline PXI (Swiss Light Source
(SLS), Villigen, Switzerland) and were processed with XDS [32]. Resolution cut-
off were chosen using the correlation coefficient of random half-data sets (1/2 CC)
of about 50% [33-35]. Crystals of MutM in complex with ¢c8OG containing DNA
belong to the orthorhombic space group P2;2;2; and were processed to about 2.3
A spacing. The structure was solved by molecular replacement (PHASER [36])
using the coordinates of the protein in complex with DNA (PDB code 1XC8 [2]),
sharing 97.5 % sequence identity as search model. In order to avoid model bias,
the region around the lesion was deleted, the temperature factors were reset and
simulated annealing (PHENIX [37]) was carried out prior to manual model build-
ing with COOT [38]. Refinement was carried out in REFMACS [39]. Electron

density the lesion was clearly visible visible in the A - weighted 2Fo-DFc¢ and
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Fo-DFc unbiased maps already after the first round of refinement. Restraints for
c80G were generated using PRODRG [40]. TLS-analysis was carried out with the
TLSMD server[41] and TLS groups chosen accordingly. The model shows excel-
lent geometry and no Ramachandran outliers [42]. For data collection, process-
ing and refinement statistics see Tab. SI-10. Structural superpositions were done
with SSM [43] using the protein main chain atoms as reference frame. Structural
figures were prepared with PyMOL (Delano Scientific). The coordinates were

deposited in the PDB at http://www.ebi.ac.uk/pdbe/. (PDB code: 4CIS)
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Figure SI-26: Sequence alignment of L. lactis cremoris (gi: YP 808428.1)
and B. stearothermophilus MutM (PDB code 1R2Y). Highlighted in orange
residues of the 80G capping loop (OCL). Blue dots mark residues included in
the QM/MM calculations. (QM-region A: residues P1, E2 and ES5; QM-region
B: dark blue dots; QM-region C 3: dark and light blue dots. The sequences
were aligned using ClustalX[44] and the alignment was annotated with ESPript
(http://espript.ibcp.fr/ESPript/ESPript/)
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Figure SI-27: Superposition of the L. cremoris MutM-c80G, cFaPyG and B.
stearothermophilus MutM E2Q mutant 80G complexes. A) In the L. cremoris
MutM-c80G complex (golden) c80G (orange) is rotated by 99° taking up a po-
sition halfway between the anti- and syn- conformations. In the B. stearother-
mophilus, MutM E2Q mutant- cross-linked 80G complex (PDB code 1R2Y, grey)
the 80G is in the syn-conformation. B) The OCL (residues 218-224) in the
cFaPydG complex is closed and partially disordered in the c§OG complex. How-
ever c80G could form hydrogen bonds with the main chain atoms of the closed
OCL as in the cFaPyG complex. A water molecule in the active site of the c§OG
(red sphere) and cFaPyG (black sphere) complex in H-bond distance to E5 and E2,
respectively. Carbon atoms of the B. stearothermophilus MutM are coloured grey,
L. cremoris MutM-c80G in golden and cFaPyG blue, with ¢c8OG highlighted in
orange.
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E5
E P1 c80G

Figure SI-28: Interaction between ¢c80OG and the modeled closed OCL loop. The
loop (blue) was taken from the L. cremoris MutM in complex with cFapyG (PDB
code 1XC8).
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Table SI-10: Data processing and structure refinement statistics. Values in paren-
theses correspond to the highest resolution shell.

Wavelength (A)
Resolution range (A)
Space group

Unit cell (A)

o, B,v(°)

Total reflections

Unique reflections
Multiplicity

Completeness (%)

Mean I/sigma(l)

Wilson B-factor

R-merge

R-meas

CC1/2

CC*

R-work

R-free

Number of non-hydrogen atoms
Macromolecules

Ligands

Water

Protein residues
RMS(bonds)

RMS(angles)
Ramachandran favored (%)
Ramachandran outliers (%)
Average B-factor
Macromolecules

Ligands

Solvent

1.076
40.93 - 2.05 (2.12 - 2.05)
P2,2,2;

43.06 112.69 132.88
90 90 90

244,088 (18,628)
41,439 (3,993)

5.9 (4.7)

99.9 (99.3)

10.73 (1.50)

28.86

0.146 (1.185)

0.16

0.996 (0.498)

0.999 (0.815)

0.214 (0.309)

0.239 (0.317)

5001

4835

31

135

560

0.017

1.8

98

0

30.1

30.3

27.6

23.9
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Abstract: Analogues of the natural product duocarmycin
bearing an indole moiety were shown to bind aldehyde
dehydrogenase 1A1 (ALDHI1AI) in addition to DNA, while
derivatives without the indole solely addressed the ALDHIAI
protein. The molecular mechanism of selective ALDHIAI
inhibition by duocarmycin analogues was unraveled through
cocrystallization, mutational studies, and molecular dynamics
simulations. The structure of the complex shows the compound
embedded in a hydrophobic pocket, where it is stabilized by
several crucial wt-stacking and van der Waals interactions. This
binding mode positions the cyclopropyl electrophile for
nucleophilic attack by the noncatalytic residue Cys302, thereby
resulting in covalent attachment, steric occlusion of the active
site, and inhibition of catalysis. The selectivity of duocarmycin
analogues for ALDHIALI is unique, since only minor alter-
ations in the sequence of closely related protein isoforms
restrict compound accessibility.

Since their discovery in the 1970s, duocarmycin natural
products such as (+)-CC-1065 and Duocarmycin SA have
attracted much attention owing to their promising anticancer
activity (Figure 1A).["! The duocarmycin mode of action is
based on its characteristic curved indole structure and
a spirocyclopropylcyclohexadienone electrophile.? This
alkylating moiety exists in conjugation with a vinylogous
amide that tames its intrinsic reactivity. Duocarmycins are
thus remarkably unreactive in solution.’) Shape-selective
recognition by the narrow AT-rich minor groove of DNA
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Figure 1. A) Structures of (+)-CC-106, Duocarmycin SA, and seco
drugs 1 and 2. B) Conversion of seco drug 2 into the active molecule
via Winstein cyclization. C) Nucleophilic attack at the cyclopropyl ring
of Duocarmycin SA by DNA or protein (Nuc=Adenine N3 in DNA or
Cys in ALDHTAT).

induces a conformational change that results in activation of
the cyclopropyl moiety for nucleophilic attack by the
3 adenine N3 atom (Figure 1C).>*l Because of this unique
target-based activation mechanism, duocarmycins were
believed to solely address DNA; however, this notion was
challenged when activity-based protein profiling (ABPP)
with a duocarmycin-derived prodrug probe (seco drug 1,
Figure 1A) in A459 lung cancer cells revealed aldehyde
dehydrogenase 1A1 as an additional target.”! Moreover,
cytotoxic derivatives lacking the DNA-binding unit have
been discovered™®! that do not exhibit pronounced in situ or
in vitro DNA interaction. The affinity for ALDH1A1 was
increased, for example, with seco drug2 (Figure 1A), and
imaging studies confirmed cytosolic localization without
pronounced nuclear staining.™™ Several independent RNA
interference (RNAI) studies showed an important role for
ALDHI1AL1 in cancer cell proliferation.™’l However, the
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exact function of ALDH1A1 in human biology is still not fully
understood and tools to specifically manipulate its activity in
the presence of related ALDH isoforms are needed.”™ Recent
progress on the development of isoform-specific inhibitors
in vitro has revealed some promising candidates. However,
their selectivity in the context of the whole proteome has not
yet been investigated.”” Up to now, no structural data on the
binding of seco drug 2 to ALDH1A1 were available and the
proposed specific interaction between this protein and
a molecule known to bind DNA was questioned.!"”)

Since duocarmycin analogues are currently explored as
drug-antibody conjugates (ADCs) a precise characterization
of all possible target interactions would be desirable.!"
Herein, we reveal by high-resolution X-ray cocrystal struc-
tures of human and sheep ALDHI1A1, a perfectly shaped
pocket in the active site that precisely interacts with seco
drug 2. Noncatalytic Cys302 covalently traps the compound
and several aromatic amino acids engage in crucial inter-
actions through van der Waals forces and n-stacking. The
functional role of these residues was analyzed through
mutational, kinetic, and computational studies.

The potency and DNA-binding ability of seco drug 2 were
evaluated prior to crystallization through MTT cell toxicity
and MS-based DNA interaction assays. Seco drug 2 effec-
tively killed AS549 cells with a half-maximal inhibitory
concentration (IC,;) of 28 nm (Figure S1 in the Supporting
Information). In contrast to seco drug 1 and duocarmycin SA,
both of which covalently modify AT-rich double-stranded
DNA, seco drug2 showed no such modification, thus
suggesting a DNA-independent mode of action (Fig-
ure $2)."” Since ALDH1AL1 is a confirmed protein target
with an important role in cell proliferation, we investigated
this binding in greater detail. Recombinant ALDH1A1 from
sheep!™ and human® were cocrystallized with seco drug 2
(after Winstein cyclization, Figure 1B) in different crystal
forms and the X-ray structures were determined to 1.8 and
2.1 A resolution, respectively (Table S1 in the Supporting
Information). The electron density maps of the compounds
reveal binding in the preformed hydrophobic substrate-
binding pocket next to the NAD" cofactor without the
introduction of conformational changes (Figure2 and Fig-
ure S3). The apo and holo forms of the enzymes superimpose
with an RMSD of 0.4 A in both sheep and human structures
(Figure S4). The flexible alkyl chain of seco drug2 points
towards the entrance of the active-site pocket and its
definition by the electron density varies in the different
structures (Figure S5). This is in agreement with inhibition
results for indole-bearing duocarmycin analogues (seco
drug 1) that need extra space in this region to accommodate
their bulkier substituent.>®! In fact, modeling shows that
duocarmycin SA could fit into the channel without the
induction of steric clashes (Figure S6). Surprisingly, in both
crystal structures the electrophilic cyclopropyl moiety of seco
drug 2 did not alkylate the nucleophilic active-site Cys303
(numbering according to the human structure®) but solely
the neighboring noncatalytic Cys302.'! The covalent bond
positions the adjacent tricyclic aromatic ring system in a tight-
fitting hydrophobic binding pocket that stabilizes the ligand
through interactions involving Phe 171, Trp178 and Tyr297
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Figure 2. X-ray crystal structure of seco drug 2 bound to human
ALDH1AT (PDB ID: 5AC2, this work). A) Overall structure of the
complex, showing ALDH1A1 as a surface and the seco drug and

NAD™ cofactor as blue and green stick models, respectively. B) Close-
up view of the hydrophobic catalytic pocket, with seco drug 2 bound to
Cys302. C) Simulated-annealing F,-F, difference omit electron density
map of seco drug 2 and Cys302 contoured at 2.50. D) Structural
superposition of the active sites of apo ALDH1AT1 (light blue, PDB ID:
4W)9) and in complex with seco drug 2 (dark blue).

(Figure 2B). In line with the high sequence identity between
the human and sheep enzymes (92 % sequence identity, 97 %
sequence similarity; Figure S7) the two structures can be
superimposed with an RMSD of 0.4 A.

Based on this binding mode, we next analyzed the impact
of exposed amino acids on interaction with the ligand. Owing
to the high overall structural similarity, we performed all
biochemical studies with the human enzyme and independ-
ently confirmed the results by MD calculations!"” with the
sheep enzyme. We first evaluated the extent of covalent
alkylation by using intact protein mass spectrometry (MS)
and gel-based fluorescent labeling with an alkyne probe
version of seco drug 2.1 Addition of seco drug 2 or the probe
(10-fold excess) at pH 7.4 resulted in ALDH1A1 alkylation
after more than 2 h incubation (Figure S8), thus demonstrat-
ing more-efficient binding compared to duocarmycin SA
(Figure S6). MS/MS sequencing with the seco drug 2 probe
confirmed the crystallographic results, with only Cys302 being
modified (Figure S9). Even slightly higher pH values (8.0-8.5)
were associated with the detection of additional modification
sites, including Cys456 and Cys464, as we reported earlier.”!
This assignment can be explained by the elevated nucleophi-
licity of cysteine thiols at the given pH values, which may
reflect nonphysiological conditions. Previous mutational
studies with ALDH1A1 had highlighted only Cys303 as
essential for catalysis and clearly showed that the neighboring
Cys302 is dispensable.!"*!
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It is thus likely that the binding of seco drug 2 to Cys302
obstructs the active site and thereby prevents substrate access
and turnover. Unexpectedly, ALDHI1A1 Cys302Ala or
Cys302Ser mutants were still inhibited by seco drug2 (Fig-
ure 3A). MS/MS sequencing of both compound-treated
mutant enzymes revealed exclusive alkylation of the neigh-
boring active-site Cys303, thus suggesting that once the
preferred nucleophile is eliminated, this proximal residue
can substitute in the alkylation (Figure 3B).

To obtain a more quantitative measure of the binding
kinetics, we determined K; and ki, values according to the
method of Kitz and Wilson for covalent inhibitors."® The K,
values for the mutants were up to 10 times higher than those
for the wild type, thus suggesting reduced affinity, especially
in case of the Ser substitution (Figure S10). The binding
preferences of seco drug 2 for either Cys302 or Cys303 were
independently validated by molecular dynamics (MD) simu-
lations, which confirmed Cys302 as the favored binding site
owing to a stable interaction with the cyclopropyl moiety
(Figure 3C). However, Cys303 is within reach of the cyclo-
propyl moiety and could thus easily bind in the mutants upon
slight movement of Trp 178, as observed in a previous drug—
protein cocrystal structure by Hurley et al. (PDB ID: 4X4L;
Figure S$11).**In line with experimental data, the calculations
further revealed that the Cys302Ala mutant provides better
accessibility to Cys303 compared to the bulkier Cys302Ser
mutant (Figure $12).

With a mechanistic appreciation of the alkylation reac-
tion, we next focused on the hydrophobic pocket and its
interactions with the ligand. The structures revealed several
aromatic amino acid residues that stabilize the molecule by
van der Waals forces and n-stacking (Figure 2B). To analyze
their role in seco drug 2 binding, Phe 171, Trp 178, and Tyr297
were individually exchanged for Ala and the corresponding
mutant proteins were tested for compound inhibition. While
the ki values were comparable to wild type and thus
indicative of similar covalent enzyme inactivation rates, the K
values were significantly elevated (up to 17-fold) in the
mutant proteins, thus suggesting a reduction in stabilizing
interactions (Figure 4 A). MD calculations confirmed this
hypothesis and revealed m-stacking and van der Waals
interactions with Trp178, as well as just van der Waals
interactions with Phe171 and Tyr297 (Figure 4B and Fig-
ure $13).1! Interestingly, Tyr297 showed strong and stable
van der Waals interactions with the whole aliphatic chain of
seco drug2 (Figure 4B and Figure S14) during all MD
simulations. Compared to Trp178 and Phe171, there are
more atoms of Tyr297 within reach of seco drug2, thus
highlighting this residue as the most important interaction
partner (Figure 4 B). Additional van der Waals interactions
with Leu174, Ile 304, and Val460 were also observed (Fig-
ure S13).

The unique fit into this n-stacking network, as well as the
shape, accessibility, and polarity of the corresponding binding
pocket, provide an explanation for the previously observed
proteome selectivity for ALDH1A1.>®! Interestingly, even
the closely related ALDH isoforms ALDH1A2, ALDHI1A3,
and ALDH?2 (all about 70% sequence identity) were not or
only slightly inhibited (ALDH1A2) by seco drug 2. This is
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Figure 3. A) Propionaldehyde-based activity assay with wild type (WT)
enzyme and the binding-site mutants Cys302Ala and Cys302Ser.
Residual activity was measured relative to the uninhibited enzyme
activity (shown in %) after 5 h of incubation with a 50-fold excess of
seco drug 2 (mean+ /—SD, n=3). B) LC-MS/MS binding-site identifi-
cation in human ALDH1A1 for Cys302Ser and Cys302Ala mutants with
a probe version of seco drug 2. Displayed are fragmented peptides (y
and b ions) identified by MS/MS sequencing. The modified cysteine
residues are indicated by C* (highlighted in red). C) Distance of the
sulfur atoms of Cys302 and Cys303 to the cyclopropyl moiety of seco
drug 2 from MD calculations. Cys302 is always closer to the cyclo-
propyl moiety than Cys303, which supports the selectivity of seco
drug 2 for Cys302.

likely due to steric clashes, for example, as a result of the
substitution of Ile 304 (ALDH1A1) by Thr (ALDH1A2/3) or
of Gly458/His293 (ALDH1Al) by Asp458/Phe293
(ALDH2) (Figure 4C-E). Duocarmycin analogues are thus
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Figure 4. A) Determination of K; and k;,, values according the method
of Kitz and Wilson for WT ALDH1A1 and mutants where the interact-
ing residues for seco drug 2 (Phe171Ala, Trp178Ala, and Tyr297Ala)
were mutated to alanine. B) Average number of Phe 171, Trp178, and
Tyr297 atoms interacting with seco drug 2 at the indicated distances
(according to MD calculations). C) Propionaldehyde-based activity
assay with related human isoforms ALDH1A2, ALDH1A3, and ALDH2.
Residual activity was measured after 5 h of incubation with a 50-fold
excess of seco drug 2. D) Active site of human ALDH1A1 with seco
drug 2 (blue, PDB ID: 5AC2, this work) and the apo structure of
ALDH1A2 (orange, PDB ID: 1B19). E) Active site of human ALDH1A]1
with seco drug 2 (blue, PDB ID: 5AC2, this work) and the apo
structure of ALDH2 (gray, PDB ID: 3N80).

important tools for analyzing the role of ALDH1AI in cancer
cells and stem-cell development. In fact, such tools are
urgently needed since commercially available ALDH1A1
inhibitors like diethylaminobenzaldehyde and disulfiram are
known to be unselective and also bind ALDH2."! Recent
efforts in broad inhibitor screening combined with rational
design have provided attractive starting points for more
isoform-specific inhibitors. Among these are reversible bind-
ers, which have been shown by structural studies to address
the hydrophobic pocket through a different binding mode to
that of seco drug 2.°*' In contrast to seco drug2, their
inhibitory effect and specificity for ALDH1A1 is based on an
extension into a cavity next to the entrance to the binding
pocket (Figure S15). Although these molecules exhibit a pref-
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erence for ALDH1A1 compared to other ALDH isoforms,
their proteome-wide selectivity has not yet been evaluated.

In summary, this study elucidates the basis for the
selective interaction between a duocarmycin analogue and
ALDHI1AI1. A suite of structural, biochemical, kinetic, and
computational methods revealed binding to a hydrophobic
pocket, stabilization through van der Waals interactions and
m-stacking, and covalent attachment to a cysteine residue
directly adjacent to the catalytic residue. This mechanism is
unique to ALDH1A1, and even closely related ALDH
isoforms are not capable of binding to seco drug 2 owing to
steric restrictions at their entrance channel and the catalytic
site. The discovery of this unprecedented binding mode is thus
not only of upmost importance for drug development, for
example, to enable adjustment of the compound design to be
exclusively DNA or ALDH1AT1 specific (see the Supporting
Information), but also provides the first tool for a focused
study of ALDHIA1 function in whole proteomes. In
addition, future studies will address the question of whether
there are noncovalent binders of seco drug2 that could
contribute to the mode of action.
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Figure S1. Fit of the viability V (MTT assay) for different concentrations (c) of seco drug 2 (ICg =
28 nM with a 95% confidential interval of 12-61 nM).
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Figure S2. DNA-alkylation by seco drug 1, seco drug 2 and duocarmycin SA. The dsDNA was
incubated with 25 fold excess duocarmycin SA, seco drug 1 or seco drug 2 for 24 h at 25 °C, followed
by mass determination using matrix-assisted laser desorption ionization (MALDI).[" A) DNA with AT-
rich sequence (ds-9). DNA-alkylation can be observed for seco drug 1 and duocarmycin SA. For seco

drug 2 no DNA-alkylation is detected. B) AT-deficient control dsDNA. No alkylation can be observed.
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Figure S3. A) Stereo view of the binding pocket of sheep ALDH1A1, in complex with seco drug 2
(green) and the superimposed apo structure (white). B) Surface representation of the binding pocket
of sheep ALDH1A1 with bound seco drug 2. The surface of the binding pocket is shown as mesh, with
the charge distribution indicated by coloring (red = negative, blue = positive). C) Simulated annealing
Fo-DFc omit electron density map of seco drug 2 bound to Cys301 of sheep ALDH1A1, contoured at
2.5¢, in the two different crystal forms (PDB codes 5AC1 (P2:2,2) and 5AC2 (C2,)).
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Figure S4. A) Structural superposition of the apo crystal structures of sheep (grey, this work, PDB
code 5ABM) and human ALDH1A1 (blue, PDB code 4WJ9). B) Comparison of seco drug 2 bound to
human ALDH1A1 (blue, PDB code 5AC2) and sheep ALDH1A1 (green, PDB code 5ACO0/5AC1).
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Figure S5. A) Comparison of seco drug 2 bound to the sheep ALDH1A1 monomers in the asymmetric

unit of the crystal in the space group C2, (4 molecules, green/cyan, PDB code 5ACO) and P2,2,2 (2
molecules, red, PDB code 5AC1). B) Seco drug 2 bound to human ALDH1A1 (P44, one molecule,
PDB code 5AC2).
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Figure S6. Model of duocarmycin SA bound to Cys302 (A) and seco drug 1 (B) bound to Cys 302 in
the active site pocket of human ALDH1A1. C) Confirmation of alkylation and binding of duocarmycin
SA to wild type hALDH1A1 by ESI-LC-MS. hALDH1A1 was incubated with 25 fold excess of

duocarmycin SA for 3 h at 30 °C.
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Figure S8. hALDH1A1 alkylation by seco drug 2. A) Time course of ALDH1A1 alkylation by relative

quantification by intact protein MS after addition of 10 fold excess of seco drug 2 to human wild type

ALDH1A1. B) In-gel fluorescent labeling of human wild type ALDH1A1 by click chemistry after addition

of a 10 fold excess of seco drug 2 probe at pH 7.4 and incubation of 2.5 h.
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Figure $10. Determination of K; and ks according the method of Kitz and Wilson! for the ALDH1A1
binding site mutants Cys302Ala and Cys302Ser.
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Figure S11. Model for seco drug 2 binding to Cys303. Shift of Trp178 in the hALDH1A1 structure in
complex with the CMO037 inhibitor (light blue, PDB code 4X4L).[4] This shift would allow seco drug 2

(dark blue) to move (orange) into proximity to Cys303.
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Figure S12. Structural analysis of the Cys302Ala and Cys320Ser interaction with seco drug 2 by FF-
MD. A) Distance of the Cg atom of Cys302 and sulfur atom of Cys303 to the cyclopropyl moiety of
seco drug 2 from MD simulations. Cys303 is closer to the cyclopropyl moiety than Ala302 and shows
strong and permanent interaction. B) Distance of the oxygen side chain atom of Ser302 and sulfur

atom of Cys303 to the cyclopropyl moiety of seco drug 2 from MD simulations. Cys303 shows multiple

interactions with the cyclopropyl moiety.
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Figure S$13. A) Definition of the plotted distance between the specified atoms for the interaction of
Phe171, Trp178, Tyr297, lle304, Met175, Leu174 and Val460 with seco drug 2. B) In 50% of MD
simulations Phe171 shows very stable interaction with the cyclopropyl moiety of seco drug 2. C)
Distances between Trp178 and seco drug 2 for a representative MD simulation. D) The interaction of
Tyr297 with seco drug 2 out of one representative MD simulation. Tyr297 interacts with all atoms of
the aliphatic chain of seco drug 2. This is shown for the distances between tyrosine atoms C.1 and
Cs1 and the carbon atoms of the aliphatic chain of seco drug 2. E) Distances between lle304 and seco
drug 2 for a representative MD simulation. F) Distances between Met175 and seco drug 2 for a
representative MD simulation. G) Distances between Leu174 and seco drug 2 for a representative MD
simulation. H) Distances between Val460 and seco drug 2 for a representative MD simulation. I)
Average number of Leu174, Met175, 1le304 and Val460 atoms interacting with seco drug 2 at the

indicated distances (MD calculations).
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Figure $15. Comparison of hALDH1A1 inhibitors bound in the active site pocket. The inhibitors are
bound at the entrance of the active side. Seco drug 2 is covalently bound to Cys302 located in the
inner pocket. A) CM026 (PDB code 4WP7), B) CM037 (PDB code 4X4L), C) CM053 (PDB code
4WPN) and D) seco drug 2 (this work, PDB code 5AC2).
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Sl Table 2. Primers for site directed mutagenesis of hALDH1A1.

Name Primer Sequence (5’ to 3’)

C301A forw gga tgc ggc tat aca agc ctg gcc ctg gtg gta g

C301A rev cta cca cca ggg cca ggc ttg tat agc cgc atc ¢

C301S forw gcg gct ata caa ctc tgg ccc tgg tgg

C301S rev cca cca ggg cca gag ttg tat agc cgc

F170A forw gca taa cca acg ggg cat tcc aag gaa tga ttt ggc cac ata
F170A rev tat gtg gcc aaa tca ttc ctt gga atg ccc cgt tgg tta tgc
WAIT7TA forw cag gcc cta tct tcg caa tga gca taa cca acg gga aat t
WAIT7TA rev aat ttc ccg ttg gtt atg ctc att gcg aag ata ggg cct g
Y296A forw cac tgg ccc tgg tgg gcg aat acc cca tgg tg

Y296A rev cac cat ggg gta ttc gcc cac cag ggc cag tg

S| Table 3. Peptides identified by mass spectrometry containing modified cysteine residues C*

(highlighted in red). The table shows the fragment ion mass (MH"), the fragment ion charge (z), the

mass error, the minimal reached p value (PEP) and the score value.

ALDH1A1 Peptide MH"* z Mass error [ppm] PEP Score
WT HQGQCACIAASRIF  1432.7 3 -0.31 1E-04 58
C301S HQGQSCMNAASRIF  1416.7 3 0.52 9E-08 64
C301A HQGQACMAASRIF  1400.7 3 1.3 4E-37 103
14
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Sl Table 4. Overview of performed MD-simulations.

system total time [ns] number of simulations
WT 720 13

C302A 550 8

C302s 550 8

Sl Table 5. Base sequences of the four single stranded (ss) DNA oligonuclectides used in the present

study.

Name Base Sequence (5’ to 3’)
ss-9 cgg ctt ata tga ccg

ss-9rc cgg tca tat aag ccg

ss-10 tgg ctg cga gca cct
ss-10rc agg tgc tcg cag cca

15
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3. Experimental Procedures

3.1 Cloning, expression and purification of ALDH1A1

A codon optimized sequence (GeneArt) of the sheep ALDH1A1 (sALDH1A1) was
cloned in frame with a sequence coding for an N-terminal Streptacin-affinity and
Tabacco Etch Virus (TEV) protease cleavage site into pPKM-RQ using the Gateway

system (Gateway®, life technologies).

Point mutations were introduced in hALDH1A1 using Quick Change Mutagenesis
(QuikChange I, Agilent Technologies) using the oligonucleotides listed in S| Table 2.

For expression, sALDH1A1-pDESTO007 was transformed into Escherichia coli BL21
(DE3) and cells grown in LB medium supplemented with 100 ug/ml Ampicillin at
37 °C until an ODgge of 0.6 was reached. Expression was induced by adding
anhydrotetracyclin to a final concentration of 432 nM and the culture was incubated
for 12h at 18 °C. Cells were lysed by sonication and the protein purified by
Streptactin-affinity (StrepTrapTM HP 5 mL, Qiagen). After removal of the Strep-tag
using TEV protease, the enzyme was subject to size exclusion chromatography
(HiLoad 16/60 Superdex 200 prep grade, GE healthcare), concentrated in 50 mM
Tris-HCI pH 7.5, 10% glycerin and stored at -80 °C. hALDH1A1 was expressed and

purified as previously described.”

3.2 Crystallization, data collection and structure determination

Freshly purified sALDH1A1 was concentrated to 9-10 mg/mL in HEPES (10 mM,
pH7), 1 mM NAD and 5mM DTT (protein crystallization buffer 1) and crystallized
using 100 mM Bis-Tris, pH 6.0, 4.5-7% PEG5000 and 150-225 mM MgCl, at 4°C.

Crystals typically appeared after 10-14 days.
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For co-crystallization of sheep and human ALDH1A1 with seco drug 2, 570.7 uL seco
drug 2 (154.5 uM) in Tris-HCI 50 mM, pH 8.5 were pre-incubated for 2 h at 30°C and
300 rpm. Afterwards the pH was adjusted to 7.4, 864 yL ALDH1A1 (28 uM) were
added and the reaction mixture of ALDH1A1 and activated seco drug 2 was
incubated at 4 °C for 3 d. Binding of seco drug 2 was confirmed by intact protein
mass spectrometric analysis using an LTQ-FT-ICR. Crystallization of sALDH1A1 in
complex with seco drug 2 was accomplished as described above for the apo
enzyme. hALDH1A1 in complex with seco drug 2 was concentrated to 4 mg/mL and
crystallized in 100 mM sodium Bis-Tris, pH 6.5, 8-12% PEG3350, 200 mM NaCl, and
5-10 mM YbCls at 25 °C overnight.

Diffraction data were collected at the synchrotron beam lines PXI| (Swiss Light
Source, Villigen, Switzerland) and ID29 (European Synchrotron Radiation Facility,
Grenoble, France). Crystals of sheep and human ALDH1A1 in complex with or
without seco drug 2 belonged to different space groups and the data were processed
with XDS® to 1.7-2.1 A spacing, with a resolution cut-off of CC 1/2 of 50%.!"! For data
processing statistics see Supplementary Table 1. The structures were solved by
molecular replacement or different fourier methods using the ALDH1A1 coordinates
(PDB code: 1BXS, 4WP7) in PHASER™ and REFMAC5™, respectively. In order to
reduce model bias prior to molecular replacement/rigid body refinement the
coordinates for NAD were removed and the temperature factors were reset, followed
by simulated annealing in PHENIX.!"” Clear peaks for seco drug 2 and Cys302 were
visible in the simulated-annealing omit Fo-DFc electron density map. Rounds of
model building and refinement were carried out in COOT!'! and REFMAC5.F!
Restraints for seco drug 2 were created using JLigand“Z] and the number of TLS

groups was determined using the TLSMD server.["® Ytterbium ions in the structure of
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the hALDH1A1 were placed according to the anomalous difference fourier map
calculated with FFT®®! Final coordinates were submitted to the PDB_REDO
server.!" Diffraction data and refinement statistics are summarized in Supplementary
Table 1. Structural super positions were done with SSM ' and all structural figures
were prepared with PyMol (Delano Scientific, San Carlos, CA). Atomic coordinates
were submitted to the Protein Data Bank (http://www.ebi.ac.uk/pdbe/) with the PDB
codes: sALDH1A1 (APO) = 5ABM, sALDH1A1 (seco drug 2, P2:242) = 5ACO,

sALDH1A1 (seco drug 2, C2¢) = 5AC1 and hALDH1A1 (seco drug 2) = 5AC2.

3.3 Aldehyde dehydrogenase activity assay

The activity of sALDH1A1, hALDH1A, ALDH1A1-C302A, ALDH1A1-C302S,
ALDH1A2 (Origene, ORIGTP323250), ALDH1A3 (life technologies, 11636-H07E-50)
and ALDH2 (Abnova, P3479) were carried out as outlined below. To ensure the
formation of active duocarmycin drug, initially 500 uM seco drug 2 was pre-incubated
in Tris-HCI 50 mM, pH 8.5 for 2 h at 30 °C. This was followed by adding 2.5 pul
activated seco drug 2 to 2.5 yl ALDH1A1 (10 uM), resulting in final concentration of
1 MM enzyme and 50 uM seco drug 2 in a total volume of 50 yL at pH 7.4, and was
further incubated for 5 h at 30 °C. Subsequently, 50 uL substrate mixture containing
50 mM Tris-HCI, 100 mM KCI, 5 mM B-mercaptoethanol, 1 mM B-NAD" and 10 mM
propanal were added to initiate the enzymatic reaction. The product formation of
NADH was monitored by measuring the absorption increase at A =340 nm at 37 °C

in 96-well-plates with an Infinite 200 PRO NanoQuant microplate reader.
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3.4 Determination of K; and Kinact of ALDH1A1

To evaluate the influence of residues lining the binding site of hALDH1A1 the kinetic
parameters K; and Kinact Of wild type and mutant hALDH1A1 (Cys302Ala, Cys302Ser,
Phe171Ala, Trp178Ala, Tyr297Ala) were determined by the method of Kitz and
Wilson. 1 |nitially, in order to ensure the formation of active duocarmycin drug,
seco drug 2 was pre-incubated in Tris-HCI 50 mM, pH 8.5 for 2 h at 30 °C at different
concentrations. Afterwards, 2.5 yl ALDH1A1 (8.2 uM) was added to give an enzyme
concentration of 410 nM in a total volume of 50 pyL (pH 7.4). The reaction mixture was
incubated and samples were taken at different time points. Subsequently, 50 pL
substrate mixture containing 50 mM Tris-HCI, 100 mM KCI, 5 mM B-mercaptoethanol,
1 mM B-NAD" and 10 mM propanal were added to the samples in order to initiate the
enzymatic reaction. The product formation of NADH was monitored by measuring the
absorption increase at A = 340 nm at 37 °C in 96-well-plates with an Infinite 200 PRO
NanoQuant microplate reader. All measurements were carried out in technical
triplicates and biological duplicates. To determine the kinetic parameters the natural
log of the remaining enzyme activity after a certain pre-incubation time was plotted
against the pre-incubation time for several inhibitor concentrations [I]. The observed
rate of inactivation kops Is derived from the negative slopes of the linear fit. A further
double reciprocal plot of kops against [I] leads to Ki and kinact Whereas the values are

derived from the slope and the intercept of the linear fit.

3.5 Intact protein mass spectrometry
Intact protein measurements were performed on a Dionex Ultimate 3000 HPLC
system coupled to Thermo LTQ-FT Ultra mass spectrometer. Samples were on-line

desalted using a Massprep desalting cartridge (Waters) and further analyzed in
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electrospray ionization (ESI) positive mode (spray voltage 4.0 kV, tube lens 110V,
capillary voltage 48V, sheath gas 60 arb, aux gas 10 arb) with a resolution of
200,000 and a mass range of 600-2000 m/z. Collected data were deconvoluted using

ProMass™ for Xcalibur 2.8 software (Thermo Scientific).

3.6 Time dependent intact protein alkylation experiment of human ALDH1A1

Time dependent alkylation of seco drug 2 with hALDH1A1 was performed via intact
protein mass spectrometry measurements as described above. Thereby 160 uM
seco drug 2 were pre-incubated in Tris-HCI 50 mM, pH 8.5 for 2h at 30 °C.
Afterwards 13 pl of human ALDH1A1 (16 uM) and 13 ul activated seco drug 2
(160 uM) were added in a total volume of 130 uL PBS (final pH 7.4) and incubated at
30 °C. 2 L of the reaction mixture were injected every 27 min into the LC-MS system

and analyzed with ProMass™ for Xcalibur 2.8 software (Thermo Scientific).

Alkylation of duocarmycin SA with human ALDH1A1 was performed as described
above for seco drug 2. Therefore 400 uM duocarmycin SA were pre-incubated in
Tris-HCI 50 mM, pH 8.5 for 2 h at 30 °C. Afterwards, 13 pl of human ALDH1A1
(16 pM) and 13 pl activated duocarmycin SA (400 uM) were added in a total volume
of 130 uL PBS (final pH 7.4) and incubated for 3 h at 30 °C. 2 pL of the reaction
mixture were injected into the LC-MS system and analyzed with ProMass™ for

Xcalibur 2.8 software (Thermo Scientific).

3.7 Gel-based fluorescent labeling experiment

160 uM seco drug 2 probe in Tris-HCI 50 mM, pH 8.5 were pre-incubated for 2 h at

30 °C. Subsequently, 13 pl of activated seco drug 2, 10 pyl of human ALDH1A1
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(1.6 uM) and probe (16 uM) were mixed in a total volume of 130 uL at pH 7.4 and
incubated for 2.5 h at 30 °C. Afterwards, the reaction mixtures were clicked using
rhodamine azide, Tris[(1-benzyl-1H-1,2 3-triazol-4-yl)methyllamine (TBTA) and

applied on a 10% polyacrylamide gel as described by Wirth et al.l'”

3.8 Bottom-up proteomics for binding site identification

To discover the binding site of seco drug 2 in mutant enzymes ALDH1A1 (Cys302Ala
and Cys302Ser), the recombinant enzymes were labeled, tryptic digested and the
peptide fragments analyzed by ESI tandem mass spectrometry. 26 pL of seco drug 2
(577 uM) in Tris-HCI 50 mM, pH 8.5 were activated for 2 h at 30 °C and 300 rpm.
86 uL ALDH1A1 (20 uM) and 1.2 mL PBS were added to give a final concentration of
1.3 yM ALDH1A1 and 11.4 uM seco drug 2 (final pH 7.4). The reaction mixture was
incubated at 30 °C and 300 rpm. Binding was controlled by intact protein
measurement (>90%). In order to remove unreacted probe the mixture was washed
twice with PBS with a centrifugal filter device (10 kDa molecular weight cut-off) and
adjusted to a protein concentration of 1 mg/mL. For the reduction of disulfide bonds
1.3 uL DTT (1 mM) were added and incubated for 15 min at 37 °C and 800 rpm. After
reduction, free thiols were alkylated by the addition of 7.1 pL iodoacetamide (30 mM)
and incubated for 30 min at 22 °C and 800 rpm in the dark. Then, 2 pL chymotrypsin
(0.01 nmol) and 1.4 uL CaCl, (10 mM) solution were incubated for 15 h at 37 °C and
800 rpm. Tryptic digest was stopped with 7 uL formic acid (5%). Afterwards, the
protein solutions were desalted with stage tips (Empore disk-C18, 47 mm, Agilent
Technologies) and filtered via modified nylon 0.45 uM low protein binding centrifugal
filter (VWR). The digested peptides were analyzed on a UltiMate 3000 nano HPLC

system (Dionex, Sunnyvale, California, USA) coupled to a Orbitrap Fusion™
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Tribrid™ mass spectrometer (Thermo Fisher Scientific Inc., Waltham,
Massachusetts, USA). Samples were loaded on a Acclaim C18 PepMap100 75 pm
ID x 2 cm trap and transferred to a Acclaim C18 PepMap RSLC, 75 uM ID x 15 cm
separation column (0.1% FA, 5% DMSO, gradient 10 min 3% ACN, 120 min from 3%
to 25% ACN, 5 min to 40% ACN, 0.1 min to 90% ACN and 4.9 min hold at 90% ACN,
0.1 min to 3% ACN and 9.9 min 3% ACN). The mass spectrometer was operated in
data dependent top speed mode selecting the most intense precursors with a
minimal threshold of 5E3. Precursors were measured in the orbitrap at a resolution of
120,000 and an ion target of 4ES (max inj. time of 50 ms) in a scan range from 300 to
1700 m/z. Monoisotopic precursor selection was enabled. Charge states from 1 to 7
were triggered. Dynamic exclusion duration was set to 60 s with a mass tolerance of
10 ppm. Precursors were isolated in the quadrupole (isol. window 1.6 m/z) and
fragmentation was performed using higher-energy collisional dissociation (HCD).
Resulting fragments were measured in the ion trap using a rapid scan rate (AGC
target: 1E4 and max inj. time 40 ms). Assignment of the measured peptides to
proteins was done with MaxQuant 1.4.0.8 software. Default settings were used
except for the following: Precursor mass tolerance: 4.5 ppm; Fragment mass
tolerance: 0.5 Da. Protein database: hALDH1A1 Uniprot, enzyme: chymotrypsin
(specificity Tyr, Phe and Trp), variable modifications: oxidation (M) +15.995 Da,

carbamidomethyl (C) +57.021 Da; SDB6 (C) +291.126 Da.

3.9 MTT cytotoxicity assay
Varying concentrations of seco drug 2 were pre-incubated for 2 h in 100 pL medium
(without FBS) with a final DMSO concentration of 1%. A549 cells were grown in 96-

well-plates at a concentration of 7000 cells per cavity. After removing the growth
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medium the pre-incubated medium containing the reactive drug was added and the
cells incubated for 24 h at 37 °C and 5% CO,. After 24 h of exposure, 20 uL
(5 mg/ml) filtered 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT)
stock solution in PBS were added and the medium thoroughly mixed by gentle
pipetting. The cells were incubated at 37 °C and 5% CO, for 1 h to allow the MTT to
be metabolized and the reaction was controlled under the microscope. Subsequently,
the medium and cell debris were removed and the produced formazan resuspended
in 200 uL DMSO by placing the well-plate on a shaking table for 2 min and 650 rpm.
The optical density was read out at A = 570 nm and A = 630 nm with an Infinite 200
PRO NanoQuant microplate reader and the background was subtracted at A =

630 nm. Cells incubated with 1% DMSO served as positive control.

For calculation of ICsy values, residual viabilities for the respective compound

concentration were fitted to

. 100
" 1 4 10008(ICs0)-log(c))'N

with

V: viability [%]

c¢: Inhibitor concentration [M]
N: Hill slope

using Graphpad Prism 6.0.

Experiments were carried out in triplicates and two independent experiments. I1Csp

values are given as mean values and 95% confidence interval.
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3.10 DNA-alkylation experiment

For the DNA alkylation experiment single stranded DNA listed in S| Table 5 were
dissolved in 150 mM NaCl and 10 mM Tris-HCI pH 7.5 to a final concentration of
1 mM. For ds DNA formation ss-9 and ss-9rc as well as ss-10 and ss-10rc were
mixed in a 1:1 ratio and hybridized via a temperature gradient (95 °C to 4 °C) within
2 h. For the DNA-alkylation experiment seco drug 1, seco drug 2 and duocarmycin
SA were pre-incubated for activation in 5 yL Tris-HCI 50 mM, pH 8.5 for 2 h at 30 °C
with a final concentration of 5 mM. Afterwards, 0.5 ul of the activated duocarmycins
(5 mM) were mixed with 7.5 yL water and 2 uL hybridized DNA (50 uM) at a final pH
of 7.4 and incubated for 24 h at 25 °C. The samples were analyzed via MALDI using
a Bruker autoflex Il unit with an MTP AnchorChip var/384 target. Prior to the
measurements, the samples were desalted for 20 min using MF-Millipore membrane
filters (0.025 pM). As MALDI matrix a mixture of 3-hydroxypicolinic acid (50 mg),
ammonium hydrogencitrate (10 mg) in 500 pL ddH,O and 500 pL acetonitrile was

applied.

3.11 Putative design criteria for selective ALDH1A1 inhibition or DNA-alkyation

By increasing the size of the aromatic ring system bearing the electrophile, the
binding to ALDH1A1 is prevented and results in compounds solely targeting dsDNA.
For instance attachment of an additional 5 or 6 membered ring to the alkylating
benzene moiety would most likely result in occlusion from the ALDH1A1 active site
due to steric hindrance with Trp178 and Met175. Based on the solution structure of
duocarmycin with dsDNA!"® (PDB code 1DSA) such a modification is unlikely to

disturb the interaction with DNA.

24

182



In contrast some small alterations of the hydrophobic ring system on seco drug 2,
such as addition of methyl groups could be tolerated by the ALDH1A1 active site, and

might fine tune the specific interaction.

4. Molecular dynamics simulations

XLEAP (AmberTool)'” has been used to add hydrogen atoms to the X-ray structure
and to solvate the solutes (ALDH1A1 from sheep as monomer with ligands) in a box
of explicit TIP3P water?” with a buffer of 10 A around the solute. ANTECHAMBER!?"
was used to parameterize seco drug 2 and NAD. For force field minimizations the

NAMD engine was used?? with Amber10 force field parameters.!'”!

Periodic boundary conditions and particle mesh Ewald summation (PME) with a
cutoff value of 12 A were employed. The system was energy minimized (NVT
ensemble) using the conjugate gradient algorithm within 20000 steps. A positional

constraint of 1 kcal/mol/A? on non-water atoms was applied.

The system was heated up to 300 K within 30 ps. In the subsequent equilibration
step, the system was equilibrated for 230 ps. In the second equilibration step we
switched to the NPT ensemble employing the Langevin piston Nosé-Hoover
method.”*) At this stage the constraints on non-water atoms are reduced step by step
down to zero (0.1 kcal/mol/A? increments for every 20 ps). Production runs were

performed for 10-100 ns using the SHAKE algorithm®¥ with timesteps of 2 fs.

For proper statistics and to obtain a statistically significant analysis, at least 8
simulations have been performed for each system. The average run time over all

systems was 600 ns. The simulation time for each system is listed in Sl Table 4.
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Natural products comprise a rich source for bioactive mole-
cules with medicinal relevance. Many of these contain electro-
philic scaffolds that bind conserved enzyme active sites cova-
lently. Prominent examples include beta-lactams and beta-lac-
tones, which specifically acylate serine residues in diverse pep-
tidases. Although these scaffolds appear similar, their bioactivi-
ties and corresponding protein targets vary. To quantify and
dissect these differences in bioactivities, the kinetics of the re-
actions of beta-butyrolactone with a set of reference amines in
buffered aqueous solution at 37 °C have been analyzed. Differ-
ent product ratios of C1 versus C3 attack on the beta-butyro-
lactone have been observed, depending on the aliphatic or ar-

Introduction

Natural products frequently exhibit diverse electrophilic moiet-
ies designed to trap nucleophilic amino acid residues and
thereby inhibit cellular proteins.” Evolution has fine-tuned
these electrophiles to address a variety of cellular nucleophiles,
for example, in the active site of enzymes. These tailored scaf-
folds include beta-lactams, beta-lactones, epoxides, and Mi-
chael acceptors, which vary in their reactivity and selectivity to-
wards amino-, thio-, and hydroxyl-substituted amino acids
(Scheme 1).

The beta-lactams are among the most potent antibiotics
and they exert their cellular activity by reacting with the
active-site serine in penicillin-binding proteins (PBPs), thereby
inhibiting cell wall biosynthesis, and thus, bacterial viability.”
Importantly, monocyclic beta-lactams lack pronounced protein
reactivity.”) However, scaffolds in which the lactam is activated
by, for example, sulfonylation (aztreonam) or as a bicycle (peni-
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omatic nature of the standard amine used. Quantum mechan-
ics/molecular mechanics (QM/MM) calculations reveal that
a H;0" molecule has a crucial role in stabilizing C3 attack by
aniline, through coordination of the lactone ring oxygen. In
agreement with their weak proteome reactivity, monocyclic
beta-lactams did not react with the set of standard nucleo-
philes studied herein. Bicyclic beta-lactams, however, exhibited
a lower activation barrier, and thus, reacted with standard nu-
cleophiles. This study represents a starting point for semiquan-
titative reactivity scales for natural products, which, in analogy
to chemical reactivity scales, will provide predictions for elec-
trophilic modifications in biological systems.

o 0o 0

af
R’ R’ R

B-lactones  monocyclic p-lactams  bicyclic p-lactams

o} 0

RJ"\/\R RAR

Michael acceptors epoxides

Scheme 1. Common electrophilic motifs in natural products.

cillins), exhibit desirable reactivity and bioactivity.” The beta-
lactones, on the other hand, do not require activation to react
with serine and cysteine residues, which suggests that mono-
cyclic lactones and lactams show significantly different electro-
philicities under physiological conditions.”’ Previous ring-open-
ing studies with 3-alkylated beta-lactones revealed S-nucleo-
philes to require activation by deprotonation for an efficient
C3 attack, a mixed Sy2 reaction (attack at C3) and acylation
(attack at C1) with amines, and pH-dependent C1 or C3 attack

in hydrolysis reactions (Scheme 2).%7
C1 attack
R O ﬂ O OH
SN?_ O{ "I | t'
W Hon <2 DTy, ot A
Nu =NR,, OH, SR €3 attack Nu = NRy, OH
1for R = Me

Scheme 2. Possible beta-lactone ring-opening pathways of different nucleo-
philes.
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Owing to a lack of reliable reactivity and selectivity profiles
under physiological conditions, the identification of nucleo-
philes that distinguish between C1 and C3 attack, as well as an
explanation for the selectivity towards these two sites, has not
been possible. To mimic biological systems accurately, one
must consider aqueous media as well as a series of nucleo-
philes that imitate the reactivity of active sites. A step in this
direction was the evaluation of the alkylating potential of lac-
tones with respect to their reaction rates with 4-(p-nitroben-
zyl)pyridine in mixtures of water/dioxane."” A crucial parameter
for the determination of natural-product electrophilicities is
the selection of suitable nucleophiles that can be described by
suitable kinetic equations. Previously, the reactivities of struc-
turally diverse carbocations and neutral electrophiles were
characterized with a set of reference nucleophiles, and the cor-
responding second-order rate constants were evaluated ac-
cording to the linear free energy relationship logk(20°C)=
sy(N+-E).® The electrophile-independent parameter N is a mea-
sure of the nucleophilicity of a dissolved reactant, whereas s
provides information about its sensitivity towards changes in
the electrophilicity of reaction partners. The electrophilicity, E,
is a nucleophile-independent reactivity parameter. Because the
same value of E is assigned to the reactivity of reference elec-
trophiles (benzhydrylium ions and quinone methides) in differ-
ent solvents, all solvent effects on reactivity are considered in
the nucleophilicity parameters N and s,

The kinetics of electrophilic compounds under physiological
conditions has previously been studied by different groups, for
example, to derive the carcinogenic properties of lactones or
lactams from their alkylation potential.” To determine the re-
activities of lactones and lactams towards nucleophiles with
known N and s, parameters,™ we started by investigating the
reactions of beta-butyrolactone (1) with a set of standard
amino-substituted nucleophiles (Scheme 3) and determined its
electrophilic reactivity, as well as the regioselectivity of nucleo-
philic attack with experimental and theoretical methods. In
agreement with their minimal biological effects, monocyclic
beta-lactams did not exhibit any reactivity with nucleophiles
6-8, whereas reactions occurred when the beta-lactam was
part of a strained bicyclic ring system. Because these reactions
were performed under aqueous conditions, this study provides
a basis for a rational approach to fine-tuning electrophilic scaf-
folds as selective inhibitors in biological applications.

NH NH
NH, NH, : :
€ Me OMe
2 3 4 5
\/‘\NH
@/NHZ Q\/\NHZ 2
6 7 8

Scheme 3. Standard amino-substituted nucleophiles used herein: aniline (2),
m-toluidine (3), p-toluidine (4), p-anisidine (5), benzylamine (6), 2-phenyl-
ethylamine (7), n-propylamine (8).
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Results and Discussion

General considerations

To obtain a comprehensive picture of the reactivity of 1 under
physiological conditions, we used a series of primary amines
(Scheme 3) in aqueous solution (D,0) at 37°C and constant
pH. In these reaction mixtures, four different nucleophiles are
capable of reacting with 1: water, hydroxide ions, the conju-
gate bases X of the buffer system, and the selected nucleo-
phile (Scheme 4).

0.0 oD O
2
[/ kw )\/”\OD
_ oD O hydrolysis
DO
o RDO— )\/IJ\OD
)jg buffer (X)

Koutter

X 0 op o
)\/lLOD and/or (/J\/U\X)

REHE NWRO 0D O

N )\/ILOD /I\)J\NHR

Scheme 4. Reactions of 1 with amines in buffered aqueous solutions.

BBL (1)

The rate law for the decay of the concentration of 1 [Eq. (1)]
has to consider the contributions of all four reaction channels.

—d[1]/dt = (ky + koo_[DO™] + kpusel[buffer] + ky[amine])[1]
(1)

Previous kinetic studies on the pH dependency of the hy-
drolysis of 1 have shown that the uncatalyzed reaction of
1 with water follows a first-order rate law with a first-order rate
constant, k,. Attack by hydroxide ions (OH") is only relevant at
pH =9, whereas acid catalysis accelerates hydrolysis only in the
region of pH < 1."” Blackburn and Dodds have shown that, in
buffered solutions, the reaction of pyridines and imidazoles
with B-propiolactone could be described by Equation (2a).""
Significant increases in the rate of the hydrolysis of 1 were
only observed in the presence of highly concentrated buffers
(>1.5molL7")." Based on an extensive study by Gresham
etal. on the ring opening of B-propiolactone by acetate or
anions of inorganic acids,"? we expected that buffers not only
participated in the stabilization of the pH, but that their conju-
gate bases were also potential nucleophiles capable of attack-
ing 1 (kpuse[buffer])." Because we found that the conjugate
bases of the buffers indeed gave covalent adducts with 1 (see
below), we extended Equation (2a) to Equation (2b).

k = kw + kpo-[DO™] + ky[amine] (2a)
ks = ki + koo [DO™] + ket [bUffer] + kyJamine] (2b)
k] = kw + kDO‘ [DO_] + kmﬁ@,[buffer] (3)

Owing to the high initial concentration of water, the con-
stant value of [DO7] in buffered solution and only partial con-
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sumption of buffer and amine, the concentrations of all four
relevant nucleophiles do not change significantly during the ki-
netic experiments. The consumption of 1 is, therefore, expect-
ed to follow an exponential function, [11,=[1]™", in which k
corresponds to k, for the hydrolysis of 1 in buffered aqueous
solutions [Eq. (3)], or to k, for the reaction of 1 in buffered
aqueous solutions of amines [Eq. (2b)].

Reactivity of 1 in aqueous buffer solutions

In the first step, we determined the rate of the consumption of
1 in a 9:1 mixture of D,O/[DgDMSO in the absence of standard
amine nucleophiles by using time-resolved 'H NMR spectrosco-
py. The consumption of 1 through hydrolysis and nucleophilic
attack of different buffers (pH range from 4.75 to 8.10) was in-
vestigated (Table 1). In each case, the consumption of 1 fol-
lowed a monoexponential decay and produced a mixture of 3-
HBA and the buffer adduct (see the Supporting Information).
Least-squares fitting with the function [1],=[1],e™*" yielded the
first-order rate constants, k,, as defined by Equation (3), which
reflected the reactivity of 1 towards the solvent at constant pH
for a 0.10 m buffer system.

The attack of 1 by buffer components was recorded by
'HNMR spectroscopy throughout the kinetic experiments
(right column of Table 1) and independently confirmed by LC-
HRMS analysis (see the Supporting Information). The presence
of buffer changed the rate constant of the consumption of
1 only within a factor of < 1.25 (Table 1, entries 2-5), compared
with the non-buffered hydrolysis of 1 (Table 1, entry 1), which
agrees with minimal formation of adducts of 1. As illustrated
in Table 1, entries 1-5, compound 1 reacted with all buffered
aqueous solutions at comparable rates, so we decided to pro-
ceed with aqueous solutions of TEA for further kinetic investi-
gations of reactions of 1 with primary amines. This is beneficial
because the tertiary amine TEA provides a constant pH of 7.75,
which is similar to physiological conditions in living cells
(Table 1, entry 4).

Table 1. Rate constants of the consumption of 1 in buffered and non-
buffered mixtures of D,0/[D,JDMSO 9/1 (v/v) at 37 °C ([1],=25 mm).

Entry Buffer pH Kk [s7] t, [h] 3-HBA/buffer adduct
1 without buffer - 473x107°% 41 1000

2 acetate 475 414x107° 47 96:4

3 Na,HPO,/NaH,PO, 7.00 585x10~° 33 86:14

4 TEA 775 547x107° 35 83:17—88:12M

5 TRIS 810 579x10~° 33 79:21

[a] Comparison with data from Ref. [14]: with AH"*=87.6 kimol™' and
AS*=—779 Jmol™' K™, the second-order rate constant for the hydrolysis
of 1 is calculated to be k(37°C)=1.1x10"%m~"s~'. Multiplying k(37°C)
with [D,0] for the mixture of D,O/[D,JDMSO 9/1 in our experiment gives
a first-order rate constant for the hydrolysis of 1 of k,(37°C)=55x
10~ 57", which is in sufficient agreement with the rate constant deter-
mined under our conditions. [b] The ratio of 3-HBA/buffer adduct in-
creased during the course of the reaction (14 h) probably because of sub-
sequent hydrolysis of the quaternary ammonium salt formed by C3
attack of TEA on 1 (for details, see the Supporting Information, Sec-
tion 3.1.5). TEA =triethanolamine, TRIS =tris(hydroxymethyl)amino-
methane, 3-HBA = 3-hydroxybutyric acid.
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Reactivity of 1 towards amines in aqueous solutions

We commenced by studying the products of the reactions of
1 with a panel of nucleophilic amines (2, 3, 4, 5, 6, and 7;
Scheme 3) in aqueous solutions. Interestingly, we observed
that the amine structure directly influenced the preferred site
of attack at 1. Aromatic amines opened the lactone ring
through Sy2 attack at the C3 position of 1 (O-alkyl fission),
yielding the beta-amino acids, whereas primary aliphatic
amines underwent acylation through reaction at the C1 site of
1 (O-acyl fission), forming 3-hydroxy amides (Scheme 5).

C1 attack
N
00—
3 + HaN-R
Me "\ﬂ,___/
Sp2 C3 attack acylation
~|_/ \H+
Me O
J\/”\ HOJ\)LI}I'R
H H
Me O Me 0]

. Ll wmeo

HO)\)LI'INIAPH
. H
(65 %) (70 %) 5 (59 %)

2-p 3-p : 6-p
Me o] Me O E Me O
HN )\)L i HO N/\I
: H Ph
; (58 %)
i 7-p
Me (79 %) OMe (59 %) 5
4-p 5-p 5

Scheme 5. Products (2-p-7-p) of the reactions of 1 with amines 2-7 in H,0/
CHLCN 9/1 (v/v) (yields refer to products isolated).

QM/MM studies on the C1 versus C3 selectivity of amine
attack on 1

To explain the unexpected preference for either C1 or C3
attack of aliphatic and aromatic amines on 1, we performed
theoretical studies by using a combined quantum mechanics/
molecular mechanics (QM/MM) approach with linear-scaling
guantum-chemical methods (QM; see for example, Ref.[15]
and references therein).'"® The QM/MM method has been
widely used to describe complex reactions. By using this strat-
egy, reaction mechanisms were calculated for both the adia-
batic mapping approach and the nudged elastic band method
(for computational details, see the Supporting Information).
The composition of the calculated systems is illustrated for the
reaction of 1 with 2 in Figure 1.
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ring by the amine is favored (ac-

oL

e RN X~ 1 VTSs
R R IV T4

tivation barrier of 12 kcalmol™)
over attack at C3 (activation bar-
rier of 37 kcalmol™'; Table 51 in
the Supporting Information). In
the transition state, the C1 atom
is in a tetrahedral configuration
and the lactone ring remains
intact.  Subsequently, proton
transfer from 6 to the ring
oxygen induces lactone opening.
If H;O" is considered in these
simulations, the reaction also

Figure 1. lllustration of the calculated systems obtained by using the QM/MM approach, as exemplified for the re-
action of 1 with 2. The reactants (depicted in atomic color) are part of the OM region (cyan; 156 atoms) in which
chemical reactions can be described. The remaining part is descibed by MM, in which the region depicted in
orange is optimized (including the QM region; overall 681 atoms) and the gray region is fixed (2235 atoms in

total).
604 60
—— C3+HO"
" +
A - B3-H
_ 40+ F . __ 40+
il A Ly
=] A 4 =]
E 204 g E 204
g o 3 - .l'. g
T 0= f ! T .. T T 1 I 04
< ' <
., 20
20 — 20
404 reaction coordinate o

Figure 2. Calculated reaction profiles of C3 attack of 2 on 1 with (—) and without (----- ) HyO™ (left) with struc-
tures out of the QM/MM simulation for the starting material, transition state, and product (right).

In this reaction, H,O" stabilizes the transition state of
nucleophilic attack of 2 at C3 and thereby lowers the activa-
tion barrier by 28 kcalmol™' to 21 kcalmol™ (Figure 2). Specifi-
cally, H;,0* approaches the lactone ring oxygen to a minimum
distance of 1.38 A, forming a strong hydrogen bond (Figure 2,
right), and thus, facilitating lactone ring opening. In a subse-
quent step, compound 2 forms a covalent bond with C3 and
simultaneously protonates the lactone oxygen to form a stable
product (—17 kcal mol™" relative to the initial state). In contrast,
in the case of C1 attack, H;O" protonates the lactone ring
oxygen instead of 2, leaving 2 protonated when forming the
product. This product, however, is not stable (+ 13 kcal mol™’
relative to the initial state) and immediately regenerates the
starting material (Figure S7 in the Supporting Information).
Owing to the dependence of this reaction on H,0/H,0%, the
reaction did not occur in nonaqueous solvents, such as aceto-
nitrile and DMSO (Figures S2 and S3 and Table S1 in the Sup-
porting Information). The consumption of 1 at a rate constant
of 7.9x10°*m~'s™" was observed, however, in D,0/[DJDMSO
9/1 (v/v) at 37°C (Table 2).

On the other hand, nucleophilic attack of the aliphatic
amine 6 at C1 does not require H;0* stabilization. Calculations
demonstrate that attack at C1 and protonation of the lactone
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occurs via the same tetrahedral
transition state, but H;0" proto-
nates the ring oxygen instead.
Finally, the positively charged ni-
trogen transfers a proton to
a nearby water molecule
(Figure 3).

The computational data is in
agreement with experimental
measurements of the rate con-
stants for the reaction of 6
with 1 in the presence (5.8x
10°m7's™", Table2) and ab-
sence of water (25x107*m~'s™";
Figure S4 in the Supporting In-
formation). These values demon-
strate that C1 attack indeed
takes place, even in the absence
of H;0* and H,0 (Figures S1 and
S3 in the Supporting Informa-
tion). Because almost all natural-
ly occurring beta-lactones exhibit bulky substituents at the C3
position, the biologically relevant ring-opening reaction in
enzyme active sites is likely to be at the C1 position. This is
supported by cocrystal structures of the thioesterase domain

Table 2. Second-order rate constants of the reactions of amines with 1 in
0.10m TEA-buffered aqueous solutions ([1],=25 mm, pH7.75 in D,0/
[DJDMSO 9/1 (v/v), at 37 °C, determined by 'H NMR spectroscopy).

Nucleophile pk= NE! 50 ky[M7'sT]

2 9.4 12.99 073 7.9 (£ 0.5) x 107!
3 9.13 nd. n.d. 9.9x107*

4 8.92 13.00 079 1.4x107%

5 8.64 1428 0.684 1.6x107*

6 4.64 13.44 055 5.8x 10730

7 4.1 13.409 0574 1.1x 10720

[a]l From Ref. [19]. [b] Reactivity parameters N and s, of amines in water
from Ref. [20]. [c] Average k, of four kinetic runs at variable concentra-
tions of 2; the same value for k, is obtained from the slope of the linear
correlation of k, wersus [2], (see the Supporting Information, Sec-
tion 4.1.5). [d] This study. [e] The previously published nucleophilicity pa-
rameters for 5 (N=16.53, 5,=050) from Ref. [20] were revised in this
study (see the Supporting Information). [f] Rate constants of lower accu-
racy; an error of +15% is assumed.
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) and without (----- ) H;07 (left) with structures from the QM/MM simulation for the

starting material, transition state, and product (right). Accounting for H;O in the calculated system leads to barrier-free attack at C1; however, minor product

formation is also possible in the absence of H,O* (left).

of human fatty acid synthase inhibited by Orlistat,"'” as well as
kinetic studies that show rapid hydrolysis of the ester inter-
mediate of lactone-bound enzyme."®

Kinetic studies of the reactions of 1 with amine nucleophiles
in buffered media

Next, reactivity studies were performed by following the kinet-
ics of the turnover of 1 with the same set of primary aliphatic
amines and ring-substituted anilines in aqueous TEA-buffered
solutions (Table 2). To fully solubilize these molecules, a small
amount of DMSO (10vol%) was necessary as a cosolvent.
Again, the consumption of 1 followed a monoexponential
function, [1],=[1],e™*", from which k, was derived. By rearrang-
ing Equation (4), k, can be calculated from Equation (5), in
which k; is the first-order rate constant of the background re-
actions of 1 in a mixture of TEA-buffered D,0/[DJDMSO (9:1)
(Table 1, entry 4) and [aminel,4 corresponds to the concentra-
tions of free amines at pH 7.75.

k, = k; + ky[amine] (4)

ky = (k;—ky)/[amine].q (5)

The linear dependence of the first-order rate constant k, on
the concentration of 2 (Figure 4) is in agreement with the rate

3.0x10"%
25104+ /
- 2010744
) ]
£ 15404
= -
1.0:1044
5.0:10°4" k., =787 x10% m's" x [aniline] + 5.49 x 10° &
0 ¥ T ¥ T T T J 1
0.0 0.1 02 03 04
[aniline], (m)

Figure 4. Linear dependence of the first-order rate constant k, (=k_,,) for
the reaction of 1 with 2 on the concentration of 2 (k, for [2],=0 corre-
sponds to the hydrolysis of 1 in TEA-buffered solution; not considered for
the depicted linear correlation).
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laws shown in Equations (2a,b) and (4). The intercept on the
ordinate matches, within experimental error, the first-order rate
constant k; [Eq. (3)] for the background reaction in TEA-buf-
fered solution (Table 1, entry 4), which demonstrates that the
background reaction is not significantly affected by the pres-
ence of the amine. The consistency of the determined k
values is demonstrated by Hammett analysis of the data for
anilines, which shows a good correlation of the rate constants
ky with the values of ¢,” (and g,,) of the substituents at 2-5
(logky=—1.210—3.09; R*=0.9906; see also Figure S41 in the
Supporting Information).

Ritchie characterized the relative leaving-group abilities of
nucleophiles in the tetrahedral intermediates 9 [Eq. (6)] by ana-
lyzing the rate constants for the reactions of several nucleo-
philes X (in water) with carbocations, N-acyl pyridinium ions,

and aryl esters."
)
(T 0" k_x 0
HX——0Ar ——= HX + Jl\ (B}
CH, HC” ~OAr

The relative rates for the expulsion of X are remarkably dif-
ferent for water and 2 compared with those for primary ali-
phatic amines: relative logk_,: H,0 (5.20)=2 (5.20) = BuNH,
(1.21) > EtNH, (0.82).”" These results from kinetic measure-
ments may provide an alternative interpretation for the ob-
served variation of the regioselectivity of the attack of 1 by dif-
ferent nucleophiles. For water and anilines, attack at C1 of 1 is
highly reversible, whereas stable products are formed by the ir-
reversible S,2 reaction at C3 of 1 (see Scheme 5). In accord-
ance with this interpretation, the hydrolysis of (S)-1 in buffered
solution at pH 7 was reported to give selective inversion of the
stereocenter to yield (R)-3-HBA."® Although the nucleophilici-
ty of 6 and 7 is in the same range as that of 2-5, products of
C1 attack at 1 were obtained with the primary alkylamines 6
and 7. This observation is in accord with Ritchies's logk, values
for tetrahedral intermediates formed by nucleophilic attack on
carboxylic esters, which indicate that the primary aliphatic
amines are 10*fold weaker nucleofuges than anilines or water.

Amines 2-7 employed in this study cover a relatively small
range of nucleophilicity in water (12.99 < N < 14.28), which cor-
responds to a reactivity difference of only a factor of 20 to-
wards a certain electrophile (if differences in sy are neglected).
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Because anilines attack at C3, whereas aliphatic amines attack
at C1, the rate constants for nucleophilic attack at 1 are addi-
tionally influenced to a different extent by anomeric effects.??

Mayr's reference electrophiles have been assigned the same
value of E in different solvents.™* It can be expected, howev-
er, that the use of solvent-independent E parameters is not
possible for all electrophiles. If products with highly localized
charges are formed during nucleophilic attack, solvent-depen-
dent E parameters are required.”® In this study, the rate con-
stant of the reaction of 1 with 6 decreases by a factor of 23
when changing from aqueous solution to DMSO, although an
increase in the rate constants by about one order of magni-
tude (N/s, for 6 in DMSO: 15.28/0.65) is expected when assum-
ing the same electrophilic reactivity of 1 in both solvents.™ As
a consequence, it is not possible to determine a reliable E pa-
rameter for C1 or C3 attack on 1. Hence, the discussion of -
lactam reactivities in the following paragraph has been based
on relative rate constants towards amines.

Electrophilic reactivity of beta-lactams

Monocyclic beta-lactams exhibit limited reactivity with enzyme
active sites, whereas their bicyclic analogues are potent antibi-
otics with pronounced protein reactivity.® This physiological
observation is in agreement with our experimental and theo-
retical studies, which reveal no turnover of 4-methyl-1-azeti-
din-2-one with nucleophiles owing to an insuperable activation
barrier of 40-70 kcalmol™' (Table S2 and Figures S5 and $S6 in
the Supporting Information). In contrast, penicillin G, which is
a bicyclic beta-lactam, reacts with 6, 7, and 8 at significantly
higher rates, ranging from 8x 1072 (for 6) via 9x 1072 (for 7) to
4x10"'m7's™" (for 8), a trend that was further confirmed by
QM/MM calculations (Figure 5). These rates exceed those ob-
served for monocyclic lactones. Accordingly, the acylation
products 10a,b of the reactions of penicillin G with 6 and 8
have been isolated and characterized by NMR spectroscopy
and HRMS (Scheme 6).

Conclusion

Electro- and nucleophilicity parameters have been obtained for
a variety of compound classes to provide a prognostic value
for chemical reactions.® Natural products exhibit many electro-
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o HOOG
NaO—¢/ 5 >2‘NH 0
MeCN
Nj +  RNH, MeCN(@a) S/‘\‘)'LNHR
S5 Ny :$=CH2Ph)I) O _NH
= n-propy T
04\/% Ph
PenG 10a (53 %)
10b (66 %)

Scheme 6. Products of the reactions of sodium penicillin G with amines 6
and 8 in HyO/CH,CN 9/1 (w/v) (yields refer to products isolated).

philic motifs that have been customized by evolution to irre-
versibly bind the active sites of enzymes. The corresponding
biological activities are as diverse as these scaffolds and range
from anticancer to antibiotic properties. Recent drug-discovery
efforts have focused on natural-product-inspired covalent in-
hibitors; however, a quantitative scale to describe and parame-
terize their reactivity under physiological conditions is currently
lacking. We therefore used kinetic experiments to evaluate
pharmacologically relevant electrophilic scaffolds. Importantly,
the ambident reactivity of 1 (C1 vs. C3 attack) towards anilines
and primary aliphatic amines was explained by QM/MM calcu-
lations by using linear-scaling QM methods. Strikingly, these
calculations revealed that H;O " molecules were crucial for cat-
alysis owing to their stabilizing effects on the transition state
of aniline attack at the C3 position of the lactone. Although
the energy path for this reaction was significantly lower than
that of C1 attack, compound 6 preferred C1 attack (with or
without H;O" catalysis) owing to an insuperable C3 energy
barrier. All of these calculations were supported by experimen-
tal data, which confirmed the influence of water for the corre-
sponding reaction rates. The value of this platform has been
demonstrated in the direct comparison of the reactivity of 1,
4-methyl-1-azetidin-2-one, and penicillin G. The phenomeno-
logical observation that penicillin G and beta-lactones are reac-
tive with protein active sites, whereas monocyclic beta-lactams
are weak binders, could be proven experimentally and theoret-
ically. With this proof of principle study, the scope of applica-
tion can easily be expanded to other biologically relevant elec-
trophilic scaffolds.
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1. Supporting figures and tables

Table S1: Calculated reaction barriers (enthalpies) of the reaction of f-butvrolactone (BBL) with aniline and

benzylamine in water and in water including HyO".

aniline benzylamine
attack position lactone C1 C3 C1 C3
in water including H;O" (kcal/mol) 21% 21 0 78
in water (kcal/mol) 53 49 12 37

* product not stable

Table 82: Calculated reaction barriers (enthalpies) of the reaction of 4-methyl-1-azetidin-2-one with aniline and

benzylamine in water.

aniline benzylamine

attack position lactam C1 C3 C1 C3

in water (kcal/mol) 42 67 44 68

Table S3: Calculated reaction barriers (enthalpies) of the reaction of penicillin G with n-propyvlamine and

benzylamine in water.

n-propylamine benzylamine

attack position penicillin G C1 C3 C1 C3

in water (kcal/mol) 11 65 21 52
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Figure S1: Mass range [194.11659 m/z — 194.11853 m/z] of full-scan [50-600 m/z] reversed-phase HPLC-ESI-
HRMS (positive polarity) traces of the conversion of f-butyrolactone (BBL) with benzylamine after the addition

of water compared to the reaction in acetonitrile.
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Figure S2: Mass range [180.10101 m/z — 180.10281] of full-scan [50-600 m/z] reversed-phase HPLC-ESI-
HRMS (positive polarity) traces of the conversion of BBL with aniline after the addition of water compared to

the reaction in acetonitrile.
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Figure S3: Relative comparison of corresponding peak areas (Figure S1, 2) of formed products of the reactions
of BBL with aniline and benzylamine with (black) and without (white) water in acetonitrile measured by

reversed-phase HPLC-ESI-HRMS (positive polarity).

S5

200



30
®  lactone in D,0 (mM)

lactone in D ;0 calc. (mM)

- lactone in DMSO-dg (mM)

20 =

B-Butyrolactone (mM)

T v T
4] 20000 40000

time (sec)

Figure S4: Decay of the concentration of BBL (determined by 'H NMR spectroscopy) while reacting with
benzylamine in an ageuous ITEA-buffered reaction mixture at 37 °C (black curve, [BBL], = 25 mM,
[PhCH>NH,], = 50 mM, [PhCH>NH,] 4= 1.2 x 107 M, [TEA], = 0.10 M, pH = 7.75, solvent D,O/DMSO-dg
Y1 (W), kops = 6.2 x 107 57, kyy = 5.8 % 107 M s') and while reacting with benzylamine in d-DMSO at 37
°C versus time (grey curve, [BBL], = 25 mM, [PhCH,NH,]; = 50 mM, lpy = 2.5 x 107 M s7) is shown.
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Figure 85: Calculated reaction profiles of aniline and 4-methyl-1-azetidin-2-one in water. The attack at C1 is

shown in black and the attack at C3 in grey.
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Figure S6: Calculated reaction profiles of benzylamine and 4-methyl-1-azetidin-2-one in water. The attack at C1

is shown in black and the attack at C3 in grey.
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Figure S7: Calculated reaction profiles of the C1 attack of aniline on BBL with (black) and without (grey)

H;O".
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Figure 88: Calculated reaction profiles of the C3 attack of benzylamine on BBL with (black) and without (grey)

H,O".
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2. General methods and materials

All chemical reagents and solvents used for product studies were of reagent grade or of higher
purity and used without further purification as obtained from the commercial sources Alfa-
Aesar, AppliChem, Fluka/Sigma-Aldrich, Merck and Roth. Chemical reagents and solvents
used for kinetic NMR-studies were purified by destillation. Concentrations under reduced
pressure were performed by rotary evaporation at 40 °C. Yields refer to purified, dried and

spectroscopically pure compounds.

'"H NMR and *C NMR spectra were recorded at (26 + 1) °C on Bruker Avance 360, Avance
500 and Avance III 500 spectrometers. "H NMR kinetic measurements were performed on
Varian VNMRS 400 or Varian 200 spectrometers at 37 °C. Chemical shifts (§) were
referenced to the residual proton or carbon signal of the deuterated solvent in ppm (ds-DMSO:
du 2.50, 8¢ 39.52; CDCls: 8y 7.26, ¢ 77.16; D,O: 8y 4.?9).[1] Coupling constants (J) are
reported in Hertz (Hz) and multiplicity is reported as follows: s = singlet, d = doublet, t =

triplet, q = quartet, m = multiplet or unresolved.

Flash column chromatography was performed on Merck silica gel (Geduran Si 60, 0.040—
0.063 mm) using a forced flow eluant at 0.3 — 0.5 bar pressure. Analytical thin layer
chromatography (TLC) was performed on aluminium-backed TLC silica gel 60 F254 plates
by Merck, and compounds were visualized by UV detection (254 nm) or staining with

aqueous KMnO4/Na,CO; solution and subsequent heating.

Reversed-phase HPLC analysis was performed on a Waters 2695 separation module,
equipped with a Waters PDA 2996 and a Waters XBridge C18 column (3.5 pm, 4.6 x 0.10 M,
flow = 1.2 mL/min, method: gradient 2% B - 100% B over 30 min). For preparative scale
RP-HPLC separation a Waters 2545 quaternary gradient module in combination with a
Waters PDA 2998 and a Waters XBridge C18 (5.0 um, 30 x 150 mm, flow = 50 mL/min,
method: gradient 2% B = 100% B over 17 min) column was used. The mobile phase for
elution consisted of a gradient mixture of 0.1% (v/v) TFA in water (buffer A, HPLC grade)
and 0.1% (v/v) TFA in acetonitrile (buffer B, HPLC grade).

Reversed-phase HPLC-ESI-HR-MS analysis was performed on a Thermo Finnigan LTQ
FT-ICR equipped with a Dionex Ultimate 3000 separation module eluting on a Waters
XBridge C18 column (3.5 pum, 4.6 x 0.10 M, flow = 1.1 mL/min). The column temperature
was maintained at 30 °C. The mobile phase for elution consisted of a gradient mixture of
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0.1% (v/v) formic acid in water (buffer A, HPLC-MS grade) and 0.1% (v/v) formic acid in
acetonitrile:water 90/10 (buffer B, HPLC-MS grade).

Computational Details

XLEAP (AmberTool)[Z] has been used to solvate the solutes (lactone/lactam/penicillin G and
the corresponding nucleophile) in a box of explicit TIP3P water’®! with a buffer of 10 A

around the solute.

ANTECHAMBER™ was used to parameterize the molecules. For force field minimizations
the NAMD engine was used.”) Periodic boundary conditions and particle mesh Ewald
summation (PME) with a cutoff value of 12 A were employed. The system was energy
minimized (NVT ensemble) using the conjugate gradient algorithm within 10000 steps. The
system was heated up to 300 K within 30 ps. After this, the system was equilibrated for 230
ps. In the second equilibration step we switched to the NPT ensemble employing the
Langevin piston Nosé-Hoover method.'®! Production runs were performed for 10 ns using the
SHAKE algorithm.m In all steps a positional constraint of 1 kcal/mol/A* on non-water atoms
was applied.

For QM/MM structure optimizations the DL-POLY implementation within ChemShell™ was
combined with density functional theory (DFT) at the BP86-D3/6-31G**! level of theory
employing the Q-Chem program package!’” for the QM part. BP86-D3 was chosen for
optimization due to its particular low “weighted total mean absolute deviation” (WTMAD)
for reaction energies (3.5 kcal/mol)"! and its relatively low computational cost. The reaction
mechanisms were calculated using both the adiabatic mapping approach and the nudged
elastic band method of the DL-FIND!? module implemented in ChemShell.®! The system for
these calculations consists of the whole structure (total system size is up to 3144 atoms), with
8 A around the solutes as relaxed region (up to 1035 atoms) and 3.5 A around the solutes as

QM region (up to 222 QM atoms).
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3. Stability of p-butyrolactone (BBL) in different buffer systems — Determination

of first-order rate constants k;
3.1. Kinetic data

3.1.1. General

A 0.11 M buffer solution in D,O (540 pL) was mixed with a solution of BBL (60 pL ofa 0.25
M solution in dg-DMSO) in an NMR tube at 37 °C to produce a 9/1 (v/v) D,0/ds-DMSO
solvent mixture. The conversion of BBL was monitored by using time-resolved 'H NMR
spectroscopy. Concentrations of BBL, [BBL],, were calculated from the ratio of the integral of
the methyl resonances of BBL (d, 8 = 1.70 ppm) to the integral of the methyl resonances in
the range & = 1.43—1.27 ppm.

The first-order rate constants kops (= k1 1n equation (3) of the main text) were determined by
least-squares fitting of the exponential function [BBL], = [BBL]o-exp(—kopsf) + C to the time-
dependent [BBL]..

kobs = k1 = kw + kpo—[DO™| + kvusrer| buffer] (3)
3.1.2. Hydrolysis of BBL without buffer

D,0 (540 pL) and BBL (60 pL of a 0.25 M solution in de-DMSO) were mixed in an NMR
tube at 37 °C. The conversion of BBL was monitored by using time-resolved '"H NMR
spectroscopy. Concentrations of BBL, [BBL],, were calculated from the ratio of the integral of
the methyl resonances of BBL (d, 8 = 1.70 ppm) to the integral of the methyl resonances
assigned to 3-hydroxybutanoic acid (3-HBA: d, 5 =1.38 ppm).

o)
o) D,O/dg-DMSO (9/1) oD O
)j - A,

BBL 3-HBA

510
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Figure S9: Exemplary time-resolved 'H NMR spectra of the hydrolysis of BBL in D,0/d-DMSO 9/1 (v/) at 37
°C ([BBL], = 25 mM). Start of the reaction (bottom), time-resolved topview of "H NMR spectra (middle),

showing the decrease of BBL resonances and increase of 3-HBA resonances, and final '"H NMR spectrum after
40800 sec (top).
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Figure S10: Decay of the concentration of BBL in D,O/de-DMSO 9/1 (v/v) at 37 °C versus time ([BBL], = 25
mM, pH = 7.00). The black line shows a mono-exponential fit of the data.

3.1.3. Hydrolysis of BBL in the presence of acetate buffer

Acetate buffer (540 pL of a 0.11 M solution of NaOAc¢/HOAc in D,O, pH 4.75) and BBL (60
L of a 0.25 M solution in de-DMSO) were mixed in an NMR tube at 37 °C. The conversion
of BBL was monitored by using time-resolved '"H NMR spectroscopy. Concentrations of
BBL, [BBL],, were calculated from the ratio of the integral of the methyl resonances of BBL
(d, 3=1.70 ppm) to the integral of the methyl resonances in the range 6 = 1.43—1.27 ppm.

o]

o NaOAc/AcOH buffer oD O OAc O
AN N
oD oD

D,0/dg-DMSO (9/1)

BBL 3-HBA
AcOH/AcO-
3-HBA
3-I—iBA '
3-HBA
% pmso| |
H-I‘ l_..,) -u_l_; "L*_J. WL
83
4:5 . 4:0 . 3:5 . 3?0 . 2..5 . 2:0 . 1:5 . 1:0 . 0:5 . U:EI
1 (ppm)

Figure S11: "H NMR spectrum (400 MHz) of BBL in an acetate-buffered reaction mixture after 60 h at 37 °C
([BBL]y, =25 mM, [AcOH], = 0.10 M, pH = 4.75 in D,0/de-DMSO 9/1 (v/v)).
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Figure S12: Decay of the concentration of BBL in an acetate-buffered reaction mixture at 37 °C ([BBL], = 25
mM, [AcOH]J, = 0.10 M, pH = 4.75 in D,0/ds-DMSO 9/1 (v/v). The black line shows a mono-exponential fit of
the data.

3.1.4. Hydrolysis of BBL in the presence of phosphate buffer

Phosphate buffer (540 uL of a 0.11 M solution of Na,HPO,/NaH,PO4in D,0, pH 7.00) and
BBL (60 uL of a 0.25 M solution in de-DMSO) were mixed in an NMR tube at 37 °C. The
conversion of BBL was monitored by using time-resolved 'H NMR spectroscopy.
Concentrations of BBL, [BBL];, were calculated from the ratio of the integral of the methyl
resonances of BBL (d, 8 = 1.70 ppm) to the integral of the methyl resonances in the range & =
1.43—1.27 ppm that were assigned to the formation of 3-HBA and 3-(phosphonooxy)butanoic
acid (3-PBA, Figure S13). C-4 attack of BBL by dihydrogenphosphate or hydrogenphosphate
ions to form 3-PBA is further corroborated by **P NMR spectroscopic analysis of the reaction
mixture, in which the resonance at 6p = 0.69 ppm was assigned to the formation of a

phosphoric acid ester (Figure S14).

o] _P.
o phosphate buffer oD O D O O
):/f PO N
D,0/dg-DMSO (9/1)

BBL 3-HBA 3-PhosBA

o0
O~
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Figure S13: 'H NMR spectrum (400 MHz) of BBL in a phosphate-buffered reaction mixture after 49 h at 37 °C
([BBL]y = 25 mM, [NaH,PO,J,+ [Na;HPO,, = 0.10 M, pH = 7.00 in D,0/ds-DMSO 9/1 (v/v)).

H-PO4/H PO42_

3-PhosBA

.
0
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Figure S14: *'P-{ H} NMR spectrum (162 MHz) of BBL in a phosphate-buffered reaction mixture after 49 h at
37 °C ([BBL]s = 25 mM, [NaH;POJ, + [Na;HPO., = 0.10 M, pH = 7.00, solvent D;0/ds-DMSO 9/1 (v/v)).

The resonance at 5= 1.23 ppm is assigned to the phosphate buffer, the resonance at 5= 0.69 ppm is assigned to
3-(phosphonooxy)butanoic acid (3-PhosBA).

S14

209



30—
- lactone (mM)

lactone calc. (mM})

B-Butyrolactone (mM)

0 10000 20000 30000 40000 50000

time (sec)

Figure S15: Decay of the concentration of BBL in a phosphate-buffered reaction mixture at 37 °C ([BBL], = 25
mM, [NaH,PO,], + [Na,HPO,, = 0.10 M, pH = 7.00 in D,0/ds&-DMSO 9/1 (v/v)). The black line shows a

mono-exponential fit of the data.

3.1.5. Hydrolysis of BBL in the presence of triethanolamine buffer (TEA buffer)

TEA buffer (540 pL of a 0.11 M solution of TEA/TEA-HCI in D,O, pH 7.75) and BBL (60
pL of a 0.25 M solution in d¢-DMSO) were mixed in an NMR tube at 37 °C. The conversion
of BBL was monitored by using time-resolved '"H NMR spectroscopy. Concentrations of
BBL, [BBL];, were calculated from the ratio of the integral of the methyl resonances of BBL
(d, 3 = 1.70 ppm) to the integral of the methyl resonances in the range &= 1.43-1.27 ppm

(Figure S16).

Beside 3-HBA, an adduct of BBL and TEA is formed. The 3-HBA/BBL-TEA-adduct ratio

increases from 5.0 to 7.5 during the reaction (14 h, Figure S18), however reaches 13.3 after 13
days (Figure S16).

/ojo TEA buffer M
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D,0/dg-DMSO (9/1) oD
BBL 3-HBA
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Figure S16: '"H NMR spectrum (400 MHz) of BBL in a TEA-buffered reaction mixture after 13 days at 37 °C
([BBL],=25mM, [TEA],= 0.10 M, pH = 7.75 in D,0/d-DMSO 9/1 (v/v)).
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Figure S17: Decay of the concentration of BBL in a TEA-buffered reaction mixture at 37 °C ([BBL], = 25 mM,
[TEA], = 0.10 M, pH = 7.75 in D,0/ds-DMSO 9/1 (v/v). The black line shows a mono-exponential fit of the data.
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Figure S18: Concentration profiles in a TEA-buffered reaction mixture of BBL at 37 °C ([BBL], = 25 mM,
[TEA], = 0.10 M, pH = 7.75 in D,0/ds-DMSO 9/1 (v/v) (left) and 3-HBA/BBL-buffer adduct ratio (vight).

211

S16



3.1.6. Hydrolysis of BBL in the presence of tris(hydroxymethyl)aminomethane buffer
(TRIS buffer)

TRIS buffer (540 pL of a 0.11 M solution of TRIS/TRIS-HCI in D,O, pH 8.10) and BBL (60
L of a 0.25 M solution in de-DMSO) were mixed in an NMR tube at 37 °C. The conversion
of BBL was monitored by using time-resolved '"H NMR spectroscopy. Concentrations of
BBL, [BBL];, were calculated from the ratio of the integral of the methyl resonances of BBL
(d, 8 = 1.70 ppm) to the integral of the methyl resonances in the range &= 1.43-1.27 ppm
(Figure S18).
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Figure S19: 'H NMR spectrum (400 MHz=) of BBL in a TRIS-buffered reaction mixture after 9 d at 37 °C
(/[BBL]y, =25 mM, [TRIS]; = 0.10 M, pH = 8.10 in D,0/ds-DMSO 9/1 (v/v)).
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Figure S20: Decay of the concentration of BBL in a TRIS-buffered reaction mixture at 37 °C ([BBL], = 25 mM,
[TRIS], = 0.10 M, pH = 8.10 in D,0/ds-xDMSO 9/1 (v/v). The black line shows a mono-exponential fit of the
data.
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3.2. HRMS-studies

3.2.1. Reaction of BBL with acetate buffer

of

NaOAc/AcOH buffer OH O OAc O

9/1 H,0/MeCN

MDH ’ MOH

l+H+

Chemical Formula: CgH¢104"
Exact Mass: 147.06519

To a solution of sodium acetate (246 mg, 3.0 mmol) and acetic acid (173 pL, 181 mg, 3.0
mmol) in a 9/1 (v/v) HO/CH;CN-mixture (60 mL) with pH 4.75 was added BBL (122 L,

129 mg, 1.5 mmol). The reaction mixture was stirred at ambient temperature and samples

thereof were analyzed by HPLC-ESI-HRMS after 0, 20, and 40 h.

HRMS (ESI): caled. for C¢H;;,0, [M+H]": 147.06519; found: 147.06519.

g

2 8 2 % & 2 8

Relative abundance
(%), normalized to 1.4E5
2 8 S B 2

-
=

Oh rct time
20h rct time
[HOAc-lactone adduct]”
147.06519 m/fz
A -0.002 ppm
40h rct time

retention time (min)

Figure S21: Mass range [147.06444 m/z — 147.06592 m/z] of full-scan [50-600 m/z] reversed-phase HPLC-ESI-
HRMS traces (positive polarity) of the reaction of BBL in an aqueous acetate-buffered solution after 0 h, 20 h,

and 40 h.

S18

213



3.2.2. Reaction of BBL with phosphate buffer
o]

Po
OH O HO'I O O
)0:/[/ phosphate buffer - )\)L . HO M
9/1 H,0/MeCN OH OH

Chemical Formula: C4HqOgP*
Exact Mass: 185.02095

To a solution of sodium hydrogen phosphate (617 mg, 4.35 mmol) and sodium dihydrogen
phosphate (228 mg, 1.65 mmol) in a 9/1 (v/v) H,O/CH;CN-mixture (60 mL) with pH 7.00
was added BBL (122 pL, 129 mg, 1.5 mmol). The reaction mixture was stirred at ambient
temperature and samples thereof were analyzed by HPLC-ESI-HRMS after 0, 20, and 40 h.

HRMS (ESI): caled. for C4H;006P [M+H]": 185.02095; found: 185.02095.

100
80 0h rct time
0
40
20
gl o
SN 20h rct time
ol
S g % [Phosphate-lactone adducts]”
SN 4 185.02095 miz
uz} E » A -0.020 ppm
3 8
IS 40h rct time
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40
20
’ 0 1 2 3 4 ] [ 7 8 g
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Figure $22: Mass range [185.02002 m/z — 185.02188 m/z] of full-scan [50-600 m/z] reversed-phase HPLC-ESI-
HRMS (positive polarity) traces of the reaction of BBL in an aqueous phosphate-buffered solution after 0 h, 20
h, and 40 h.
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3.2.3. Reaction of BBL with triethanolamine buffer (TEA buffer)

O

3f

9/1 H,O/MeCN

+
OH © N(CH,CH,0H)s OH O

MOH * A COaH ¥ ME{CHchon)S

Chemical Formula: C1gHz2NO5* Chemical Formula: C4gHzNO5*
Exact Mass: 236.14925 Exact Mass: 236.14925

To a solution of TEA (946 mg, 6.0 mmol) in a 9/1 (v/v) H;O/CH3CN-mixture (60 mL) with
pH 7.75 was added BBL (122 pL, 129 mg, 1.5 mmol). The reaction mixture was stirred at
ambient temperature and samples thereof were analyzed by HPLC-ESI-HRMS after 0, 20,

and 40 h.

HRMS (ESI): caled. for C10H2,NOs [M]+: 236.14925; found: 236.14923.
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Figure $23: Mass range [236.13882 m/z — 236.14118 m/z] of full-scan [50-600 m/z] reversed-phase HPLC-ESI-
HRMS (positive polarity) traces of the reaction of BBL in an aqueous TEA-buffered solution after 0 h, 20 h, and

40 h.
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3.2.4. Reaction of BBL with tris(hydroxymethyl)aminomethane buffer (TRIS buffer)
CH,OH

0 OH O
0 TRIS buffer OH O /f\+
HOH,C”| "NH, O +_C(CH,OH
pat PR T s
9/1 H,0/MeCN OH H H

Chemical Formula: CgH1gNOs*  Chemical Formula: CgH1gNOg*
Exact Mass: 208.11795 Exact Mass: 208.11795

To a solution of TRIS (796 pL, 895 mg, 6.0 mmol) in a 9/1 (v/v) H,O/CH3;CN-mixture (60
mL) with pH 8.10 was added BBL (122 pL, 129 mg, 1.5 mmol). The reaction mixture was
stirred at ambient temperature and samples thereof were analyzed by HPLC-ESI-HRMS after
0, 20, and 40 h.

HRMS (ESI): caled. for CgH ;sNOs [M+H]": 208.11795; found: 208.11794.

100

80 0h rct time
60

40

20

=]
co

80 20h rct time
&0 [TRIS-lactone adducts]*
m 208.11794 miz

A -0.041 ppm
20

o

10U
80 40h rct time

60

Relative abundance
(%), normalized to 2.9E7

40

20

0 1 2 3 4 5 L] T & 9

retention time (min)

Figure $24: Mass range [208.11691 m/z — 208.11899 m/z] of full-scan [50-600 m/z] reversed-phase HPLC-ESI-
HRMS (positive polarity) traces of the reaction of BBL in an aqueous TRIS-buffered solution after 0 h, 20 h, and
40 h.
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4. Kinetics of the reaction of BBL with amines in TEA-buffered D,0/ds-DMSO

9/1 (v/v) — Determination of second-order rate constants ky

General procedure

A TEA-buffered (pH 7.75) solution of an amine (0.056 M) in D,O (540 nL) was mixed with a
solution of BBL (60 pL of a 0.25 M solution in de-DMSO) in an NMR tube at 37 °C to
produce a 9/1 (v/v) D,0/ds-DMSO solvent mixture. The conversion of BBL was monitored
by using time-resolved 'H NMR spectroscopy. Concentrations of BBL, [BBL], were

calculated from the ratio of the integral of the methyl resonances of BBL (d, 8 = 1.70 ppm) to
the integral of the methyl resonances in the range & = 1.43-1.27 ppm.

The first-order rate constants kops (= k> in equation (4) of the main text) were determined by
least-squares fitting of the exponential function [BBL]; = [BBL]o-exp(—kobst) + C to the time-
dependent [BBL]..

kovs =ky =k + kN[aI]]iIle]eﬁ (4)

According to equation (5) of the main text, 1.e.
kn = (k2 — ky)/[amine ] (5),

kw 1s then calculated from the experimentally determined %, the first-order rate constant of the
BBL decay in TEA-buffered solution (& = 5.47 x 10 s, see Section 3.1.5) and the effective
concentration of free amine at pH 7.75, [amine].g which is calculated according to Henderson

Hasselbalch equation with pKag: values from ref 3.
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4.1. Kinetics of the reaction of BBL with aniline in TEA-buffered D,0/ds-DMSO 9/1
(v/v)

4.1.1. Reaction of BBL with [aniline]o = 50 mM
[BBL]o =25 mM,

[PhNHL]o = 50 mM, [PhNH, ] = 50 mM,
[TEA buffer]o=0.10 M, pH 7.75 in D>0/ds-DMSO 9/1 (v/v), 37 °C.

0 NHz OH O HN@

0 TEA buffer
+ +
)—JI/ @ /]\/U\OH A coH
D,0/de-DMSO (9/1)
BBL

3-HBA 3-PBA

‘ ‘ | 3-HBA

i 3-PBA If
|
TEA I‘III |
DMSO
| 130 125 120
|‘ I 1 (ppm)
__«..._.H_..'ll _fll AL ,*I M __|b.-']"w"‘l.u-"u'”-_ R JJ,_
i

45 40 35 30 25 20
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Figure $25: 'H NMR spectrum (400 MHz) of the crude reaction mixture after completion of the reaction of BBL
with aniline in a TEA-buffered D;0/ds-DMSO 9/1 (v/v) solution.
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Figure S26: Decay of the concentration of BBL while reacting with aniline in a TEA-buffered reaction mixture

at 37 °C ([aniline] = 50 mM, ky = 8.50 x 107 M™' s™'). The black line shows a mono-exponential fit of the data.
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4.1.2. Reaction of BBL with [aniline], = 74 mM
[BBL]o =25 mM,
[PhNH;]o = 74 mM, [PhNH;]esr = 74 mM,
[TEA buffer]o =0.10 M, pH 7.75 in D,0/ds-DMSO 9/1 (v/v), 37 °C.

25 =y
L] lactone (mM}
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20—
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Figure S27: Decay of the concentration of BBL while reacting with aniline in a TEA-buffered reaction mixture

at 37 °C ([aniline], = 74 mM, ky = 7.07 x 107* M s7). The black line shows a mono-exponential fit of the data.

4.1.3. Reaction of BBL with [aniline]o =0.10 M
[BBL]o =25 mM,
[PhNH;]o = 0.10 M, [PhNH; = 0.10 M,
[TEA buffer]o =0.10 M, pH 7.75 in D,0/ds-DMSO 9/1 (v/v), 37 °C.
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20—
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Figure S28: Decay of the concentration of BBL while reacting with aniline in a TEA-buffered reaction mixture

at 37 °C ([aniline] , = 0.10 M, kyy = 8.23 x 107 M s7'). The black line shows a mono-exponential fit of the data.
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4.1.4. Reaction of BBL with [aniline], = 0.30 M
[BBL]o =25 mM,
[PhNH;]o = 0.30 M, [PhNH; = 0.30 M,
[TEA buffer]o =0.10 M, pH 7.75 in D,0/ds-DMSO 9/1 (v/v), 37 °C.

25—
®  lactone (mM)

e lactone calc. (mM)

20—
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B-Butyrolactone (mM)

T v 1
0 10000 20000
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Figure 829: Decay of the concentration of BBL while reacting with aniline in a TEA-buffered reaction mixture

at 37 °C ([aniline], = 0.30 M, kg = 7.88 x 107 M s7'). The black line shows a mono-exponential fit of the data.

4.1.5. Determination of the second-order rate constant &y for the reaction of BBL
with aniline
Table S4: Rate constants for the reactions of BBL with aniline at 37 °C at pH 7.75 in D,0/de-DMSO 9/1 (v/v) at

variable aniline concentrations.

[aniline]y M) ke (S) Ak (M'sT)

5.0 x 1072 972 x10° 8.50x107*
7.4 %107 1.07x10*  7.07x107*
1.0 x 107! 137x10*%  823x107*

3.0x10™ 291 x10*  7.88x107

averaged fy 7.92x107*

Standard dev +5.4 x 107

The averaged kv 1s in excellent agreement with the Ay derived from the slope of the linear

correlation of &ops With [aniline]o shown in Figure S30.
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30910
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Figure S30: Corelation of k,y; with [aniline] ,.. For comparison also k., of hvdrolysis in TEA-buffered solution is

plotted.

The average value ky(aniline) = 7.92 (= 0.54) x 10 M s is used in Table 3 of the main

text.
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4.2. Kinetics of the reaction of BBL with m-toluidine in TEA-buffered D,0/ds-DMSO
9/1 (v/v)

[BBL]o =25 mM,
[m-tol-NH;]o = 50 mM, [m-tol-NH; e = 50 mM,
[TEA buffer], =0.10 M, pH 7.75 in D,0/ds-DMSO 9/1 (v/v), 37 °C.

IQN
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* - + CO,H
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s.mreag #3-HBA
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TEA S AR
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Figure S31: 'H NMR spectrum (400 MHz) of the crude reaction mixture after completion of the reaction of BBL
with m-toluidine in a TEA-buffered D,0/ds-DMSO 9/1 (v/v) solution.
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Figure S32: Decay of the concentration of BBL while reacting with m-toluidine in a TEA-buffered reaction
mixture at 37 °C (ky=9.90 x 107 M 57). The black line shows a mono-exponential fit of the data.
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4.3. Kinetics of the reaction of BBL with p-toluidine in TEA-buffered D,0O/ds-DMSO

9/1 (VIv)

[BBL]o =25 mM,
[p-tol-NH;]o = 50 mM, [p-tol-NH; |egr = 50 mM,

[TEA buffer], = 0.10 M, pH 7.75 in D,0/d¢-DMSO 9/1 (v/v), 37 °C.
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Figure $33: 'H NMR spectrum (400 MHz) of the crude reaction mixture after completion of the reaction of BBL
with p-toluidine in a TEA-buffered D,0/ds-DMSO 9/1 (v/v) solution.
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Figure S34: Decay of the concentration of BBL while reacting with p-toluidine in a TEA-buffered reaction
mixture at 37 °C (ky = 1.35 x 10° M s7'). The black line shows a mono-exponential fit of the data.
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4.4. Kinetics of the reaction of BBL with p-anisidine in TEA-buffered D,0O/ds-DMSO
9/1 (v/v)

[BBL]o =25 mM,
[p-ani-NH;]o = 50 mM, [p-ani-NH; Jer = 50 mM,
[TEA buffer], =0.10 M, pH 7.75 in D,0/d-DMSO 9/1 (v/v), 37 °C.
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Figure $35: 'H NMR spectrum (400 MHz) of the crude reaction mixture after completion of the reaction of BBL
with p-anisidine in a TEA-buffered D,0/ds-DMSQO 9/1 (v/v) solution.
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Figure S36: Decay of the concentration of BBL while reacting with p-anisidine in a TEA-buffered reaction

mixture at 37 °C (ky = 1.62 % 107° M s7). The black line shows a mono-exponential fit of the data.
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4.5. Kinetics of the reaction of BBL. with benzylamine in TEA-buffered D,0/ds-
DMSO 9/1 (v/v)
[BBL]p =25 mM,
[PhCH,NH;]o = 50 mM, [PhCH,NH; Jess = 1.2 mM,

[TEA buffer]o=0.10 M, pH 7.75 in D>0/ds-DMSO 9/1 (v/v), 37 °C.
O

o TEA buffer OH O OH O
A
3T e - A, 0 A
H
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Figure S37:'H NMR spectrum (400 MHz) of the crude reaction mixture after completion of the reaction of BBL

with benzvlamine in a TEA-buffered D,0/ds&DMSO 9/1 (v/v) solution.
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Figure 838 Decay of the concentration of BBL while reacting with benzyvlamine in a TEA-buffered reaction

mixture at 37 °C (ky = 5.8 x 107 M 57'). The black line shows a mono-exponential fit of the data.

Due to the small concentration of unprotonated benzylamine under reaction conditions, we
proofed the formation of N-benzyl-3-hydroxybutanamide by HPLC-HRMS (ESI) analysis of
the reaction mixture. Caled. for Cy;H;gNO, [M+H]™ : m/z = 194.11756; found: m/z =
194.11753.
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4.6. Kinetics of the reaction of BBL with phenylethylamine in TEA-buffered D,0/ds-
DMSO 9/1 (v/v)
[BBL]p =25 mM,
[PhCH,CH,;NH,]o = 50 mM, [PhCH,CH,;NH; Jess = 0.36 mM,
[TEA buffer]o =0.10 M, pH 7.75 in D,0/ds-DMSO 9/1 (v/v), 37 °C.
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Figure $39: 'H NMR spectrum (400 MHz) of the crude reaction mixture afier completion of the reaction of BBL
with phenylethyvlamine in a TEA-buffered D,0/ds+-DMSO 9/1 (v/v) solution.
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Figure S40: Decay of the concentration of BBL while reacting with phenylethvlamine in a TEA-buffered
reaction mixture at 37 °C (ky = 1.1 x 107 M 57). The black line shows a mono-exponential fit of the data.

Due to the small concentration of unprotonated phenylethylamine under reaction conditions,
we proofed the formation of 3-hydroxy-N-phenethylbutanamide by HPLC-HRMS (ESI)
analysis of the reaction mixture. Caled. for C1,H;gNO, [M+H]™: m/z = 208.13321; found: m/z
=208.13317.
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4.7. Rate constants for the reactions of BBL with amines

Table S5: Rate constants for the reactions of BBL with different amines at 37 °C and pH 7.75 in D,0/de-DMSO
971 (vv).

benzyl-  phenylethyl-

aniline m-toludine  p-toluidine  p-anisidine amine amine
pKart 4.60 4.87 5.08 5.36 9.36 9.89
Cor (M) - 50x102  50x102 50x10% 12x10° 3.6x10*
Fops (57) - 1.04x107"% 122x10"% 135x10" 62x10° 59x107

eM1sh  792x107%F 990 x10* 135x10° 1.62x10° 58x10° 1.1x107

O o1 0, 0 ~0.07 ~0.17 -0.26 - -
[a] Average value, see Section 4.1. [b] From: C. Hansch, A. Leo, R. W. Taft, Chem. Rev. 1991, 91,
165-195.

4.8. Hammett plot for the reactions of BBL with anilines

-3.04

log ky

log ky = -121¢-3.09
rr=09890

-3.24

-0.3 -0.2 -0.1 0.0

Figure S41: Hammett plot of the reaction of BBL with anilines at 37 °C and pH 7.75 in D,0/ds-DMSO 9/1 (v/v),
with data from Table S5.
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S. Kinetics of the reaction of BBL with benzylamine in d¢-DMSO

[BBL]o =25 mM,
[PhCH,NI]o = 50 mM, in d¢-DMSO, 37 °C.

o o OH O
)_Jr + HzNAPh M “~ph
dg-DMSO H
BBL
DMSO
.l-' [
_,.-,_.,,,_..LIJ{" e / I.I_L " My U,
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Figure $42:'H NMR spectrum (200 MHz) of the crude reaction mixture after completion of the reaction of BBL

with benzvlamine d;~DMSQO solution.
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Figure S43: Decay of the concentration of BBL while
reacting with benzylamine dg-DMSO at 37 °C (left). Determination of the second-order rate constant by plotting

time versus Y = ([Nu]o—[E]o) In([E] o [E]: +[Nut]o—[E]o)/[Nu]o[E].) by = 2.5 % 107 M 57, evaluated from

data for the first half-life; right).
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6. Determination of second-order rate constants of the reaction of BBL with

carbanions in DMSO

General Procedure

Solutions of the potassium salts of the carbanions 9-12 were generated by deprotonation of
the corresponding CH acid with 1.05 equivalents of KO7/Bu in dry DMSO prior to the
measurements. The kinetics of the reactions of BBL with the carbanions 9-12 were studied in
DMSO at 20 °C by using stopped-flow techniques with UV-vis detection. First-order
conditions were achieved by using a large excess of BBL, which led to a mono-exponential
decrease of the absorptions of the carbanions (4) during their reactions with BBL, from which
the first-order rate constants ks (s™) were obtained by a least-squares fitting of the function
A; = Ap-exp(—kobst) + C. The second-order rate constants 4, (M‘1 s_l) were then obtained from

the slope of a plot of kqps Versus [BBL]o.
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Table S6: Reaction of BBL with potassium cyano(4-nitrophenyl)methanide 9 (at 20 °C, stopped-flow, detection
at 539 nm).

E = BBL; Nu = potassium cyano(4-nitrophenyl)methanide (9)

[Nu], (M) [Elo (M) [E]o/[Nu]o Faps (571
3.56 x 107 7.04 x 107 20 541
3.56 x 107 1.43 %107 40 5.53
3.56 x 107 2.13 x 107 60 5.97
3.56 x 107 2.87 x 107 81 6.61
3.56 x 107 3.55%10° 100 7.14

k» (20°C)=635M ' s

B L]

y=635x + 4.78
r?=0.956

Kobs (s™")
Y
I

0 T T T T T T T ]
0.000 0.001 0.002 0.003 0.004

[Elg (M)

Figure S44: Dependence of the first-order rate constant k., of the reaction of 9 with BBL at 20 °C on the
concentration of BBL.
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Table S7: Reaction of BBL with potassium cyano(4-nitrophenyl)methanide 9 (at 30 °C, stopped-flow, detection

at 539 nm).

E = BBL; Nu = potassium cyano(4-nitrophenyl)methanide (9)

[Nu], (M) [Elo (M) [E]o/[Nu]o Faps (571
6.20 x 107 424 x 107 68 18.1
620 x 107 8.49 x 1072 137 222
6.20 x 107 1.27 x 1072 205 27.9
6.20 x 107 1.59 x 1072 257 322

k, (30°C)=122 x 10° M * s

40—

30+

20+

Kobs (s™")

y=1219x + 12.49
r?=0.994

o0.000 D.005 0.015

0D.020

Figure S45: Dependence of the first-order rate constant k,,, of the reaction of 9 with BBL at 30 °C on the

concentration of BBL.
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Table S8: Reaction of BBL with potassium cyano(4-nitrophenyl)methanide 9 (at 40 °C, stopped-flow, detection

at 539 nm).

E = BBL; Nu = potassium cyano(4-nitrophenyl)methanide (9)

[Nu], (M) [Elo (M) [E]o/[Nu]o Faps (571
6.20 x 107 424 x 107 68 23.8
620 x 107 8.49 x 1072 137 34.5
6.20 x 107 1.27 x 1072 205 443
6.20 x 107 1.59 x 1072 257 51.6

k(40 °C) =238 x 10° M ' 57!

60—

40+

Kobs (s™")

20+

y = 2376x + 13.97
r?=0.999

o0.000 D.005 0.015

0D.020

Figure S46.: Dependence of the first-order rate constant k., of the reaction of 9 with BBL at 40 °C on the

concentration of BBL.
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Table S9: Rate constants of the reaction of BBL with potassium cyano(4-nitrophenyl)methanide (9) at different

femperatiires.
T (°C) EMsY T (K™Y In(k,/T)
20 6.35 x 10 341 %107 7.73 x 107"
30 1.22 x10° 330 %107 1.39
40 238 x 10° 3.19x 107 2.03

AH* =479 kJ mol™
AST= 279 Tmol ' K

k, (37°C)=195x10° M5!

y= -5751x + 20.38

In(k,IT)

r*=0.999

0.0032 0.0033 0.0034 0.0035

1T (K™

Figure S47: Eyring plot for the reactions of 9 with BBL at different temperatures.
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Table S10: Reaction of BBL with potassium 2-ethoxy-I-(4-nitrophenyl)-2-oxoethan-1-ide 10 (at 20 °C, stopped-
flow, detection at 550 nin.

E = BBL; Nu = potassium 2-ethoxy-1-(4-nitrophenyl)-2-oxoethan-1-ide (10)

[Nu], (M) [Elo (M) [Elo/[Nu], ks (s7)
517 %107 424 %107 82 6.02
5.17 % 107 8.49 x 1072 164 10.9
5.17 % 107 1.27 x 1072 246 17.8
517 %107 1.59 x 107 308 21.6

k (20°C)=137x10° M5!

25—

20+

y=1368x - 0.0678
r* =0.995

Kobs (5_11

o.010 0.015

[Elg (M)

0.020

Figure S48: Dependence of the reaction of 10 with BBL at 20 °C on the concentration of BBL.
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Table S11: Reaction of BBL with potassium I-(4-cvanophenyl)-2-ethoxy-2-oxoethan-1-ide 11 (at 20 °C,

stopped-flow, detection at 405 nin).

E =BBL; Nu = potassium 1-(4-cyanophenyl)-2-ethoxy-2-oxoethan-1-ide (11)

[Nu]o (M) [E]o M) [E]o/[Nu]o kops (s71)
1.04 x 107* 1.44 x 1073 14 42.6
1.04 x 107 2.89x 107 28 87.2
1.04 x 107* 433 x 107 42 108
1.04 x 107* 5.77 % 107 56 145
1.04 x 107 8.66 x 10~ 84 207

k» (20°C)=223x10*M's"

250+

200

y= 22277x + 1512

150 r?=0.994

Kobs (s™")

100

50—

T T T T
o0.000 o.002 0.004 0.006 0.008 D.010

[Elg (M)

Figure §49: Dependence of the first-order rate constant k., of the reaction of 11 with BBL at 20 °C on the

concentration of BBL.
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Table S12: Reaction of BBL with potassium I-(4-bromophenyl)-2-ethoxy-2-oxoethan-1-ide 12 (at 20 °C,
stopped-flow, detection at 352 nn).

E =BBL; Nu = potassium 1-(4-bromophenyl)-2-ethoxy-2-oxoethan-1-ide (12)

[Nu], (M) [E]o (M) [E]y/[Nul, Fops (5
243 %107 1.20x 107 5 35.5
243 x107* 2.61 %107 11 185
243 %107 424 %107 17 523
243 x107* 528 x 107 21 699
243 x107* 6.42 x 107 26 850

k, (20°C)=1.64 x 10° M 57!

1000+

800+

y= 164000x - 188 .4

600 r?=0.990

Kobs (s™")

400

200+

o0.000 0.002 0.004 0.006 0.008

[Elg (M)

Figure S50: Dependence of the first-order rate constant k. of the reaction of 12 with BBL at 20 °C on the
concentration of BBL.
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7. Determination of second-order rate constants of the reaction of sodium

penicillin G with various amines in D,0/de-DMSO 9/1 (v/v)

General procedure

A TEA-buffered (pH 7.75) solution of an amine (0.056 M) in D,O (540 pL) was mixed with a
solution of penicillin G (60 puL of a 0.25 M solution in de-DMSO) in an NMR tube at 37 °C to
produce a 9/1 (v/v) D,O/DMSO solvent mixture. The conversion of penicillin G (PenG) was
monitored by using time-resolved "H NMR spectroscopy. Concentrations of PenG, [PenG],,
were calculated from ratio of the integral of the aromatic protons (7.63 to 7.40 ppm, m, 5 H;
15 H respectively, if the nucleophile also gave signals in this range) to all protons of the
bicyclic moiety (5.67 ppm, d, J=3.9 Hz, 1 Hand 5.59 ppm, d, J=3.8 Hz, 1 H).

The first-order rate constants ks (= k> in equation (4) of the main text) were determined by
least-squares fitting of the exponential function [PenG]|; = [PenG]o-exp(—kobst) + C to the time-
dependent [PenG],.

kovs =k =k + r’(N[amjne]eff (4)

According to equation (5) of the main text, 1.e.
kn = (k — k1)/[amine]es (5),

kw 1s then calculated from the experimentally determined %, the first-order rate constant of the
PenG decay in TEA-buffered solution (k; = 3.3 x 107 s7, see Section 7.1) and the effective

concentration of free amine at pH 7.75.
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7.1. Consumption of sodium penicillin G in TEA-buffered solution — Determination

of the first-order rate constant k;

TEA buffer (540 pL of a 0.11 M solution of TEA/TEA-HCI in D0, pH 7.75) and penicillin
G (60 puL of a 0.25 M solution in de-DMSO) were mixed in an NMR tube at 37 °C. The
conversion of penicillin G was monitored by using time-resolved 'H NMR spectroscopy.
Concentrations of penicillin G, [PenG];, were calculated from ratio of the integral of the

aromatic protons (7.63 to 7.40 ppm, m, 5 H) to all protons of the bicyclic moiety (5.67 ppm,
d,J=39Hz 1Hand 5.59 ppm, d,/J=3.8 Hz, 1 H).

[PenG]Jp =25 mM,
[TEA buffer]o =0.10 M, pH 7.75 in D;0/de-DMSO 9/1 (v/v), 37 °C

o) 0]
HO HO
o)
N NH OH
TEA buffer /\\(g
S NH > S o
o D,0/dg-DMSO (9/1) Oy NH
PenG
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40407 s

]’ \

7 55 5.0

37495
30214
25633
_ 21352
.' | 18105
: 15165
i 12684
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4981
i 3100
1 i 1639

- 359
6.0 55 5.0
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Figure S51: Exemplary time-resolved ' H NMR spectra of the hydrolysis of penicillin G in TEA-buffered D,0/d-
DMSO 9/1 (vv) at 37 °C ([penicillin G], = 25 mM, pH = 7.75). Start of the reaction (bottom), time-resolved
topview of 'H NMR spectra showing the decrease of the followed penicillin G resonances (middle), and final 'H
NMR spectrum after 40407 sec (top).
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3o
L] penicillin (mM}

— penicillin cale. (mM}

= 5 -1
= L, kops = k= 332107 s
£
[&]
£
o
= 10 H
o
(=%
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o 10000 20000 joooo 40000
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Figure §52: Decay of the concentration of penicillin G in a TEA-buffered reaction mixture at 37 °C. The black

line shows a mono-exponential fit of the data.
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7.2. Kinetics of the reaction of sodium penicillin G with benzylamine in TEA-

buffered D,O/ds-DMSO 9/1 (v/v)

[PenG]Jo =25 mM,
[PhCH,;NH;]o = 50 mM, [PhCH,NH; s = 1.2 mM,
[TEA buffer]o =0.10 M, pH 7.75 in D,0/de-DMSO 9/1 (V;’V)_, 37°C

o]
HO
O
N NH OH NH HN
TEA buffer
S NH * H,N" Ph S
0 D,0/dg-DMSO (9/1) i _N i _N
PenG
3o
®  penicillin (mM)
penicillin cale. (mM)
E 20+
g Kope=ky=13x10"s™
g 104
2
o T T 1
o 20000 40000 60000

time (sec)

Figure S53: Decay of the concentration of penicillin G while reacting with benzylamine in a TEA-buffered

reaction mixture at 37 °C (ky = 8.1 x 107 M s). The black line shows a mono-exponential fit of the data.
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7.3. Kinetics of the reaction of sodium penicillin G with phenylethylamine in TEA-
buffered D,O/ds-DMSO 9/1 (v/v)

[PenG]Jo =25 mM,
[PhCH,CH,NH,]o = 50 mM, [PhCH,CH,NH; |esr = 0.36 mM,
[TEA buffer]o =0.10 M, pH 7.75 in D,0/de-DMSO 9/1 (V;’V)_, 37°C

o]
HO
0 Ph
N NH OH NH HNT
Ph TEA buffer
S NH + HQN/\/
o D,0/dg-DMSO (9/1)
PenG

30
®  penicillin (mM)

penicillin cale. (mM)

20+

Kope = kg = 6.4 x 107 5™

penicillin G (mM)

] 10000 20000 30000 40000 50000

time (sec)

Figure S14: Decay of the concentration of penicillin G while reacting with phenylethyvlamine in a TEA-buffered
reaction mixture at 37 °C (ky = 8.6 x 1072 M 57). The black line shows a mono-exponential fit of the data.
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7.4. Kinetics of the reaction of sodium penicillin G with n-propylamine in TEA-

buffered D,O/ds-DMSO 9/1 (v/v)

[PenG]Jo =25 mM,

[n-PrNH;]o = 50 mM, [n-PrNH;]eg= 0.058 mM,

[TEA buffer]o =0.10 M, pH 7.75 in D;0/de-DMSO 9/1 (v/v), 37 °C
(0]

D,0/dg-DMSO (9/1) o]

Pen

30
®  penicillin (mM)

penicillin cale. (mM)

20+

Kope = kg =59 x 10" 5™

penicillin G (mM)

T
] 10000 20000 30000 40000 50000

time (sec)

0 0
HO ° HO HO
N NH HO NH HN" 7
TEA buffer
S + HZNA\/ - S 0 + S (0]
NH O _NH

Figure S55: Decay of the concentration of penicillin G while reacting with n-propylamine in a TEA-buffered

reaction mixture at 37 °C (ky = 4.5 x 107 M s7). The black line shows a mono-exponential fit of the data.
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7.5. Rate constants for the reactions of sodium penicillin G with different aliphatic

amines

Table S13: Rate constants for the reactions of penicillin G (PenG) with different aliphatic amines at 37 °C and
pPH7.75.

benzylamine phenylethylamine n-propylamine
pKart 9.36 9.89 10.68
Cor (M) 1.2 %107 3.6x107 58x107
Fops (57 13 %107 6.4 %10 59 %107
ke M7 s7h 8.1 x 107 8.6 x 107 45 x10™
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8. Determination of N and sy parameters of amines in H,O

The nucleophilic reactivities of 2-phenylethylamine and p-anisidine in water were determined
by using the benzhydrylium method as described previously.m] Second-order rate constants
for the attack of OH™ 10ns at the colored reference electrophiles (&, og-) have previously been
reported."'® As outlined in more detail previously,"*) the second-order rate constants for the
attack of the amine at the benzhydrylium ions (kx) in equation S1 can be obtained from the

slope of a linear plot of kyw (equation S2) vs the amine concentration (equation S3).
kobs = kw + k2,on[OH ] + kn[amine] (S1)
kve = kovs — k2,0 [OH ] = kobs — 1y, on- (S2)
kvy = kw + kn[amine] (S3)

The following benzhydrylium tetrafluoroborates were used as reference electrophiles for the
determination of the nucleophilicity parameters N and sy of the amines according to equation

(1) in the main text.

reference electrophile abbreviation E parameter™
H
(dma),CH" ~7.02
M EQN NM =0}

“ (pyr),CH" ~7.69

& O

SSNe o
N N

Me

H
H

+
+
Me
H
W (ind),CH" —8.76
N N
Mé
H
+

(jul),CH" —9.45

N N

Me
[a] from """
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8.1. Phenylethylamine

Table S14: Reaction of phenylethylamine with (dma),CH BF, (at 20 °C in water, cosolvent: 1 vol-% CH;CN,
stopped-flow, detection at 607 nm).

E = (dma),CH'BF,; Nu = phenylethylamine

[Elo (M) Nulo™M) [Nule®) [OH]M) [Nule/[Elo ku(s") hyon () k()

7.11x10° 557x10* 3.84x10* 1.73x107" 5 1.35 226 %107 1.33
7.11x10° 1.67x10° 135x10° 323x107" 19 5.67 424 %107 5.63
7.11%10°  279x10° 236x10° 428x107 33 10.1 5.60 x 107 10.04
7.11x10° 390x107° 3.39x10° 513x107* 48 15.0 6.72 x 107 14.93
7.11x10°  5.01x10° 443x10° 586107 62 19.6 7.68 x 107 19.52

pKs (PhCH,CH,NH,) = 4.111"8
kyon-=131 M 7101

=451 x10°M s

254

20
¥y =4512.6x -0.4549

r?=0.9998

Kyy (87)

0 T T T T T T T T T T
o0.000 0.001 0.002 0D.003 0.004 0.005

[Phenylethylaminel & (M)

Figure S56: Determination of the second-order rate constant ky = 4.51 x 10° M 57! from the dependence of

the first-order rate constant k;w on the concentration of phenylethylamine.
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Table S15: Reaction of phenylethylamine with (pyr),CH BF, (at 20 °C in water, cosolvent: 1 vol-2s CH,CN,
stopped-flow, detection at 607 nm.)

E = (pyr),CH BF,; Nu = phenylethylamine

[E]o (M) NulbM)  [Nulz®™) [OHTM) [Nul/[Ele  kaws(S)  Fyow- G k(™)
137x10° 454x10* 3.01x10"* 153107 22 0411 7.41 x 1073 0.404
137x107  136x10° 1.07x10° 2.88x107* 79 1.48 1.40 x 107 1.47
137x10° 227x10° 189x10° 383107 138 2.81 1.86 x 1072 2.79
137x10°  4.09x10° 356x10° 526107 261 6.00 2.55 x 1072 5.97

pKs (PhCH,CH,NH,) =4.11
fey o~ = 48.5 Mt 571 16
w=173x10°M"*s!

68— .

y=1726 3x - 0.2867

r*=0.9952

Kyy (87)

0.001 o.002 0.003 0.004

[Phenylethylaminel & (M)

Figure S57: Determination of the second-order rate constant ky = 1.73 x 10° M 57! from the dependence of

the first-order rate constant k;w on the concentration of phenvlethylamine.
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Table $16: Reaction of phenylethylamine with (thq) ,CH BF, (at 20 °C in water, cosolvent: I vol-% CH;CN,
stopped-flow, detection at 607 nmn).

E = (thq),CH'BF, ; Nu = phenylethylamine

[Elo (M) Nulo®)  [Nule®™) [OH](M) [Nuke/[Elo kus(s) iy () kiy(s™)

127 %107  1.67x10° 135x10° 323x10™* 106 1.33 7.63 x 107 1.32
127 x10° 279x10° 236x107° 428x107* 185 232 1.01 x 107 2.31
127 %107  390x10° 339x10° 513x107* 266 3.35 121 x 107 3.34
127107  501x10° 442x10° 586x107* 347 4.62 1.38 x 107 4.61

pKp (PhCH,CH,NH,) = 4.11
lpon-=23.6 M 57111

In=106x10°M s

y =1059.6x - 0.1583

r?=0.997

Kyy (87)

0 T T T T T T
0.000 0.002 0.004 0.0086

[Phenylethylaminel & (M)

Figure S58: Determination of the second-order rate constant ky = 1.06 x 10° M s~ from the dependence of

the first-order rate constant k;w on the concentration of phenylethylamine.
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Table $17: Reaction of phenylethylamine with (ind),CH BF, (at 20 °C in water, cosolvent: 1 vol-% CH;CN,

stopped-flow, detection at 607 nin).

E = (ind),CH'BF,; Nu = phenylethylamine

[E]o (M) Nul,M) [Nule®™) [OH]TM) [Nule/[Ele kas(s) ko) iy (™)
1.80 x 107 557x10% 3.84x10* 1.73x10™* 21 0.193 1.87 x 107 0.191
1.80 x 107  1.67x10° 135x10"° 323x107" 75 0.646 3.49 x 107 0.643
1.80 x 107 2.79x 107 236x10° 428x107* 131 1.07 462 %107 1.07
1.80 x10™  3.90x107° 339x10° 513x107* 188 1.58 554x107° 1.57
1.80 x 107  501x10° 442x10"° 586x107" 246 2.09 6.33 x 107 2.08

pKs (PhCH,CIHLNIL) = 4.11

kyon- =108 M ' 571 19

=466 M s

2.0

ki, (87)

0.5

0.0

y =465 9x + 0.002

r*=0.9992

o0.000

T T T
0.001 0.002

[Phenylethylamine] 4 (M)

T
0D.003

0.004 0.005

Figure S59: Determination of the second-order rate constant ky = 466 M~ s~ from the dependence of the first-

order rate constant ky g on the concentration of phenylethylamine.
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Table S18: Reaction of phenylethylamine with (jul),CH BF,” (at 20 °C in water, cosolvent: 1 vol-% CH,CN,
stopped-flow, detection at 630 nin).

E = (jul),CH'BF4; Nu = phenylethylamine

[Elo VD Nulo™M)  [Nule®™) [OH]M) [Nulo/[Elo k(s  hiyouw () k(™)

277x107° 557x10"% 384x10* 1.73x107* 14 0.0621 5.94x10* 6.15x107
277x10°  1.67x10° 135x10° 323x107 49 0233  1.11x10° 232x10"
277 %107  2.79x10° 236x107° 428x107* 85 0378  1.47x107° 3.77x10™
277x107°  5.01x10° 442x10° 5.86x107" 160 0.774  2.02x107° 7.72x10™

pKp (PhCH,CH,NH,) = 4.11
lpon- =344 M 5710

In=175M"1s"!

0.8

y=174.79x -0.0118
r?=0.9972

Kyy (87)

0.0 T T T T T T T T T T
0.000 0.001 0.002 0.003 0.004 0.005

[Phenylethylaminel & (M)

Figure S60: Determination of the second-order rate constant kyx = 175 M ' s~ from the dependence of the first-

order rate constant k; ¢ on the concentration of phenylethylamine.
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Table S19: Rate Constants for the reactions of phenylethvlamine with different benzhydrylium ions as reference

electrophiles (20 °C, in water).

reference electrophile E parameter fy (20°C) M s
(dma),CH" -7.02 451 x10°
(pyr),CH" —7.69 1.73 x 10°
(thq),CH" -8.22 1.06 x 10°
(ind),CH" -8.76 4.66 < 10°
(jul),CH" —9.45 1.75 x 10

Reactivity parameters for phenylethylamine (in water): N = 13.40; sy = 0.57

4.0~
3.5 y=0573x+ 768
r’=0.996
=
= a4 b
o
2
2.5 |
2.0 T T T T T T T
-10.0 0.5 8.0 8.5 8.0 7.5 7.0 8.5

Figure S61: Plot of log ky vs. the electrophilicity parameters E for the reactions of benzhydrylium ions with

phenylethylamine.
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8.2. p-Anisidine

Table S20: Reaction of p-anisidine with (dma),CH BF,; (at 20 °C in water, cosolvent: 1 vol-% CH;CN,
stopped-flow, detection at 607 nin).

E = (dma),CH'BF,; Nu = p-anisidine

[Elo,M)  [Nu],(M) [Nu]es [OHT(M) MNul/[Ely Fkus(S)  Fyow ) kiy(7)

1.90 x10* 133 x107° 133x10° 1.63x10° 7 106 213 %10 1.06 x 10?
1.90 x107* 3.98x107° 398x107° 282x10° 21 351 3.69 x 107 3.51 %107
190 x 10  6.64x 107 6.64x10° 3.64x107° 35 587 477 x10"%  5.87 x 10
1.90 x10* 929x107° 929x107° 430x10° 49 856 564 <10  8.56x 107

pKg = 8.701%
kyon-=131 M 7101

=937 x10*M s

1000+

800
y =93655x -22.076

r?=0.999

2004

T T T T
o0.000 o.002 0.004 0.008 o0.008 D.010

[p-Anisidine ]l ¢

Figure S62: Determination of the second-order rate constant ky = 9.37 x 10° M s™! from the dependence of

the first-order rate constant k;» on the concentration of p-anisidine.
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Table S$21: Reaction of p-anisidine with (pyr),CH BF,; (at 20 °C in water, cosolvent: 1 vol-% CH,CN, stopped-

flow, detection at 607 nin).

E = (pyr);CH BF,; Nu = p-anisidine

[EloM)  [Nulo(M) Nule [OH]OM) [Nul#/[Ele kS  hyon- (S kiy(sT)

295x107 133x10° 133x10° 1.63x107° 45 14.6 7.90 x10°  1.46 x 10"
295x107 398x10° 398x10" 2.82x107° 135 93.3 137x 10" 933 x10"
295x107 664 %107 6.64x10° 3.64x107° 225 167 1.76 x 107 1.67 x 10*
295x107 929x107° 929x107° 4.30x107° 315 229 2.09 x 107" 229 x10%
295%x107 1.19x107 1.19x107 4.87x107° 405 288 236x 10" 2.88x10°
pKs=8.70

fey.on- = 48.5 M 5716

=257 x 10*M s

3004

y=25711x -12.207

r?=0.996

100+

0 T T T T T ]
0.000 0.005 0.010 0.015

[p-Anisidine ]l ¢

Figure S63: Determination of the second-order rate constant ky = 2.57 x 10° M s™! from the dependence of

the first-order rate constant k; ¢ on the concentration of p-anisidine.
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Table S22: Reaction of p-anisidine with (ind),CH BF, (at 20 °C in water, cosolvent: 1 vol-% CH,CN, stopped-

flow, detection at 607 nin).

E = (ind),CHBF4; Nu = p-anisidine

[Elo (M) [Nulo (M) [Nuleg [OHT(M) [Nulo/[Ele k(s  kiyon- () Fay(s™)

323 %107  133x10° 133x10° 1.63x107° 41 13.0 1.76 x 107 13.0
323x10°  398x10° 398x10° 2.82x107° 123 28.8 3.04 x 107 28.6
323 %107 6.64x10° 6.64x10° 3.64x107° 205 48.1 3.93 %107 48.1
323 %107  929x10° 929x107° 431x10° 288 62.7 4.65 %107 62.7
323%x10°  1.19x107 1.19x107 4.87x107° 370 75.1 526 %107 75.1
pKs=8.70

fey.on- = 10.8 M ! 5716

=596 x10°M s

80|
y = 5963 4x + 59337
60|
':«;
> 40
3
20|
0 . | . | . |
0.000 0.005 0.010 0.015

[p-Anisidine]qs

Figure S64: Determination of the second-order rate constant ky = 5.96 x 10° M s~ from the dependence of

the first-order rate constant k;» on the concentration of p-anisidine.
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Table $23: Rate constants for the reactions of p-anisidine with different electrophiles (20 °C).

reference electrophile E parameter ky (20°C) (M s
(dma),CH" -7.02 9.37 x 10*
(py1),CH —7.69 2.57 x 10
(ind),CH" -8.76 5.96 % 10°

Reactivity parameters for p-anisidine (in water): N = 14.28; s5 = 0.68

y = 0.6789x + 9.70
r=0.991

4.5 —

log ky

Figure S65: Plot of log ky vs. the electrophilicity parameters E for the reactions of benzhydrylium ions with p-

anisidine.
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9. Product studies

9.1. Reactions of amines and anilines with BBL

3-(Phenylamino)butanoic acid [FM348_6]

0 To a solution of aniline (93.1 mg, 1.00 mmol) in a 9/1-mixture of H,O and
HNJ\)J\OH CHs;CN (30 mL) was added BBL (81.5 pL, 1.0 mmol). The reaction
@ mixture was stirred until HPLC-ESI-HRMS analysis showed no further

increase in product formation. The solvent was evaporated under reduced
pressure. Purification by reversed-phase HPLC yielded 3-(phenylamino)butanoic acid (65%)
as a yellowish oil. The obtained NMR data is in accordance with previously published
results.!”!

HRMS (ESI): calcd. for C;,H;4NO, [M+H]": 180.10191; found: 180.10179.

"H NMR (360 MHz, DMSO): § 7.26-7.21 (m, 2 H), 6.89-6.83 (m, 3 H), 3.88-3.75 (m, 1 H),
2.58(dd, J=15.6,5.4Hz, 1 H), 2.35(dd, J=15.6, 7.7 Hz, 1 H), 1.19 (d, /= 6.4 Hz, 3 H).

3C NMR (90.6 MHz, DMSO): 8 172.3, 143.2, 129.4, 120.5, 116.4, 48.4, 39.7, 18.9.

3-(m-Tolylamino)butanoic acid [FM349_1-3]

o To a solution of m-toluidine (107 mg, 1.00 mmol) in a 9/1-mixture of H,O
HNMOH and CH5;CN (30 mL) was added BBL (81.5 pL, 1.00 mmol). The reaction
mixture was stirred until HPLC-ESI-HRMS analysis showed no further

©\ mncrease 1n product formation. The solvent was evaporated under reduced
pressure. Purification by reversed-phase HPLC yielded 3-(m-tolylamino)butanoic acid (70%)

as a yellowish solid.
Tm: 127 °C
HRMS (ESI): calcd. for C;;H;sNO, [M+H]" : 194.11756; found: 194.11745.

'H NMR (500 MHz, DMSO): § 7.16 (t, J= 7.7 Hz, 1 H), 6.86-6.63 (m, 3 H), 3.86-3.76 (m, 1
H),2.59 (dd, J=15.7,5.3 Hz, 1 H), 2.37 (dd, J=15.7, 7.8 Hz, 1 H), 2.26 (s, 3 H), 1.19 (d, J =
6.4 Hz, 3 H).

13C NMR (90.6 MHz, DMSO): & 172.1, 142.1, 138.7, 129.2, 122.2, 117.7, 114.4, 49.0, 39.4,
21.1, 18.6.
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3-(p-Tolylamino)butanoic acid [FM350_6-8]

o To a solution of p-toluidine (107 mg, 1.00 mmol) in a 9/1-mixture of H,O
HN /l\/U\OH and CH3;CN (30 mL) was added BBL (81.5 pL, 1.00 mmol). The reaction
mixture was stured until HPLC-ESI-HRMS analysis showed no further
increase in product formation. The solvent was evaporated under reduced
pressure. Purification by reversed-phase HPLC yielded 3-(p-

tolylamino)butanoic acid (79%) as an orange oil.

HRMS (ESI): calcd. for C;;H;sNO, [M+H]": 194.11756; found: 194.11746.

"H NMR (500 MHz, DMSO): & 7.18 (d, J=8.1 Hz, 2 H), 7.05 (d, J= 8.1 Hz, 2 H), 3.92-3.64
(m, 1 H), 2.63 (dd, J=16.0, 5.1 Hz, 1 H), 2.43 (dd, J=16.0, 8.0 Hz, 1 H), 2.26 (s, 3 H), 1.21
(d,J=6.5Hz, 3 H).

3C NMR (90.6 MHz, DMSO): § 172.0, 136.6, 134.3, 130.3, 120.1, 51.7, 38.5, 20.6, 17.9.

3-((4-Methoxyphenyl)amino)butanoic acid [FM351_4-7]

To a solution of 4-methoxyaniline (123 mg, 1.00 mmol) in a 9/1-mixture of

0]
HNJ\/lLOH H,0 and CH5CN (30 mL) was added BBL (81.5 pL, 1.00 mmol). The
reaction mixture was stirred until HPLC-ESI-HRMS analysis showed no
further increase in product formation. The solvent was evaporated under

o reduced pressure. Purification by reversed-phase HPLC yielded 3-((4-

~
methoxyphenyl)amino)butanoic acid (59%) as a colorless oil.

HRMS (ESI): calced. for C;;H;gNO; [M+H]": 210.11247; found: 210.11240.

"H NMR (360 MHz, DMSO): 8 7.26 (d, /= 8.8 Hz, 2 H), 7.01 (d, /= 8.9 Hz, 2 H), 3.84-3.77
(m,J=13.1, 6.4 Hz, 1 H), 3.75 (s, 3 H), 2.66 (dd, J=16.3, 4.9 Hz, 1H), 2.50-2.42 (m, 1 H),
1.23 (d,J=6.5 Hz, 3 H).

C NMR (90.6 MHz, DMSO): 8 171.5, 157.8, 129.9, 122.9, 115.1, 55.5, 53.1, 37.8, 17.2.
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N-Benzyl-3-hydroxybutanamide [FM353_28-30]

0 oOH To a solution of benzylamine (109 pL, 1.00 mmol) in a 9/1-mixture of
HNM H,0 and CHsCN (30 mL) was added BBL (81.5 pL, 1.00 mmol). The
O.) reaction mixture was stirred until HPLC-ESI-HRMS analysis showed no
further increase in product formation. The solvent was evaporated under

reduced pressure. Purification by reversed-phase HPLC yielded N-benzyl-3-
hydroxybutanamide (59%) as a white powder. The obtained NMR data is in accordance with

previously published results.?”

T 69 °C

HRMS (ESI): calcd. for C;;H;NO, [M+H]": 194.11756; found: 194.11750.

"H NMR (500 MHz, DMSO): § 8.32 (t,J=5.6 Hz, 1 H), 7.35-7.21 (m, 5 H), 4.70 (d, J=2.3
Hz, 1 H), 429 (d,/J=6.0 Hz, 2 H), 4.04 (d, J= 5.4 Hz, 1 H), 2.31 (dd, /= 13.8, 7.3 Hz, 1 H),
2.21(dd,J=13.8,5.8 Hz, 1 H), 1.10 (d, J= 6.2 Hz, 3 H).

C NMR (90.6 MHz, DMSO): & 170.7, 139.6, 128.2, 127.2, 126.7, 63.8, 45.3, 41.9, 39.5,
23.4.

3-Hydroxy-N-phenethylbutanamide [FM370_13-15]

o0 oH To a solution of 2-phenylethylamine (127 pL, 122 mg, 1.00 mmol) ) in a
HNJ\)\ 9/1-mixture of H,O and CHs;CN (30 mL) was added BBL (81.5 uL, 1.00
mmol). The reaction mixture was stured until HPLC-ESI-HRMS analysis

showed no further increase in product formation. The solvent was

evaporated under reduced pressure and purification by reversed-phase

HPLC yielded 3-hydroxy-N-phenylethylbutanamide (58%) as a white powder. The obtained

NMR data is in accordance with previously published results.”!

Tw: 51°C

HRMS (ESI): calcd. for C1,H;3sNO; [M+H]+: 208.13321; found: 208.13304.

"H NMR (500 MHz, DMSO): & 7.89 (t, J= 4.9 Hz, 1H), 7.43-7.08 (m, 5 H), 4.89 (s, 1 H),
4.11-3.84 (m, 1 H), 3.37-3.12 (m, 2 H), 2.71 (t, J=7.4 Hz, 2 H), 2.21 (dd, J=13.8, 7.1 Hz, 1
H),2.10(dd, J=13.8,5.9 Hz, 1 H), 1.05 (d, /= 6.2 Hz, 3 H).

C NMR (90.6 MHz, DMSO): & 170.6, 139.5, 128.6, 128.3, 126.0, 63.8, 45.3, 40.1, 35.2,
23.3.
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9.2. Reactions of amines with sodium penicillin G

2-(2-(Benzylamino)-2-0x0-1-(2-phenylacetamido)ethyl)-S,5-dimethylthiazolidine-4-

carboxylic acid

0 To a solution of benzylamine (31.5 pL, 30.3 mg, 0.25 mmol) in a

HO 9/1-mixture of H;O and CH;CN (5 mL) was added sodium

ikm/@ benzylpenicillin (89 mg, 0.25 mmol). The reaction mixture was

f) NH © stired until HPLC-ESI-HRMS analysis showed no further

increase in product formation. The solvent was evaporated under

reduced pressure and purification by reversed-phase HPLC

yielded 2-(2-(benzylamino)-2-oxo-1-(2-phenylacetamido)ethyl)-

5,5-dimethylthiazolidine-4-carboxylic acid (53%) as a white powder (isolated as a mixture of

diastereomers 45:55 dr). The obtained NMR data is in accordance with previously published
results.?!

Ty 114 °CH]

HRMS (ESI): calcd. for C2HsN30,4S [M+H]": 442.17950; found: 442.17977.

"H NMR (500 MHz, DMSO):  8.70 (t, J=5.7 Hz, 1 H), 8.55 (t, /J=5.8 Hz, 1 H), 8.45 (d, J
=8.6 Hz, 1 H), 8.34 (d, J=9.2 Hz, 1 H), 7.34-7.17 (m, 20 H), 4.89 (dd, J=12.3, 7.0 Hz, 2
H), 4.81-4.75 (m, 1 H), 4.51 (t, J=8.5 Hz, 1 H), 4.38-4.15 (m, 6 H), 3.64 — 3.56 (m, 2 H),
3.56-3.43 (m, 4 H), 1.56 (s, 3 H), 1.52 (s, 3 H), 1.19 (s, 3 H), 1.14 (s, 3 H).

BC NMR (126 MHz, DMSO): § 170.5, 170.4, 170.3, 169.9, 169.6, 169.1, 139.1, 138.8,
136.6, 136.2, 129.14, 129.12, 128.24, 128.22, 128.2, 128.19, 128.1, 127.2, 127.1, 126.8,
126.7, 126.4, 126.2, 73.5, 72.2, 67.7, 66.9, 58.4, 57.2, 54.8, 422, 42.04, 42.01, 41.9, 28.4,
27.9,27.7,27.1.
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5,5-Dimethyl-2-(2-0x0-1-(2-phenylacetamido)-2-(propylamino)ethyl)thiazolidine-4-
carboxylic acid

0 To a solution of propylamine (20.5 pL, 30.3 mg, 0.25 mmol) in a
HO . :
9/1-mixture of H,O and CH;CN (5 mL dded sodi

NH N~ mixture of H,O an 3 ( ) was added sodmum

S o benzylpenicillin (89 mg, 0.25 mmol). The reaction mixture was

O- _NH stirred until HPLC-ESI-HRMS analysis showed no further icrease

in product formation. The solvent was evaporated under reduced

pressure and purification by reversed-phase HPLC yielded 5.5-
dimethyl-2-(2-ox0-1-(2-phenylacetamido)-2-(propylamino)ethyl)-

thiazo-lidine-4-carboxylic acid (66%) as a white powder (isolated as a muxture of

diastereomers 45:55 dr.)

Tw: 121 °C

HRMS (ESI): calcd. for C19HsN304S [M+H]+: 394.17950; found: 394.17956.

"H NMR (360 MHz, DMSO): 8 8.38 (d, /J=8.7 Hz, 1 H), 828 (d, J=9.1 Hz, 1 H), 8.17 (t, J
=5.5Hz, 1 H), 8.02 (t, J=5.5 Hz, 1 H), 7.33-7.15 (m, 10 H), 4.86-4.83 (m, 2 H), 4.71-4.67
(m, 1 H), 4.45-4.40 (t, J=8.5Hz, 1 H), 3.62 (d, J=5.0 Hz, 2 H), 3.51 (dd, J=9.7, 2.8 Hz, 4
H), 3.04-2.96 (m, 4 H), 1.55 (s, 3 H), 1.51 (s, 3 H), 1.44-1.34 (m, 4 H), 1.19 (s, 3 H), 1.13 (s,
3H),0.83(q,J=7.7 Hz, 6 H).

C NMR (90.6 MHz, DMSO): & 170.4, 170.2, 170.1, 169.6, 169.1, 168.6, 136.4, 136.0,

129.1, 129.0, 128.1, 128.0, 126.3, 126.1, 73.2, 72.0, 67.5, 66.7, 57.9, 57.0, 56.8, 56.7, 54.8,
54.2,42.0,41.8,28.3,27.7,27.5,269,22.1,22.0,11.3.
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10. Syntheses of lactams

4-Methyl-1-azetidin-2-one

o To a stirred solution of 3-aminobutanoic acid (7.50 g, 72.2 mmol) and 2-chloro-1-
methylpyridinium iodide (20.4 g, 80 mmol) in dry CH3CN (500 mL) was added
dropwise a solution of triethylamine (22.0 mL, 16.2 g, 160 mmol) in dry CH;CN

(100 mL) under nitrogen over 10 min. The mixture was heated to reflux for 2 h. Then the
solvent was evaporated under reduced pressure. Purification by flash column chromatography
on silica (5.0 x 35 cm, EtOAc/EtOH = 10:1) yielded 4-methylazetidin-2-one (2.90 g, 34
mmol, 46%) as an yellowish oil. The obtained NMR data is in accordance with previously

published results.**

R,= 0.48 (EtOAc:EtOH 10:1)

HRMS (ESI): calcd. for C4HgNO [M+H]": 86.06004; found: 86.06006.

"H NMR (360 MHz, CDCls): & 6.34 (br s, 1 H), 3.79-3.72 (m, 1 H), 3.07 (ddd, J = 14.8, 5.0,
2.1Hz, 1H),2.52(ddd, J=14.8,2.3, 1.4Hz, 1 H), 1.34 (d,J=6.1 Hz, 3 H).

B3C NMR (90.6 MHz, CDCLs): 8 168.1, 45.1, 44.0, 21.3.

4-Phenyl-1-azetidin-2-one

o MN-Chlorosulfonyl isocyanate (16.0 mL, 25.9 g, 194 mmol, 1.2 eq.) was added

1 dropwise to a stirred solution of styrene (18.5 mL, 16.8 g, 161 mmol, 1.0 eq.)

in dry diethyl ether (75 mL) at room temperature over 10 min under nitrogen.

After stirring at ambient temperature for 2 h the solvent was removed under

reduced pressure to give an oily residue, which was then redissolved in diethyl ether (100 mL)
and added dropwise over 10 min to a vigorously stirred solution of water (150 mL), sodium
carbonate (45.0 g, 106 mmol, 3.0 eq.), sodium sulfite (30.0 g, 126 mmol, 1.5 eq.) and ice (100
g). The solution was stirred for 1 h and filtered through celite under vacuum. The two layers
were separated and the aqueous layer was extracted with diethyl ether (5 x 200 mL). The
combined organic extracts were dried over sodium sulfate, filtered and the solvent evaporated
under vacuum to yield the product (9.24 g, 62.8 mmol, 40%) as a white solid. The obtained

NMR data is in accordance with previously published results.[*!

Ty 104 °C)
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HRMS (ESI): calcd. for CoH;oNOs [M+H]*: 148.07569; found: 148.07572

'H NMR (360.13 MHz, CDCL): § 7.07 (m, 5 H), 6.54 (s, 1 H), 4.71 (dd, J=5.3,2.5 Hz, 1
M), 3.43 (ddd, J=14.9, 5.3,2.5 Hz, 1 H), 2.86 (ddd, J=14.9, 2.5, 0.9 Hz, 1 H).

13C NMR (90.6 MHz, CDCls): 5 168.3, 140.3, 128.9, 128.3, 125.7, 50.5, 48.1.
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11.NMR Spectra
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Figure $66: 'H NMR (top) and **C NMR (bottom) of 3-(phenylamino)butanoic acid.
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FM 349 1-3
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Figure S67: "H NMR (top) and > C NMR (bottom) of 3-(in-tolylamino)butanoic acid.
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FM 350 6-8

Nucleus: 1H

Solvent: DMSO
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Figure $68: 'H NMR (top) and **C NMR (bottom) of 3-(p-tolylamino)butanoic acid.
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FM 351 4-7
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Figure $69: 'H NMR (top) and **C NMR (bottom) of 3-((4-methoxyphenyl)amino)butanoic acid.
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Figure $70: 'H NMR (top) and **C NMR (bottom) of N-benzyl-3-hydroxybutanamide.
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Figure S71: 'H NMR (top) and **C NMR (bottom) of 3-hvdroxy-N-phenethylbutanamide.
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Figure §22: "H NMR (top) and B NMR (bottom) of 2-(2-(benzylamino)-2-oxo-1-(2-phenviacetamido)ethyl)-
5, 5-dimethylthiazolidine-4-carboxvlic acid.
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Figure S73: 'H NMR (top) and C NMR (bottom) of 5,5-dimethyl-2-(2-oxo-I1-(2-phenylacetamido)-2-
(propylamino)ethyl)thiazolidine-4-carboxylic acid.
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Figure $74: 'H NMR (top) and **C NMR (bottom) of 4-methyl-1-azetidin-2-one.
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Figure S75: 'H NMR (top) and *>C NMR (bottom) of 4-phenyl-1-azetidin-2-one.
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Staphylococcus aureus pyridoxal kinase reveal a facile
interaction network crucial for phosphorylation”, I. D. Blank,
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Preface

This paper draft does not yet include the experimental data, like kinetic studies on
mutants, etc. Only the results of the theoretical investigation are shown.
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Introduction

New strategies to target S. aureus are urgently needed as the spread of methicillin
resistant strains (MRSA) limits current therapeutic treatments. Staphylococcus
aureus represents a major pathogen causing severe infections of skin, lung and
bones. Research into novel pathways includes metabolism and enzymes with
essential functions for the bacterial cell. S. aureus requires pyridoxal phosphate
(PLP) to maintain the activity of essential PLP-dependent enzymes. PLP is either
supplied by de novo synthesis, pyridoxal (PL) uptake or salvage of PL liberated from
enzyme turnover. Conversion of PL to PLP is catalyzed by specialized kinases
(PLKs). PLKs utilize a conserved basic residue (cysteine 214) in their active site that
deprotonates the 5°-hydroxy group of PL thereby facilitating a nucleophilic attack onto
y-phosphate of ATP, leading to PLP. Another cysteine, cysteine 110, is also supposed
to have essential functions for the mechanism and is located in a flexible lid region
(CC-PLK). This cysteine 110 was first identified as the binding site of rugulactone, an
irreversible natural product inhibitor of CC-PLK". Structural studies with apo and holo
enzymes revealed a conformational change upon PL and ATP binding leading to an
unexpected hemithioacetal intermediate formed between the 4’-aldehyde of PL and
Cys110%. Indeed mutational studies with a Cys110Ala variant confirmed an essential
role of this residue for PL catalysis. Interestingly, related substrates lacking the
4’aldehyde such as pyridoxine (PN) as well as 4-amino-5-hydroxymethyl-2-
methylpyrimidine (HMP), displayed a 4-10 fold reduced turnover compared to wild
type PLK but could still be processed by the Cys110Ala mutant. Moreover, while a
mutation of catalytic Cys214 to aspartate enhanced PL turnover by 2-fold, the same
mutant was incapable of PN and HMP turnover. Based on these results a mechanism
of PL phosphorylation has been postulated by which substrate binding reshapes the
active site and induces lid closure. Thereby, Cys110 forms a hemithioacetal resulting
in a net negative charge at the 4’oxygen atom which was hypothesized to
intramolecularly deprotonate the adjacent 5’hydroxy group. In turn this nucleophile
reacts with y-phosphate of ATP resulting in PLP formation, lid opening and release.
We here utilize in depth molecular dynamic simulations to dissect the interaction
network crucial for PL binding and turnover. Based on these results, a new
phosphorylation mechanism was unraveled using the QM/MM (Quantum mechanics/
molecular mechanics) approach and revisits the originally proposed one. The results

of this study show that hemithioacetal formation fixes the complex to facilitate proton

2
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transfer from Cys214 to y-phosphate of ATP. Subsequently, a facile coordination
sphere composed of an Mg®* ion and crucial residues in close proximity align the

5°0OH group for phosphotransfer.

Computational Details

The crystal structure of pyridoxal kinase from Staphylococcus aureus in complex with
AMP-PCP and pyridoxal (PDB code: 4C5N)? was used as the starting structure.

We used the monomer in chain D, because in this chain Cys214 is resolved. The
missing loop (residue 111 to 117) was modeled via homology modelling based on the
crystal structure 4C5M (chain B). Water molecules within a distance of 5 A of AMP-
PCP and pyridoxal were kept. AMP-PCP was changed back to ATP. Based on other
kinase structures, ATP normally coordinates to Mg®*. As the coordination sphere of
the water molecule (residue 2035) strongly indicates an Mg®* ion, it was replaced by

Mg?* (see Figure 1).

CPL110

(¢

Y

\
Figure 1: X-Ray structure (PDB code: 4C5N), where WAT2035 shows a typical

coordination sphere for a Mg®* ion and is therefore replaced by Mg?* in our work.

The protonation state of the active site was determined based on PROPKA®®.
XLEAP (AmberTool)” has been used to add hydrogen atoms to the X-ray structure, to

neutralize the system with sodium ions and to solvate it in a box of TIP3P water® with

3
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a buffer of 10 A around the solute. The parameters for ATP were taken from Meagher
et al.”. GAFF parameters'® have been assigned to Pyridoxal bound to Cys214 (CPL)
with ANTECHAMBER". For force field molecular dynamics (FF-MD) simulations we
used the NAMD engine'? with ff10 (ffo9SB for proteins, ff99bscO and chi.OL3 for
nucleic acids)’. Particle mesh Ewald summation (PME) with a cutoff value of 10 A
and periodic boundary conditions were employed (see Sl, section MD preparation).
For QM/MM structure optimizations the DL-POLY implementation within ChemShell"®
(AMBER-FF) was combined with density functional theory (DFT) at the M06-2X-D3/6-
31G** " level of theory, employing the Q-Chem program package' for the QM part.
MO06-2X was chosen for optimization due to its particular low weighted total mean
absolute derivation for reaction energies'®.

Geometry optimizations have been performed with the DL-FIND" module
implemented in ChemShell'®. Reaction paths were calculated using the adiabatic

mapping approach with up to 180 atoms in the QM region and 2054 atoms in the

relaxed region (Figure 2).

Figure 2: The simulated system is shown, where the QM region is depicted in blue

and the relaxed region in orange.
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Results and Discussion

There is only one crystal structure of pyridoxal kinase in complex with AMP-PCP and
pyridoxal (PDB code: 4C5N)2, where pyridoxal is covalently bound to Cys214 forming
a hemithioacetal.

In this crystal structure, the ATP analogue AMP-PCP was used where the O(B-y) is
substituted by a carbon atom which inhibits the phosphorylation. The non-
hydrolysable AMP-PCP and ATP can potentially have different conformations within
the binding site'®. This could lead to a different coordination pattern, also influencing
the number and position of Mg?* ions in the active site. Kinases are known to have
one or two Mg®" ions in complex with ATP in the binding site. To investigate the
number of M92+ for pyridoxal kinase, we set up two systems with one and two Mg2+
ions, respectively.

PROPKA®>* estimated a pK, value of 10.73 for Cys214, indicating that this residue is
protonated under physiological pH which was confirmed by our quantum chemical
calculations (see Section Phosphorylation Mechanism). This protonation state is in
contradiction with the proposed mechanism?, which starts with the deprotonated
Cys214 abstracting a hydrogen from the alcohol-group?. Afterwards the resulting
alcoholate attacks the y-phosphate of ATP. Our QM/MM calculations show, that the
alcoholate is not stable due to immediate re-protonation by a water molecule nearby.
We investigate the interaction pattern of surrounding amino acids to deduce their

function and obtain indications about an alternative mechanism.

Interaction pattern

We use FF-MD simulations to analyze the interaction pattern of several amino acids
near the substrate in the active site, which are depicted in Figure 3. The resulting
interaction pattern is shown in Figure 4. To reveal their function and their potential
influence on the reaction mechanism, we correlated the results with the evolutionary
conservation and find that Lys176, Lys77 and Lys111 seem to have more interaction
partners than Lys179, which can explain their conservation. His210, Asp23 and
Asp105 show strong interactions, bridging different secondary structure elements,
which could indicate their importance in enzyme structure stability and therefore
explain their evolutionary conservation. A detailed listing of the observed interactions

and their concluded functions is given in Table 1.
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Figure 3: Active site residues of pyridoxal kinase.
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Figure 4: Interaction pattern between crucial residues. Non-polar interactions are
colored in magenta, polar interactions in blue. Backbone interactions are indicated
with bb.
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Table 1: Interactions and function of different amino acids; based on the analysis of

FF-MD simulations.

residue interaction function

Cys110 necessary for covalently binding of PL and reaction
correct orientation of PL within the active site

Lys111 ammonium group forms hydrogen bonds with | orientation of
oxygen of 5’-hydroxy group of CPL110 which substrate
will be phosphorylated; side chain forms van der
Waals interactions with the imidazole ring
system of His51

Lys176 ammonium group forms hydrogen bonds with  |enzyme structure
a-phosphate of ATP and to the backbone stability, ATP
carbonyl group of Thr137; backbone-backbone |binding/orientation
interaction of Lys176 to Leu140; Lys176 of substrate
backbone carbonyl group interacts with Asn139
side chain

Lys179 ammonium group forms hydrogen bonds with | ATP binding/
B-phosphate of ATP; slight van der Waals orientation of
interaction of side chain with GIn206 substrate, reaction

Lys77 ammonium group forms hydrogen bonds with  |enzyme structure
Asp23 which connects the beta-sheet stability
containing Lys77 with the nearby alpha-helix;
Ala217 and Ala218 form van der Waals
interactions with aliphatic part of Lys77 side
chain

His210 hydrogen bonds to Asp13; van der Waals enzyme structure
interaction with Pro257; backbone-backbone stability
interaction with Gly256 and Val258

His51 van der Waals interactions with Lys111; slight orientation of

van der Waals interactions with Val42 and
Met44; forms hydrogen bond with oxygen in
hemithioacetal of CPL110

substrate
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Asp105 carboxylate group forms hydrogen bonds to enzyme structure
backbone of Val107 and hydroxyl group of stability

Thr137; aliphatic part of side chain forms van
der Waals interaction with Ala217; backbone-

backbone interaction with Thr78

Cys214 slight van der Waals interactions with Ala22; reaction, enzyme
backbone-backbone interaction with Ala218 structure stability
Met80 slight backbone-backbone interaction with enzyme structure

Gly11; carbonyl oxygen forms hydrogen bond to |stability, orientation
hydroxyl group of Thr39; forms van der Waals | of substrate
interaction with Val53, Val107 and CPL110 (ring

system and methyl group)

Asp23 carboxylate group forms hydrogen bonds with  |enzyme structure
hydroxyl group of Thr8 and ammonium group of | stability

Lys77; Phe27 and Ala218 form van der Waals
interactions to aliphatic part of side chain of
Asp23

ATP (ribose/ |H2'and H3' of ATP form hydrogen bonds to reaction
phosphates) | carboxylate group of Asp188; Asn139 forms
hydrogen bonds to a-phosphate

This detailed investigation shows that the investigated amino acids can be grouped
into three different sections: 1.) amino acids important for enzyme structure
stabilization, 2.) amino acids important for binding/orientation of substrates and 3.)
amino acids potentially important for the mechanism.

Amino acids important for enzyme structure stabilization are Asp23, Met80, Cys214,
Asp105, Lys77, Lys176 and His210. For binding and orientation of the substrate PL,
the amino acids Met80, His51, Lys179, Lys176 and Lys111 show important
interactions to both substrates, either ATP or PL.

Finally, amino acids, which are potentially important for the mechanism, are Cys214,
Cys110 and Lys179. Lys179 is potentially crucial for the mechanism because it brings
the y-phosphate in a favorable position for the phosphorylation reaction and could

stabilize the transition state by interacting with the B-phosphate.
8
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Phosphorylation mechanism (QM/MM)
We investigated different possible mechanisms for the phosphorylation of pyridoxal

which is covalently bound to Cys110, including the assumed mechanism. It has been
suggested that as initial reaction the deprotonated Cys214 abstracts a proton of the
5" alcohol group®. Our calculations show, that the hydroxyl group will not reach the
alcoholate form due to simultaneous re-protonation by a water molecule nearby. For
a direct phosphorylation we calculated a barrier of 63 kcal/mol (see Figure 5). If
Cys214 were deprotonated, the barrier would decrease by 11 kcal/mol to 52 kcal/mol,
because of the concerted proton transfer from CPL to the negatively charged
Cys214. This indicates that Cys214 is favorable in a deprotonated form during the
phosphorylation reaction (see Sl). As these reaction barriers are much too high for
enzymatic reactions, direct phosphorylation seems not to be feasible. Although,
unprotonated Cys214 lowers the barrier by 11 kcal/mol, according to PROPKA it is
protonated in the beginning of the reaction. However, Cys214 can transfer its proton
to y-phosphate before the phosphorylation step. This is in line with experimental
findings?, that the C214D mutant exhibits a considerably higher activity than the WT.
Aspartate has a lower pK, value compared to cysteine which is therefore able to
protonate the y-phosphate more easily.

In contrast to the proposed mechanism, we suggest protonation of the y-phosphate
as initial reaction step (Figure 6). This involves a reorientation of the thiol group of
Cys214, away from Asp105, heading towards the y-phosphate of ATP followed by a
proton transfer of Cys214 to the y-phosphate of ATP via water. This first reaction step
has a barrier of 18 kcal/mol and is feasible within an enzymatic reaction (Figure 7).

If we now calculate the phosphorylation reaction as next step, the barrier for the
phosphorylation decreases by 6 kcal/mol to 46 kcal/mol, which is still too high for an
enzymatic reaction. The y-phosphate is coordinated to Mg?*, which prevents a
movement towards CPL. Preparing for the phosphate transfer reaction, we substitute
the y-phosphate in the coordination sphere of Mg* by a water molecule. The
coordination exchange does not result in a significantly decrease of the reaction
barrier in the subsequent phosphorylation, but the stability of the product changes
from 21 kcal/mol to -6 kcal/mol (reaction profile see Sl) compared to the product
when the vy-phosphate is still coordinated to Mg** after phosphorylation.

Interchanging the first two reaction steps, does not lead to energetically favorable

9
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geometries (see discussion in Sl).

To make the reaction more favorable, we include Lys179 into the reaction coordinate,
because we assessed Lys179 to be helpful by stabilizing the B-phosphate within the
phosphorylation reaction. The reaction barrier for the phosphorylation decreases by
3 kcal/mol as Lys179 forms a strong hydrogen bond of its ammonium group with the
B-phosphate of ATP. During this phosphorylation, the proton of the attacking alcohol
group is transferred to Cys214 simultaneously. The first two steps are similar to the
mechanism found for an auto-phosphorylation of a histidine kinase'. In contrast to
this mechanism, we find that proton transfer from Lys179 to the B-phosphate is
unfavorable. Instead, we observe a stabilizing effect. Unfortunately, there are no
other amino acids nearby that can protonate the B-phosphate. This could be
attributed to the loop conformation, not representing the actual reactive conformation
of the closed loop in vivo, which also extensive MD simulations cannot correct.
Together with a probably different coordination pattern of the analogue AMP-PCP,
this could explain the big distance between CPL and y-phosphate (4.36 A) before the
phosphate transfer reaction, which artificially increases the reaction barrier. We also
investigated the influence of a second Mg** ion, which does not facilitate the
phosphorylation reaction (see Sl). So we conclude that only one Mg?* is part of the

active site.
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phosphorylation barriers
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Figure 5: Phosphorylation barrier of CPL under different conditions, calculated at the

MO06-2X-D3/6-31G** level of theory.
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Conclusion

We investigated the interaction pattern of amino acids within the active site by MD
simulations and quantum-chemical calculations to illuminate their function within the
enzyme and classified the investigated amino acids according to their function
(enzyme stability, substrate binding and reaction mechanism). Additionally, the
investigation of different influences on the phosphorylation reaction of PLK at
different stages of the overall reaction mechanism lead us to the conclusion that only
one Mg** ion is present in the active site, coordinating all phosphate groups of ATP.
We found that the suggested initial alcoholate formation of CPL? does not exist under
physiological conditions due to simultaneous re-protonation by water. However, our
calculations suggest that an initial proton transfer reaction from Cys214 to the y-
phosphate of ATP is feasible. This initial reaction could explain the higher activity of
the C214D mutant compared to the wild type PLK?. In the second step a change in
the solvation sphere of M92+ can take place, so that the y-phosphate is not
coordinated to Mg®* anymore, leading to an energetically favorable phosphorylation
product in the third step. The first and second reaction steps of our new mechanism
are in line with the mechanism found for a histidine kinase'®. In that case, a lysine
residue transfers a proton via water to the B-phosphate. Our calculations indicate that
Lys179 is not able to transfer a proton to the B-phosphate in the case of PLK, but
stabilizes the B-phosphate through a strong hydrogen bond, leading to a decreased
reaction barrier. The resulting barrier height of 42 kcal/mol shows, that not all details
of the mechanism are revealed yet, probably due to the uncertainty of the loop.
Nevertheless, the reaction mechanism is a viable alternative to the previously
proposed one?, because it is analogous to the reaction mechanism found for another
kinase'. Comparison between theoretical and experimental observations can
contribute to the understanding of the orientation and interaction pattern of the
unresolved but crucial loop residues in the X-ray structure of PLK in complex with
ATP and PL. The correct loop conformation will probably further lower the final barrier

and allow the full elucidation of the phosphorylation mechanism of PL by PLK.
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1. MD preparation

The system was energy minimized (NVT ensemble) using the conjugate gradient
algorithm (1 fs timestep) within 10 fs with non-water atoms keept fixed. Minimization
was continued for 20 ps, where a positional constraint of 1 kcal/mol/A% on non-water
atoms was applied.

The system was heated up to 300 K within 30 ps. In the following step the system
was equilibrated for 100 ps. In the second equilibration step we switched to the NPT
ensemble employing the Nosé-Hoover Langevin piston method’? and simulated for
50 fs until we decreased the constraints on non-water atoms step by step to zero
(see Table 1). For proper statistics and to obtain a statistically significant analysis,
production runs were performed for at least 150 ns in total (min. 5x30 ns) using the
SHAKE? algorithm.

Sl-Table 1: Reduction of constraints during equilibration step 2.

simulated time [ps] constraint [kcal/moI/Az]
15 0.8
15 0.6
15 0.5
15 0.4
10 0.3
10 0.2
10 0.1
60 0.0
1
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2. Analysis of the interaction pattern of crucial amino acids
with their environment

In this analysis, only direct interaction was taken into account, which means, that
interactions mediated by water molecules are not considered. For the interaction
partners see Sl-Table 2.

Sl-Table 2: Interaction partners (Il) and their average number of atoms within 3 A of
the investigated residue (l).

I Il average number
residue (interaction to) of atoms of Il
within 3 A of |

Lys111 His51 3
CPL110
Lys176 Leu140
Asn139
ATP
Thr137
Lys179 ATP
GIn206
Lys77 Asp23
Ala217
Ala218
His210 Gly256
Pro257
Val258
Asp13
His51 Lys111
CPL110
Met44
Val42
Asp105 Val107
Ala217
Thr78

Thr137
2

NN NN DN O DN DN DN OIINDNDPEROOOINDOI N O|WIN| ©
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[
residue

Il
(interaction to)

average number
of atoms of I
within 3 A of |

Cys214

Ala22

2

Ala218

Met80

CPL110

Val107

Gly11

Thr39

Val53

Asp23

Thr8

Lys77

Phe27

Ala218

WD W & HAIDNININMN DN DN ®
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3. The one Mg?* system

Phosphorylation as initial reaction step

Considering the phosphorylation proposed by Nodwell et al.* as first reaction step
leads to unfavorable high barriers. In case that Cys214 is protonated (Cys-SH), the
resulting barrier is 63 kcal/mol and the product is 55 kcal/mol more unstable than the
educt. Cys214 is not involved within this phosphorylation reaction and the vy-
phosphate of ATP is not protonated. At the end of the reaction, CPL still holds the
proton of the now phosphorylated 5’-alcohol group. When Cys214 is negatively
charged (Cys-S’), the resulting barrier is 52 kcal/mol and the formed product is
34 kcal/mol above the educt.

Decreasing the phosphorylation barrier by protonation of the y-phosphate of
ATP

After the first reaction step, the proton transfer of Cys214 to the y-phosphate of ATP,
the barrier for a phosphorylation is 46 kcal/mol and the product is 21 kcal/mol above
the educt. During the phosphate transfer, the proton of the 5-alcohol group is
abstracted by Cys214 to recover its thiol form. The phosphate, which was transferred
to CPL is still in a protonated form.

Discussion about the interchangeability of step 1 (y-phosphate protonation)
and step 2 (solvation exchange of Mg**)

We see that first the y-phosphate of ATP has to be protonated to minimize the
electrostatic interaction between M92+ and the y-phosphate before exchanging the
coordination sphere of Mg®* because a less negatively charged y-phosphate can be
removed in an easier manner.

In case, that we first exchange the coordination sphere and subsequently protonate
the y-phosphate, no further stable structure has been found so far.

Phosphorylation after y-phosphate protonation and solvation exchange at Mg2+
Phosphorylation after y-phosphate protonation and solvation exchange at Mg®*, still
without the stabilization of Lys179, leads to a decrease of the product energy, see
Sl-Figure 1.
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Sl-Figure 1:  y-phosphate protonation, solvation exchange at Mg2+ and
phosphorylation without the stabilization of Lys179. The previous solvation exchange
leads to a decrease of the product energy compared to phosphorylation directly after
protonation of y-phosphate.

4. The two Mg** system

Sl-Figure 2: The active site residues of PLK and the substratés for phosphorylation
are depicted for the two Mg** system. The two Mg?" ions are colored in pink.
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SI-Figure 3: reaction profile for the two Mg** system, where the first part of the
reaction is the exchange of the solvation sphere of Mg”, followed by protonation of
the y-phosphate of ATP and the phosphorylation step. Within the phosphorylation
step, CPL is deprotonated by Asp105 via a water molecule. Lys179 does not stabilize
the phosphorylation procedure.
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SI-Figure 4: reaction profile for the two Mg?* system, where the first part of the
reaction is the protonation of the y-phosphate of ATP followed by the exchange of the
solvation sphere of Mg?* and the phosphorylation step.
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5. Conclusion to the amount of Mg** ions in the active site:
We investigated the influence of the amount of Mg?* ions in the active site of PLK and
conclude, that the third reaction step should be independent of the presence of a
second Mg® ion, because the third barrier (phosphorylation), which is the highest
barrier in the reaction, has the same height for the one Mg®* and the two Mg?*
system. The reaction profile of the one Mg?* system is energetically more favorable
than that of the two Mg®* system because of the relative energy of the intermediate
states and the product. This indicates that the one Mg?* ion mechanism is the
favored one.
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