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Zusammenfassung

Die Optimierung der Zuckerverwertung ist für Bakterien insbesondere unter variablen

Umweltbedingungen essentieller Teil ihrer Überlebensstrategien. Bei zwei konkurrieren-

den und fluktuierenden Nahrungsangeboten stellt sich die Frage, ob eine homogene oder

heterogene Anpassung optimal ist. Um solche Anpassungsmechanismen zu verstehen,

wurde metabolisches Schaltverhalten anhand von Genexpression mit Hilfe von Reporter-

genen sowie zeitaufgelöster Fluoreszenz-Mikroskopie auf Einzelzellebene in Escherichia

coli untersucht. Da Genexpression ein inhärent stochastischer Prozess ist, können aus-

geprägte Unterschiede zwischen einzelnen Zellen auftreten. Diese Expressionsunterschiede

können Teil komplexer Überlebensstrategien sein. In dieser Arbeit wird das Schaltverhal-

ten in Antwort auf eine Nährstoffänderung in direkter bakterieller Umgebung sowie das

Umschalten zwischen verschiedenen Verwertungsstrategien als Reaktion auf die Zugabe

zweier unterschiedlicher Nährstoffe in verschiedenen Konzentrationen analysiert.

Im ersten Teil dieser Arbeit wird das Schaltverhalten im Arabinose-Verwertungssystem

untersucht. Hier wurde gezeigt, dass das Abschalten der Genexpression nach Entfernen

der induzierend wirkenden Arabinose in allen Zellen innerhalb kurzer Zeit, also homogen

abläuft, im Gegensatz zum heterogenen Anschalten. Da die Genexpression in induzier-

baren Zuckerverwertungssystemen stark vom Wert der intrazellulären Konzentration des

induzierenden Zuckers abhängt, muss zum Abschalten der Genexpression dieser Konzen-

trationswert unter das zur Induktion nötige Niveau sinken. Ein Absinken der internen

Zuckerkonzentration kann entweder über Abbau oder Export des Zuckers geschehen. In-

nerhalb der hier möglichen Zeitauflösung wurde mit Hilfe einer Mutante, der das Abbauen-

zymgen araBAD fehlt, keine Abhängigkeit des zeitlichen Abschaltverhaltens von diesem

Enzym gefunden. Zusätzlich ist das Abschalten unabhängig von der Expression eines

potenziellen Exportproteins des Arabinosesystems. Daher ist möglicherweise ein bisher

unbekannter nicht-kanonischer Abbau- oder Exportweg für das schnelle und homogene

Abschalten der Genexpression verantwortlich.

Der zweite Teil dieser Arbeit beschäftigt sich mit dem Schaltverhalten im Phosphotrans-

ferase System, das die Aufnahme zahlreicher Zucker an die Verfügbarkeit von Phosphor-

gruppen innerhalb der Zelle koppelt. Erstmals wurden quantitative Messungen zum

Schaltverhalten des PTS für zwei ausgewählte Zuckerverwertungssysteme, N-acetyl-gluco-

samine (NAG) und Sorbitol, durchgeführt. Der konkurrierende Prozess um die import-

limitierende Ressource Phosphor wurde durch Messung der Genexpression der Systeme
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sowie durch den konzentrationsabhängigen Einfluss der Zucker auf die Wachstumsrate

analysiert. Abhängig von der externen NAG Konzentration zeigten sich zwei Verhal-

tensweisen: Hohe NAG Konzentrationen führen zu hierarchischem Verwerten der Zucker

in Übereinstimmung mit theoretischen Vorhersagen, bei niedrigen Konzentrationen hinge-

gen werden die metabolischen Gene beider Systeme simultan angeschaltet. Mit Hilfe eines

mathematischen Modells, das asymmetrische Zuckerqualität sowie variable Kopplung im-

plementiert, kann das gemessene Phasendiagramm der Genexpression reproduziert wer-

den. Daher ist es plausibel, dass die simultane Expression der beiden Systeme unter

Bedingungen eines nicht-limitierenden Phosphorflusses von einer Entkopplung der Zucker-

verwertungssysteme rührt.

Die Tatsache, dass die Zellen für das PTS zwei Schaltverhalten kennen, weist auf eine effi-

ziente Regulation mittels Beschränkung des Phosphorflusses hin und könnte insbesondere

bei der Anpassung der metabolischen Überlebensstrategie einer Zelle an vorherrschende

Umweltbedingungen ebenso von Nutzen sein wie ein schnelles Abschalten der Genexpres-

sion nach Entfernen der externen Arabinose.



Summary

Bacteria essentially need to optimize their strategies for survival under fluctuating environ-

mental conditions. One possible strategy is adaptation, but it is unclear if homogeneous or

heterogeneous adaptation is optimal in the presence of two fluctuating substrates, which

are competing for basic resources in the cell. To elucidate such adaptation mechanisms,

metabolic switching of Escherichia coli on the single-cell level was studied by means of

reporter genes and fluorescent time-lapse microscopy. Due to the inherent stochasticity

of gene expression processes, significant cell-to-cell variation occurs, which can be part

of complex survival strategies. In this work, metabolic switching triggered by a change

of nutrient in the environment as well as switching between different metabolic strategies

is studied in response to several concentrations of two nutrients provided at the same time.

The first part of this work investigates metabolic switching in the arabinose utilization

system. In the course of this work, the OFF-switching of gene expression was found to

be homogeneous and fast in all cells after removal of external arabinose, in contrast to

the heterogeneous ON-switching. In inducible utilization systems, gene expression largely

depends on the intracellular concentration of the inducing substrate. For a transition of

the induced ON state to the uninduced OFF state, this internal concentration needs to

drop under the threshold level of induction. Decrease can be achieved either by degra-

dation or by export. Within the time resolution of this work, the transition was found

to be independent of the canonical pathway of arabinose degradation as probed with a

mutant lacking araBAD, which is the gene encoding the catabolic protein of the arabinose

utilization system. Apparently, the OFF-switching of the arabinose system is also inde-

pendent of the expression of a potential export protein of the arabinose system. Thus,

some non-canonical metabolic pathways or modes of arabinose export might underlie the

fast and homogeneous transition into the uninduced state after a downshift of the external

arabinose concentration.

The second part explores the Phosphotransferase System (PTS), a global sugar utiliza-

tion system governing the import and metabolism of various sugars in dependence of the

availability of phosphor groups within a cell. For the first time, competition of two sugar

utilization systems part of the PTS, the N-acetyl-glucosamine (NAG) and the sorbitol

system, has now been analyzed by measuring gene expression of these systems and the

concomitant impact of sugar utilization on growth rates. Two distinct regimes of sugar

utilization were found: one of hierarchical usage of the carbohydrates at high NAG con-
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centrations in accordance with theoretical predictions, and one of co-expression of the

metabolic genes at low NAG concentrations. Computational simulations of a mathe-

matical model incorporating asymmetric sugar quality reproduced this metabolic phase

diagram, suggesting that under conditions of non-limiting phosphate flux, co-expression

is due to uncoupling of the two sugar utilization systems.

Hence, the fact that the cells exhibit two different metabolic switching behaviors for the

PTS indicates that flux-limitation in the PTS could serve as an efficient way of regulation

to adapt the cells’ metabolic strategy to prevailing environmental conditions just as fast

OFF-switching of gene expression after depletion of external arabinose.



1. Introduction

Numerous sectors of our everyday life are highly influenced by the use of genetically

modified microorganisms. For example, microbes are used as ”cell factories” to produce

pharmaceutics such as antibiotics or insulin, food supplements, plastics, and biofuels. Like-

wise, they are a useful tool for bioremediation to clean waste water or toxic soils. Recently,

the discovery of a bacterium which is able to degrade polyethylene terephtalate (PET), a

widely used plastic which has accumulated within the environment all over the globe, even

promises solutions for biological recycling and environmental remediation of PET waste

products [1].

However, the efficiency of all these applications highly depends on the content of the pri-

mary biomass. If the biomass contains several different nutrients, regulation processes in

microorganisms, which for example prioritize the usage of carbon sources, often result in

a conflict of interest between optimal physiology for survival of the microorganism and

economic viability in terms of maximal generation of the desired product [2]. Thus, the

understanding of the fundamental working principles of cells is a prerequisite for designing

desired properties in microorganisms and for manipulating existing processes in order to

optimize the efficiency of their applications.

Systems biology devises mathematical models and uses quantitative data on molecular

interactions in order to derive design principles of a system and to make predictions of a

system’s behavior [3]. Then based on the system-level understanding, strategies can be

determined to modify and construct biological systems with desired features.

In this context, it is essential to understand bacterial strategies for growth and survival,

especially under fluctuating environmental conditions. Adaptation, which is one major

strategy, needs extracellular signals to trigger intracellular responses such as the up- or

down-regulation of specific genes. This signal transduction is often subject to complex

regulatory networks in which frequently occurring patterns, so called motifs, have been

identified. One common motif is positive autoregulation, the stimulated expression of a

gene by its own gene product, which can implement a switch-like behavior by enhancing

fluctuations in the protein production rate [4, 5]. Such fluctuations are ubiquitous in gene

regulatory networks. Here, stochasticity plays a major role due to the low numbers in

which many molecules are present in a cell [6]. The high impact of stochasticity on the

behavior of cells is visible in significant cell-to-cell variations: Genetically identical cells

within one population have been found in completely different physiological states [7].
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For a long time this stochasticity, generally called noise, was considered as an unavoidable

disturbance, but lately, stochasticity has been recognized as part of a regulatory strategy

[7]. In a purely deterministic world without any noise, all cells in an isogenetic population

would be in the exactly same state and would just be identical in their reaction to external

triggers. But the cells’ environment is not purely deterministic, in contrast unpredictable

fluctuations are likely to occur. Hence, it would be highly favorable for a population to

spread their possibilities of reactions and thus their risk of getting extinct. Then, by pro-

ducing a distribution of states in a population, the inherent stochasticity increases the

chance of survival of the population, especially in changing environments [7, 8, 9].

The development of tools for single-cell analysis, such as flow cytometry or time-lapse mi-

croscopy in combination with techniques of bio-compatible immobilization of single cells,

facilitated the analysis of heterogeneity within cellular populations. In addition, studies

of gene expression in vivo have highly benefited from the discovery of fluorescent proteins

[10]. The genes encoding fluorescent proteins are frequently used as reporter genes and

can be introduced into microorganisms under the control of a transcriptional regulatory

network. Then, insight into the expression of other genes under the same transcriptional

regulatory network can be gained indirectly by following the fluorescence signal of indi-

vidual cells over time.

During the past decades, many fundamental questions concerning gene regulation have

been addressed, such as the role of noise and the generation of bi-stability in steady-state

for various sugar utilization systems [7, 11]. Heterogeneous timing in the switching from

the uninduced OFF to the induced ON state has been studied for the arabinose utilization

system, which is the model system of positive autoregulation in Escherichia coli (E. coli)

[12]. However, while the dynamics of the induction process has been studied in detail for

the arabinose utilization system, the dynamics of the switching from the ON state back

into the OFF state has not yet been analyzed. Certainly, this process is equally crucial to

understand the strategy of adaptation of a cellular population in reaction to fluctuations

of nutrients in the environment and will be studied in this work.

In recent years, a novel strategy of metabolic regulation via the sensing of metabolic fluxes

was proposed, contrary to the sensing of metabolic concentrations [13, 14]. It was argued

that a cell could minimize expenses for the sensing of concentrations of individual car-

bon sources and for the regulation of the involved enzymes by responding to the general,

glycolytic flux [15]. For systems which compete for a limited flux inside the cell, exist-

ing theoretical work predicts a winner-take-all outcome of metabolic switching [16]. So

far, experimental data on this prediction is missing. Likewise, the switching of utilization

strategies especially in pluri-nutrient environments is not well studied to date.

In this thesis, bacterial regulation of sugar utilization systems is analyzed at the single-cell

level in response to switches of sugar concentrations in the environment. After an intro-
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duction of basic concepts such as gene regulation, fluorescence and mixed substrate growth

in Chapter 2, fundamental experimental methods as well as technical advancements are

presented in Chapter 3. Chapter 4 examines the kinetics of phenotypic switching of the ara-

binose utilization system from the induced into the uninduced state in single E. coli cells.

Theoretical predictions of metabolic switching behavior under flux-limited competition are

probed experimentally for two sugar utilization systems, part of the Phosphotransferase

System (PTS), by analyzing growth and gene expression in response to different concen-

trations of external inducer (see Chapter 6). Then, a theoretical model is introduced which

reproduces the experimental data and predicts that the switching between the observed

strategies of hierarchical winner-take-all and stochastic co-expression behavior depends on

the available phosphate flux. Maturation times of the two fluorescent reporters, mVenus

and mCerulean, used for this study are characterized and discussed in Chapter 5.





2. Basic concepts

This Chapter gives basic information on gene expression, gene regulation and noise in

gene expression. Furthermore, modes of sugar utilization in mixtures are discussed and

the green fluorescent protein is introduced.

2.1. Gene expression in the model system E. coli

The prokaryote E. coli is one of the most frequently used model systems for gram-negative

proteobacteria in scientific work. The rod-sized bacteria are about one µm wide and about

five µm long. Storage at −80 ◦C is possible for over ten years. Due to their natural habitat

of mammalian intestines, they are cultivated best at a temperature of 37 ◦C [17].

The cell wall of E. coli consists of several layers, starting with lipopolysaccharides covering

the outer membrane, which is separated from the inner, phospholipid-composed membrane

by the intermediate periplasmic layer, which contains mainly peptidoglycans besides dif-

ferent proteins, see Fig. 2.1A [18]. This structure and especially the outer layer allows

the fixation of E. coli to surfaces covered with the cationic polymer poly-L-lysine (PLL).

Although this method is widely used, it also has some constraints. Some studies investi-

gated the effects of PLL on attached bacteria and found non-negligible effects on bacterial

physiology as for example on the cell wall [19, 20].

Genetic information in E. coli cells is stored on the chromosome and additionally on plas-

mids, which are small double-stranded deoxyribonucleic acid (DNA) loops, see Fig. 2.1B.

Via the inclusion of antibiotic resistance genes in addition to further mutations, selection

for bacteria carrying the resistance is possible and allows to study effects of the mutations

of interest. The genetic code is translated into proteins in the process of gene expression

in several steps following the ”central dogma of molecular biology” [21] (see Fig. 2.1C):

First, polymerases transcribe the DNA into messenger ribonucleic acid (mRNA). Second,

this mRNA is translated into a linear chain of amino acids by ribosomes. While being con-

structed, the linear chain already begins to fold into its characteristic three-dimensional

structure. Sometimes, the correctly folded protein, the so-called native protein, still is not

fully functional but requires final maturation processes such as cyclization or oxidation

steps [22, 23].
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Figure 2.1.: Schematic representation of a cell, of the cell wall and of the steps
in gene expression.
A) Genetic information of a cell is stored on the chromosome and on plasmids. Plasmids are
often used to integrate specific genes such as genes encoding for reporters or for antibiotic
resistances into cells. B) The cell wall of a gram-negative bacterium such as E.coli con-
sists of an outer membrane coated with lipopolysaccharides and an inner membrane. The
periplasmatic space in between both membranes contains a peptidoglycan layer as well as
membrane-bound or freely diffusing proteins. Porins in both layers passively or actively
transport substrates in or out of the cell. C) Gene expression follows the ”central dogma of
molecular biology” where DNA is transcribed into mRNA which is translated into protein,
sometimes followed by further steps of maturation.

2.2. Fluorescent proteins

The discovery of fluorescent proteins revolutionized the observation of gene expression pro-

cesses in vivo. Luminescence of the green fluorescent protein (GFP), naturally occurring

in the jellyfish Aequorea victoria, originates from its molecular structure: A chromophore

is embedded in a β-barrel with an α-helix along its axis (see Fig. 2.2) [10, 24, 25].

Until now, variable mutants have been engineered, whose different excitation and emis-

sion wavelengths cover the visible spectrum [26]. They are widely used as tracers when

attached to a target of interest or as reporters for gene expression: A gene encoding for

one of these fluorescent proteins is put under the control of the desired promoter and is

integrated in the genome. Then, all transcription factors which affect the original gene

will affect the reporter gene in the same way. Thus, if the gene under this chosen promoter

is expressed, the fluorescent protein is expressed in parallel. By following the level of flu-

orescence, information on the expression level of the gene of interest can be gained. The

reporter gene can be integrated directly in the chromosome or via plasmids (see Fig. 2.1A).
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Figure 2.2.: Molecular structure of the green fluorescent protein.
Eleven β-strands form a barrel with an α-helix running along its axis. The chromophore,
responsible for fluorescence, is located in the well protected center of the barrel. Figure taken
from [25], c©1997 by National Academy of Sciences.

The later method produces higher fluorescence signals when high copy number plasmids

are used but at the same time it produces a greater cell-to-cell variability. This variability

is unwanted in most cases, especially when the inherent heterogeneity of a population is of

interest. As most fluorescent proteins are non-toxic, their presence in low amounts usually

does not harm the cell. But of course, the production of additional proteins is energy and

resource consuming and has its impact on the whole cellular system. Often, this impact

is negligible but it should be kept in mind.

Like all proteins, fluorescent proteins are expressed according to the pattern illustrated

in Fig. 2.1C with the particularity that the fully folded proteins need additional steps of

maturation. For GFP, the rate limiting step of maturation was reported to be an oxida-

tion, which can take more than an hour in wild type GFP [22]. As real-time observation

of processes on a faster time-scale needs shorter maturation times, mutants have been

developed for technical use. These mutants are characterized by much shorter maturation

times and also by excitation maxima at longer wavelengths than the wild type (395 nm)

(see Fig. 2.3 for the spectra of several GFP mutants). So, detrimental effects of fluores-

cence illumination are reduced, which are in general more pronounced for higher energetic

wavelengths. One detrimental effect originates in photobleaching, which is the permanent

loss of fluorescence of a fluorescent protein after a number of excitation-deexcitation cycles.

Then, free radicals can be released, which might have toxic effects in vivo. Photobleaching
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depends among others on the specific mutant of the fluorophore and on external conditions

and can be reduced by adequate experimental conditions [27, 28, 29].

BA

Figure 2.3.: Excitation A) and emission spectra B) of several GFP mutants.
In this work, the mutant GFPmut3, which is highlighted, is employed. The emission maxi-
mum of this mutant is found at considerably longer wavelengths than that of the wild type
(GFPwt). Figure adapted from [30] with permission from Elsevier.

For this work, three fluorescent proteins have been employed. The GFP mutant GFPmut3

was used to study the arabinose utilization system. This fluorescent protein has a matura-

tion time of τm = 6.5 min [12] and shows maxima of excitation and emission at 501 nm and

511 nm, respectively, see Fig. 2.3. A yellow fluorescent mutant, which is called mVenus

due to its brightness, shows excitation and emission spectra with maxima at 515 nm and

528 nm, respectively, see Fig. 2.4 [31]. In the cyan regime, the mutant mCerulean, char-

acterized by optimized quantum yield, was chosen, which shows excitation and emission

spectra with maxima at 433 nm and 475 nm, respectively, see Fig. 2.4 [32]. The matura-

tion times of mVenus and mCerulean in vivo have been measured within this study (see

Chapter 5). Due to their spectra, the two fluorescent proteins mVenus and mCerulean are

well suited to be used together. In this work, both were used to study the PTS.

2.3. Mixed substrate growth

Pure single sugar environments of common experimental conditions are rather artificial.

As complex mixtures of carbon sources often appear in natural environments, strategies for

growth and survival under these conditions are essential for bacteria. Thus, microorgan-

isms have evolved to survive under conditions of mixed carbon sources. How a mixture

of substrates is metabolized exactly depends on many factors, such as on the specific

organism, on the distinct carbon sources, and on their concentrations [34, 35, 36]. In

general, two different utilization strategies can be distinguished: a strategy of hierarchical

utilization of the available energy sources and a strategy of simultaneous utilization. Both

strategies will be discussed in detail in the following.
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Figure 2.4.: Excitation A) and emission spectra B) of Venus and Cerulean.
Both mutants have been used together in this work due to their compatibility with each
other. When appropriate filter sets are chosen, crosstalk can be avoided. Figure taken from
[33] is reprinted with permission from Nikon, Inc.

2.3.1. Simultaneous utilization

Recently, the case of co-utilization was characterized in E. coli by a growth-rate compo-

sition law that was experimentally verified for several pairs of co-utilized carbon sources

[37]. Depending on their entry into the glycolysis pathway, carbon substrates were divided

into upper and lower substrates and a combination of an upper with a lower substrate,

such as glucose with pyruvate, in millimolar concentrations resulted in co-utilization with

a growth rate, which was higher than the ones for each of the substrates alone [37].

Especially, in the natural environment of aqueous microorganisms, mixtures of nutrients

occur where each single nutrient is present only in low concentrations. In these ecosys-

tems, simultaneous utilization is thought to be the rule rather than the exception [38].

This oligotrophic behavior can explain the relatively high growth which is observed in

these nutrient-poor environments [38].

2.3.2. Hierarchical utilization

Already in 1940, Jacques Monod studied bacterial growth in mixtures of carbon sources.

His pioneering studies led to great progress in the understanding of sequential usage of

distinct carbon sources [39].

J. Monod studied the growth of E. coli in the presence of several pairs of carbohydrates

as for example of glucose and fructose or of glucose and arabinose (see Fig. 2.5). By

recording optical density over time, he recognized two types of growth curves, smooth ones



14 2. Basic concepts

bright�eld

Figure 2.5.: Growth curves on different pairs of sugars.
When E. coli was grown in the presence of two carbon sources, J. Monod discovered differ-
ences in the form of the growth curves. Some growth curves, which he called normal, were
smooth while others, which he called diauxic, showed step-like forms with various step sizes.
Image source: [40].

which he associated with ”normal” growth (glucose with fructose in Fig. 2.5b) and curves

showing a step-like form (glucose with arabinose in Fig. 2.5e). These second ones with the

sometimes more, sometimes less pronounced plateau of growth arrest were associated with

”diauxic” growth. Among other things, Monod grew E. coli in mixtures of glucose and

sorbitol of various concentrations to elucidate the process of diauxic growth. By recording

the culture’s optical density, he found a correlation between glucose concentration and

total growth during the first growth cycle up to the plateau [39]. By studying diauxie in

combination with the lactose system, regulation by allosteric transitions was discovered

[41]. Monod also recognized that the process of diauxie was closely related to the ”glucose

effect”, which has already been discovered in yeast in 1900 by Frédéric Dienert [41, 42].

It was found that such hierarchical effects require a mechanism of suppression of the

expression or the activity of sugar-specific catabolic enzymes, later called carbon catabolite

repression (CCR) [35, 43].

2.4. Molecular mechanisms of gene regulation

Monod’s studies on the lac operon mark the beginning of endless discoveries in the field of

gene regulation, especially on the level of transcription factors. But also functional roles

of noise have been studied in detail [7].
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2.4.1. Transcription factors

Gene expression is highly controlled by an interplay of transcription factors and signal-

ing molecules. By their presence on operator sites, transcription factors such as activators

and inhibitors facilitate or hinder the binding of the RNA-polymerase to the promoter and

thus increase or reduce the transcription rate. In turn, binding affinity of the activator or

inhibitor itself is often modulated by messenger molecules, such as specific metabolites, or

by second messengers, such as cyclic adenosine monophosphate (cAMP). Thus, the pro-

duction of a protein is commonly controlled by a whole transcription network [44]. Within

such regulatory networks, certain patterns can be identified, which occur frequently and

most probably guarantee some selective advantage [4]. Such a pattern is autoregulation,

which is the regulation of its own gene by a regulator, with the potential to produce a

direct feedback loop. When it is negative, autoregulation has the ability to speed up the

response time of gene circuits [4]. Gene regulation networks can be modeled by ordinary

differential equations within thermodynamic models in order to make quantitative predic-

tions [45]. However, even the prediction of qualitative features of a gene regulation network

often requires the input of quantitative observations of the transcriptional regulation of

key genes [46].

2.4.2. Noise in gene expression

Although gene expression is highly controlled by all these transcription factors, it is in-

herently noisy. Biochemical reactions are subject to the binding probabilities of the in-

teracting components. For example, a transcription factor which inhibits by its presence

on the DNA the binding of the polymerase still has a certain probability to unbind the

DNA, even in the absence of any ligand, which induces unbinding. Such an event gives

rise to a short burst of mRNA production, which is followed by multiple translation of

each mRNA molecule. Hence, production of proteins is not a uniform process but rather

occurs in stochastic bursts every time the promoter is in the ON state (see Fig. 2.6A)

[47, 48]. Then, a stochastic model for the expression of a single gene predicts the noise

strength for a protein expression level p with its mean < p > and standard deviation σp
to be

σ2
p

< p >
= 1 + b (2.1)

and thus to be only dependent on the burst size b, which is defined as the average number

of proteins which are synthesized per mRNA [47]. As the lifetime of a protein is in gen-

eral longer than the lifetime of an mRNA, the bursts of expression are time-averaged [7].

Thus, the variability caused by bursts of mRNA is only partly propagated to the protein

concentration.
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A B

Time (cell cycles)

Figure 2.6.: Stochasticity in gene expression.
A) Noise raises from bursting of gene expression: When the promoter is in the ON state,
many mRNA molecules are produced in one burst. B) Gene expression in E. coli is shown
for two identical promoters driving two different fluorescent protein (shown in green and
red). Due to noise, the ratio of green and red differs from cell to cell. Figure taken from [7]
is reprinted with permission from Macmillan Publishers Ltd.

Due to this intrinsic noise, even absolutely identical cells with respect to their genes and to

the concentration or the state of their components can display different phenotypes [48].

This effect can be further enhanced by fluctuations in concentration or state of cellular

components, called extrinsic noise [48]. Fig. 2.6B illustrates the effect of noise in a popu-

lation of E. coli cells. Here, the genes of two different fluorescent proteins are integrated

behind two copies of the same promoter. Without noise, all cells would show the same

color as a consequence of identical ratio of both fluorescent proteins. But due to noise, this

ratio varies from cell to cell and is distributed over the population [7]. Feedback systems

such as negative autoregulation can reduce noise to some extent, positive feedback systems

act in a noise-enhancing way and can even cause bimodality [4, 49].

For a long time, noise was thought to be parasitic in general. But nowadays, stochasticity

in gene regulation is even understood to be exploited by cells as a strategy of adaptation

in the presence of environmental changes [9]. Unlike under controlled laboratory condi-

tions, cells in a natural environment often face random fluctuations of the extracellular

conditions. As even one stochastic single molecule event can trigger switching between

phenotypes [50], noise gains significant importance even as a survival strategy. In suffi-

ciently fast switching environments, the stochastic switching of bacteria between different

states was predicted to be more advantageous than the sustention of an apparatus to sense

the environment [51]. Experimentally, such a prediction was confirmed in yeast by using a

mutant which randomly transitions between two states differing in galactose metabolism

[8].

Also in combination with heterochronic gene expression in the arabinose system, the ques-

tion has been discussed, whether this behavior is beneficial under fluctuating environments

[12]. Therefore, it was considered that the expression of a gene costs energy before it can

gain energy via the catabolism of its specific substrate. Depending on this amortization

time and the duration of a pulse of nutrient, switching was predicted to be detrimental,

when the total energy balance is negative [52]. Then, a distribution of response times,
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which is broader than the amortization time, would minimize the risk of a population to

get extinct [52]. Thus, such a mixed strategy spreads the chances of survival for the whole

population.

2.5. Heterogeneous timing in the arabinose utilization

system

Recently, the phenomenon of heterogeneous timing has been discovered in the arabinose

utilization system of E. coli [12]. After having induced single cells with external arabinose,

gene expression of the reporter gene gfp integrated after the PBAD promoter (see Fig. 4.1)

was recorded by measuring the fluorescence signal of single cells over time. Several different

concentrations of external arabinose have been tested [12].

A B

Figure 2.7.: Single-cell induction kinetics of the arabinose utilization network.
Cells were induced at t = 0 min with A) 0.2% arabinose and with B) 0.01% arabinose (open
circles). The traces were analyzed up to the first cell division, which results in different
numbers of data points in the traces. Fits of the deterministic gene expression function in
Eq. 2.2 to the data are shown as solid lines. The image panels in A) and B) correspond to
the fluorescence traces marked with green circles, respectively. The total fluorescence was
determined as described in Section 3.3. Figure taken from [12] is reprinted with permission
from Elsevier.

For all concentrations, smooth and deterministic time-traces appeared after induction with

arabinose [12]. Such time-traces are shown in Fig. 2.7 for induction with two concentra-

tions of arabinose, 0.2% and 0.01%. Interestingly, the authors found a huge difference in

the variation between single-cell curves with the external arabinose concentration. At the

high concentration of 0.2% arabinose, almost all curves start rising after approximately

10 min with little variation between different single-cell curves. However, at the lower
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concentration of 0.01% arabinose, a huge variation between the single-cell curves can be

observed and was termed heterogeneous timing [12].

Stochastic mathematical description by Monte-Carlo simulations of arabinose uptake and

transporter expression were used to illustrate the emergence of cell-to-cell variations in

the delay time [12]. Within the model, internal arabinose accumulates approximately lin-

early in time until the effective arabinose threshold of aint0 ≈ 50µM is reached. At this

threshold, activation of the gene expression of the arabinose-dependent promoters starts.

Then, arabinose accumulation accelerates due to the production of new import proteins.

The time delay τD is the time which is required until internal arabinose concentration has

reached this threshold level aint0 . If a cell initially only has one import protein, the time

to reach the threshold level would be given by τ0 = aint0 /ν0, where the uptake rate per

protein ν0 depends on the concentration of external arabinose. Then, the delay time is

inversely proportional to the current number of uptake proteins n, i.e. τD = τ0/n because

the threshold concentration of internal arabinose is reached the earlier, the more uptake

proteins are engaged in the process of import.

Based on the assumption of a step-like increase of the transcription rate of gfp from its

basal to its maximal value after a delay time τD, the time-evolution of the total number

of fluorescent GFP molecules in a cell, Z(τ), is given by

Z(τ) = αp

(
(γ + λx)e

−τ/τm

(γ + τ−1
m )(λx + τ−1

m )
+

τ−1
m e−λxτ

λx(τ−1
m − λx)

+
τ−1
m eγτ

γ(γ + τ−1
m )

)
− Z0 (2.2)

where the time τ = t− τD is the time after transcription is switched on, αp is the protein

synthesis rate in fluorescence units per minute [FU/min], γ is the cell-doubling rate, τ−1
m

is the GFP maturation rate, and λx is the mRNA degradation rate [12]. Z0 is the initial

state constant. Within the model, transcription is assumed to starts when the internal

arabinose concentration reaches a certain threshold. The internal arabinose concentration

is modeled as a step function and causes gene expression to switch from the OFF to the ON

state after the delay time τD. By fitting the model to single-cell experimental trajectories

(solid lines in Fig. 2.7), the delay time τD was extracted for each cell [12].

Fig. 2.8 shows the distributions of the delay times extracted by fitting the fluorescence

time series with the model Eq. 2.2 [12]. Two observations are made: The mean of these

distributions shifts towards higher values for lower concentrations of external arabinose

and the distributions themselves become broader. Data in Fig. 2.8 was fitted with a delay

time distribution, which was derived from the steady-state distribution of the number of

uptake proteins n [12]. Due to the excellent agreement of the shape of the fitted distribu-

tions with the measured data, the authors suggest that the observed variations in delay

times can indeed be explained by the distribution of the number of pre-induction uptake

proteins.

The lifetime of the uptake proteins is with typically 70 min much larger than the aver-
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Figure 2.8.: Distributions of the delay times for various external arabinose con-
centrations.
Histograms of the time delay τD are shown for various external arabinose concentrations, as
determined from the fits of Eq. 2.2 to the fluorescence time series. The mean < τD > as
well as the standard deviation στD gradually decrease for increasing arabinose levels. The
distributions were fitted with an analytical delay time distribution (solid lines). Figure taken
from [12] is reprinted with permission from Elsevier.

age delay times [12]. Then, the assumption of n being constant during the delay time is

sufficiently accurate and the mean and variance of the delay time distribution can approx-

imately be written as

< τD >≈ τ0
µb

(1 +
1

µ
) (2.3a)

δτ 2D = (
τ0
µb

)2
1

µ
(2.3b)

with the burst size b (see Eq. 2.1) and the burst frequency µ, which can be interpreted as

the number of bursts within the lifetime of a protein [12].

All in all, the behavior of heterogeneous timing could be a random outcome of the evolution

of the arabinose utilization system in E. coli, but it could also be part of a favorable

strategy. In this sense, a population could spread its risk of investigating in the costly

synthesis of the arabinose system in the presence of random fluctuations of arabinose in the

environment. Then, a temporal distribution of the start of gene induction could provide

selective advantage for the population as a whole.
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2.6. Modeling gene expression

Mathematical models are the most powerful tool to understand experimental data. On the

one hand, they allow for interpretation of existing experiments and help in understanding

global principles underlying the studied mechanisms. On the other hand, predictions can

be made for existing and even for new systems, which then can be tested via experiments

again. Due to the enormous complexity of living systems, the development of models

of cellular functions is challenging and various approaches exist. Very detailed models

include every known molecular and biochemical detail of a process, while very abstract

models simplify processes and for example describe gene regulation as a two-state system

[53, 54]. Some approaches are purely deterministic, but others include a certain degree of

stochasticity.

In general, the time evolution of biochemical reactions is modeled by rate equations of the

form
dX

dt
= ν − λ ·X, (2.4)

which connect mean particle numbers X with reaction rates such as transcription rate ν

and degradation rate λ

Hill models∗

Gene regulation mediated by transcription factors can be modeled via ligand-receptor

binding. When the receptor can simultaneously bind multiple ligands, and binding of

one ligand enhances the affinity for further binding, switch-like behavior can emerge.

Especially for all-or-nothing responses, where it is important to be either ON or OFF, a

switch-like binding curve would be preferable. One example of such a process without any

in-between state is apoptosis: The cell either receives signals to stay alive or to die.

Let’s assume that binding and unbinding of n transcription factors TF to promoter sites

Pr follows the chemical reaction

Pr + n ·TF ↔ PrTF. (2.5)

Then, using the dissociation constant K from the law of mass action

Kn =
[TF ]n[Pr]

[PrTF ]
, (2.6)

the probability that the promoter will have bound transcription factor develops as

pbound =
[PrTF ]

[Pr] + [PrTF ]
=

[TF ]n

Kn + [TF ]n
(2.7)

and results in the Hill equation with Hill coefficient n. This curve gets steeper with higher

values of n, which can be assigned to the cooperativity of the binding. Thus, switch-like

∗See the textbook [55] for a more detailed derivation.
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behavior can emerge from cooperative binding. The induction of gene expression by the

binding of transcription factors to the promoter site can be one way of implementing a

switch-like behavior.

Michaelis-Menten theory ∗

For the description of enzymatic reactions, Michaelis-Menten kinetics is the classical tool.

The basic idea in the Michaelis-Menten theory is that the reaction of product formation

by enzymes is separable into two steps. First, an intermediate complex of enzyme E and

substrate S is formed reversibly with the forward rate constant k+ and the backward rate

constant k−. Second, the product P is formed from this intermediate complex ES in an

irreversible reaction with rate constant r. From this reaction

E + S
k+


k−
ES

r−→ S + P (2.8)

rate equations for every component can be derived. Under the assumption that the con-

centration of the intermediate complex is in steady-state, d[ES]/dt = 0, a new constant

KM can be introduced

[E][S]

[ES]
=
k− + r

k+
= KM . (2.9)

When all enzymes are bound to substrate, the maximum rate of reaction can be written

as Vmax = r[Etot] with the total concentration of enzymes [Etot] = [E] + [ES]. Then,

the rate of product formation derives as

d[P ]

dt
= r · [ES] = Vmax

[S]

KM + [S]
(2.10)

which is generally referred to as Michaelis-Menten kinetics. Within this simplifying Michaelis-

Menten framework, each enzyme can be characterized by two parameters, the maximum

turnover rate Vmax and the substrate concentration KM , which is required to operate at

half its maximal rate.

2.7. Flux-limited regulation

The common view of gene regulation is based on the sensing of concentrations, either by

the binding of extracellular substrates to membrane-bound ligands or by the binding of

intracellular substrates to membrane-bound or freely diffusing receptors. Information on

these concentrations will then be transferred towards the regulatory machinery to acti-

vate a response [56, 57]. Instead of concentrations, a cell can also sense metabolic fluxes

and transfer these flux-signals to the regulatory machinery. Recently, a flux-sensor was

∗See the textbook [55] for a more detailed derivation.
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experimentally described in E. coli, which is able to measure the glycolytic flux in the cell

and initiate regulatory processes [15]. Similarly, a flux-sensor was described, which is in-

volved in the regulation of antibiotic resistance in Bacillus subtilis (B. subtilis) [58]. Here,

the flux-sensing mechanism couples the regulation of transporter production with the de-

tection of transporter activity, which represents the cell’s current capacity to export the

detrimental antibiotic. This produce-to-demand strategy is proposed to be a cost-efficient

way of gene regulation, because it can precisely be adjusted to the cell’s current needs [58].

X
J

J1

Jm

Y

E1 S1

SmEm

Figure 2.9.: Model of regulation by flux-limitation.
A general flux J coming from component X branches into specific fluxes at component Y
(red circle). Via each specific flux Ji, i ∈ {1, ...,m}, component Ei is enabled to augment
substrate Si, for example by active import. By the positive feedback (green arrow) of Si on
Ei, the demand of Ji will be enhanced which negatively influences all other specific fluxes.
Figure adapted from [16] with permission from Elsevier.

Furthermore, regulation via fluxes was proposed as a powerful way of controlling many

systems in parallel. Instead of using numerous one-to-one interactions with specific reg-

ulatory enzymes, transcription factors and regulatory mechanisms, one global flux could

control the activity of several different systems following the principle depicted in Fig. 2.9

[16]. Here, a flux J of an essential intracellular component divides into several smaller

fluxes Ji (i ∈ {1, ...,m}) at a certain branching point Y . The target enzyme Ei of flux Ji
can, when reached by Ji, import substrate Si, which positively influences the amount of

Ei. If the total flux J is limited, this positive feedback can lead to the dominance of Ji and

in turn to the extinction of all other Jj, j ∈ {1, ...,m}, j 6= i. Thus, a winner-take-all type

network is created by local enhancement of Ei in combination with global attenuation of

Ej, j ∈ {1, ...,m}, j 6= i [16].
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The following Chapter provides information on the techniques used in this work. Ob-

servation of bacteria in microfluidic environments was done by time-lapse fluorescence

microscopy. Furthermore, analysis of bright field and fluorescence images is explained and

technical development for fixation of bacteria on a surface is reported.

3.1. Time-lapse fluorescence microscopy

Resolution of the microscopical observation by a classic light source is limited by the

diffraction limit to about 0.2µm, approximated by Ernst Abbe more than 100 years ago.

Within this resolution limit, light microscopy is based on the contrast between signal and

background. Various techniques have been developed to maximize the ratio of signal to

noise. An appropriate technique for the observation of E. coli is phase-contrast microscopy,

which was invented by Frits Zernike in the early 1930s. When scattered by a specimen, the

phase of light usually is shifted. In phase-contrast microscopy, this shift is converted into

changes in brightness, and thus becomes visible. If the observed specimen is fluorescent,

the contrast between signal and noise can become very pronounced as well [59].

The experimental setup used in this work is a fully automated inverted microscope (Ax-

iovert 200M, Zeiss, Oberkochen, Germany) with a motorized stage (Prior Scientific, Cam-

bridge, UK). Fig. 3.1 shows the schematic setup with two different ways of how to illumi-

nate the sample: bright field or fluorescence illumination. As E.coli grows best at 37 ◦C,

the whole setup is constantly tempered at 37 ◦C. Due to the structure of the inverse mi-

croscope, light from a halogen lamp (HAL 100W with mercury vapor short arc lamp HBO

103 W/2) for bright field illumination first passes through an orange filter to minimize

photodamage caused by high energetic wavelengths, then passes through the condenser

and a phase ring until it reaches the sample. Afterward, it is collected by the oil-immersion

100x phase-contrast objective (NA 1.3, PH3, Zeiss, Oberkochen, Germany) and is guided

into a highly sensitive CCD camera (iXon DV885, Andor, Belfast, UK). In epifluorescence

illumination, light (X-cite120 light source, EXFO, Quebec, Canada) passes through an

appropriate filter according to the excitation wavelength of the reporter protein and then

through the condenser after which it reaches the objective and the sample via a dichroic

mirror. The emission light passes through the dichroic mirror as well, then through the

emission filter, and is detected by the CCD camera. Three different filter sets are to

observe fluorescence of the three different fluorescent reporters used in this work, GFP,

mVenus, and mCerulean. The precise sets of excitation filter, beam splitter, and emission
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filter are: 470/40 nm 495 nm 525/50 nm (filter set 38HE, Zeiss, Oberkochen, Germany) for

GFP, 500/24 nm, 520 nm, 542/27 nm (filter set F36-528, AHF Analysentechnik, Tübingen,

Germany) for mVenus and 438/24 nm, 458 nm, 483/32 nm for mCerulean (filter set F36-

544, AHF Analysentechnik, Tübingen, Germany).
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Figure 3.1.: Experimental setup with an inverse microscope.
A) In bright field illumination, light from a halogen lamp reaches the sample after passing
through the optics of filter, condenser and phase ring, is collected by the objective and is
guided to the CCD camera. B) In fluorescence illumination, light is selected by an appro-
priate filter for excitation ex, reaches the sample and is guided to the CCD camera through
an appropriate filter for emission em.

Time-lapse microscopy provides the possibility to track single cells over time and to observe

variability between cells as well as dynamic processes such as growth or the expression of

a few genes, which allows to elucidate the physiological function of gene circuits [60]. De-

pending on the time scale of the processes of interest, individual pictures of the time-lapse

movie are taken with spacing between seconds up to hours. A prerequisite for following

single cells over longer periods of time is that they are fixed on a surface and stay in focus.

To keep them in focus, hardware or software based autofocus options are available, but

sometimes manually corrections are still required. In this work, most of the correction

of the shift in z-direction due to thermal drift was done by a software-based autofocus

implemented in µManager, the software which was used to control all measuring devices

[61]. Depending on how bacteria are immobilized, another limiting aspect of imaging liv-

ing cells is their growth out of the focal plane. After one or two cell divisions, E. coli cells,

which are fixed to the surface by PLL, often only stick with one end to the surface and
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protrude into the open space above. Then, especially the analysis of area based growth is

not possible anymore. For further details on fixation methods, see Section 3.4.

For the analysis of the arabinose, the NAG, and the sorbitol utilization network, E. coli

cells were fixed to the surface of a channel of a µ− SlideVI0.4 ibidi chamber (ibidi, Mar-

tinsried, Germany) coated with PLL (Biochrom GmbH, Berlin, Germany).

3.2. Microfluidic system

A flow system was used to provide a constant sugar concentration in the bacterial environ-

ment during the whole experiment (Fig. 3.2). A syringe pump (TSE syringe pump 540100,

Modell Infusion, TSE Systems GmbH, Bad Homburg, Germany), filled with medium of

the desired sugar concentration, was connected via flexible tubes to one end of a channel

of the microfluidic device in which the cells were immobilized on the surface. The other

end of the channel was coupled to a waste box. To guarantee ideal growth conditions for

E.coli, the sample was heated to 37 ◦C and the medium was pre-heated as well to assure

that it is also at 37 ◦C when reaching the sample.

cfp

tim
e

Figure 3.2.: Flow system to provide homogeneous external conditions over time.
A constant flow of 1 ml/h is maintained by a syringe pump, which flushes the medium of
desired composition through a channel of the microfluidic device where bacteria are fixed on
the bottom. Afterwards, the medium is collected in a waste box. When installed within an
inverted microscope, data of the progression of the fixed bacteria can be acquired. Exemplary
pictures show growing bacteria over time. Scale bar: 2µm. Figure taken from [62] is reprinted
with permission from John Wiley & Sons, Inc.

During the preparation of the sample, air bubbles inside the flow system should be avoided.

Once inside the system, they not only lead to unusable pictures when in focus, but also

hamper the growing bacteria by temporarily cutting them off from nutrient supply. To
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avoid air bubbles, all air was removed after the syringe had been filled with pre-warmed

medium and had been connected with the flexible tube. Then, all non-adherent bacteria

were eliminated by flushing the chamber manually, a metal rack was put around the

channel for temperature stabilization and the empty waste tube was connected to one side

of the channel. The resulting displacement of medium produced a meniscus on the other

side of the channel, which was used to carefully connect the tube with the fresh medium

to the other side of the channel, while the excessive medium was collected with a pipette.

The rate of the syringe pump could be regulated in a range from 0.1 ml/h up to 400 ml/h.

To avoid shear stress for E.coli, a moderate velocity of 1 ml/h was used [63].

3.3. Image analysis

Time-lapse movies were acquired automatically with the freeware µManager in order to

gain information on cell growth or on gene expression. Image analysis was done with

ImageJ (Wayne Rasband, National Institutes of Health, USA) supplemented with the

plug-in CellEvaluator [64].
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Figure 3.3.: Image processing.
A) For the image analysis, the normalized bright field images (1) are thresholded (2) to
create the cells’ outlines (3), which then are transferred to the fluorescent image (4). B) By
following single bacteria E1 and E2 over time, information on cell growth and fluorescence
is obtained. C) Tracking of the cells’ area over time yields single-cell growth curves (black
circles). Accordingly, the temporal evolution of fluorescence can be measured for single cells
(green triangles). Scale bar: 2µm.

After normalization to compensate for fluctuations of the background due to intensity

changes of the halogen lamp, a threshold was applied to the inverted bright field images,

which separates the cells from the background (see Fig. 3.3A). Then, this threshold was
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used to determine the outlines of the cells. Single cells can be tracked throughout the whole

stack (see Fig. 3.3B). Information on growth is obtained by following the development of

the area of a cell over time (see Fig. 3.3C). Similarly, information on gene expression via

intensity values is received by transferring the tracked outlines to the fluorescence images,

which have been background-corrected before (see Fig. 3.3A, C). Mean fluorescence values

are obtained by normalization of the sum of intensities of all pixels within the outline of

one cell by the number of these pixels, which represents the area.

While growing, cells do not always fully stay in the focal plane but partly grow out of

it. These cells have to be eliminated from the analysis, because skewness biases the area

measurement. Furthermore, growth out of the focal plane limits the observation time.

Further data analysis was performed with IgorPro 6.3 (WaveMetrics, Lake Oswego, OR)

as well as with OriginPro 9.1 (OriginLab Corporation, Northampton, MA).

3.4. Techniques for fixation of bacteria on a surface

Fixation of E. coli on the PLL-coated surface of the ibidi channels works well within cer-

tain constraints. One limiting aspect is the duration of a measurement, which is limited

to one to few doubling times. After this time, daughter cells start to lift off of the surface

and hinder further data analysis. Another aspect is shear stress, which the cells suffer

especially when medium is switched quickly. Last, PLL fixation does not work for gram-

positive microorganisms like B. subtilis due to the composition of their cell membrane

which differs from the cell membrane of gram-negative bacteria (shown in Fig. 2.1B). To

meet these constraints, several alternative ways of fixation have been developed over the

past few years. Among these are multilayer soft lithography and elastomechanical fixation

[65, 66].

Especially, mechanical fixation of microorganisms under a thin hydrogel was further in-

vestigated within this work. One major advantage of this method is the spacial separation

of bacteria and flow of medium, avoiding any shear induced detachment of bacteria. At

the same time, bacteria which are fixed under the thin hydrogelic membrane are supplied

with nutrients which diffuse through the membrane. Then, exchange of medium is pos-

sible without disturbing the fixed bacteria. However, the hydrogelic membrane has to be

fixed as well to avoid aquaplaning, which would again mobilize the bacteria on the surface.

The goal of this work, was to integrate such an elastomeric fixation into the commercially

available ibidi channels.

To this end, polyethylene glycol-diacrylate (PEGDA) based microstructuring, a technique

established for eukaryotic motility assays [67] was combined with elastomeric fixation of

prokaryotes. PEGDA structures were used to stabilize a hydrogel lying on top of the

bacteria on a cover slip. Agarose and poly-acrylamid (PA) are both suitable materials for

the hydrogel. PA should be used for well-defined growth measurements, as most microor-
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Figure 3.4.: Elastomechanical fixation of cells.
A) The general structure of the setup consists of a PA membrane (light gray) and several
PEGDA structures (dark gray), which stick to the ceiling of the microfluidic device. B)
The side view of the setup shows cells growing under a hydrogelic membrane, which is kept
in place by PEGDA walls. Medium supply (blue) of the bacteria (green) is provided by
diffusion through the hydrogel. C) The front view of the setup illustrates how medium flows
between the PEGDA walls and diffuses through the PA membrane towards the bacteria.

ganisms cannot metabolize PA in contrast to agarose.

The general setup of the elastomechanical fixation is shown in Fig. 3.4A. several walls

(dark gray) of 150µm thickness are bound to the ceiling of a microfluidic device and keep

a hydrogelic membrane (light gray) fixed to the floor. Thickness, height and spacing of

the walls are parameters which can be tuned depending on the specific application they

are produced for.

Fabrication of the microstructured walls was done as described in [68]. In short, a PDMS

mold obtained from a patterned silicon wafer was placed on the ceiling of a sticky-Slide

VI0.4 (ibidi, Munich, Germany) after having been both exposed to argon plasma for 30 sec.

By capillary force-induced flow, the empty spaces are filled with a PEGDA solution con-

taining 2 % of photo-initiator 2-hydroxy-t-methylpropiophenone (v/v), which cures under

UV light exposure. Then, the PDMS mold has to be removed carefully, because the walls

can occasionally be pulled off the surface, depending on the aspect ratio of the walls and

on the strength of the binding of the PEGDA walls to the surface.

Then, the setup is put together as follows: The cells, placed on a standard polymeric cover-

slip (ibidi, Martinsried, Germany), are covered with a 350µm thick, hydrogelic membrane

before the pre-structured sticky-Slide is added on top. Then, medium can be added, which

will flow through the spaces between the PEGDA walls and reach the cells by diffusion

through the membrane (Fig. 3.4B, C).

To check if this fixation method does allow undisturbed growth of cells, gram-negative

E. coli cells as well as gram-positive B. subtilis cells were put under PA hydrogels, were

provided with LB-rich medium and were observed over time. Both organisms nicely grew

within the setup and could be observed for 6 to 7 doublings while perfectly staying in the
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focal plane all the time. This observation period is much longer than the one for PLL-fixed

cells with 1 to 3 duplications, and it is only limited by the fact that the whole surface will

be covered by bacteria at some point.

Figure 3.5.: Gram-negative cells fixed by a hydrogelic membrane.
E. coli cells are growing under a PA hydrogelic membrane of 350µm height which is kept
in place by 150µm high PEGDA walls sticking to the top of the ibidi channel. Pictures are
taken every 75 min. Scale bar: 5µm.

In Fig. 3.5, single E. coli cells (strain MG1655) are grown under a PA hydrogel, which is

fixed by 150µm high PEGDA walls. These single cells can be observed forming colonies

which cover the surface in a monolayer. Evaluation of the growth rate by the increase of

the covered area in total yielded a mean doubling time of approximately (35± 2)min (mean

value and standard deviation of several microcolonies). By counting the cell numbers for

each image, a doubling time of (34± 4) min was obtained, which is in accordance with the

area-based measurement and corresponds to fast growth reported in the literature [17].

Figure 3.6.: Gram-positive cells fixed by a hydrogelic membrane.
Most of the B. subtilis cells under a PA hydrogelic membrane of 350µm thickness are growing.
The membrane is retained in place by 100µm high PEGDA walls sticking to the top of the
channel. Pictures are taken every 90 min. Scale bar: 5µm.

Furthermore, gram-positive B. subtilis could also be grown in the setup described earlier.

In Fig. 3.6, single B. subtilis cells (strain TMB1 172) are grown under a PA hydrogel,

which is fixed by 100µm high PEGDA structures. Cells form a monolayer while growing

and stay in the x-y-plane. The doubling time was measured by the increase of the area,
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which was covered by the bacteria over time, and equally by counting the cell number of

each image. The value of (42± 4) min can typically be obtained for growth of B. subtilis

in batch cultures.

To rate on which timescale nutrients will reach the bacteria under the hydrogel, the co-

efficient of diffusion is roughly estimated in the following. As a hydrogel, PA is mainly

consisting of water. Thus, the diffusion coefficient of water is taken to estimate the time,

nutrients take to reach the bacteria covered by a layer of 350µm PA. Diffusion in water

can generally be described by the Stokes-Einstein-Equation

D =
kBT

6πηR0

(3.1)

with kB being the Boltzmann coefficient, T the temperature, η the dynamic viscosity

of water and R0 the hydrodynamic radius of the diffusing substrates, which is roughly

estimated to be in the order of 1 nm or smaller for hexoses. Then, the value for D is

approximately D = 2 · 10−10 m2/s, which is in good agreement with literature values for

the diffusion of glucose in PA [69]. In consequence, diffusion through a 350µm thick PA

gel takes approximately the time τ = <r2>
6D

= 90 s. This period should be kept in mind for

shifts, when medium is changed.

Another aspect, which needs to be considered, is the effect of the pressure which is applied

on the bacteria via the hydrogel and via the PEGDA structures on the ceiling of the

microchannel. Taking literature’s best suited value for the Young’s modulus E = 8.64 kPa

(for a mixture of 7.5 % acrylamide with 0.3 % bis-acrylamide, see [70] and A.9), the pressure

can be estimated to be

p =
F

A
=
E∆l

l0
=

8.64 · 50

350
kPa = 1.2 kPa (3.2)

with the force F per area A, and the change in height ∆l in relation to the original height

l0. For E. coli, a pressure of approximately 500 MPa applied for several minutes leads in

general to lethal damages [71]. Being five orders of magnitude below this lethal value,

the pressure effect of the mechanical fixation method can most probably be neglected.

Furthermore, the fact that growth was in the same order as measured for batch cultures

supports the assumption that the fixation does not disturb the bacteria and that the pro-

vision with nutrients is also good.

Thus, the combination of PEGDA microstructured channels with elastomechanical fix-

ation by a hydrogel is well suited for the observation of growth of gram-positive and

gram-negative bacteria as both microorganisms tested within this work grew as fast as for

batch conditions. Uncontrolled growth in z-direction is avoided, which allows much longer

observation times than with PLL-fixed cells. As the method introduced here is integrated

into commercially available microchannels, standard sample holders can be used without

the need of further adjustment.
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It turns out that the protocol of mechanical fixation of microorganisms integrated in ibidi

slides works if no flow is applied. To enable the use of microfluidics, it could be desirable to

improve two properties of the system. First, the binding of the PEGDA walls to the ceiling

is tunable. Especially high walls (> 100µm) tended to turn over. Reduction of the aspect

ratio of the height and the base area of the walls helped to stabilize them. But maybe,

the strength of the binding between PEGDA and the polymeric surface of the channel can

also be enhanced. Second, the immobilization of the bacteria could only be maintained

without a constant flow of medium. It needs to be tested if more mechanical pressure

applied through the hydrogel on the bacteria or a change in the hydrogel’s geometry will

enhance the fixation. With a larger hydrogel, the alignment with the borders of the channel

could be optimized for example. Maybe even an overlap of the hydrogel and the borders

will help to cut the bacteria or the hydrogel itself off from a mobilizing flow. Also the

combination of PLL-based and elastomechanical fixation could improve the immobilization

for gram-negative bacteria.





4. Phenotypic switching of the

arabinose utilization system in single

cells ∗

The arabinose utilization system, just as the lactose utilization system, ranks among the

best studied sugar utilization systems in E. coli. Both systems are well characterized at the

molecular level. While the lactose system is a classic example for negative transcription

regulation, the arabinose is often used to study positive transcription regulation [73, 74].

Gene expression of the arabinose utilization system is induced by the pentose L-arabinose

and all-or-nothing switch-like behaviour was observed and analyzed on the single-cell level

[75, 76, 77]. In a previous study, gene expression dynamics was characterized on the

single-cell level in a mutant strain unable to degrade arabinose by time-lapse fluorescence

microscopy [12]. Analysis of these time-lapse data revealed significant heterogeneity in

the time point of gene induction within a clonal population. This effect was called het-

erogeneous timing (see Section 2.5). Heterogeneity was found to be the more pronounced

the smaller the concentration of external arabinose was, i.e. almost all cells simultane-

ously switched into the induced state at high concentrations of external arabinose while

the timing of induction between single cells was highly variable at low concentrations.

By theoretical analysis of the underlying regulatory network, variability in this induction

timing could be linked to cell-to-cell variability in the number of arabinose transporters

present at the time of sugar addition.

In a follow-up study, the effect of heterogeneous timing was shown to be a physiological

behavior, as it was also observed in the native arabinose system [72]. Knowledge of this

heterogeneous behavior during switching into the ON state raises the question of how

the switching kinetics of induced cells back into the OFF state after sudden removal of

external arabinose may look like. These kinetics are closely coupled to the depletion of

intracellular arabinose, because this level accounts for the activation of the ara system

via the regulator AraC. Internal arabinose can be depleted by degradation or by export,

either active transport or passive diffusion.

In this Chapter, the switching kinetics from the ON into the OFF state is analyzed and the

impact of intracellular arabinose depletion on this switching is investigated for arabinose

degradation via the arabinose system and for a potential export protein.

∗This chapter is based on the publication ”Single-cell kinetics of phenotypic switching in the arabinose
utilization system of Escherichia coli” [72].
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4.1. The arabinose utilization system

The arabinose utilization system consists of several different genes coding for proteins

for transport, metabolism and regulation. A schematic representation of the arabinose-

dependent components and their interactions in the native system can be seen in Fig. 4.1A.

To study the influence of arabinose degradation and a of potential export mechanism on

the dynamics of the OFF switching, mutant strains were used with knockout of either

only the gene araBAD, which is responsible for arabinose degradation (strain BW25113,

Fig. 4.1B), or with knockout of araBAD and additionally of the gene araJ, whose function

is still unknown (strain JW0386-1, Fig. 4.1C).
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Figure 4.1.: The arabinose utilization system in E. coli.
A) In the native strain (MG1655), uptake proteins AraFGH and AraE (light blue) import
the sugar arabinose (a, rose), which, when bound to the regulator AraC (purple), positively
regulates all arabinose operons except its own. Via degradation by AraBAD, a negative
feedback is exerted. The reporter gfp under the control of the same promoter as araBAD
is integrated on plasmids. AraJ (orange) possibly acts as export protein. B) In strain
BW25113, the gene encoding arabinose degradation araBAD is knocked out (∆araBAD).
C) In strain JW036-1, araJ is knocked out in addition to araBAD (∆araBAD ∆araJ ).
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In more detail, the arabinose system consists of two import proteins, AraE and AraFGH,

which specifically import arabinose. These two transporters differ in their affinity and

capacity but operate interdependently [78]. At intermediate and at high sugar levels, the

low-affinity, high-capacity transporter AraE was shown to be the dominating transporter

[78]. Thus, only the transporter AraE will be considered as uptake protein within the

model for switching dynamics used in this work.

Intracellular arabinose is degraded by AraBAD and can be bound by the regulator AraC.

Arabinose-bound AraC stimulates initiation of mRNA synthesis from all arabinose-de-

pendent promoters except from its own [79]. Thus, a positive feedback is build when

the complex of imported arabinose and AraC activates expression of further transport

proteins, which again import arabinose. In the absence of arabinose, AraC negatively

regulates all these promoters, i.e. PE, PFGH , PBAD, PC , and PJ [80]. The later, araJ, is

a poorly characterized arabinose-inducible gene, which displays sequence similarities with

drug efflux enzymes [81, 82]. Thus, it might potentially serve as an efflux system to export

intracellular arabinose [83].

4.2. Kinetics of gene expression in single cells after

arabinose downshift

To characterize the switching kinetics of the arabinose system from the induced to the

uninduced state, bacteria have been exposed to arabinose for 40 min. Then, arabinose was

removed from the microfluidic chamber where bacteria were fixed on the surface and fresh,

arabinose-free medium has been provided for another 60 min. External arabinose was pro-

vided at a saturating concentration, either at 0.2 % or at 0.5 %. During the whole time,

gene expression dynamics of the reporter gene gfp under the control of PBAD was recorded

by fluorescence time-lapse microscopy. For direct comparison, gene expression dynamics

was also recorded for cells that were continuously exposed to arabinose for 100 min. Exem-

plary time series are shown in Fig. 4.2 for bright field and fluorescence illumination. Within

the bright field images, growth of single cells can be observed in the form of elongation of

cells and division. By following the increase of the fluorescence signal in the fluorescence

images, information is gained on the expression of proteins which are controlled by the

arabinose regulation network. For better visualization of the increase of fluorescence, the

contrast of the fluorescence images was changed after 30 min.
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0 min 10 min 20 min 30 min

50 min40 min 60 min 70 min

Figure 4.2.: Time series of bright field and fluorescence images.
Pictures were taken every 10 min and show growth of single cells as well as the increase in
GFP fluorescence after induction with 0.2 % arabinose 3 min before the first image was taken.
The contrast of the fluorescence images was changed after 30 min to enhance the visibility
of the increase of the fluorescence. Scale bar: 5µm.

Single-cell gene expression dynamics was measured in a strain unable to degrade arabinose

for continuous arabinose supply as well as for a pulse of 40 min. Following the analysis

described in Fig. 3.3, values of mean fluorescence were extracted for single cells and plotted

against time. Fig. 4.3 shows measured data for single cells (black circles connected by thin

black lines). Gene expression curves of single cells were fitted with a mathematical model

(see Section 4.3, fits are thick gray lines in Fig. 4.3) in order to extract the dynamics
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of the PBAD promoter activity. While kinetics of the induction process for continuous

supply of 0.5 % external arabinose is shown in Fig. 4.3A (upper panel), the respective

activity of promoter PBAD extracted by the fits can be seen in Fig. 4.3A (lower panel).

Here, promoter activity switches from 0 to 1 homogeneously and fast in all cells. A

similar behavior can be observed for the same strain when exposed to 0.5 % arabinose for

40 min: All cells start gene expression fast and homogeneously (Fig. 4.3B). However, after

removal of arabinose at t = 40 min, the single-cell traces continue to increase for about

15 min until they reach maximal fluorescence and start to decrease slowly. The extracted

promoter activity shows a fast switch from 1 to 0 with a median of the rate constant k

estimated to be 2.2 min−1 (interquartile range (IQR) from 1.9 min−1 to 3.7 min−1). Thus,

transcription seems to be shut down within a few minutes. The model suggests that the

time until the fluorescence reaches its maximum is mainly determined by the maturation

time of GFP (〈τm〉 = 6.5 min) [12]. The quick shut-off of gene expression should originate

in a rapid decrease of intracellular arabinose concentration because the activity of the

PBAD promoter depends on the internal arabinose concentration. As strain BW25113

is unable to degrade arabinose, loss of internal arabinose needs to reflect any unknown,

non-canonical catabolism or an export mechanism.
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Figure 4.3.: Gene expression kinetics in single cells of a ∆araBAD strain
(BW25113) for arabinose up- and downshift.
A) External arabinose (0.5 %) was added at time 0 and was provided for the next 100 min.
During this time, mean fluorescence of single cells increases (black circles connected by thin
black lines). Fits by the model (Section 4.3) to the data points are depicted in gray. In
the lower panel, corresponding PBAD promoter activity extracted from these fits is shown.
B) External arabinose (0.5 %) was added at time 0 and removed after 40 min. Mean fluo-
rescence of single cells starts to increase within a few minutes after induction and reaches
its maximum value approximately 15 min after the removal of arabinose, before it starts to
decrease slowly. Data points (black) and fits (gray) are shown. Promoter activity, shown in
the lower panel, switches from 0 to 1 within a few minutes after addition of arabinose and
quickly switches back to 0 after its removal. Graphics were adapted from [72].

To check whether the characteristics observed earlier is indeed physiological characteristics,
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single-cell gene expression dynamics was measured in a strain with the native arabinose

system (MG1655). On the one hand, the observed behavior of the native strain in Fig. 4.4 is

quite similar to the one described before. After removal of external arabinose, fluorescence

keeps rising for about 15 min, before it slowly drops down. The corresponding promoter

activity shows a fast switch from 1 to 0 with a median of the rate constant k estimated

to be 2.3 min−1 (IQR from 1.8 min−1 to 3.4 min−1; see Fig. 4.4B). On the other hand,

differences can be observed regarding initially switching from the OFF to the ON state.

Here, heterogeneity in the timing of the switch of promoter activity is more pronounced

than for the ∆araBAD mutant. As araBAD is expressed at a basal rate in the native

strain, arabinose can be degraded at a slow rate immediately after being imported. This

might plausibly explain a delay in the time until the internal arabinose level reaches the

level necessary for gene activation.

As the shutdown dynamics does not vary significantly between the strain with native

degradation and the strain without arabinose degradation, export mechanisms seem to be

fundamental.
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Figure 4.4.: Gene expression kinetics in single cells of the wild type strain
(MG1655) for arabinose up- and downshift.
A) External arabinose (0.2 %) was added at time 0 and constantly provided for the next
100 min while mean fluorescence of single cells was measured every 5 min (black). Data
was fitted (gray) with a mathematical model to extract the corresponding PBAD promoter
activity (lower panel). B) External arabinose (0.5 %) was added at time 0. Shortly after,
the mean fluorescence of single cells started to increase. After 40 min, the arabinose was
removed externally and mean fluorescence reached its maximum value approximately 15 min
later. Data points (black) and fits (gray) are shown. Promoter activity switches from 0 to 1
within a few minutes after addition of arabinose and quickly switches back to 0 after removal
of arabinose (lower panel). Graphics were adapted from [72].

To test to which extent the gene enconding a potential export protein, araJ, influences

the switching kinetics of the arabinose system, single-cell gene expression dynamics was

measured in a ∆araBAD∆araJ strain (JW0386-1). In this strain, switching from the

OFF into the ON state was again found to be quite homogeneous and fast (see Fig. 4.5).
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The slightly higher heterogeneity in the timing of the switching (Fig. 4.5A) compared to

the timing of the switching in the strain with native araJ (Fig. 4.3A) might originate from

the reduced arabinose concentration of 0.2 %. Regarding the downshift from the induced

to the uninduced state, evaluation of the fits yielded a median of the rate constant for

arabinose loss k of 1.4 min−1 (IQR from 0.8 to 2.0 min−1). This value is only a little smaller

than the values of both strains with intact araJ , indicating, if at all, only a very weak

influence of AraJ. In conclusion, AraJ does not seem to be rate-limiting for depletion of

internal arabinose in E. coli.
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Figure 4.5.: Gene expression kinetics in single cells of a ∆araBAD ∆araJ strain
(JW0386-1) for arabinose up- and downshift.
A) After addition of 0.2 % external arabinose at time 0, trajectories of mean fluorescence of
single cells were measured (black) and fitted by the model (Section 4.3, gray lines) in order
to extract the corresponding PBAD promoter activity (lower panel). B) Mean fluorescence of
single cells increases quickly after induction with 0.5 % arabinose and reaches its maximum
value approximately 15 min after arabinose removal. Then, the signal starts to decrease
slowly (data black and fits gray). Promoter activity, shown in the lower panel, quickly
switches from 0 to 1 after addition of arabinose. After removal of arabinose, it switches back
to 0 again. Graphics adapted from [72].

4.3. Mathematical model

To model the single-cell dynamics of internal arabinose concentration and gene regulation,

a set of rate equations was used as described in [72].

The internal arabinose concentration, aint(t), increases with the concentration of arabinose

transporters, N(t), and the uptake rate per transporter, Vupt, as follows

∂ta
int(t) = VuptN(t)− (k + γ)aint(t) (4.1a)
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∂ta
int(t) = VuptN(t)− (kN(t) + γ)aint(t), (4.1b)

where γ denotes the rate of cell growth, which dilutes the internal arabinose concentra-

tion and k denotes a rate constant summarizing all other possible processes of arabinose

decrease. Examples for these processes are arabinose degradation by AraBAD or by any

other non-canonical metabolic pathway, leakage of arabinose via the transporters AraE,

AraFGH, or even via other transporters [84], as well as active export by sugar export

systems. Eq. 4.1a and Eq. 4.1b are two alternative versions covering the extremes of loss

processes which can either be independent of N(t) or dependent on N(t) (see Section 4.4

for further discussion).

The import of sugar is modeled following Michaelis-Menten kinetics by

Vupt = Vmax
aex

KM + aex
, (4.2)

where Vmax is the maximal transport rate of arabinose, KM is the Michaelis-Menten con-

stant, and aex is the concentration of arabinose that is present externally.

Transcription of araBAD was found to increase cubically with the internal arabinose con-

centration [85]. Due to the high comparability between the promoters PE and PBAD [79],

the transcription rate νi for both promoters is modeled similarly as a Hill function with a

Hill coefficient of 3

νi = ν0,i + (νmax,i − ν0,i)
(aint)3

K3
a + (aint)3

, (4.3)

where ν0,i denotes the basal and νmax,i the maximal transcription rate with i ∈ {e, g} for

promoter PE and PBAD (which drives gfp expression), respectively. Ka is the dissociation

constant for arabinose binding. As AraC’s negative regulation of its own expression results

in homeostatic control of AraC concentration, the dynamics of araC expression is not

considered explicitly [74]. Then, concentration of mRNA of AraE, n(t), and of GFP, g(t),

obey the rate equations

∂tn(t) = νe − (λe + γ)n(t) (4.4a)

∂tg(t) = νg − (λg + γ)g(t), (4.4b)

where λe and λg denote the degradation rates of mRNA of AraE and GFP, respectively.

Accordingly, concentration of the mature protein AraE, N(t), follows

∂tN(t) = µen(t)− γN(t), (4.5)

where µe denotes the translation rate of AraE. Likewise, protein dynamics of immature
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GFP, I(t), as well as of mature GFP, G(t), follow

∂tI(t) = µgg(t)− (τ−1
m + γ)I(t) (4.6a)

∂tG(t) = τ−1
m I(t)− (τ−1

bleach + γ)G(t), (4.6b)

where µg denotes the translation rate of GFP, τm the maturation time of GFP (see Chap-

ter 5 for further information), and τbleach the time constant of the process of GFP bleaching.

In order to directly compare the model and the experiments, a scaling factor σ was in-

troduced to convert protein concentration G(t) into arbitrary fluorescence units F (t) via

F (t) = σG(t).

The parameters of the model were either estimated from the experimental data, e.g. for

γ, or fixed to values taken from the literature (see Table A.4 for further details). Param-

eters ν0,e, νmax,g, and k were estimated by numerical solving of Eq. 4.1a - Eq. 4.6b with

MATLAB (The MathWorks, Inc.).

4.4. Discussion

Taken together, all experiments with downshift of external arabinose from high concen-

tration (0.5 % or 0.2 %) to no arabinose show that expression of the arabinose utilization

system is turned off within the first minute after removal of external arabinose. As this

behavior was found for a strain with the native arabinose system and for a strain unable

to degrade arabinose (∆araBAD), as well as for a strain with knockout of a potential ex-

porter of arabinose (∆araJ), internal depletion of arabinose does not seem to depend on

degradation via AraBAD or on export via AraJ. However, investigation of the downshift

behavior relies on the maturation of GFP (〈τm〉 = 6.5 min) [12], which is a relatively slow

process compared to the estimated time constant of arabinose depletion (〈k−1〉 = 0.5 min).

Thus, this time constant can only be seen as an upper limit of depletion of internal ara-

binose. The actual speed of arabinose depletion might even be faster than this estimated

value.

Concerning potential export mechanisms of arabinose, the import proteins of the ara-

binose utilization system have to be taken into consideration as well. While AraFGH

needs energy from ATP hydrolysis to actively import arabinose, which excludes export,

AraE works as a chemiosmotic sugar H+ symport system [78]. If cells in an arabinose-free

medium contain high amounts of intracellular arabinose, a strong gradient arises, which

drives arabinose outwards and possibly can no longer be balanced by an inward-directed

proton gradient. Then, arabinose could leak out via AraE. Within the model, we also

considered the extreme case, where all of the loss of internal arabinose occurs via the

arabinose transporter AraE, see Eq. 4.1b. This alternative model is also compatible with

the data and could explain the rapid transcriptional shutdown after arabinose removal

as well as the heterogeneous timing of gene induction in a narrow parameter regime of
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export rates. Over all, AraE-dependent export via Eq. 4.1b could not be distinguished

from AraE-independent export via Eq. 4.1a. Hence, a depletion mechanism needs to be in-

cluded in the model essentially to explain the data, but discrimination between constitutive

or arabinose-induced depletion or a mixture of both is not possible with these experiments.

In the first place, to export a carbon source seems to be an energy-wasting mechanisms.

But why is it reasonable for a cell to invest in an additional depletion mechanism besides

catabolism? Sugar export systems have also been discussed in the context of toxic sugar

analogues [86]. The uptake of such toxic substrates not only inhibits the uptake of the

non-toxic sugar substrate but also can interfere with metabolic pathways and result in

inhibition of growth [87]. For the non-metabolizable analogue of lactose, the thiomethyl-

galactoside (TMG), studies reported actual export from Streptococcus pyogenes and po-

tential export from E. coli, due to the observation of fast switching from the ON to the

OFF state of the lac operon after sudden removal of external TMG [88, 89]. In the case of

the arabinose system, competitive inhibitors such as D-xylose and D-fucose can likely be

uptaken via the arabinose permease system but have a highly reduced rate of metaboliza-

tion compared to arabinose [84, 90]. When accumulating to high amounts in the absence

of a suitable export mechanism, such substrates can become toxic (the dose makes the

poison, as already Paracelsus said). Finally, arabinose could be exported by a member

of the major facilitator superfamily [91]. This superfamily includes antibiotic resistance

exporters and thus is engaged in the export of potentially toxic substrates.



5. Determination of the maturation

time of mVenus and mCerulean on

the single cell level

As already discussed in Fig. 2.1, fluorescent proteins need to undergo a maturation step to

become fully functional. This maturation can take some time, ranging from several minutes

up to several hours [10]. The maturation efficiency depends - among other parameters -

on the availability of molecular oxygen and on the temperature [26]. Originating from

the non-37 ◦C organism Aequorea victoria, some effort had to be made to create several

variants of the original fluorescent protein and to optimize these variants with respect to

the level of gene expression, brightness, photostability, and excitation and emission spectra

so that they can be used as reporters in cells at 37 ◦C [26].

Because we aim at comparing expression of sugar utilization systems in the PTS by the help

of the reporter proteins mVenus and mCerulean, knowledge of their maturation constants is

of importance. As we are also interested in heterogeneity within a population, the variance

of the maturation constants is of interest, as well. Thus, we measured the maturation times

for both fluorescent proteins.

We used two reporter plasmids, the reporter plasmid pVS133 containing mVenus and

the reporter plasmid pKES316 containing mCerulean, in strain MG1655 to determine the

maturation times of mVenus and mCerulean, respectively. In both plasmids, the reporter

is controlled by the lac promoter, which can be induced by the artificial inducer isopropyl-

β-D-thiogalactopyranosid (IPTG). Following the protocol from Megerle et al., which was

used to determine the maturation time of GFPmut3 to be < τGFPm >= 6.5 (± 0.6) min

[12], we inhibited transcription by the addition of 200µg/ml chloramphenicol 30 min after

induction with 2 mM IPTG and recorded the subsequent increase of the fluorescence signal

in single cells every 4 min using time-lapse fluorescence microscopy. As chloramphenicol

immediately blocks translation, further increase of the fluorescence signal after 30 min re-

flects the maturation dynamics of the remaining, initially non-fluorescent, proteins. By

exponentially fitting the single-cell time-traces, maturation times τm were obtained. A

subset of representative trajectories for mVenus and mCerulean is shown in Fig. 5.1A and

Fig. 5.2A, respectively. Analysis of the distributions of these time constants in Fig. 5.1B

and Fig. 5.2B yields an average maturation time of τmV enusm = 14.0 (± 3.1) min for mVenus

and an average maturation time of τmCeruleanm = 10.5 (± 3.0) min for mCerulean.
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Figure 5.1.: Maturation kinetics of mVenus in single cells.
A) 30 min after induction of mVenus expression with 2 mM IPTG, protein synthesis was
inhibited by the addition of 200µg/ml chloramphenicol as indicated by a dashed, vertical line.
Exponential fits to the measured data points are shown for each single cell in corresponding
color. B) These exponential fits yield the distribution of the maturation time with average
maturation time τmV enusm = 14.0 (± 3.1) min. Statistics was obtained from 44 cells.

Within the standard errors, both fluorescence proteins mature similarly fast. Hence, they

are well suited for comparative examinations of two different sugar utilization systems.

In the literature, most data of maturation times is measured in vitro. The maturation

process of a proper folded fluorescent protein most importantly consists of the formation

of the chromophore, in which the steps of chromophore cyclization, oxidation and dehy-

dration are involved. In general, oxidation is reported to be the rate limiting step [23].

Oxidation for mVenus was measured in vitro using a re-oxidation assay to be in the order

between 2 min [31] and 102 min [92]. A comparison with our in vivo values is not rea-

sonable, not only because of the broad distribution of these values found in the literature

but also due to the absence of certain cytosolic compounds in vitro which might influence

folding and maturation in vivo [92].
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Figure 5.2.: Maturation kinetics of mCerulean in single cells.
A) Protein synthesis of mCerulean was inhibited by the addition of 200µg/ml chloram-
phenicol 30 min after induction with 2 mM IPTG (see dashed, vertical line). For a few
representative single cells, measured data points and exponential fits are shown. B) Fits
were used to extract the maturation time of each cell. Distribution of the maturation times
yields the average maturation time τmCeruleanm = 10.5 (± 3.0) min. Statistics was obtained
from 53 cells.

As no precise in vivo measurement could be found to compare the maturation times of

mVenus and mCerulean, the data presented here is likely to be the first detailed measure-

ment of maturation times for these fluorescent proteins.

For this work, another important finding is the similar cell-to-cell variation in maturation

times for mVenus and mCerulean. Thus, both fluorescent proteins show the same level

of heterogeneity in maturation. Similar maturation constants and similar variation are

both relevant properties permitting the direct comparison of relative fluorescent levels, for

example in a phase diagram taken at a certain time point.





6. Single-cell characterization of

metabolic switching in the

Phosphotransferase System of E.

coli ∗

In the following, the PTS in general and the NAG and the sorbitol system in particular

are introduced, growth on NAG and on sorbitol is presented, which was measured in

batch solution and for immobilized microcolonies. Gene expression of both systmes was

measured by the help of fluorescent proteins as reporters. The phase-diagram of gene

expression in dependence of external sugar concentrations is discussed by the help of a

mathematical model.

6.1. The Phospho-enol-pyruvate: Carbohydrate

Phosphotransferase System

One of the main players in CCR (see Section 2.3) is the Phospho-enol-pyruvate (PEP):

Carbohydrate Phosphotransferase System (PTS). In the following, the general structure

of this global sugar utilization system with regulatory function will be introduced as well

as two specific members studied in this work, the NAG and the sorbitol system.

6.1.1. The general structure of the PTS

The PTS is present in all eubacterial species, as for example in B. subtilis, Salmonella en-

terica, and E. coli [93, 94]. The PTS governs the import and metabolism of over 20 different

sugars [95, 96, 97]. During import through the inner cell wall, all substrates transported

by the PTS are modified by the addition of a phosphoryl group. The membrane-bound

uptake enzymes are called enzymes II (EII) [96].

Usually, bacteria contain many different EIIs, each specialized in a specific sugar or some-

times also in a group of closely related sugars [94]. The EIIs consist of one to four different

domains named A, B, C, and D. At least one of these domains is membrane-spanning

∗This chapter is based on the publication ”Single-cell characterization of metabolic switching in the sugar
phosphotransferase system of Escherichia coli” [62].
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and catalyzes the transport of the substrate it is specific for [95]. Mostly, the EIIA do-

main is freely diffusing in the cytoplasm, while the other domains are often fused to the

membrane-spanning domain and build a complex which is located at the cytosolic side of

the membrane [94]. To distinguish the EIIs, a three letter code is used as a superscript:

EIIAglc stands for the glucose specific EIIA component. On the basis of their tertiary

structure, EIIs are classified into different families. This classification differs in the litera-

ture, as some authors distinguish superfamilies and families slightly different than others

[95, 96].

Nevertheless, the reaction of sugar import via EII is irreversible for all families. Thus,

once the sugar has been transported through the membrane and the phosphor group has

been added, it will not be exported via these enzymes again. In contrast, all other reac-

tions comprise the transport of phosphoryl groups from PEP to EII by enzymes, which are

not specific for a particular sugar, and are reversible. The first non-specific PTS enzyme

involved in transfer of phosphoryl groups is enzyme I (EI) which is encoded on the ptsI

gene [96]. EI recruits phosphoryl groups through the conversion of PEP to pyruvate. The

second non-specific PTS enzyme is the histidine-containing protein (HPr) which is en-

coded on the ptsH gene. HPr transfers the phosphoryl group from EI towards the specific

transporters EII [96]. See Fig. 6.1A for a scheme of this chain of phosphoryl transfer.

In the unphosphorylated state, the uptake enzymes II cannot efficiently import the sub-

strate. Thus, the phosphoryl supply of the importers is a limiting factor for sugar uptake.

Especially, if two or more different sugars are present, the sugar specific importers have

to compete for phosphoryl provision at HPr, which becomes a bottleneck for phosphoryl

supply. In this respect, the PTS can be seen as a model system of flux-limited regulation

where several inputs are regulated in parallel by one dominant flux of phosphoryl groups

(compare with Fig. 2.9) [16].

6.1.2. The NAG and the sorbitol utilization system

To elucidate metabolic switching in the PTS, two sugar utilization systems, the NAG and

the sorbitol system were chosen because of the following reasons: First, both these systems

are inducible by their respective sugar, consistent with a positive feedback mechanism

[98, 99, 100]. Second, both systems are specific with respect to crosstalk in transport

and degradation. The PTS regulatory network for the NAG and the sorbitol system is

schematically shown in Fig. 6.1.

The NAG system

The monosaccharide NAG is a derivative of glucose with the chemical formula C8H15NO6

(see Fig. 6.2A) and a molar weight of mM = 221.21 g/mol. NAG is part of the bacterial cell

wall building the peptidoglycan layer together with N-acetylmuramic acid and crosslinking

oligopeptides (see Fig. 2.1C) [17]. Furthermore, NAG is an important component of the

cell walls of most fungi and is part of the polymer chitin, which forms the outer wall of
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Figure 6.1.: Schematic view of PTS regulation in E. coli.
A) The phosphoryl flux in the PTS starts by the transfer of a phosphoryl group (purple)
from PEP to EI, which is then handed over to HPr. Here, different EIIAs compete for
phosphoryl supply to provide it to their EIIBC partners. B) The total phosphoryl flux
from PEP branches into specific fluxes towards substrate-specific EIIs, here towards EIIAsrl

(orange) and EIIANAG (blue). Each specific flux can initiate a positive feedback loop by
its impact on the regulation of gene expression via activation of substrate-specific genes.
Reporter genes mVenus and mCerulean are chromosomally integrated behind a copy of the
sorbitol and of the NAG promoter, respectively. Figure adapted from [62] with permission
from John Wiley & Sons, Inc.

insects [101, 102].

The PTS enzyme EIINAG belongs to the glucose family. The nag regulon is located at

15.5 min on the E. coli map [103, 104]. It is a divergent regulon with co-regulation of

the genes nagE and nagBACD [99]. The gene nagE codes for the permease and contains

the EIIA, EIIB, and EIIC domains, which form a single polypeptide chain [93]. The gene

nagB codes for a deaminase, nagA for a deacetylase, nagC for the NAG repressor, and

nagD for a fairly general ribonucleotide monophosphatase [99, 100, 105]. In absence of

the inducer NAG, the repressor NagC binds to an overlapping region of the transcription

start sites of nagE and nagB, which results in the formation of a loop of DNA [100]. In

the presence of phosphorylated NAG, derepression of the nag operon was observed [99].

Thus, in the NAG system, the repression of the binding of the repressor to its binding site

leads to activation of the genes.
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Figure 6.2.: Chemical structure of NAG and sorbitol.
A) NAG consists of 8 carbon atoms and belongs to the amino-sugars due to its nitrogen
atom. B) As a member of the hexoses, sorbitol consists of 6 carbon atoms.

The sorbitol system

The sugar alcohol sorbitol, also known as glucitol, is also a derivative of glucose (by reduc-

tion of the aldehyd group). With the chemical formula C6H14O6 (see Fig. 6.2), sorbitol has

a molar weight of mM = 182.17 g/mol. Sorbitol is an isomer of mannitol with a different

orientation of the hydroxyl group on the second carbon but with very different chemical

properties. Sorbitol is naturally occurring in many stone fruits and berries of trees be-

longing to the genus Sorbus.

The PTS enzymes EIIsrl belong to the glucitol family of transporters [106]. The srlAEB-

DMRQ operon is located at 58 min on the E. coli chromosome [98, 107, 108]. The gene

srlABE codes for the permease EII. The EIIA and EIIB domains are encoded in srlB and

srlE, respectively. Unlike in all other enzyme II complexes characterized so far, the EIIC

domain of the glucitol family is split into two parts encoded in the genes srlA and srlE

[95, 109]. The EIIB domain of sorbitol is always fused to the N-terminus of one of the

EIIC parts [110]. EIIA, on the contrary, is freely diffusible in the cytosol [95]. The gene

srlD codes for an NADH-dependent dehydrogenase, srlM codes for an activator, and srlR

codes for a repressor of the srl operon [111, 106, 98]. SrlR repression is inhibited by the

inducer sorbitol. Thus, in the sorbitol system, the binding of SrlM and the unbinding of

SrlR both activate gene expression.

6.2. Diauxic growth on a mixture of NAG and sorbitol

In order to gain information on the specific utilization strategy of E. coli in a mixture of

NAG and sorbitol, growth on these substrates was analyzed for an MG1655-based strain

(T1683). To that, 2 mM sorbitol in combination with several levels of NAG concentration

were tested in batch culture, in which the initial concentration of the former substrate was

kept constant while that of the latter substrate was varied. These measurements revealed

diauxic growth with two distinct exponential growth phases separated by a ∼30 min lag

phase, see Fig. 6.3A. The start of the lag phase shifted to later time points and higher

optical density upon increase of the initial NAG concentration. Quantitatively, when the
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level of initial NAG concentration was raised by a factor of two, the optical density of

the lag phase increased correspondingly. This correlation between the NAG concentration

and the first growth phase clearly indicates preferential utilization of NAG over sorbitol

(Fig. 6.3A).
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Figure 6.3.: Measurement of diauxic growth.
A) Growth measurements for bacteria cultured on the indicated mixtures of sorbitol and of
NAG as carbon sources. Two distinct growth rates are separated by a lag phase of ∼ 30 min,
a characteristics which is signifcant for diauxic growth. With increasing initial NAG concen-
tration, the start of this lag phase shifts in time. B) Correlation plot of PsrlA −mV enus and
PnagB −mCerulean gene expression measured at three different time points in the growth
curve shown in A. At time t1 - during the first growth phase - all cells express mCerulean,
indicating exclusive utilization of NAG. At time t2, cells in culture depicted in blue activate
mVenus fluorescence, which monitors expression of the sorbitol system. At time t3, all cells
show mVenus levels above the basal level, while mCerulean levels are considerably decreased.
Colors correspond to the sugar concentrations specified in A.
Numbers of cells evaluated: 75, 138, 168 (for t1 blue, green, red); 168, 280, 337 (for t2 blue,
green, red); 169, 185, 269 (for t3 blue, green, red). Figure taken from [62] is reprinted with
permission from John Wiley & Sons, Inc.

To test whether NAG is indeed the preferred substrate during the first growth phase,

growth on NAG alone was measured as well. Actually, the average doubling time on NAG

alone is approximately the same as the one during the first growth phase (see Fig. 6.4),

suggesting that sorbitol usage is minimal before depletion of NAG. Fig. 6.4 shows growth
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Figure 6.4.: Growth on NAG as sole carbon source.
Growth measurements for bacteria cultured on the indicated concentrations of NAG with
or without sorbitol. Blue circle, green rectangle, and red triangle data correspond to NAG
concentrations as in Fig. 6.3A, but without any sorbitol added. For comparison, black
ring data represents a duplicate measurement of the green data in Fig. 6.3. During the
first growth phase, all four cultures show similar doubling times, indicating that growth is
essentially fueled by NAG alone even when sorbitol is present at the same time. Here, fitting
of the three measurements of growth on NAG alone gives an average doubling time (with
standard deviation) of (41± 3) min. Figure adapted from [62] with permission from John
Wiley & Sons, Inc.

measurements on three different concentrations of NAG (0.5 mM, 1 mM and 2 mM). The

recorded growth curves all show the same slope and reach different heights, corresponding

to the individual NAG concentrations. In addition, the slope of all curves corresponds

to the slope of a culture where NAG and sorbitol were both present as in Fig. 6.3. The

mean doubling time of growth on NAG as sole carbon source extracted from Fig. 6.4 is

(41± 3) min. This value is in accordance with the mean doubling time of the first growth

phase of measurements with NAG and sorbitol of (38± 4) min (extracted from Fig. 6.3A

and Fig. 6.4). In contrast, evaluation of the second growth phase in Fig. 6.3A yielded a

mean doubling time of (73± 14) min.

The interpretation of preferential NAG utilization during the first growth phase is consis-

tent with the expression behavior of the NAG and of the sorbitol utilization system, as

probed with chromosomally integrated fluorescent reporters (Fig. 6.3B).

As a reporter for the NAG system, mCerulean was fused to an additional copy of the PnagB
promoter and for the sorbitol system, mVenus was fused to an additional copy of the PsrlA
promoter, see Fig. 6.1, Chapter 3 and Appendix A.5 and A.6 for constructional detail. For

cells sampled at different time points from the batch cultures, the single-cell fluorescence

levels (per cell area) of both reporters were recorded and quantified (see Fig. 3.3). The

three panels of Fig. 6.3B correspond to the three different time points along the diauxic

growth curve of Fig. 6.3A. Each panel shows three fluorescence distributions, which cor-
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respond to the three different NAG concentrations.

At time t1, 130 min after dilution of the pre-culture, all three cultures show high fluores-

cence intensities of mCerulean between 1500 FU and 3500 FU, while the same cells do not

raise in mVenus fluorescence above 1000 FU in agreement with the position being in the

middle of the first growth phase or just at the beginning of the plateau in the case of the

lowest NAG concentration (blue circles).

At time t2 (t2 = 170 min), the culture of the highest NAG concentration, still in the first

exponential growth phase, shows similar fluorescence intensities as at time t1 (red triangles

in Fig. 6.3). At the same time, the culture of the lowest NAG concentration of 0.5 mM is

significantly shifted towards lower mCerulean and higher mVenus fluorescence intensities.

This trend can even be observed at much lower shape for the culture of intermediate NAG

concentration (green rectangles).

Eventually, at time t3 (t3 = 350 min), all cultures have reached the final plateau after the

second growth phase. Here, mVenus fluorescence values are between 1000 FU and 3500 FU

for all cells in all cultures, while mCerulean fluorescence values are mainly found to be

lower than 1000 FU, except for the culture with the highest NAG concentration (red tri-

angles). This culture is the last to change from NAG utilization during the first growth

phase to sorbitol consumption. As the decrease in mCerulean fluorescence is only caused

by dilution through growth and not by active degradation, a shorter distance from the

plateau corresponding to few doublings (red triangles) is reflected in fluorescence values

which are less decreased than for a culture with a higher distance corresponding to more

duplications (blue circles).

For reasons of comparison, growth was measured on a mixture of glucose and either NAG

or sorbitol as well, showing a preferred use of glucose as expected (see Appendix A.2).

Together, only the NAG utilization system is significantly expressed (relative to the re-

spective full induction level) before the diauxic shift. After the diauxic shift, the cells

express only the sorbitol utilization system.

While these results show that, overall, NAG is preferred over sorbitol as a carbon source,

they do not characterize the concentration-dependent competition between the two uti-

lization systems. Once the preferred carbon source has reached the micromolar regime in

a batch culture, it is very rapidly depleted, such that no detailed information can be ob-

tained about the transition regime. However, this regime is essential for our understanding

of the underlying regulatory strategy. Therefore, all further experiments were performed

under a constant flow of medium with adjustable NAG and sorbitol concentrations using

a microfluidic setup (Fig. 3.2).
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6.3. Concentration-dependent microcolony growth on

NAG or on sorbitol

With the microfluidic setup, the carbon-limited growth on micromolar concentrations

of NAG as well as the carbon-limited growth on equally low concentrations of sorbitol

were first characterized separately. Bacteria of the reporter strain (T1683) were pre-

cultured in defined media with millimolar concentration of the respective carbon source

and were transferred into the microfluidic channel. Then, fresh medium with a micromolar

concentration of the same carbon source was constantly flushed by. Time-lapse movies in

bright field illumination were recorded for each concentration to determine the growth rate

from exponential fits to the total cell area of individual microcolonies (see Fig. 6.5A for

exemplary traces at 20µM sorbitol). Data of at least two independent experiments were

averaged to obtain the mean growth rates of each external sugar concentration tested,

which are plotted in Fig. 6.5B.
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Figure 6.5.: Growth characteristics on NAG or on sorbitol
A) Time traces of the cell area of individual bacteria are shown. The black circles correspond
to the cells in the bright field images at the top. The dashed lines represent fits to these
data. Scale bar: 2µm. B) Growth rates (mean values) are plotted as a function of NAG
concentration (blue) and sorbitol concentration (orange). Data was obtained as in A and
evaluated for microcolonies. The growth rate for cells perfused with minimal medium without
any added carbon source is shown in green (green triangle with green line as threshold of
growth to guide the eye). This background growth represents the lower limit of growth.
Data points are fitted (dashed lines) with a Monod growth model (Eq. 6.1) to obtain the
maximal growth rate λmax as well as the concentration of half-maximal growth KM . Mean
and standard errors were derived from at least two independent experiments. Figure taken
from [62] is reprinted with permission from John Wiley & Sons, Inc.

Consistently, these resulting growth rates are well fitted with a model of microbial growth

described by Monod [39] of the form

λ(c) = ∆λ
c

KM + c
+ λ0 (6.1)
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(see dashed fits in Fig. 6.5B), where λ(c) is the concentration-dependent growth rate, ∆λ

is the maximal growth rate difference that can be gained by the added carbon source,

c is the carbon source’s concentration, KM is the concentration of half-maximal growth

increase, and λ0 is the background growth rate under flow of medium without a carbon

source added. In Fig. 6.5B, data measured on sorbitol is plotted in orange, data measured

on NAG is plotted in blue. Fits of Eq. 6.1 to the data yield a maximal overall growth rate

of λNAGmax = ∆λNAG + λ0 = (0.60 ± 0.11) h−1 and a KM of KNAG
M = (4.9 ± 3.4)µM for the

NAG system, and λsrlmax = (0.42 ± 0.04) h−1 and Ksrl
M = (0.5 ± 0.4)µM for the sorbitol

system (see dashed lines in Fig. 6.5B). A similar growth rate of λsrlmax = (0.46 ± 0.01) h−1

has previously been reported for wild type E. coli in N-C medium supplied with 20 mM

sorbitol as carbon source [112]. NAG, on the contrary, belongs to the glucose family and

glucose itself is well known to be a carbon source allowing for quite fast growth of E. coli.

Measurements of batch culture growth on NAG yielded values comparable to growth on

glucose [113]. Thus, a higher growth rate measured on NAG than on sorbitol is consistent

with the literature.

The fact that a non-zero growth rate was measured even for medium without any carbon

source added might seem puzzling at first sight. But apart from salts, the minimal medium

M63 contains thiamine (1 g/ml), which might support a slow rate of residual growth in the

absence of another carbon source. In addition, contaminants (such as trace amounts of or-

ganic carbon) in any of the ingredients could support growth. Indeed, residual growth was

previously reported in buffer or even distilled water, where purifying the ingredients could

not fully prevent cell growth [114]. The background growth rate λ0 = (0.13 ± 0.01) h−1

measured in this work is comparable to the ”non-zero growth rate on contaminants” which

recently was measured in a microfluidic setup in which the minimal Medium M9 was con-

stantly replenished [115]. This suggests that a low rate of residual growth seems to be

unavoidable in microfluidic setups. So far, the non-PTS substrate thiamine is not known

to affect the competition between the two PTS systems, NAG and sorbitol, which are in

the focus of this study. In addition, the source of residual growth is constantly replenished

within the microfluidic device and should hence be constant across all conditions tested,

i.e. all combinations of sugar concentrations. Thus, as little systematic bias as possible is

introduced by the setup used here.

A comparison of the fits of the NAG and of the sorbitol data in Fig. 6.5B shows that

the growth rate on NAG exceeds that on sorbitol at NAG concentrations of 10µM and

higher. However, while growth in this range of sugar concentrations is faster on NAG than

on sorbitol, the growth rate on NAG alone drops below the growth rate on sorbitol alone

once NAG approaches its KM value in the range of micromolar single-digit. This change

of local maximal growth indicates a potential change of substrate preferences at low sugar

concentrations.

Likely, the inferred values for the constant KM reflect the effective affinity of the im-

port proteins for their respective substrate, since cells did enter the begin of the growth

measurement in a fully induced state concerning this substrate. Thus, the sugar-specific
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metabolic enzymes and also the transport systems are expected to be fully expressed so

that copy numbers of these components should not be limiting.

6.4. Characterization of gene expression for mixtures of

NAG and sorbitol

To characterize the expression of the competing sugar utilization systems, we quantified flu-

orescence of the reporters mCerulean (PnagB −mCerulean) and mVenus (PsrlA −mV enus)
for single cells fixed in the microfluidic chamber while perfused by medium containing var-

ious mixtures of the two substrates in the low micromolar range. Integration of the genes

of two different fluorescent proteins, mCerulean and mVenus, as reporters into the chromo-

some of a MG1655-based E. coli strain was done in a collaboration with K. Schnetz. For

the measurements of gene expression, bacteria were pre-cultured in defined M63 medium

containing 0.5 % glycerol as sole carbon source. When cultures had reached an OD600 nm

of ∼0.1-0.3, cells were transferred into the microfluidic chamber. Immediately after, the

carbon utilization systems were induced by flushing them with fresh medium containing

NAG or sorbitol or a mixture of both - but no glycerol - at a constant flow rate. Pre-

culturing in the non-PTS sugar glycerol was carried out to avoid biasing the competition

between the sugar utilization systems by pre-inducing one of the probed systems.

6.4.1. Gene expression of the NAG system and of the sorbitol system

First, cells were induced with only a single sugar at a time and fluorescence signals of

mCerulean and mVenus were quantified 120 min after induction. A representative distri-

bution of a population’s expression pattern is received by plotting the normalized number

of cells against their mean intensity of the fluorescence signal (Fig. 6.6A, B). It became ap-

parent that both promoters, the PnagB and the PsrlA, can be activated by low micromolar

sugar concentrations (at 1µM NAG or sorbitol). However, comparison of the responses

of the NAG and the sorbitol system revealed qualitative differences: While the response

of the NAG system 120 min after induction is unimodal at all NAG concentrations tested

with all cells of the population being either in the ON or in the OFF state (Fig. 6.6A),

the response of the sorbitol system at the same time is bimodal for sorbitol concentrations

from 1 to 20µM (Fig. 6.6B). In this regime, most cells are strongly induced, while the

remaining cells express the sorbitol system only at basal levels.

This bimodal behavior raises the question of the time evolution of these distributions, i.e.

whether the proportion of induced and uninduced cells is changing over time. A quantita-

tive analysis of single-cell gene expression data is not possible with the fixation method of

PLL used here, because cells grow out of the focal plane after prolonged incubation. Nev-

ertheless, qualitative analysis revealed similar fractions of sorbitol-ON cells at 120 min and
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PnagB-mCerulean expression PsrlA-mVenus expression

NAG sorbitol

A B

Figure 6.6.: Gene expression of the NAG and of the sorbitol system.
A) Gene expression of the NAG system in cells grown on NAG as sole carbon source was
measured 120 min after induction for all concentrations (for 0µM, the basal expression equals
that at 0 min just before induction). A unimodal response can be observed for all concen-
trations tested. B) Gene expression of the sorbitol system in cells grown on sorbitol as
sole carbon source was measured 120 min after induction. For most concentrations, the
population of cells shows a bimodal behavior by splitting into two subpopulations. One
subpopulation stays at basal expression levels while the other subpopulation switches to sig-
nificantly higher expression levels. The basal expression level shown for 0µM equals that at
0 min just before induction. The inlay shows an overlay of a fluorescence and a bright field
image of bacteria which have been grown for 120 min on 2µM external sorbitol. Scale bar:
2µm.
Colors were chosen for better discrimination between different plots. For variation between
replicate measurements, see Appendix A.2. Figure taken from [62] is reprinted with permis-
sion from John Wiley & Sons, Inc.
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at 150 min and a significantly increased fraction at 270 min. 480 min after induction, cells

not expressing the sorbitol utilization system were found only sporadically (see Fig. 6.7).

A B C D
120 min 150 min 270 min 480 min

Figure 6.7.: Expression of mVenus over time.
A) The fraction of cells in the sorbitol-OFF state after 120 min of constant sorbitol supply
(20µM) and after B) 150 min of constant sorbitol supply is unchanged. C) Still, a non-
negligible fraction of cells in the sorbitol-OFF state is found after 270 min of constant sorbitol
supply (20µM). Although these cells do not express the sorbitol system, cell division can
also be observed. D) 480 min after induction with 2µM NAG and 20µM sorbitol, only very
few cells are found in the sorbitol-OFF state. Most of the cells have activated the sorbitol
system by that time. Scale bar: 5µm.

Clearly, a highly variable time delay exists in the induction of the sorbitol system, which

suggests that bimodality in the sorbitol system is only a transient phenomenon. Inter-

estingly, this behavior is strikingly reminding of the heterogeneous time delay found in

the induction of the arabinose utilization system (see Chapter 4) [12, 72]. In the arabi-

nose system, non-linear positive feedback within the regulatory network can explain the

heterogeneous time delay. Positive feedback is also part of the regulation of the sorbitol

system. With the help of a simple theoretical model, it will subsequently be shown that

different cooperativities involved in the regulation of the NAG and the sorbitol system can

rationalize the differences in the behavior between these two systems (see Section 6.6).

6.4.2. Gene expression for mixtures of NAG and sorbitol

After the characterization of the response of the NAG and of the sorbitol system to their

own substrates, the response of both sugar utilization systems to a mixture of both sub-

strates is investigated next. Several experiments with 20µM NAG and varying sorbitol

concentrations showed that all cells always induced the NAG system (Fig. 6.8A), while

simultaneous analysis of the same cells for the sorbitol reporter showed only basal expres-

sion (Fig. 6.8B). Thus, NAG at a concentration of 20µM is clearly preferred over sorbitol

and the expression of the sorbitol utilization system is inhibited by the expression of the

NAG utilization system. This behavior corresponds to the behavior of diauxic growth
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found in experiments with batch cultures (see Fig. 6.3).

A BPnagB-mCerulean expression PsrlA-mVenus expression

Figure 6.8.: Gene expression of the NAG and of the sorbitol system for 20 µM
NAG and several concentrations of sorbitol.
A) Gene expression of the NAG system is shown 120 min after induction with 20µM NAG
and sorbitol. A unimodal response can be observed for all concentrations tested. Data for
0µM sorbitol corresponds to data of 2µM NAG in Fig. 6.6 of the same color (light blue). B)
Analysis of gene expression of the sorbitol system for the same cells as in A. Fluorescence
levels stay at the basal level, indicating a suppression of sorbitol expression. Colors were
chosen for better discrimination between different plots. Figure adapted from [62] with
permission from John Wiley & Sons, Inc.

Interestingly, this obvious dominance of the NAG over the sorbitol utilization system was

no longer observed when cells were shifted to sugar mixtures containing a lower concen-

tration of NAG (Fig. 6.9A). At 2µM NAG and several concentrations of sorbitol, all cells

still expressed the NAG system (Fig. 6.9A), giving rise to the unimodal behavior described

before. At the same time, the same cells showed a bimodal expression pattern of the sor-

bitol system (Fig. 6.9B). Thus, each system displayed the same expression behavior as

in the absence of the second sugar (see Fig. 6.6). Overall, cells showing co-expression

of both sugar utilization systems and cells exclusively expressing the NAG system were

found next to each other. However, no cells could be identified that only expressed the

sorbitol system. Remarkably, this regime of co-expression of the genes of the NAG and

of the sorbitol system persisted over three orders of magnitude of sorbitol concentration,

from 2µM to 200µM external sorbitol concentration.

Exemplary images taken on the microscope for 2µM NAG in combination with 20µM

sorbitol are shown in Fig. 6.10. The bright field image in Fig. 6.10A displays single cells

during growth, as nearby daughter cells can be identified. Fig. 6.10B shows the same cells

in fluorescence illumination filtered to excite mCerulean. Here, all cells which can be seen
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PnagB-mCerulean expression PsrlA-mVenus expressionA B

Figure 6.9.: Gene expression of the NAG and of the sorbitol system for 2 µM
NAG and several concentrations of sorbitol.
A) Gene expression of the NAG system in cells grown on 2µM NAG and different con-
centrations of sorbitol, as indicated, was measured 120 min after induction. A unimodal
response can be observed for all concentrations tested. B) In the same populations as in A,
gene expression of the sorbitol system 120 min after induction is bimodal. Scale bar: 2µm.
Colors were chosen for better discrimination between different plots. Figure adapted from
[62] with permission from John Wiley & Sons, Inc.

in the bright field image appear as well, due to unimodal gene expression, and are colored

in blue. Again the same cells have been imaged in fluorescence illumination filtered to

excite mVenus in Fig. 6.10C. Here, cells are depicted in yellow, but as not all cells express

the sorbitol system, the intensity of different cells varies. The red frame emphasizes 4

cells in close proximity, which clearly show similar expression levels in mCerulean but

heterogeneous expression levels in mVenus. To illustrate co-expression in single cells, an

overlay of the bright field and the fluorescence images is shown in Fig. 6.10D. Here, all

cells co-expressing both systems appear green.

6.5. Experimental phase diagram of gene expression

All measurements of gene expression of the NAG and of the sorbitol utilization system are

combined in an experimental phase diagram in Fig. 6.11. The behavior of the population

is shown schematically for each combination of concentrations by the help of one ellipse,

which is divided into 2 parts. The left half represents the sorbitol system and the right half

represents the NAG system. The experimental phase diagram gives an overview over the

metabolic preferences subject to the different combinations of NAG and sorbitol tested and

reveals two qualitatively different phenotypic responses: one of hierarchical gene expression

(blue area in Fig. 6.11) and one of simultaneous co-expression (gray area in Fig. 6.11).
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A B C D

Figure 6.10.: Single cells 120 min after induction with 2 µM NAG and 20 µM
sorbitol.
Single cells are shown A) in bright field illumination, B) in fluorescence illumination filtered
for the expression of mCerulean, C) filtered for the expression of mVenus, and D) in an
overlay of the first three. While all cells express the NAG system, a significant number of
cells does not express the sorbitol system (see red frame for exemplary cells). Scale bar:
5µm.

The former response is apparent at saturating concentrations of the dominant sugar NAG.

Here, the available carbohydrates NAG and sorbitol are consumed in a sequential manner

starting with NAG, irrespective of the concentration of the second available carbon source

sorbitol. The later response of co-expression can be observed for lower concentrations of

the dominant sugar NAG when a subset of the cells induces the sorbitol utilization system,

i.e. the less preferred carbon source’s utilization system, in addition to the induction of

the NAG utilization system.

6.6. Deterministic model for flux-limited regulation

To get an idea of the regulatory principle, which might underlie the observed behavior of

co-expression at low NAG concentrations and the transition to hierarchical gene expression

at high NAG concentrations, a mathematical model, inspired by a previously published

deterministic model for the PTS by Thattai and Shraiman [16], was established. Only

the basic features of the sugar utilization systems were included into the coarse-grained

modeling approach as the total set of enzymatic reactions and interactions in the PTS

has not been quantitatively characterized up to date, which would be necessary to derive

a detailed mathematical model. These most relevant features are the positive feedback of

gene expression onto itself, the coupling of the sugar uptake to the phosphoryl flux, and

the competition for phosphoryl flux between the systems.

In the following, deterministic differential equations are derived, which describe the dy-

namics of the protein expression levels of the NAG and of the sorbitol system, as well as

the dynamics of the internal concentrations of the substrates NAG and sorbitol. The fix-

ation of some of the parameters to values which were extracted from experimental data is

explained and a simulated phase diagram is introduced and compared to the experimental
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Figure 6.11.: Experimental phase diagram of gene expression of the NAG and
of the sorbitol system for several combinations of these substrates.
External sorbitol concentration is plotted against external NAG concentration. At each
combination of concentrations, the behavior of the cells is shown schematically by one cell
representing the whole population: The left half of each ellipse represents the state of the
sorbitol system and the right half that of the NAG system. The color code is: black =
expression only at basal level, blue = induction of the NAG system, orange = induction
of the sorbitol system (mostly bimodal). Two qualitatively different phenotypical responses
are found: sole expression of the NAG system in the hierarchical regime (blue area) for
20µM extracellular NAG and co-expression of both utilization systems (gray area) in the
co-expression regime at 2µM extracellular NAG. Figure taken from [62] is reprinted with
permission from John Wiley & Sons, Inc.

one.

6.6.1. Derivation of the rate equations

In the context of this work, a theory was developed in collaboration with J. Gutiérrez,

G. Fritz and U. Gerland in order to describe the dynamics of protein expression and sub-

strate concentration levels for NAG and sorbitol inside a cell. Deterministic differential

equations were devised to reflect the positive, autocatalytic feedback loops inherent in

both systems due to the regulatory effect of intracellular substrate on the expression of

the corresponding system (see Fig. 6.1) [98, 99]. Competition of the two sugar transport

systems for limited phosphoryl flux, Jmax, was introduced in a way that a high uptake

rate of one sugar immediately reduces the effective import rate of the second sugar.

First, some details concerning the EII complexes in both systems have to be considered to

derive rate equations describing the dynamics of the metabolic enzymes for the NAG and

the sorbitol system. In the NAG system, the EIINAG complex is transcribed from the gene

nagE, which possesses all three domains (IIC-IIB-IIA) required for NAG transport in one

single polypeptide chain [116]. In the sorbitol system, the EIIsrl complex is transcribed
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from separate genes, srlA for IIC, srlE for IIB, and srlB for IIA [98]. These genes are all

organized in one single operon, allowing correlated expression of all EIIsrl subunits. Due

to the correlation of expression of all subunits in the NAG and in the sorbitol system,

one free variable εi is considered to describe the protein level of the EII complex for each

system. The subscript i = 1, 2 stands for NAG and sorbitol, respectively.

Then, the time evolution of the protein expression levels is described by

dεi
dt

= νi + αi
(Sinti )hi

(Ki)hi + (Sinti )hi
− εi (6.2)

with three contributions: the constant basal rate of protein production, νi, reflecting the

leakiness of the promoter in the absence of the inducer, active protein synthesis in the

presence of intracellular sugar Sinti , described by a Hill function with maximal expression

rate αi, with Hill coefficient hi, and with internal sugar binding constant Ki, and finally

protein dilution. As time is normalized to units of cell doubling time, this dilution in the

last term has been set to unity.

Then, the intracellular level of substrate Sinti increases with the level of uptake proteins

εi as well as the uptake rate of these importers and decreases due to dilution. Active

degradation has not been considered in the model, because it would only contribute as a

constant factor to the dilution rate. To model the import of sugar accomplished by the

EII complexes, transport according to Michaelis-Menten kinetics with a maximal uptake

rate per enzyme Vmaxi and a Michaelis-Menten constant KMi
is assumed. However, to

embed the effect of phosphoryl flux limitation into the dynamics of internal sugar levels,

the uptake rate is reduced by a modulation factor γ, leading to the following equation

dSinti

dt
= εiVmaxi

Sexti

KMi
+ Sexti

γ(Sext1 , Sext2 , ε1, ε2)− Sinti , (6.3)

where Sexti is the external concentration of sugar i. The higher the uptake rates, the more

pronounced should phosphoryl limitation within the PTS be, because each import of one

sugar molecule dissipates one phosphoryl group. That is why the flux-limitation factor

γ should depend on the overall phosphoryl demand given by the individual phosphoryl

demand of each active system within the PTS. As it is a factor meant to measure relative

limitation, γ should be a saturating function taking values between zero and one, for

absolute and no limitation, respectively. Thus, the unregulated Michaelis-Menten uptake

rates of the import enzymes were chosen to designate the phosphoryl demand from each

sugar-specific system. In consequence, γ takes the form

γ(Sext1 , Sext2 , ε1, ε2) =
Jmax

Jmax + ε1Vmax1
Sext
1

KM1
+Sext

1
+ ε2Vmax2

Sext
2

KM2
+Sext

2

(6.4)

with the normalization constant Jmax describing the maximal phosphoryl flux through the

PTS. Effectively, Jmax operates as a threshold to approach flux limitation: As long as

the demand for phosphoryl flux given by the sum of the Michaelis-Menten terms of both
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systems stays much smaller than Jmax, the flux-limitation factor γ is approximately unity

and does not play a role in Eq. 6.3. Hence, the two systems transport their substrates

independently of each other. However, once the demand for phosphoryl flux reaches the

order of Jmax or even higher values, γ drops below one and becomes non-negligible. Then,

sugar uptake rates in Eq. 6.3 will be reduced.

6.6.2. Choice of parameters

The model consisting of the coupled differential equations Eq. 6.2 and Eq. 6.3 contains

several free parameters. In order to restrict the model to a physiologically meaningful

regime, some parameters were fixed to values determined in accordance with the experi-

mental data. For a summary of all parameters, see Appendix A.5. In the following, the

choices made are explained in detail.

Relative maximal gene expression α compared to basal gene expression ν was estimated

by the expression patterns in Fig. 6.6. The expression patterns of the NAG and of the

sorbitol system both revealed that the maximal protein expression is eightfold higher than

the basal expression. Accordingly, due to normalization of the maximal and basal expres-

sion rate to νi + αi = 1, the basal expression rate in both systems was set to νi = 0.125

and the maximal expression rate was set to αi = 0.875.

The internal sugar binding constant Ki and the Hill coefficient hi, both parameters de-

scribing the induction process, were chosen such that predictions of the model for the

single sugar case Sexti = 0, Sextj = 0 (i, j ∈ {1, 2}, i 6= j) match with the actual observa-

tions found experimentally in Fig. 6.6. The Hill coefficients hi were assumed to be greater

than 1, based on the consideration that cooperative interactions are likely to be involved in

the regulation of the NAG and of the sorbitol promoter. For instance, a Hill coefficient of

hNAG = 2 is already sufficient to describe the unimodal, phenotypic response of the NAG

utilization system, while a coefficient of hsrl ≥ 4 is required to reproduce the bimodal

induction pattern of the sorbitol system.

These differences in the cooperativities between the NAG and the sorbitol system might

originate from their regulatory networks. Although the precise interactions of the regula-

tors with their cognate targets are not well understood to date, it is known that NagC,

when bound to its two operators at the same time, forms a DNA loop [99]. The sorbitol

system comprises two regulators, which are both encoded in the srl operon: a sorbitol-

dependent repressor SrlR and a sorbitol-independent activator GutM. These two regulators

possibly compete for a single binding site in the operator region of PsrlA [98]. Addition-

ally, it was suggested that SrlR occupies the operator site in the absence of sorbitol but

is released in its presence, which is when GutM will be up-regulated and starts a positive

feedback facilitating further high-level expression of the gut operon [98]. Besides, based on

sequence similarities in the DNA-binding domains of gutM and gutR with other, oligomeric

DNA-binding proteins, an oligomerization of both proteins was suggested to be required
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for interactions with the DNA [98]. The combination of this competitive binding of SrlR

and GutM to PsrlA and of positive feedback possibly explains the higher cooperativity in

the sorbitol system than in the NAG system. Both regulatory principles are known to

increase the sensitivity of regulatory elements towards their inputs [44, 45].

The next free parameters to examine are the ones characterizing the import kinetics of

Michaelis-Menten type in Eq. 6.3, KMi
and Vmaxi . For an estimation of the Michaelis-

Menten constants KMi
, the values for KNAG

M and Ksrl
M were taken, which were obtained

by fitting the hyperbolic Monod function to the data of growth under carbon limited

conditions (see Fig. 6.5 and Eq. 6.1). This choice seems justifiable as these fitted values

are likely to reflect the affinities of the import proteins for their respective substrate as

mentioned before in Section 6.3. In turn, the maximal sugar uptake rates Vmaxi were set

to physiologically reasonable values. These lumped parameters were modulated in a way

that the obtained intracellular sugar concentration reaches a level which is typical for other

sugar utilization systems [84].

6.6.3. Simulated phase diagram

For a detailed analysis of the model, the steady-state case is considered. If cells have been

grown under constant conditions for a sufficiently long period of time, the assumption of

steady-state is reasonable. Then, the non-linear steady-state equations were solved nu-

merically for several prominent values of Jmax to construct computational phase diagrams

for comparison with the experimental phase diagram in Fig. 6.11.

In steady-state, Eq. 6.2 and Eq. 6.3 take the form

εi = νi + αi
(Sinti )hi

(Ki)hi + (Sinti )hi
(6.5)

and

Sinti = εiVmaxi
Sexti

KMi
+ Sexti

γ(Sext1 , Sext2 , ε1, ε2) (6.6)

with enzyme concentrations εi in the interval [νi, 1] due to normalization to 1 = εmaxi =

νi + αi. Eq. 6.5 and Eq. 6.6 together with Eq. 6.4 were solved numerically with the

MATLABTM routine fsolve. This routine was extended to analyze all fixed points which

are located within the relevant dynamic range of the system, i.e. by analyzing the con-

vergence of the set of possible initial conditions. Thereto, most parameters were fixed to

values which were experimentally measured or to physiologically reliable values found in

the literature as explained before (see Appendix A.5).

Variation of Jmax in a range of 100 mM/(cell generation) (mM/cg) to 0.1 mM/cg results in

quite different phase diagram characteristics. Starting with the highest value, correspond-

ing to non-limiting conditions, undisturbed expression of both sugar utilization systems
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Figure 6.12.: Simulated phase diagram of gene expression of the NAG and of
the sorbitol system for various values of Jmax.
Each point represents the simulated expression state of the NAG and of the sorbitol system.
For purposes of visualization, areas of the same phenotypes are highlighted in the same color
and are schematically labeled with the same symbols as in Fig. 6.11.
A) For high values of Jmax = 100 mM/cg, both systems are always expressed above their
particular induction threshold and co-expression is observed. B) For lower values of Jmax =
5 mM/cg, the sorbitol system is fully expressed at low NAG concentrations. At intermediate
NAG concentrations, both systems are co-expressed. At high NAG concentrations, the NAG
system suppresses the sorbitol system. C) For very low values of Jmax = 0.1 mM/cg, the
sorbitol system becomes fully suppressed and phosphoryl supply is even limiting for the fitter
NAG system at low NAG concentrations. Figure taken from [62] is reprinted with permission
from John Wiley & Sons, Inc.

was found, just as in the absence of the other sugar (Fig. 6.12A). No interaction between

the systems could be detected. Switching from the OFF to the ON state was observed

at 0.2µM NAG for the NAG system. The sorbitol system switched at 0.5µM sorbitol

from the OFF state to a bimodal state with one part of the cells being ON and the other

part staying in the OFF state. In the model, this qualitative difference develops from the

differences in the strength of the positive feedback regulations: Stronger cooperativity in

the sorbitol system (Hill coefficient hsrl = 4) than in the NAG system (Hill coefficient

hNAG = 2) leads to bimodal behavior. Overall, the model predicts co-expression of both

sugar utilization systems for non-limiting flux conditions.

This co-expression pattern changed significantly when Jmax was lowered by a factor of 20

to Jmax = 5 mM/cg (see Fig. 6.12B). At this lower phosphoryl flux, competition could be

detected within the expression behavior most prominently at high NAG concentrations

where the demand for phosphoryl is also high. Here, the model predicts a winner-take-all

mode of behavior due to asymmetries in the rates of sugar uptake and of gene expres-

sion. In this winner-take-all mode, the NAG system is always in the ON state - even in a
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concentration regime of external NAG in which the sorbitol system is in the bimodal ON

state under non-limiting flux conditions (Fig. 6.12B; blue area). However, for lower NAG

concentrations, this winner-take-all regime merges into a regime where both systems show

co-expression (Fig. 6.12 gray area), similar to the experimental phase diagram in Fig. 6.11.

Thus, within the model, the phosphoryl demand for uptake of both systems stays below

the threshold Jmax and competition begins when the total demand reaches the level of

Jmax. Interestingly, within the co-expression regime, even an increase in sorbitol levels to

very high concentrations (10 mM) does not lead to efficient competition with the NAG

system, a behavior which can also be seen in the experimental phase diagram (Fig. 6.11).

The model explains this behavior by the saturation of the sorbitol transporters already at

low substrate levels. Once the transporters operate at their effective uptake rate, they are

not affected by a further increase in the external sorbitol concentration. Then, the demand

for phosphoryl flux by the sorbitol system stays under the threshold for flux limitation

and NAG can still be imported even at high sorbitol concentrations.

If Jmax is further reduced, the co-expression regime will continue shrinking. Finally, the

sorbitol system is totally suppressed at conditions of extremely limited phosphoryl flux

(Jmax = 0.1 mM/cg) and even the NAG system is found in the OFF state at low concen-

trations of external NAG (Fig. 6.12C).

6.6.4. Comparison of simulated and experimental phase diagram

Overall, the metabolic phase diagram simulated for Jmax = 5 mM/cg in Fig. 6.12B shows

a striking resemblance with the experimental phase diagram in Fig. 6.11. In both dia-

grams, co-expression of the NAG and the sorbitol system is found for low concentrations

of external NAG in combination with a broad range of external sorbitol concentrations.

Furthermore, experiment and theory both reveal a regime of distinct dominance of the

NAG system. At high NAG concentrations, the NAG utilization system is fully expressed,

while the sorbitol system stays at the basal expression level. The precise value of Jmax
which reproduces the experimental phase diagram should not be over-interpreted. How-

ever, analysis of the effect of Jmax within the model pointed out the prospects of such a

parameter, which can serve as an important threshold for total phosphoryl flux. By tun-

ing this threshold, a cell could in principle control metabolic switching between competing

sugar utilization systems.

6.6.5. Distinctiveness of the model

As mentioned before, the model introduced in the last section was based on a previously

published model by Thattai and Shraiman (TS model) [16]. Nevertheless, the model pre-

sented here differs in some key aspects from the TS model, more precisely in the integration

of operon induction and phosphoryl demand.

First, operon induction, which is the increase of operon activity dependent on the intra-
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cellular substrate concentration, is modeled by a Hill function here in contrast to the TS

model, which considers a linear increase of the protein expression with the internal sugar

concentration. The linear correlation was argued to arise from the fact that only low satu-

ration levels of intracellular substrate should accumulate in the cell due to the rate-limiting

step of re-phosphorylation of the sugar-specific PTS branches. However, this assumption

might no longer be true in a regime of subsaturating external sugar concentrations. Then,

due to the low availability of the sugar, the rate-limiting step might rather be the binding

and translocation of the carbohydrate than the re-phosphorylation.

Second, the concentration of sugar-specific PTS enzymes quadratically contributes to the

phosphoryl demand in the TS model. This correlation was argued to arise due to paral-

lel expression of cytoplasmic EIIA and membrane-bound EIIBC, two subunits which are

usually transcribed from the same operon leading to similar intracellular concentrations.

However, there are PTSs where the EIIA and EIIBC subunits form a single polypeptide,

as in the NAG system [116]. To gain generality, the phosphoryl demand of the sugar-

specific PTS parts is therefore treated as Michaelis-Menten kinetics, which describes the

unregulated uptake rate of the membrane-bound import enzymes.

6.7. Discussion

The analysis of phosphoryl flux-limited competition between the NAG and the sorbitol

system, which was presented in this Chapter, has uncovered two distinct phenotypic re-

sponses: mixed expression of both systems and exclusive expression of the dominant NAG

system. These responses were observed for several mixtures of the substrates NAG and

sorbitol. While high concentration of external NAG triggered a hierarchical winner-take-all

usage of this substrate, low concentration of external NAG led to stochastic co-utilization

of NAG and sorbitol, a behavior which even prevailed when sorbitol was present at a

saturating level. This saturating level was determined by growth studies under controlled

microfluidic conditions where growth was measured in dependence of the constant con-

centration of external substrate. The concentration-dependent growth has a sigmoidal

shape and reaches maximal growth for saturating concentrations of external sugar. The

transition between exclusive expression and co-expression takes place at a concentration

of external NAG, which no longer shows maximal growth for NAG when it is the single

source of energy.

The behavior observed experimentally was reproduced by a deterministic mathematical

model in the next step. This model incorporates the following features: induction via

a Hill function, sugar uptake via Michaelis-Menten kinetics, and global competition for

phosphoryl supply via a competition factor. In this factor γ, the maximal phosphoryl flux

through the PTS, Jmax, plays a dominant role, as the model reveals that the metabolic

switch between the two utilization strategies (hierarchical expression and co-expression)

depends on the supply situation by phosphoryl flux. When this supply is limiting, at low
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Jmax, only the dominant system gains phosphoryl groups which is manifested in the hier-

archical usage. For excessive phosphoryl supply, at high Jmax, several systems can satisfy

their demand for phosphoryl groups, which leads to co-utilization.

Within the model, the apparent dominance of NAG utilization over sorbitol utilization in

the presence of certain combinations of NAG and sorbitol concentrations was implemented

through an asymmetry in the transport rates of the EIINAG and EIIsrl transporters and

in the Michealis-Menten constants. The Michaelis-Menten constants were obtained from

concentration dependent growth measurements. Such an asymmetry is plausible, since

NAG and sorbitol belong to two different PTS families; hence, the EIIA domains of the

two transporters differ significantly in their tertiary structure, while fulfilling the same

function of phosphoryl transfer from HPr to EIIB [117]. It has been suggested that these

differences in the mechanism of stabilizing the HPr-EIIA complex, and thus in their bind-

ing affinity, might be part of the complex mechanisms that control the hierarchical usage

of carbohydrates [117].

Due to a lack of quantitative experimental information, the model does not explicitly

account for the feedback from carbohydrate uptake and metabolism on Jmax. Instead,

the competition between the PTS sugar utilization systems was analyzed as a function

of a tunable maximal phosphoryl flux through the PTS. However, changes in the PEP to

pyruvate ratio, which correlates with metabolism, are known to affect the phosphorylation

state of the PTS proteins [118, 119]. Thus, on a molecular level, it can be assumed that

the PEP to pyruvate ratio determines Jmax, as suggested previously [16]. Depending on

the growth conditions, the PEP to pyruvate ratio varies with taking its highest values

for nutrient poor environments [94, 118, 119, 120]. By our model, changes in Jmax are

predicted to shift the boundary between the hierarchical and the co-utilization regime.

Indeed, starving cells, which have a high PEP to pyruvate ratio, were found to be able to

co-utilize various sugars [94]. Similarly, co-utilization of multiple carbon sources seems to

be a common strategy during growth on the low sugar concentrations often encountered

in natural environments [121].

Thus, our model suggests that the maximal phosphoryl flux through the PTS could play

a dominant role in the adaptation process of a cell’s carbon utilization strategy in re-

sponse to its present metabolic status. Of course, this adaptation is also regulated by

other, well-described global regulation mechanisms such as the second messenger cAMP.

The concentration of cAMP increases under carbon limitation and stimulates the basal

expression of many carbon utilization systems via its receptor protein CRP [112]. Ac-

cordingly, the basal expression of PsrlA and PnagB is also increased by cAMP-CRP under

carbon limitation [98, 104]. Then, at a higher basal expression, induction of both systems

upon inducer addition is facilitated, which suggests that bacteria use a dual strategy to

adapt to carbon-limiting environmental conditions: On the one hand, an increased PEP

to pyruvate ratio mitigates the shortage of phosphoryl flux through the core PTS and
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thereby permits the co-expression of PTS utilization systems, while on the other hand

an increased cAMP-CRP level rises the basal expression of all PTS systems and thereby

facilitates co-utilization of multiple carbon sources.



7. Outlook

In this work, we analyzed ON and OFF processes of gene regulation in several sugar uti-

lization systems by observing changes in gene expression after a switch of the concentration

of the external sugar.

In the PTS, we found two different utilization strategies, a co-utilization and a hierarchi-

cal winner-take-all strategy. From the physiological perspective, both metabolic regulation

strategies may be beneficial, depending on the environmental context. In times of feast,

the maximization of the instantaneous growth rate should result in a selective advantage,

which can be achieved by primary usage of the highest quality nutrient on offer [35, 122].

Contrarily, during times of famine, i. e. upon depletion of nutrients, selective advantages

may arise if cells can gather all the remaining nutrients available in their environment

[123]. Based on our results, we suggest that flux limitation in the PTS serves as an ef-

ficient and economical way of adapting the cells’ metabolic strategy to prevailing mixed

substrate conditions without the need for multitudinous regulatory interactions. Similarly,

recent work has also suggested that intracellular metabolic fluxes could play an important

regulatory role [13, 14, 15, 58].

While already insight on metabolic strategies could be gained by analyzing the phase-

diagram of gene expression taken 120 minutes after the change of external nutrients, such

a diagram is only a snapshot of a the dynamic process of metabolic adaptation. Thus,

in the future, experimental time-lapse studies of metabolic switching in the PTS might

unravel potential correlations in the timing of switching in a co-utilization case. Equally,

the integration of temporal fluctuations of external conditions into the deterministic math-

ematical model could allow for the prediction of dynamic changes as it was recently pre-

sented in a dynamic optimization framework [124].

In the single sugar case of the arabinose utilization system, we analyzed the dynamics

of gene expression after a removal of external sugar. We found fast shutdown of gene

expression of the arabinose system, but could not identify the exact mechanism of in-

ternal sugar depletion. Thus, we suggest that sugar is either degraded by non-arabinose

affiliated proteins or by export via AraE or by export systems, which are not part of the

arabinose utilization system like members of the major facilitator superfamily [91]. In

general, export mechanisms are thought to be crucial to get rid of toxic substrates or toxic

amounts of harmless substrates[86, 87]. If export or more general, internal depletion, was

a global mechanism, downshift studies in the PTS should also unravel fast shutdown of
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gene expression.

In quickly fluctuating environments, the role of fast internal depletion can be questioned.

Fast shutdown of gene expression of metabolic genes after external removal of the cor-

respondent sugar helps to be prepared for investing energy and resources in the gene

expression of metabolic genes of a new sugar source. In the case of fast fluctuations of one

single sugar, this sugar can still be taken up and metabolized after the shutdown of gene

expression due to the long lifetime of the stable proteins. Thus, a heterogeneous distribu-

tion of response times in the population is not necessary to spread survival chances.

In fluctuating environments however, memorizing recent sugar sources might be benefi-

cial. Not long ago, two strategies of memory have been identified for the lactose system:

phenotypic memory and responsive memory [125]. While responsive memory is described

as a hysteretic behavior of persisting gene expression after removal of the inducer and en-

hances adaptation in short fluctuations faster than one generation, phenotypic memory is

specified as the transmission of stable intracellular proteins, which reduce the lag phases

after glucose consumption in cyclical fluctuations on the timescale of 1-10 generations

[125]. How would such memory function interfere with regulation by flux-limitation as in

the PTS? Perhaps, further switching strategies can be found on top of the hierarchical

winner-take-all and the co-utilization strategy described here.

Recently, E. coli was successfully modified such that the diauxie between xylose and

arabinose was eliminated and in consequence, the cells produce ethanol from hemicellulose

sugars with much higher efficiency [126]. Another hemicellulose sugar, mannose, is part

of the PTS [96]. As hemicellulosic biomass, one of the most abundant renewable biomass

sources, consists of several different sugars, simultaneous conversion of all those sugars is

the goal of the design of whole-cell biocatalysts. A deeper understanding of the principles

underlying cross-regulation of sugar utilization systems such as in the PTS, is an important

step towards this goal.

Altogether, the study presented here sheds new light on cellular decision-making in sugar

utilization systems, and our findings might prove useful for optimization of the utilization

of mixed carbon sources by industrial strains.
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A.1. Bacterial strains used in this work

strain characterization see

E. coli

MG1655 wild type with native arabinose system Chap. 4

BW25113 ∆araBAD, native araJ Chap. 4

JW0386-1 ∆araBAD, ∆araJ Chap. 4

S3840 = MG1655

T1064 = S3840 nagBACD-norR-intergenic:: A.4

(Frt-kanR-Frt PnagBACD SD10ε-mVenusλtL3)

wild type with mVenus under PnagB

integrated in the chromosome

T1682 = S3840 nag::KD3CmR PnagB-eSD-mCerulean(HB1) A.4

wild type with mCerulean under PnagB

integrated on the chromosome

T1683 = S3840 gutQ-norR-intergenic::Frt-PsrlA-mVenus Chap. 6

+ nag::KD3CmR PnagB-eSD-mCerulean(HB1)

wild type with mVenus under PsrlA and mCerulean under PnagB

integrated on the chromosome

B. subtilis

TMB1 172 B. subtilis from [127] Chap. 3.4

Table A.1.: In this work, the different strains listed here are used. With the E. coli strains,
three different utilization systems are investigated: the arabinose (ara), the NAG and the
sorbitol utilization system. Here, the different strains are listed with a short characterization.
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A.2. Diauxic growth on a mixture of glucose and NAG or

sorbitol

PsrlA-mVenus expression [FU]  

40000 40000 40000P n
ag

B-
m

Ce
ru

le
an

 e
xp

re
ss

io
n 

[F
U

] 
O

D
 (6

00
nm

) 

A

B

0 

3000

0 

3000

t1

t1

t3

t3

t4

t4

t5

t5

t6

t6

t2

t2

0.01

0.1

1

600500400300

time [min]

+ 2mM NAG
0.5 mM glucose

+ 2mM sorbitol

Figure A.1.: Growth on glucose in combination with NAG or sorbitol.
A) Growth measurements for bacteria cultured on 2 mM glucose with NAG (blue triangle)
or with sorbitol (orange star). Until t = 360 min, both growth curves show similar slopes,
indicating that growth is essentially fueled by glucose. In combination with sorbitol, clear
diauxie is seen, in combination with NAG no lag phase is observable. This is in accordance
with the fact that NAG belongs to the glucose family and similar growth rates have been
reported on both sugars.
B) Gene expression of PsrlA-mVenus and PnagB-mCerulean was measured for single cells
at several different time points as indicated by vertical lines in A. The start of expression of
PsrlA-mVenus can be observed at t2. At t3 during the second exponential growth phase, high
expression levels are reached (orange stars). For PnagB-mCerulean, the shift of expression
values is less pronounced but also observable. At t5, 100 min after reaching the final plateau
of growth arrest, some cells express the sorbitol system although no sorbitol is present. Such
behavior is an indication for starvation (regulated for example with cAMP, see Section 6.7).
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A.3. Variation between replicate measurements of gene

expression for 20µM of NAG
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Figure A.2.: Day-to-day variation between replicate measurements.
Gene expression of PnagB−mCerulean was measured for 3 replicates on 3 different days. The
concentration of external NAG was always 20µM. Replicate 3 is identical to data of 20µM
in Fig. 6.6A. Mean and standard deviation is given for each replicate. These measurements
show the normal day-to-day variation between replicates.
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A.4. Influence of the different fluorescent proteins on

gene expression

Integration of the genes of two different fluorescent proteins, mCerulean and mVenus, as

reporters into the chromosome of a MG1655-based E. coli strain was done in a collabora-

tion with K. Schnetz. To ensure that the measured results of gene expression patterns of

NAG and sorbitol utilization systems are not hampered by the specific fluorescent reporters

used for each system, expression of the NAG system was cross-checked in single-mutant

strains containing either mCerulean (T1682) or mVenus (T1064) and compared with the

results of the double-mutant strain (T1683) used for all further measurements (for further

information on strains, see Appendix A.1).
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Figure A.3.: Comparison of PnagB expression measured by the reporters mVenus
and mCerulean.
A) Gene expression of PnagB-mVenus in cells grown on 2 mM NAG for 45 min is shown in
orange (strain T1064). B. Gene expression of PnagB-mCerulean in cells grown on 2 mM
NAG for 45 min is shown in blue (strain T1682).
Basal expression at time t = 0 min is always shown in black. Histograms are fitted by gaus-
sians. The induction efficiency, which is the ratio of mean induced to mean basal fluorescence
level, is identical for both fluorescence reporters within their standard deviations.

Gene expression of mVenus and mCerulean, both under the control of PnagB, is depicted in

Fig. A.3. While the absolute mean intensity of mVenus proteins is higher than the mean

intensity of mCerulean proteins at basal expression (black data) as well as at induced

expression (colored data), the ratio of induced to basal expression stays the same for both

reporters. This induction efficiency is 4.45± 0.11 for PnagB-mVenus and 4.53± 0.15 for

PnagB-mCerulean. In conclusion, the choice of the particular fluorescent protein does not

measurably influence gene expression efficiency.

Next, it was tested whether differences in gene expression could be detected for the single

reporter mutant (T1682) and a double reporter mutant (T1683), which carries PnagB-

mCerulean and PsrlA-mVenus. As can be seen in Fig. A.4, gene expression of PnagB-

mCerulean is very similar for both mutants. Thus, addition of a second reporter into
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Figure A.4.: Comparison of PnagB expression measured by the reporter
mCerulean in a single and in a double reporter mutant.
A) Gene expression of PnagB-mCerulean (strain T1682) and B) of PnagB-mCerulean (strain
T1683, which additionally carries a PsrlA-mVenus copy on its chromosome) in cells grown on
2 mM NAG for 45 min is shown in blue. Basal expression at time t = 0 min is always shown
in black. Data is fitted by a Gaussian. The inlay illustrates that addition of the second
reporter does not significantly change gene expression of PnagB-mCerulean (mean and the
standard deviation of A and B, colored areas are introduced to guide the eye).

the strain does not detectably influence expression of the first reporter under a different

promoter.
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A.5. Plasmids used in this study

Plasmids Relevant features Construction Reference

pBAD24gfp (*) PBAD-GFPmut3 [12]

pKD3 Frt-cat-Frt oriRγ bla [128]

pKD13 Frt-neo-Frt oriRγ bla [128]

pKES296
PnagB SD1010ε-mVenus
in pKD13

A PnagB fragment was amplified with
primers T391 and T400 and digested
with SalI and EcoRI, and a mVenus
fragment was amplified with primers
T146 and T368 and digested with EcoRI
and BamHI. Then, both fragments were
cloned into the SalI+BamHI-digested
plasmid pKD13.

pKES297
PsrlA SD1010ε-mVenus
in pKD13

A PsrlA fragment was amplified with
primers T401 and T402 and digested
with SalI and EcoRI, and a mVenus frag-
ment was amplified with primers T146
and T368 and digested with EcoRI and
BamHI. Then, the two fragments were
cloned into the SalI+BamHI-digested
plasmid pKD13.

pKES323
PnagB SD10 10ε-mCerulean
in pKD13

The mCerulean fragment was amplified
with primers T771 and T368, digested
with NdeI and BamHI, and cloned
into the NdeI+BamHI-digested plasmid
pKES296.

pKES327
PnagB SD10 10ε-mCerulean
in pKD3

The PnagB-mCerulean SalI-BamHI
fragment of plasmid pKES323 was
cloned into the SalI+BamHI-digested
plasmid pKD3.

pVS133 Plac-mVenus originally from Victor Surjik, Marburg

pKES316 Plac-mCerulean

Table A.2.: List of Plasmids used to produce the strains used in this work in collaboration
with K. Schnetz, Köln, except (*) in collaboration with K. Jung, München.
Frt is the Flp recombinase target site, gene neo encodes kanamycin resistance, the cat gene
encodes chloramphenicol resistance, the SD1010ε enhanced ribosome binding site is derived
from phage T7 gene 10 [129]. The plasmids pVS133 and pKES316 have been used to measure
the maturation times of mVenus and mCerulean.
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A.6. Oligonucleotides used in this study

Name Sequence Purpose

T146

ctgaagcttgctagctcgaggaattcaataa
ttttgtttaactttaagaaggagatatacat
ATGAGCAAGGGCGAGGAGC
TG

Amplification of mVenus with
SD10ε (EcoRI)

T368
cgatggatccaattgtctagaTTACTT
GTACAGCTCGTCCATGCC

Amplification of mVenus and
mCerulean (BamHI)

T399
ctgagaattCTCAATAAGTAAAA
TGTAAGCCGTTGG

Cloning of nagBACD promoter
(EcoRI)

T400
ctgagtcgacTGTGAAAATTTAA
TTCGTATCGCAAAT

Cloning of nagBACD promoter
(SalI)

T401
tgacgaaTTCAGGATTTATTGT
TTTATTACCAAACG

Cloning of srlA promoter (EcoRI)

T402
tcaggtcgacTCTGCATCACATT
GTGCTGCG

Cloning of srlA promoter (SalI)

T543
gaggaattcaataattttgtttaactttaaga
aggagatatacatATGGTGAGCAA
GGGCGAGG

Amplification of mCerulean with
SD10ε (EcoRI)

T771
tatacatATGGTCAGCAAGGGC
GAGGAGCTATTTACCGGGG
TGGTGCCCA

Amplification of mCerulean
(NdeI)

T575
CGCATCAGGCAGTTTGGCG
TTTGTCATCAGAGCCAACC
ACtcttcgtctgtttctactggtattggc

Chromosomal integration of
PnagB-mCerulean

T905
CGCATCAGGCAGTTTGGCG
TTTGTCATCAGAGCCAACC
ACttgtctagattacttgtacagctcgtcc

Chromosomal integration of
PnagB-mCerulean

T656
AATAAACCTGCAGGATTTC
TATCAGGCCGGGATTATTT
AAgtgtaggctggagctgcttcg

Chromosomal integration of
PsrlA-mVenus

T566
CCTGCATCGGCTGGCGAAA
CGTCTGGGATTGAAGGATT
AAtcttcgtctgtttctactggtattggc

Chromosomal integration of
PsrlA-mVenus

Table A.3.: List of Oligonucleotides used for the production of the PTS strains used in
this work, collaboration with K. Schnetz, Köln. Taken from [62] with Permission from John
Wiley & Sons, Inc.
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Restriction sites are underlined, nucleotides in UPPER CASE match the template and

genomic integration site. Nucleotides in bold lower case match the template plasmids

pKES297 and pKES327, respectively. Nucleotides in lower case italics correspond to the

enhanced Shine-Dalgarno sequence derived from phage T7 gene 10 [129].
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A.7. Parameters used in the mathematical model for the

arabinose system

parameter value origin description

log(2)
γ

55 min for MG1655

56 min for BW25113

67 min for JW0386-1

measured experimen-
tally for every strain

doubling time

Vmax
2000 ara molecules
/protein /min

estimated in [12]
arabinose uptake ve-
locity

KM 0.3 mM
fitted in narrow, phys-
iological range [78]

Michaelis-Menten
constant for arabinose
uptake via AraE

Ka 50µM [85]
arabinose binding
threshold

νmax,e 4.2 min−1 inferred from [79]
maximal transcription
rate of PE

λe 0.347 min−1 [79]
degradation rate of
AraE mRNA

λg 0.116 min−1 [130]
degradation rate of
GFP mRNA

µe 10.4 min−1

unknown; chosen to
meet typical burst size
of 30 [131]

translation rate of
AraE

µg 3.5 min−1 ”
translation rate of
GFP

τm 6.5 min [12]
maturation time of
GFP

τbleach 140 min
extracted from expo-
nential fits to mea-
sured bleaching data

bleaching time of GFP

σ
0.01 RFU /area /pro-
tein

arbitrary
scaling factor for GFP
concentration and flu-
orescence values

Table A.4.: List of parameters used for the mathematical modeling of switching of the
arabinose (ara) system from the induced ON state into the uninduced OFF state.
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A.8. Parameters used in the mathematical model for the

PTS

parameter
NAG
value

sorbitol
value

origin description

KM [µM] 4.9±3.4 0.5±0.4 Fig. 6.5
Michaelis-Menten
constant of sugar
uptake

Vmax
[mM/cell
generation]

5.0 3.5

adjusted to obtain phys-
iologically reasonable con-
centrations of intracellular
sugar, compared to the lit-
erature [84]

maximal sugar trans-
port rate

h 2 4
adjusted to match switching
behaviour in Fig. 6.6

Hill coefficient of pro-
moter activity func-
tion

K [mM] 0.12 1.1
adjusted to match switching
behaviour in Fig. 6.6

internal sugar binding
constant

ν 0.125 0.125
fraction of basal/max ex-
pression in Fig. 6.6

normalized basal ex-
pression level

α 0.875 0.875
fraction of basal/max ex-
pression in Fig. 6.6

normalized maximal
expression level

Table A.5.: List of parameters which are used to solve Eq. 6.2 and Eq. 6.3 in order to
generate the theoretical phase diagram Fig. 6.12.
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A.9. Protocols

Production of PA hydrogels

Mix acrylamid and bis-acrylamid in a ratio of 29:1 in a final concentration of 10 % in H2O,

ad 0.1 % of the radical starter ammonium peroxodisulfate (APS) and ad 0.1 % of tetram-

ethylethylendiamine (TEMED), which will catalyze the polymerization process (v/v). Af-

ter addition of TEMED, polymerization will start, which is why the solution quickly has

to be pipetted into the mold. By covering the mold with a glass slide, dust pollution is

avoided and a flat surface is generated. Let the solution fully polymerize for 2 hours. In

solution, PA is genotoxic, when fully polymerized, it is no longer harmful for cells. By the

help of tweezers, the hydrogels can easily be taken out of the mold when hardened. They

can be stored in distilled H2O until needed.

Production of PEGDA microstructures

Prepare thin layers ( 2µm) of the PDMS molds (10:1 mixture of PDMS with curing agent)

containing the desired structure of the walls. Cut the cured PDMS to the size of the ibidi

channels: the PDMS should be slightly smaller in width but a little bit longer than the

channels. Ensure that the small wall structures on the PDMS are open on both ends.

Pre-treat the sticky-Slide placed upside down with Argon plasma for 0.3 min at 3.0 power

(Femto, diener electronic, Ebhausen, Germany) and immediately after bring the PDMS

mold in contact with the ceiling of the slide. Working in a dust reduced environment

would be preferable.

Mix PEGDA with 2 % of the photoinitiator 2-hydroxy-2- methylpropiophenone (Sigma-

Aldrich, Munich, Germany) (v/v) in a small eppendorf tube and protect it from light

by wrapping it in aluminium foil. To prepare the six channels of one sticky-Slide, 50µl

are enough. Flip the sticky-Slide back from upside down to the normal orientation and

carefully put its uper and lower ends on raised holders (which can be cut from PDMS). The

PDMS molds in the channels should not touch the ground in order to prevent detaching.

Then, carefully place a drop of the PEGDA solution at the open wall structures. These

empty structures in the PDMS will be filled with PEGDA by capillary force-induced flow.

Flip the whole sticky-Slide upside down again and cure the polymer under UV light for

15 min. Carefully detach the PDMS molds and cure the PEGDA substrate further on over

night at 50 ◦C.
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A.10. Medium and chemicals

M63 Minimalmedium

The following recipe is taken from [132]:

For 1000 ml H2O:

KH2PO4 13.6 g

(NH4)2SO4 2 g

FeSO4 x 7H2O 0.5 mg (1.8µl from 1 M stock)

adjust pH to 7.0 with KOH

autoclave

add:

1 ml MgSO4 x 7H2O from 1 M stock (sterile)

1µg/ml thiamine from stock (1 mg/ml) (sterile)

0.2 % caseinhydrolysate from 10 % stock (sterile)

0.5 % glycerole (sterile) as carbon source

Chemicals

H2O bidest Millipore, PureAqua

KH2PO4 Roth

(NH4)2SO4 Roth

FeSO4 x 7H2O Roth

MgSO4 x 7H2O Roth

Agar Roth

Agarose Biozym

Caseinhydrolysate Roth

Glycerol Sigma-Aldrich

KOH Roth

L(+)-Arabinose Roth

LB-Medium (Lura/Miller) Roth

Thiamine Roth

Ampicillin Roth

Chloramphenicol AppliChem

Spectinomycin Sigma-Aldrich

Glucose Roth

NAG Sigma-Aldrich

Sorbitol Sigma-Aldrich
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Acrylamide bis-Acrylamide Sigma-Aldrich

TEMED Roth

Silicone elastomer base and

curing agent

Sylgard
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