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Global warming caused by continuous emission of greenhouse gases is omnipresent. An-
thropogenic CO,, resulting from the combustion of fossil fuels adds the largest mass to
the scales. Therefore, new technologies for power generation and energy storage are
required. This study focuses on the synthesis and characterization of novel materials
to be used as photoelectrode in dye-sensitized solar cells or as photocatalyst for water
splitting. Hydrothermal conditions feature the formation of 3D hierarchical Nb;O~-(OH)
superstructures which are composed of highly-ordered nanowire networks. Despite their
complexity these superstructures form self-organized starting from amorphous hollow
cubes. Advanced transmission electron microscopy is applied for the characterization of
the crystallographic structure, atomic arrangement and bonding characteristics of the
nanostructures. 3D reconstruction of the nanowire arrangement, based on a combina-
tion of local thickness measurements and electron tomography, indicates suitable charge
transport paths. The stabilization of the superstructures is based on the nanowire junc-
tions. Even though no complete interpenetration of the nanowires was observed these
networks exhibit a very high thermal stability. The morphology remains stable for tem-
peratures up to 850 °C despite of the phase transformation of Nb;O-,(OH) to H-Nb,Oy.
This phase transformation was investigated in detail with ex situ and in situ experiments
yielding a good understanding of the impact of temperature, atmospheric condition and
electron beam on the crystal structure. The morphological and photophysical properties
of the nanostructures determine their performance in functional devices and promising
hydrogen production rates are observed for the superstructures. These rates can be fur-
ther enhanced by the incorporation of titanium into the crystal lattice. The capacity of
the Nb;O,(OH) crystal lattice to incorporate titanium is limited to about 12at% and
the formation of anatase TiO, plates is observed for titanium excess. The presence of
titanium in the crystal lattice has two main effects. It slows down the crystallization
of Nb;O-(OH) leading to superstructures composed of smaller nanocrystals and fur-
thermore it reduces the surface defects resulting in lower charge recombination rates.
Therefore, the hydrogen production rate of titanium doped (5.5at% Ti) superstructures
was by a factor of two higher than the one observed for undoped Nb;O-(OH).
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1 Introduction

"There is plenty of room at the bottom" entitels a talk given by Richard Feynman in
1959 where he introduced the ideas and concepts behind nanoscience. In his talk, Feyn-
man described processes which allow scientists to manipulate and control matter at the
nanoscale. However, more than a decade had passed before Norio Taniguchi introduced
the term nanotechnology. In the early 2000s the field gained increasing scientific at-
tention. Today, we can’t imagine our world without nanotechnology, as many modern
technologies make use of the superior properties of nanostructures!’:? which are not
observed for their bulk counterparts.

Working at the nanoscale requires vision at the nanoscale, which is made possible by
electron microscopes. The replacement of light with electrons features a drastically in-
creased resolution and structures below 1nm can be resolved. Several different electron
microscope types were developed which allow to analyze the properties of nanostructures
e.g. their crystal structure, elemental composition, and morphology.®) Knowledge about
material properties at the nanoscale leads to a better understanding of their performance
in functional devices.!*! Nanostructured materials can be fabricated in a controlled man-

(5-9] [10.11] which led to advancements in various

o [13,14] [15]

ner by chemical or physical approaches

fields of technology like gas!!) and data storage,[*?) medicin or green energy.
The latter becomes increasingly important as the atmospheric CO, concentration, which
is mainly caused by the combustion of fossil fuels, reached a new record value in May
2015.(16] CO, is the main anthropogenic greenhouse gas causing the greenhouse effect
which is associated with severe environmental damage. To reduce the demand for fossil
fuel photovoltaic cells become more and more attractive as the sun continuously delivers
120000 TW of solar energy to the earth.'”) Nanostructured devices, like dye-sensitized
solar cells (DSSC) attract increasing attention.!'8! The original DSSC consists of a semi-
conducting TiO, nanoparticle film on a transparent electrode, which is decorated with a
dye and immersed with an iodide electrolyte.'?) DSSCs mimic the photosynthesis: the
dye is excited by sunlight leading to the transition of electrons from the highest occupied
molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO). The
charges are separated at the dye-semiconductor-interface as the electron relaxes into the
conduction band (CB) of the semiconductor and subsequently diffuses to the electrode.
The hole which was left behind in the HOMO is simultaneously filled with the help of

18,19] Solar cells suffer from weather-dependent intermittency

the I, /T~ redox system.!
and novel materials to chemically store the energy are therefore needed. Hydrogen gas
which can be stored and later used in e.g. fuel cells is listed as one of the most promis-
ing future fuels. Semiconductor photocatalysts use solar power to split water and form

hydrogen, utilizing photons to excite electrons from the valence band (VB) to the CB
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of the semiconductor. The photo generated charges are used up for the water splitting
redox reaction happening at the surface of the semiconductor.l2923] The efficiency of
nanostructured materials for DSSC and photocatalysis is determined by their absorption
behavior, their band gap and their charge separation/transport properties.2426] Charge
recombination processes at grain boundaries?™ 29 or defects*3931) are the major loss
mechanism in photochemistry and therefore have a large impact on the performance
of materials. On this account it is important to study nanostructures on a local scale
using various electron microscopic techniques. High resolution transmission electron mi-
croscopy (HRTEM) and high angle annular dark field (HAADF) imaging enables the
investigation of crystal lattices at the atomic scale e.g. featuring new insights into their
defect structure. Electron energy-loss (EEL) and energy-dispersive X-ray (EDX) spec-
troscopy further extend the knowledge about materials yielding information about the
elemental composition, bonding behavior and oxidation state of atoms. The combination
of these methods can help at identifying loss mechanisms of nanostructured functional
devices.

As mentioned above, the original DSSCs were based on TiO, nanoparticles and achieved
a light power-conversion efficiency of 7.1-7.9% under simulated solar light.['¥) Since then
several different TiO, morphologies were investigated to optimize the performance. Next
to nanoparticles 1D materials like nanowires and nanotubes were applied to accelerate

3234 This concept was extended to

charge mobility along improved transport paths.
three dimensions by the preparation of mesoporous TiO, single crystals.[?® By optimiz-
ing the different cell components®! a new record efficiency of 13% was achieved for TiO,
based DSSC.B7 However, undoped TiO, has a band gap size of 3.0 3.2 eVI38 which con-
strains the exploitation of the solar spectrum. This illustrates why the research of new

materials and morphologies is inevitable.

1.1 Aim of the Thesis

In this study a one-step, template-free synthesis strategy is developed which can be used
to grow novel NbsO-(OH) nanostructures with exceptional morphologies. Nb;O.(OH)
can serve as an alternative material to TiO, and was recently introduced as promis-
ing material for photoelectrodes and photocatalysis.?”) Hydrothermal conditions are
applied and the reaction product is studied as function of the synthesis time to estab-
lish a growth model. For this, the morphology of the nanostructures is investigated by
scanning electron microscopy (SEM) while the crystallinity is determined by X-ray and
electron diffraction experiments. Since nanostructure junctions might act as obstacles
for charge transport they are studied in detail by local thickness measurements based on
EELS and electron tomography. Defects and grain boundaries in the crystal lattice are
also expected to have a strong impact on the photophysical properties, thus HRTEM
and HAADF imaging are used to visualize them and to uncover their structure. The
distribution of the atomic species is studied by EDX while the bonding behavior and
oxidation state is investigated with EELS. To further modify the properties of the nano-

structures both the effect of dopants and heat is investigated. Calcination temperatures
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above 500°C are reported to provoke the phase transformation from Nb;O-(OH) to
H—Nb2O5.[39} Annealing experiments are therefore performed ex situ at elevated tem-
peratures up to 1200 °C and in situ in the TEM. The addition of titanium(IV) salts to
the reaction solution is used to modify the morphological properties. The photophysical
properties of the different morphologies are analyzed with different optical spectroscopy
methods and correlated to the results obtained with electron microscopy. Dye-bleaching
and water splitting experiments are conducted to predict the suitability of the different

morphologies for application as photocatalyst or photoelectrode material.

1.2 Outline of the Thesis

Besides the introduction, the present thesis has eight chapters. Chapter 2 introduces
common metal oxides investigated for photocatalysis and DSSCs, followed by a descrip-
tion of the properties of niobium- and titanium oxide. Furthermore, the fundamentals of
solvothermal synthesis strategies and the developed synthesis protocols are introduced
in this chapter. The analytical techniques applied to investigate the samples are given
in chapter 3 with a focus on electron microscopy and its related techniques. It also
contains a brief section about the applied photophysical characterization methods. The
developed hydrothermal synthesis route to fabricate Nb;O-(OH) superstructures is de-
scribed in detail in chapter 4. The growth mechanism, which is determined from SEM
and XRD analysis, along with their morphological and crystallographic characteristics
is also presented in this chapter. In addition, the suitability of Nb;O,(OH) superstruc-
tures as photoelectrode or photocatalyst material is investigated. Their cubic morphol-
ogy is composed of highly ordered nanowire networks. The 3D nanowire arrangement
in these networks is further analyzed by 3D electron tomography as described in chap-
ter 5. Chapter 6 focuses on HRTEM analysis of planar defects visible in the crystal
lattice of Nb;O-(OH) nanowires. The effects of the heat induced phase transformation
of Nb;O-(OH) to H-Nb,O5 on the superstructure morphology and crystal structure is
investigated in chapter 7 applying in situ and ex situ electron microscopy methods. The
performance of the superstructures as photocatalyst for water splitting is finally tested
and the results are described in chapter 8. Additionally, the effect of Ti-doping on the
photophysical, morphological and crystallographic properties of the superstructures is
examined. Chapter 9 draws the main conclusions from this work and provides an out-
look into future projects. The appendices contain additional information supporting the

findings of this study.
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2 Materials and Synthesis Procedure

In this chapter a short summary on metal oxides, which are often used in photochemistry,
is presented. Furthermore, a detailed description of niobium oxide and titanium oxide

concerning their properties and crystallographic structure is given.

2.1 Metal Oxides for Photochemistry

TiO, nanoparticles were the first system for which the photocatalytic splitting of wa-
ter could be shown,!!! and the electrode material applied in the first DSSC.[2 However,
the absorption range of undoped TiO, is confined to the UV spectral region given by its
band gap.34 Since then, many other metal oxides have been investigated intensively. 56
Compared to TiO, ZnO benefits from both an order of magnitude higher electron mo-
bility!” and a higher exciton binding energy.!®! But unfortunately its band gap of 3.4eV
is larger than the one of TiOQ[g] and its low stability in aqueous solution constrains its

applicability further.[?) (11]

SnO, is characterized by an even larger band gap of 3.6 eV
but the energetic position of its conduction band facilitates the electron injection from
the dye.l'2l However, despite its better electron transport properties SnO, underper-
forms TiOQ.[lz’l?’} Next to metal oxides organo-lead trihalide perovskites are investigated

as photoelectrode materials,[“‘}

as they combine tunable band gaps between 1.5eV and
2.3eVI516] with large charge carrier diffusion lengths.!”) However, these perovskites

suffer from a low stability leading to their rapid degradation when exposed to air.

2.2 Titanium Oxide

To date TiO, is still the most commonly applied material in the field of photochem-
istry.[»1819] In the present work it forms as second phase when adding Ti(IV) to the
synthesis protocol. Therefore, its crystal structure and properties are shortly summa-
rized. It occurs in three main bulk phases: anatase, rutile and brookite. The polymorphs
are based on TiOg4 octahedra which are linked differently for the three phases: Two edges
of each octahedra are shared in rutile TiO,, resulting in infinite chains of edge-sharing
octahedras along the c-direction. In brookite the octahedra are connected by three
shared edges whereas they share four in anatase (see fig. 2.1).[20] Rutile has a tetragonal
crystal structure with a=4.59 A and b=2.95 A [21] anatase is likewise tetragonal with
a=3.78 A, c=9.49 A2 and orthorhombic brookite TiO, is characterized by a=9.17 A,
b=5.44A and ¢=5.14 A.[22l The metastable phases anatase and brookite can be trans-
formed into the thermodynamically stable rutile phase by calcination at about 1090 °C
and 930°C respectively.23] Anatase TiO, has a reported band gap of 3.2eV which is
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about 0.2eV larger than the band gap of rutile TiO,, with the VB of anatase being
about 0.4 €V higher in energy than that of rutile.l) The electron mobilities observed for
TiO, cover a wide range dependent on the morphology and crystal phase.[2425]

N .\\/! t
s, TN

G4
CTi ¢

@o rutile anatase brookite

Figure 2.1 Crystal structures of rutile, anatase and brookite TiO,. Titanium ions are drawn in white,
oxygen ions in red. The three crystal phases are characterized by different octahedra
linkage and the shared edges are highlighted in yellow. Octahedra of neighboring unit
cells are displayed in green.

2.3 Niobium Oxide

Niobium oxide is another metal oxide which has been investigated for application in

photochemistry.26!

[27-35]

Several interesting Nb,O5 nanostructure morphologies were synthe-
sized and successfully tested as photocatalysts26:3236:37 or electrode material in
DSSCs.[28:38-41] Niobjum is known as non-corrosive metal. The same is true for its ox-

[42,43] This is reflected in the photocatalytic

ides which feature a high chemical stability.
stability of the material which does not lose its catalytic efficiency for repeating catal-
ysis cycles.[3644 Unfortunately Nb,Ojy suffers from large band gap sizes, which range
from 4.35€eV observed for amorphous thin films to 4.87eV depending on the annealing
temperature. [45]

Nb, Oy crystal phases are composed of ReO5-type structure units which consist of corner-
sharing NbOy octahedra.l"6! Every arrangement of these blocks that constitutes a regular
repeating pattern generates a distinct Nb,Og phase, which is why more than 15 different
polymorphs of Nb,Oy exist.[*"! In addition to the high variety of ordered structures dis-
ordered structures with corresponding gradients of the composition occur.*®! H-Nby Oy
is the thermodynamically stable polymorph and has a monoclinic crystal structure with
a=21.15A, b=382A, c=19.36 A, p=119.80° (see fig. 2.2).[49] Its crystal structure is
composed of (3x5)(3x4) blocks, connected via columns of tetrahedrally coordinated
niobium cations. The crystal lattice of H-Nby,O5 has the ability to compensate non-
stoichiometry by partly removing cations from the tetrahedron columns.*8) The abil-
ity to compensate oxygen deficiency is a common scheme observed for many Nb,Oy
phases. This is achieved by crystallographic shear on (100) and (001) planes of the
ReOj substructure, by the rearrangement of the ReO4 blocks or by lamella intergrowth
of different structures. Nb;O-,(OH) recently came up as new material for photochem-

istry. [38] Tt is characterized by a smaller band gap of 3.1 eV, 50 and its performance as



2.4 Solvothermal Synthesis Strategy 8
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Figure 2.2 Crystal structures of H-Nb,Og and Nb;O,(OH). Niobium ions are represented as white,
oxygen ions as red spheres.

photoelectrode material in DSSCs exceeds Nb205.[38] Similar to most binary niobium
oxides its orthorhombic crystal structure is composed of (3x co) blocks of corner-sharing
NbOg octahedra which expand infinite in b- and c-direction. Its unit cell dimensions
are a=20.74 A, b=3.82 A, ¢=3.93 A.5Y The structural resemblance of Nb;O.(OH) and
H-Nb,Oj is manifested in the heat induced phase transformation observed at 500 °C.13l
Theoretical calculations indicate that this phase transformation goes along with signifi-
cant changes of the optoelectronic properties.®?

This section based on an invited book chapter to be published 2016 in Materials Develop-
ment for Solar Fuels and Energy Conversion in Fuel Cells by Springer Science (Editors:

U.I. Kramm, H.-J. Lewerenz, D. Schmeifler).

2.4 Solvothermal Synthesis Strategy

Niobium and titanium oxide can be obtained by solvothermal synthesis strategies, which
form an alternative to classical solid-solid reactions that require high temperatures in
the range of 1000 °C.1%3! Solvothermal synthesis is carried out in a closed vessel at mod-
erate temperatures above the boiling point of the used solvent (water (hydrothermal),
ammoniac (ammonothermal), ethanol). The resulting high pressure enables the crys-
tallization of materials at comparably low temperatures. Solvothermal crystal growth
involves three distinct stages: The dissolution of the reactants, seed formation and crys-

tallization. The crystal growth is limited by the reactant concentration, as reactions on
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the seed surface require supersaturation at the seed-solution interface.* These condi-
tions favor more complex structures of lower enthalpy, entropy and symmetry®! so that
a large variety of morphologies of different materials were produced by hydrothermal

synthesis strategies. 58]

2.4.1 Synthesis of Nb;O,;(OH) Nanostructures

In the present work a hydrothermal synthesis strategy to produce NbsO.(OH) nano-
structures was developed. All chemicals were used as supplied without further purifica-
tion. Niobium(IV)-chloride-tetrahydrofuran complex (0.2 g, 0.5 mmol; supplied by Sigma
Aldrich) was mixed with concentrated HCI (5 mL; 37% HCI, p.a., Brenntag) yielding a
green suspension. After 20 minutes 5 mL H,O were added to this solution causing a color
change to dark blue. The mixture was transferred into a Teflon liner in a stainless steel
autoclave and placed into an oven at 200 °C (reaction time 16— 72 hours). The reaction
product was collected after cooling down to room temperature and washed several times
with ethanol to remove remaining starting material. Dependent on the applied synthesis
conditions (changes of the pH value, temperature and reaction time) several different
niobium oxide morphologies and polymorphs are accessible (fig. 2.3). These range from

compact cubes, over compact spheres to hollow spheres and cubes.

Figure 2.3 SEM images of different morphologies accessible by slight variation of the hydrothermal
synthesis conditions (pH value, temperature, synthesis time) (image taken from refer-

[59])

encel?).

2.4.2 Doping with Titanium

As described for the synthesis of Nb;O,(OH) nanostructures NbCl, - 4THF (0.2 g; sup-
plied by Sigma Aldrich) was mixed with concentrated HCl (5 mL; p.a., Brenntag) and
5mL H,0. To this mixture between 0.03 and 0.11 molL.~! Ti(OBu), (supplied by Sigma
Aldrich) were added. The mixture was stirred until a clear solution had formed which
was transferred into a Teflon-lined autoclave and heated at 200°C for 19 hours. After
cooling down to room temperature the product was collected and washed with ethanol

to remove impurities and left-over starting material.
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3 Analytical Techniques

This chapter introduces the analytical techniques applied in this PhD study. It starts
with the description of electron-matter interaction which forms the basis for electron
microscopy and related spectroscopy methods. The third part of the chapter focuses on
analytical techniques which are used to determine the photophysical properties of the

material.

3.1 Electron-Matter Interaction

When electrons hit a sample elastic and inelastic scattering processes occur, but in the
case of thin samples electrons can also pass through unscattered (see fig. 3.1). Crys-
tallographic investigations make use of electrons which are scattered elastically by the
Coulomb potential within the sample, while inelastically scattered electrons transfer
energy to the sample causing the excitation of inner shell electrons. These electrons sub-
sequently relax via the emission of Auger electrons (AE) or X-rays giving rise to several
analytical methods which focus on the elemental composition of a sample. In addition,
secondary electrons (SE), which are emitted as side product of inelastic scattering in the
material, and back-scattered electrons (BSE) are used for imaging. Besides these signals,
the emission of cathodoluminescence is observed providing insights into electrical and

optical properties of materials.
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charactaristic

-
-
-
_—
-

| <excitation ( sample I

“~._ Bremsstrahlung
X-rays

elastically
scattered e

inelastically direct
scattered e-

e beam

Figure 3.1 Schematic illustration of electron beam-matter interaction and the emitted irradiation.
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3.2 Electron Microscopy — Imaging and Diffraction

In TEM elastically scattered electrons are used for imaging and apertures are applied to
filter out electrons scattered in a certain angle regime resulting in a mixture of thickness
and orientation contrast in the image. In SEM special detectors allow the detection of
BSE and SE emitted from a sample due to quasi-elastic and inelastic scattering. This

sections briefly describes related techniques based on following textbooks.!' !

3.2.1 Transmission Electron Microscopy

The Rayleigh or Abbe criterion defines the dependence of the resolution limit on the
wavelength of the used irradiation. In 1932 Ruska and Knolll¥ replaced light with elec-
trons and built the first TEM. From then on new innovations continuously lowered the
resolution limit with the transmission electron aberration-corrected microscopy (TEAM)
project reaching 0.5 A in 2008.5% In the following the setup of a TEM and the different

factors determining the achieved resolution are described in more detail.

3.2.1.1 Setup of a Transmission Electron Microscope

The beam path through a TEM is shown schematically in figure 3.2. The electron beam
is produced by the electron gun: Electrons are emitted from a cathode via thermal or
field emission and accelerated towards the anode to obtain a specific kinetic energy.
In the case of thermal emission, the Richardson equation (J ~ TQe_%) can be used
to describe the dependence of the emission current density J on the work function of
the metal ¢ and the temperature 7', k is the Boltzmann factor. This effect provides
the basis of thermionic electron guns which use tungsten (¢p(W)=4.5€V) or lanthanum
hexaboride (¢p(LaBg) =2.5-2.9¢€V) filaments heated to about 1800 °C to emit electrons.
Field emission guns (FEG) on the contrary apply very strong electric fields (10° Vm~1!)
to sharp tips to lower the work function and modify the potential barrier. If the field is
strong enough efficient tunneling of the electrons through the potential barrier into the
vacuum occurs. Compared to thermionic emitter FEGs benefit from higher intensity
and a narrower energy width of the electron beam. A third gun type combines the basic
principles of these two designs (Schottky emitter) featuring a higher intensity at the
cost of energy width. The energy widths of the different gun types are summarized here

together with the one achievable when using a monochromator:

[55v] — [f00697] — [03e7] —» [s2079Y]

LaB, /W Schottky cold FEG monochromator

The electron beam is focused onto the specimen by the condenser lens system which con-
trols its intensity and convergence. The two-lens system is applied most commonly but
alternative systems like the Kohler illumination exist as well. After trespassing through
the specimen, at which a thickness below 100 nm is required for electron transparency,
the electrons impinge on the objective lens which is located below the specimen. This

lens projects an initial intermediate image of the sample region and the diffraction pat-
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Figure 3.2 Schematic illustration of the setup of a TEM. The beam path of the electrons is given in
detail for the objective lens.

tern of the samples occurs in its back focal plane (BFP). The final image is formed by
the projector lens system which magnifies the intermediate image onto the fluorescent
screen or a charge coupled device camera. Alternatively, the diffraction pattern obtained

in the BFP is magnified and projected onto the screen.

3.2.1.2 Diffraction and Bright/Dark Field Imaging

The diffraction pattern of a sample forms in the BFP of the objective lens so that the
insertion of an objective aperture in ths plane features an enhanced contrast in the
image as diffracted beams are blocked by the aperture and cannot contribute to the
image formation.

Crystalline samples are characterized by defined reflections in the BFP which result
from constructive interference of electrons scattered at atoms located at parallel lattice
planes (see fig. 3.3). Constructive interference of the scattered beams occurs for path
differences being an integer multiple (order of diffraction n) of the wavelength A. The
Bragg equation 3.1 describes the requirement for constructive interference as given by
the scattering geometry in dependence on the lattice plane spacing dpx; and scattering

angle which is two times the Bragg angle 0.6

n-A=2d-sin(0p) (3.1)

Choosing different reflections for the image generation features different contrast modes.

When the aperture is placed around the primary beam thick and strongly scattering
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Figure 3.3 Schematic drawing showing elastic scattering at crystals which illustrates the Bragg equa-
tion.

areas appear dark in the image — this mode is called bright field (BF) mode. Alter-
natively the aperture can also be placed around distinct diffraction spots. The sample
regions contributing to this reflection occur bright (off-axis dark field). However, aber-
rations are large in that case and to improve the image quality the beam is tilted such
that the diffracted beam is parallel to the optical axis (on-axis dark field). The other
mode of operation is the diffraction mode. The intensity variation and distances be-
tween the diffraction spots combined with the symmetry of the diffraction pattern are
characteristic for a crystalline material and can be used to identify the crystal structure
and orientation. When the diffraction pattern is projected onto the camera the lattice
spacing dpnx; can be determined directly from the distance between primary beam and
diffraction spot dependent on the camera constant of the microscope. The selected area
electron diffraction (SAED) aperture which is inserted into the image plane of the ob-
jective lens allows to selectively choose a region of interest for the diffraction experiment

which gives rise to a detailed analysis of the crystallographic properties of a sample.

3.2.1.3 High Resolution TEM

Electrons can be described as planar waves whose phases are modulated by interactions
with the Coulomb potential of the atomic nucleus and propagation through space. The
resulting exit wave experiences additional phase shifts by the optical system of the TEM
due to aberration of the lens optics and different path lengths introduced by defocusing
the lens. This is described in terms of spatial frequencieswu by the contrast transfer
function (CTF) which transforms the exit wave into the image wave. Thin samples are
thought of as weak phase objects for which a constant amplitude of the electron wave is

assumed and a simplified contrast transfer function can be used.

CTF = sinx(u) (3.2)
with 0 1 )
_4arm 4. 4 1 2 2
x(u) = 3 (403)\ u 2Af)\ u) (3.3)

The shape of the contrast transfer function depends on the angular phase shift caused

by the defocus Af of the objective lens and the spherical aberration as well as on the
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wavelength of the electrons A given by the acceleration voltage. The spherical aberra-
tion (spherical aberration coefficient Cs) describes the fact that electrons are refracted
more strongly at the outer part of a lens compared to its center so that they do not
meet at a focal point behind the lens but form a disc of least confusion instead. The
first zero-crossing of the CTF marks the transition from a region of similar contrast to
regions where the contrast oscillates and contrast reversal occurs. The first zero defines
the point resolution (see fig. 3.4a) — which is the resolution for which the phase contrast
image is directly interpretable and where all atomic position occur dark on a bright
background. The maximum point resolution achievable by a microscope is given by the

Scherzer defocus defined according to equation 3.4:
AfScherzer = —1.2y/CsA (34)

However, the resolution of a microscope is further affected by the total envelope func-
tion E;(u) which describes the damping of spatial frequencies due to limited spatial and
temporal coherence of the electron wave (see fig. 3.4b). FEi(u) defines the information
limit of a microscope. The spatial envelope is given by the electron source Fq(u) which
is not an ideal point source. The temporal coherence is determined by the chromatic
aberration E.(u), the instability of the high tension/objective lens current and also by
the energy width of the electron source. The chromatic aberration (chromatic aber-
ration coefficient C.) is caused by the failure of lenses to focus electrons of different
wavelengths to the same spot. In addition to limited spatial and temporal coherence
specimen drift Eg(u), vibrations E,(u) and also detector instabilities Ep(u) contribute
to the envelope function and affect the information limit. The total envelope function is
thus given by:

Ei(u) = Ec(u) - Es(u) - Eq(u) - Ey(u) - Ep(u) (3.5)

The spherical aberration causes the resolution of uncorrected microscopes to be limited
by the point resolution. C; correctors produces a negative spherical aberration coeffi-
cient (s to cancel the positive C of the projection optics. Thus, the resolution of a C
corrected microscope is no more limited by the point resolution but by the information
limit of the microscope (see fig. 3.4c). In this regard the application of a C, corrector
in addition to a Cy corrector further improves the resolution of the microscope due to
a higher information limit by reducing the damping of the temporal envelope. Double
corrected machines feature the highest resolution possible today allowing to resolve up
to 0.5 A1
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Figure 3.4 lllustration of the CTF with and without Cg correction. a) The initial CTF is calculated
for A=0.0025¢eV, Af=60nm and Cs=1.1mm. b) Damping of this CTF by spatial and
temporal envelope functions for (b) (C.=1.6mm, AE=0.7¢eV, E=300keV). c) Effect
of correction of the spherical aberration on the CTF A f=23.92nm and C;=0.159 mm,
C.=1.6mm, AE=0.7 eV (simulation taken from reference.l’]).

To perfectly reconstruct the exit wave from the image both the phase and the amplitude
information of the image wave are required. Unfortunately the phase information is
lost due to the fact that the intensity of the image wave is detected by TEM. This
problem is solved by the acquisition of defocus series with defined focus steps which
allow to reconstruct the exit wave taking advantage of the focus dependence of the
CTF. The reconstructed exit wave is compared to a simulated exit wave achieved by the
multislice algorithm. This algorithm describes the propagation of the planar electron
waves through the crystal which is considered a sequence of projected crystal potentials

separated by vacuum. The comparison of reconstructed and simulated exit waves allows
a detailed interpretation of HRTEM data.



3.2 Electron Microscopy — Imaging and Diffraction 19

3.2.1.4 In Situ TEM Heating Experiments

The effect of heat on the atomic structure of a material is an important factor which has
to be taken into account at developing new material systems. In situ TEM investigations
are challenging due to the thermal expansion of materials at elevated temperatures,
causing drastically increased drift of the sample holder. Different heating holder designs
were developed to allow controlled in situ heating of a specimen with minimal drift.[®!

Conventional heating holders are based on a small furnace located around the TEM
grid to control the temperature at the sample. To minimize heating of the holder and
related drift, the holder is cooled by water. Atomic resolution is possible,[®1% but chal-
lenging when operating these holders at temperatures above 500 °C. The relative low
melting point of copper (Tj,e;r = 1083 °C) prevents to use copper grids above 500 °C but
more temperature stable grids made of molybdenum (T,e;r =2625°C) should be used

11 Due to the increased temperature of the holder the objective aperture, which

instead.
is located very close to the sample, should be removed. Furthermore, EDX measure-
ments (in the case of a beryllium window in front of the detector) are not possible during
the experiment.

To resolve these issues new holder designs are based on metal contacts embedded in
silicon nitride chips. If a current flows through the material the temperature T" can be
regulated and determined from the measured resistance R(T") according to the following
equation

RT)=a-T*+b-T+c (3.6)

with a, b and c as chip related constants. Electron transparent windows in the chip enable
the investigation of the sample. The low thermal expansion of silicon nitride results in
a high stability of the holder at elevated temperatures even allowing the investigation of
material at the atomic scale at temperatures of 1000 °C. The narrow localization of heat
at the chip supersedes water-cooling of the holder and in situ EDX and BF investigations

are possible during the heating experiment.
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3.2.2 Scanning Transmission Electron Microscopy

In STEM a convergent electron beam is scanned over the specimen and the resolution
of STEM images is defined by the quality of the condenser lens system which deter-
mines the size of the electron beam. The electrons which pass through the sample
are scattered in different angles and are detected point by point by STEM detectors.

STEM detectors consist of two or three

ring detectors allowing to selectively de-

e-beam

tected certain scattering angles (see fig. 3.5).
The inner detector (BF detector) records
electrons scattered in small angles in for-
ward direction (61 < 1025 mrad), while the
annular dark field (ADF) detector detects
elastically scattered electrons for angles of
25 < 09<50mrad. The contrast in BF mode

equals the one of conventional BF images

sample

whereas thick and crystalline regions appear
bright in ADF images.

Electrons scattered incoherently into angles
BEEELS larger than 50 mrad (03)(Rutherford scat-
Figure 3.5 Schematic illustration of STEM de- tering) are detected with a HAADF detec-

tectors which detect electrons for tor. While HRTEM is based on the interfer-
different scattering angles.

ence of coherently scattered electrons lead-
ing to complicate interference pattern (sec-
tion 3.2.1.3) the contrast in HAADF can be interpreted intuitively. This is due to the
Z-contrast in the image given by the Rutherford cross-section which scales with I ~ Z2.
Z is the atomic number which is why heavy elements appear bright in HAADF.

Furthermore, STEM also enables the detection of analytical signals (see section 3.3) with
high spatial resolution offering the possibility of simultaneous spectroscopy and image

acquisition.

3.2.3 Scanning Electron Microscopy

Scanning electron microscopy is a technique which images the topology of a sample at
the nano- to microscale by scanning the electron beam over the sample. The interaction
of the electron beam with the sample material results in the emission of SE, BSE and
X-rays due to inelastic scattering processes. These signals are used for imaging and
qualitative composition analysis (see section 3.3.2). The small convergent angle of the
electron beam yields a large depth of field, which is characteristic for SEM images and
features an intuitive 3D impression of the sample surface.

The electron source (FEG or thermal emitters) generates an electron beam with typical
energies in the range of 0.2 to 40keV which is focused onto the sample surface by the
condenser lens system reaching beam diameters between 0.4 and 5nm. The scanning of

the electron beam is managed by scanning coils or deflector plates (see fig. 3.6a). SE
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and BSE emitted from the sample are collected by detectors mounted above the sample
(Everhart-Thornley!'? or In-lens detectors). The escape depth of secondary electrons
is limited to the upper 50 nm of the sample volume due to their low energy. These
electrons allow the investigation of the sample topology owing to edge and shadowing
effects (see fig. 3.6b): SE have a high yield at edges and perturbations and are attracted
to the detector by a positive potential applied to the Everhart-Thornley grid. Back-
scattered electrons on the contrary result from quasi-elastic scattering processes and
feature energies close to the energy of the incident beam, meaning that they are emitted
from much deeper sample regions. Their yield strongly depends on the atomic number
of the elements in the sample featuring a material contrast. Figure 3.6¢ shows the
comparison of a SE with a BSE image detected for platinum decorated NbsO7(OH)
superstructures: While the Pt particles are invisible in the SE image they show up as

bright spots in the BSE image.

E electron source

condenser lens

aperture

condenser lens

[ scanning coil

objective lens

Figure 3.6 Schematic illustration of the setup (a) and image generation of a SEM. b) The principles
of edge and shadowing effects, which form the basis of the image generation in SEM, are
illustrated. c) Comparison of a BSE and a SE image detected for the same sample region
of platinum decorated Nb3O7(OH) superstructures.
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3.3 Electron Microscopy — Spectroscopy

Inelastically scattered beam electrons give rise to several analytical methods, either by
directly measuring the lost energy or by indirectly detecting the X-rays excited by beam
electrons. The following section gives further insights into the different features detected
by EELS and introduces the working principle of EDX spectroscopy. The descriptions

are based on the following references.!1:3:13:14]

3.3.1 Electron Energy-Loss Spectroscopy

EELS detects the energy-loss of electrons which passed through a sample and were
scattered inelastically. The electrons are filtered according to their energy using a mag-
netic prism (fig. 3.7a) which focuses electrons with the same energy to one point in the
energy-dispersive plane. Several interactions of the beam electrons with the material are
possible generating distinct features in an EEL spectrum. Generally, an EEL spectrum
can be separated into two main regions: the low-loss region for energy losses smaller

than 50 eV and the core-loss region for higher losses (fig. 3.7b).

[a] [b]

entrance aperture
— P low loss core loss

magnetic x 100

prism

intensity (a.u.)

)

energy loss (eV)

Figure 3.7 Schematic illustration of an EEL spectrometer and spectrum. a) Scheme showing the
magnetic prism used to filter the electrons according to their energy. b) Exemplary EEL
spectrum showing its main components. The low-loss region is composed of the zero loss
peak, plasmon peak and intra- and interband transitions, while element specific edges
show up in the core loss region.

Most electrons pass through the sample without loosing energy resulting in a dominant
feature in the spectrum, the so called zero-loss peak (ZLP). Together with the plasmon
the ZLP forms the major component of the low-loss region. Next to features originating
from collective oscillations of the free electron gas (plasmonic excitation) the low-loss
region also comprises features caused by intra- and interband transitions. In this regard,
the shape and intensity of the low-loss region encodes several sample properties, e.g. its
thickness (see section 3.3.1.1), band gap (see section 3.3.1.2) and phase. In combination
with the core-loss region, which contains element specific ionization edges showing the
sample composition, EEL spectra allow a detailed analysis of the bonding behavior
and oxidation states of ions. The resolution of an EEL spectrum is determined by the

monochromacy of the electron beam and hence depends on the electron gun. However,
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it can be improved further by using a monochromator, which allows energy resolutions
below 0.2€V.

3.3.1.1 Thickness Measurements

The intensity of the plasmon peak is determined by the probability of multiple scattering
events which in turn depend on the mean free path of an electron in the material A\, and
the sample thickness. Figure 3.8 shows two low-loss spectra detected for two different

thicknesses of the same material.

—— thickness 36 nm
------ thickness 18 nm

plasmon

14 eV

\ 20ev 25eV Nb-N

23

intensity (a.u.)

I

-10 0 10 20 30 40 50 60 70 80 90 100

energy loss (eV)

Figure 3.8 The sample thickness is encoded in the intensity of the plasmon peak. Two EEL spectra
recorded for two different thicknesses of Nb;O,(OH) nanowires are shown. Taken from
reference. 1!

The altered intensity ratio of ZLP and plasmon peak forms the basis of the log-ratio
method: 6]
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here Ij is the intensity of the zero-loss peak, I; the intensity of the whole low-loss region,

) (3.7)

ts the sample thickness and ), the mean free path.

3.3.1.2 Band Gap Determination

For semiconducting materials the onset of the first transition in an EEL spectrum equals
the size of the band gap as the interband excitation of electrons from the VB to the CB
requires the least amount of energy. The linear fit method!!” estimates the band gap
from the intersection of a straight line originating from the background level, achieved
by removing the ZLP from the spectrum, with a linear fit to the onset of the transition.
However, for materials with refraction indexes > 1.5, certain acquisition conditions (small
collection angles) and sample thicknesses the band gap determination is hindered by
additional features in the spectrum region between 1 and 5eV. These features are caused
by the Cerenkov radiation which is emitted when electrically charged particles pass

through a dielectric medium at greater speed than the phase velocity of light in this
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medium.['819 The measurement conditions applied for the band gap analysis in the
present work minimize the contribution of Cerenkov losses. As an example figure 3.9

shows the band gap determination performed for H-Nb,O; nanowires.

intensity (a.u.)
intensity (a.u.)

2.0 25 3.0 35 4.0 45 5.0
energy loss (eV) energy loss (eV)

Figure 3.9 Low-loss EEL spectrum acquired for H-Nb,Og used for the determination of the band
gap. The band gap was determined with the linear fit method reported in literature.[*”]

3.3.1.3 Analysis of the Near Edge Fine Structure

The core-loss region of an EEL spectrum contains the ionization edges of each element
present in the sample. These features evolve when a beam electron transfers energy
onto a core-shell electron (K, L, M, N) which is then excited to unoccupied states above
the Fermi level. Atoms are characterized by discrete energy levels. Due to electrostatic
interactions of the electrons, these levels split up as soon as two atoms approach each
other and molecular orbitals form. In a crystal many atoms interact causing a smearing
of the atomic energy levels to energy bands due to superposition of the atomic orbitals
of many atoms. The thickness of a band reflects the delocalization of electrons of the
respective energy level throughout the crystal. Hence, as electrons of lower energy levels
are bound stronger to the nucleus these bands are narrower than high energy level bands
like the valence or conduction band (fig. 3.10a). The density of states (DOS) is defined
as the number of states per energy interval and thus illustrates the band structure of a
material.

The energy AFE necessary for the excitation of an inner-shell electron to unoccupied
states depends on the atomic bonding in the material of the element and the shell of
the respective electron. Fermi’s golden rule describes the probability for this excitation
per time unit and area. The transition rate W(AFE) depends on the transition matrix
element M (AFE), which correlates initial and final state, and the DOS of the conduction
band N(AE).

W (AE) < |[M(AE)>- N(AE) (3.8)
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The energy-loss near edge fine structure (ELNES) describes the first 50 eV of the edge
and is dominated by bonding effects. In the case of an only slightly varying M (AE)
it represents the DOS above the Fermi level as illustrated in figure 3.10b. It thus de-
pends on the oxidation number and local surrounding of the atom in the sample and
theoretical calculations can be used for a detailed interpretation of the ELNES. Small
oscillations observed at energy losses above the first 50eV of the edge in the so called
extended energy-loss fine structure are related to the atomic arrangement in the crystal.
In the following a detailed description of the ELNES observed for the ionization edges

investigated in this study is given.
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Figure 3.10 Schematic illustration of the band structure and the origin of the ELNES. a) Band
structure of a crystal showing inner shell states as well as the VB and CB. b) The
ELNES reflects the DOS of the material.
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3.3.1.3.1 Nb-M, 3 Edge

This edge is associated to the excitation of Nb-3p electrons to unoccupied Nb-4d and
Nb-5s states and is observed for energy losses between 350 and 440eV. Its ELNES is
characterized by two white lines which reflect the spin-orbital splitting of Nb-3p3,5 and
Nb-3p; /o states (fig. 3.11). For Nb,Oy and Nb3O,(OH) high-energy shoulders appear
for both white lines. Theoretical calculations indicate that this double peak structure
is caused by inequivalent niobium positions in the crystal lattice and different crystal
field splitting.?*) These shoulders are not visible for NbO and less pronounced in NbO,

spectra.[mm]

-3 0 3 6 9 12 15 18
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calculation

intensity (a.u.)

357 363 369 375
energy loss (eV)

Figure 3.11 Experimental and theoretical ELNES of the Nb-Ms 3 of Nb3;O;(OH). The comparison
of theory and experiment shows the contribution of inequivalent lattice sites Nb; /Nby
to the ELNES of the edge (taken from referencel?%).
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3.3.1.3.2 Ti-L, 3 Edge

Several experimental and theoretical studies/?>?7) discussed the ELNES of the Ti—Lg 3
edges of various titanium oxides leading to a better understanding of its shape. It
is visible in the energy loss range of 450 t