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Abstract

We consider the local eigenvalue statistics of large self-adjoint N x N - random matrices,
H = H*, with centred independent entries. In contrast to previous works the matrix of
variances, s;; = E ]hij|2, is not assumed to be stochastic. Hence the density of states is
not the Wigner semicircle law. In this work we prove that as N tends to infinity the k -
point correlation function of finitely many eigenvalues becomes universal, i.e., it depends
only on the symmetry class of the underlying random matrix ensemble and not on the
distributions of its entries. The proof consists of three major steps. In the first step we
analyse the solution, m(z) = (m1(z),...,mn(2)), of the quadratic vector equation (QVE),
—1/mi(z) = 2z + >_; sijm;(z), for any complex number z. We show that the entries, m;,
can be represented as Stieltjes transforms of probability densities on the real line. We
characterise these densities in terms of their singularities, which are algebraic of degree at
most three. We present a complete stability analysis of the QVE everywhere, including
the vicinity of the singularities. This stability analysis is used in the second step. Here we
prove that the diagonal elements of the resolvent, G = (H — z)~!, satisfy the perturbed
QVE, —1/Gii(2) = 2z + 32, 5i;Gjj(2) + di(2), with a random noise vector d. We show
that as IV grows the noise vanishes and the resolvent is close to the deterministic diagonal
matrix diag(my, ..., mpy). This result is shown with a precision down to the finest spectral
scale, just above the typical eigenvalue spacing. It thus implies the local law and rigidity
of the eigenvalue positions for this random matrix model. In the third and final step, we
use the Dyson-Brownian-motion to establish universality of the local eigenvalue statistics.



Zusammenfassung

Wir analysieren die lokale Eigenwertstatistik grofser selbstadjungierter N x N - Zufallsmatrizen,
H = H*, mit unabhéngigen und zentrierten Eintrdgen. Anders als in vorangegangenen Ar-
beiten nehmen wir nicht an, dass die Matrix der Varianzen, s;; = E |h;;|?, stochastisch ist. Ins-
besondere ist somit auch die globale Eigenwertdichte nicht durch Wigners Halbkreisverteilung
gegeben. Wir beweisen in dieser Arbeit, dass mit wachsender Grofse N der Zufallsmatrix die
k-Punktfunktion endlich vieler Eigenwerte einem universellen Limes entgegen strebt. Dieser ist
ausschlieflich durch die Symmetrieklasse des zugrundeliegenden Matrixensembles bestimmt und
von den Details der Verteilung der individuellen Eintrdge unabhingig. Der Beweis wird in drei
Schritten gefithrt. Im ersten Schritt analysieren wir die Losung, m(z) = (mi(2),...,my(2)),
der quadratischen Vektorgleichung (QVE), —1/mi(z) = z + 3_; siym;(z), in der 2 eine kom-
plexe Zahl ist. Wir zeigen, dass die Komponenten, m;, der Losung als Stieltjes-Transformation
gewisser Wahrscheinlichkeitsdichten auf der reellen Achse dargestellt werden kénnen. Wir
charakterisieren diese Dichten anhand ihres Singularitédtsverhaltens und zeigen dass dieses hoch-
stens von algebraischer Ordnung drei ist. Wir fithren eine vollstdndige Stabilitdtsanalyse der
QVE durch, welche auch die Umgebung der Singularititen einschliefst. Diese wird im zweiten
Schritt des Beweises verwendet, in welchem wir zeigen, dass die Diagonaleintrége der Resol-
vente, G = (H — 2)7', die gestorte QVE, —1/Gii(z) = 2z + >, 5i;Gjj(2) + di(z), mit einer
zufilligen vektorwertigen Storung, d, erfiillen. Da mit wachsendem N die Storung gegen
Null konvergiert, ndhert sich die Resolvente im Limes der deterministischen Diagonalmatrix
diag(my, ..., my) an. Dieses Resultat wird mit einer optimalen spektralen Auflésung gezeigt,
welche knapp tiber dem typischen Abstand der Eigenwerte liegt. Als Konsequenz sehen wir,
dass die Fluktuation der Eigenwerte die durch diese Auflosung gegebene Groéfienordung nicht
iibersteigt. Im dritten und letzten Schritt nutzen wir den von Dyson eingefiihrten Prozess der
Dyson-Brownschen Bewegung der Eigenwerte und die Kiirze seine lokalen Relaxationszeit um
die Universalitat der lokale Eigenwertstatistik zu beweisen.
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Structure of this work

In this work we prove the local law and the universality conjecture for random matrices with
independent entries. The work is split into three parts. In Part I we present a pedagogical
introduction into the problem and outline the strategy of the proofs by restricting ourselves to
a simplified set-up. In Part IT and Part III, we present the new scientific results of this thesis
and provide the complete proofs. Apart from minor modifications, Part II and III coincide
both in content and writing with [I] and [2], respectively. Certain paragraphs concerning the
background of the problem in Section |1 of Part I can be found in [I] and [2] as well. The main
statements in Part I, Theorems [2.1] and [2.4] are simplified versions of Theorems and
in Part II, as well as Theorems and in Part III, and thus of the corresponding
results from [I] and [2]. In Part I we give an outline of the proofs of these simplified theorems
that follow the same ideas as the proofs of their more general counter parts. Reading the
presentation in Part I, which cannot be found in [I] and [2], is recommended for an overview
of the relevant mechanisms without attention to technical details. In Part II we investigate
the quadratic vector equation (QVE). This equation naturally arises in the resolvent expansion
method and is satisfied by the diagonal entries of the resolvent of the random matrix in the
limit as the size of the matrix tends to infinity. Very detailed knowledge about the solution
of this equation and its stability against perturbations is a prerequisite for the analysis carried
out in Part III. Here we prove the local law and bulk universality. The papers [1] and [2] are a
joint work with Laszloé Erdds and Oskari Ajanki.

Part 1

1 Introduction

In his seminar paper [64] Wigner introduced random self-adjoint matrices, H = H*, with
centred, identically distributed and independent entries (subject to the symmetry constraint).
He proved that as the size of the matrix grows the empirical density of the eigenvalues converges
to the semicircle distribution and he conjectured that the distribution of the distance between



consecutive eigenvalues (gap statistics) is universal, hence it is the same as in the Gaussian
model (GOE/GUE/GSE) with the same symmetry class.

In the Gaussian case all entries are (up to symmetry constraints) i.i.d. standard Gaussian
random variables. The invariance of these ensembles under their large symmetry groups allows
one to compute the common eigenvalue distribution explicitly. Its density with respect to the
N-dimensional Lebesgue-measure has the form

PN Aw) = ewg [ 10— AglPe NEEEA
i#]

where [ equals 1,2 or 4, depending on whether the symmetry class is real symmetric (GOE),
complex Hermitian (GUE) or symplectic (GSE), N denotes the size of the matrix and cy s is a
normalisation constant. The density of states (or 1-point function) for a N-particle distribution
is the integral of p™) over N — 1 variables, Ay, ..., Ay. For the standard Gaussian ensembles
this density is Wigner’s famous semicircle law,

1
Pse(A) = oV (4 =A%), . (1.1)
In the case of § = 2 the properly normalised k-point function (with all but & variables
integrated out from p*)) can be written as a determinant,
N (N —k)!

P s ) = e det (K (O, )y
where the kernel KV is explicitly expressible in terms of orthogonal polynomials. Studying
the asymptotics of these polynomials reveals that in the limit as N tends to infinity the local
eigenvalue statistics of the GUE is identical to a determinantal point process characterised by
the Dyson sine kernel,

1 K(N)<)\+ 1 A T >_>sin7r(avl—x2)7 N & oo
Np(A) Np(A)" Np() (1 — 22)

This kernel is universal in the sense hat it does not depend on the position A in the spectrum
as long as the density of states does not vanish, p(\) > 0, i.e., when X lies inside the bulk of
the spectrum. An analogous procedure for § =1 and 8 = 4 uses skew orthogonal polynomials
and leads to local spectral universality in the form of a determinantal point process with an
explicit kernel. Results of this type on eigenvalue statistics of the Gaussian ensembles in the
bulk spectrum were rigorously proven first by Dyson, Mehta and Gaudin in the 60’s.

Wigner’s revolutionary observation was that these universality phenomena hold for much
larger classes of physical systems and that only the basic symmetry type determines local
spectral statistics. It is generally believed, but mathematically unproven, that random ma-
trix theory (RMT), among many other examples, also describes the local statistics of random
Schrodinger operators in the delocalised regime and quantisation of chaotic classical Hamiltoni-
ans. Figenvalue statistics predicted by RMT are observed in areas as diverse as the distribution
of zeros of the Riemann-(-function [6], low energy vibration in large molecules [20], statistics of
neutron resonances in heavy nuclei [49] and eigenvalues of the Dirac-operator in QCD [63]. For
none of these examples has universality been proven with mathematical rigour. Nevertheless,
there have been significant improvements in the understanding of the mechanisms that lead
to this phenomenon. These improvements made it possible to establish universality for a wide
class of random matrices, including Wigner’s original model.

According to Wigner’s universality hypothesis, universality of eigenvalue statistics should
hold for random matrices with i.i.d. entries independently of the law of the matrix elements.



This conjecture, also known as the Wigner-Dyson-Mehta conjecture, was resolved recently in a
series of works. The strongest result on Wigner matrices in the bulk spectrum is Theorem 7.2
in [24], see [35] and [59] for a summary of the history and related results. In fact, the three-step
approach developed in [33] [36] 26] also applies for generalised Wigner matrices that allow for
non-identically distributed matrix elements as long as the variance matrix s;; := E|h;|? is
stochastic, i.e. ) ;sij =1 (in particular, independent of 7). The stochasticity of S guarantees
that the eigenvalue density is given by the semicircle law and the diagonal elements G;; of the
resolvent G = (H — 2)~! with Im z > 0 become not only deterministic but also independent of
i as the matrix size N goes to infinity. Second order perturbation theory indicates that they
asymptotically satisfy a system of self-consistent equations

N
1
Gii =~ Z‘f';Sijij. (12)

In the case of a stochastic variance matrix this becomes a particularly simple scalar equation

e Z 4+ Mg, (1.3)

for the common value mg. = G;; for all i as N — oo. The solution of (1.3) is the Stieltjes
transform of the Wigner semicircle law,

msc(z):/R%. (1.4)

In this work we consider a general variance matrix S without stochasticity condition. The
corresponding general random matrix with independent entries is said to be of Wigner-type.
We show that the approximate self-consistent equation still holds, but it does not simplify
to a scalar equation. In fact, for any complex number z in the upper half plane

H:={ze€C: Imz > 0},

the diagonal resolvent entries G;;(z) remain i-dependent even as N tends to infinity and are
close to the solution m; = m;(2) of the Quadratic Vector Equation (QVE)

N
1 :
—E:z+28ijmj, 2:1,...,N, (15)
7=1
for N numbers mq,...,my € H. In this context the importance of this equation has been

realised by Girko [41], see also the work of Helton, Far, and Speicher [43], and Anderson
and Zeitouni [5], but no detailed study has been initiated that would allow for establishing
universality.

The main goal of Part II of this work is to give a detailed analysis of the solution of this
system of non-linear equations. Several qualitative and quantitative aspects may be considered,
but we are especially interested in three issues: (i) regularity up to the real axis, apart from
a few singular points; (ii) classification of these singularities; (iii) stability of the solution of
([1.5) under small perturbations. We show that (m) := < >, m;, which is close to N™' Tr G in
the limit, is the Stieltjes transform of a density p on the real line that is not the semicircle law
in general, but it is still a real analytic function on the interior of its support. This function,
p, describes the asymptotic density of states. We also classify its asymptotic behaviour near
the edges of its support. It features only square root or cubic root (cusp) singularities and an
explicit one parameter family of shape functions interpolating between them as a gap in the
support closes.



The main result of Part I1I of this work is the universality of the local eigenvalue statistics in
the bulk for Wigner-type matrices with a general variance matrix. This extends Wigner’s vision
towards full universality by considering a much larger class of matrix ensembles than previously
studied. In particular, we demonstrate that local statistics, as expected, are fully independent
of the global density. This fact has already been established for very general S-ensembles in [14]
(see also [1I] and [54]) and for additively deformed Wigner ensembles having a density with a
single interval support [48]. Our class admits a general variance matrix and allows for densities
with several intervals (we do not, however, consider non-centred distributions here, apart from
an extension to matrices with non-centred entries on the diagonal in Appendix [A.T).

This is the main and novel part of our analysis. The previous proofs (see [26] for a pedagog-
ical presentation) heavily relied on properties of the semicircle law, especially on its square root
edge singularity. Following the three-step approach, we first prove local laws for G on the scale
n =1Im z > N~! ie. down to the optimal scale just slightly above the eigenvalue spacing.
With possible cubic root singularities and small gaps in the support of p an additional scale
appears which needs to be controlled. The second step is to prove universality for Wigner-type
matrices with a tiny Gaussian component via Dyson Brownian motion (DBM). The method of
local relazation flow, introduced first in [32] [33], also heavily relies on the semicircle law since
it requires that the global density remain unchanged along the DBM. In [34], and indepen-
dently in [47], a new method was developed to localise the DBM that proves universality of
the gap statistics around a fixed energy 7 in the bulk, assuming that the local law holds near
7. Since Wigner-type matrices were one of the main motivations for [34], it was formulated
such that it could be directly applied once the local laws are available. Finally, the third step
is a perturbation result to remove the tiny Gaussian component using the Green’s function
comparison method that first appeared in [36] and can be applied to our case basically without
any modifications.

Within Part III we also apply our results to Gaussian random matrices with correlated
entries. Most rigorous works on random matrix ensembles concern either Wigner matrices
with independent entries (up to the symmetry constraint h;; = hj;), or invariant ensembles
where the correlation structure of the matrix elements is very specific, namely the probability
measure on the space of self-adjoint matrices has the form

PM(dH) = cye  TVHJH,

Since the existing methods to study Wigner matrices heavily rely on independence, only very
few results are available on ensembles with correlated entries, see |46, [16], 19, [15] for the Gaussian
case. The global semicircle law in the non Gaussian case with (appropriately) weakly dependent
entries has been established via moment method in [53] and via resolvent method in [42]. A
similar result for sample covariance matrices was given in [51]. All these works establish limiting
spectral density only on the macroscopic scale and in models where the dependence is sufficiently
weak so that the limiting density of states coincides with that of the independent case. A more
general correlation structure was explored in [5] with a nontrivial limit density, but still only
on the global scale, see also [50]. We also mention the very recent proof of the local semicircle
law and bulk universality for the adjacency graph of the d-regular graphs [10} 9] which has a
completely different specific correlation (due to the requirement that every row contains the
same number of ones).

In our work we explore the simple fact that the (discrete) Fourier transform of correlated
Gaussian random matrices with a certain translation invariant correlation structure have almost
independent entries (up to an additional symmetry). Since the variance matrix in Fourier space
is typically not stochastic, previous results on generalised Wigner matrices are not applicable,
but our results on general variance matrices yield local laws. Additionally, we find that the
off diagonal resolvent matrix elements G;; are not negligible (unlike in the independent case)

4



and in fact they inherit their decay from the correlation of the matrix elements. As a simple
consequence we also get bulk universality.

2 Main results for simplified model

In this section we present the main results of our work in a simplified setting. The setting is
chosen in such a way that the main results are easy to state but they and their proofs still
reflect the spirit of the general results, Theorem and Theorem in Part II, as well as
Theorem and Theorem in Part III. Throughout this section and the next we will
point out the simplifications made in this set-up and how the results and proofs differ from
the more general setting of Part II and III. Part I is meant as a pedagogical introduction
without attention to technical details. In particular, the results presented in this part are
simple consequences of the theorems stated in Part II and III. Their proofs are only sketched
in this part in order to give an overview of the main ideas.

The first simplification is that we state our result only for the real symmetric symmetry
class and we assume that the values of the variances of the matrix entries stem from a profile
function (cf. assumption 4. below). Let H € RV*Y be a symmetric random matrix whose
entries, h;;, satisfy the following assumptions:

1. The entries h;; are independent for 1 <i < j < N.
2. The random matrix is centred, Eh;; = 0.

3. All moments are bounded in terms of the variance, i.e., for all £ € N there is a positive
constant p such that

EnY < ju(Eh})".

4. The variances converge to a positive, Holder-continuous profile function, i.e. there is a
symmetric, s(z,y) = s(y, z), Hélder-continuous function s : [0,1]*> — (0, c0) with Hélder-
exponent 1/2 such that

1 i g
Eh2 = — <_ _>,
i = N \N'N

For every nonnegative symmetric function, s : [0,1]> — R, we consider the quadratic vector

equation (QVE)

1
= z+/ s(x,y)m(y; 2)dy, x€|0,1], z e H, (2.1)
0

m(x; z)

for a function m : [0,1] x H — H. By Theorem in Part II this equation has a unique
solution. This qualitative result has been established prior to our work in [43] [5].

The following theorem is a simplified version of the main result of our work. It states that
as the size of the random matrix, H, grows, its resolvent converges to a diagonal matrix. While
the off-diagonal entries all approach zero, the diagonal entries of the resolvent converge to a
deterministic value that is given in terms of the solution, m, of equation (|2.1)).

THEOREM 2.1 (Local law for simplified model). Suppose H satisfies assumptions 1. - 4. above.
For every (small) € > 0 and (large) D > 0 there exists a threshold Ny € N, depending only on
the bound on the moments, u = (ur)ken, the profile of the variances, s, and on € and D, such
that for every z € C with Im z > N°7! the resolvent, G(z) = (Gy5(2)));=; == (H—2)"" is close

5



to a diagonal matriz, whose entries are given in terms of the solution m of the QVE (2.1), in
the following sense,

N&‘
NImz

The average diagonal resolvent entries satisfy the improved bound

J=1

]P[maX}Gl] z) —m(i/N;2)6;| > ] < NP, N > N. (2.2)

€
“—TIG /mxzdx’> N } < NP, N > Ny. (2.3)
NImz
Theorem [2.1] provides control on the entries of the resolvent on the optimal spectral scale,
just above the typical eigenvalue spacing ~ N~!. The imaginary part of the spectral parameter
z is a measure for the scale on which the information about the spectrum of H is resolved. This
can be seen from

N
1 1
NIHITI”G(T—FI?? = N; (2.4)

Ao
where ()\;)Y, denote the eigenvalues of H. The expression on the right hand side is a smoothed
out version of the spectral measure % >, 0y, of the eigenvalue process. The scale on which this
measure is regularised is the given by the parameter n in the approximate delta functions on
the right hand side in the form of a Cauchy kernel.

The local law provides information about the number of eigenvalues in an interval [ay, S,
provided the size of the interval stays above the typical eigenvalue spacing in the bulk of the
spectrum, By — ay > N1, In particular, it implies that in the bulk the eigenvalues are not
further away from their expected positions than N°~!. This rigidity is an indication of the
strong correlation between the eigenvalues. If the eigenvalue process consisted of completely
independent points, the local universality class would be the poisson point process. The points
of this process have a typical fluctuation on the scale N~/2, which is much larger than N—'.

Another immediate consequence of Theorem is the complete delocalisation of the eigen-
vectors of H. As a measure of localisation we consider the maximum norm, ||ul|. = max; |u;|, of
a (?-normalised eigenvector u of the random matrix. If u were localised then its ¢?>-mass would
be concentrated on a few entries and [[u|looc ~ 1. On the other hand, if all the entries of the
eigenvector are roughly of the same size, then u is completely delocalised and [[ul|o ~ N71/2,
That such a delocalisation result can be inferred from Theorem [2.1] can be seen from the simple
calculation,

N (i) |2
: ’“k | (4)|2
ImGpr(N; +in) = nIm Y ——21— > ||,
1 e(A;+1n) = n ;1 JYp p— Jui’|

where u® = ( 5))§V ; denotes the normalised eigenvector corresponding to the eigenvalue A;.
Since by the local law Im G}, remains bounded for the choice n := N°~! with high probability
this implies the bound

a2, < CNT,

proving the complete delocalisation of eigenvectors with high probability.

The proof of the local law requires a good understanding of the deterministic limit, m(z; z),
of the diagonal resolvent entries. Furthermore, having detailed knowledge about the solution
of the QVE means having detailed knowledge about spectral properties of H in the large N
limit. For example, the eigenvalue density of H converges in probability to the x-average of the
imaginary part of m(zx;z), i.e.,

N7\ < a} B lim— / / Imm(z; 7+ in)dzdr. (2.5)

nd0 T
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This can be deduced from the identity and the averaged local law, (2.3). The following
theorem shows that the solution, m(z; -), of the QVE admits a representation as the Stieltjes
transform of z-dependent densities that are all supported on a common interval with a square
root growth at the edge of the support. The edge growth resembles the behaviour of the famous
semicircle law and is a feature of our simplified setting. In the general case, treated in Part II,
the support of the densities may consist of several disjoint intervals with edge singularities
ranging from a square root to a cubic root growth.

THEOREM 2.2 (Solution of QVE for simplified model). Let m be the solution of the QVE .
Then there exists a positive constant 3 and a positive, continuous function, h : [0, 1] x [—f, 5] —
(0,00), which is analytic and even in its second variable on the open interval (—f, ), such that
m admits the Stieltjes transform representation

g . /B2 —
m(w;z):/ M 7) v/ B° Tsz, x€[0,1], z € H.

B T —Z

Theorem [2.2] shows that m can be completely recovered from the values of its imaginary
part, Imm, for z close to the real axis. This justifies the position, taken also in Theorem
of Part II, that understanding m is equivalent to understanding lim, o Imm(z;7 + in). The
following definition is motivated by .

DEFINITION 2.3 (Density of states). We define the density of states, p : R — [0,00), by

1 !
p(t) == lim— | Imm(z;7+in)dz.
0 T Jo
By Theorem the density of states has a square root growth at the edges —f and £. In

fact, p satisfies

1
plr) = = [ e VBT 1(17 < ).
m™Jo
where the function 7 +— [h(z;7)dz is continuous and positive.

Using the method of Dyson Brownian motion developed in [32] B3], and tailored to our
specific situation in [34, 47|, we infer bulk universality from the rigidity of the eigenvalues,
which itself is a consequence of the local law, Theorem (cf. Section |3| below for more
details).

THEOREM 2.4 (Universality for simplified model). Let H satisfy assumptions 1. - 4. above.
For any e >0, n € N and any smooth compactly supported test function F' : R™ — R, there are
positive constants C' and c that only depend on p, s, €, n and F, such that fori € [eN, (1—¢)N]
bulk universality holds

n

‘]EF((Np(/\i)()\i - AH]-));‘:l) - ]EGOEF((NpSC()\Z-)()\Z- - AHj))j:l)) < ON=°.  (2.6)

The expectation, Eqog, means that with respect to the underlying probability measure the
random matrix H is of the form H = \%(W + W*), where the entries of W are i.i.d. centred
Gaussian random variables with variance N~1. The function py. is the density of states in this

case, the Wigner semicircle law (cf. (1.1])).

3 Universality in three steps

The three step approach to universality we present here has been developed in a series of papers,
[29, B0, B3], 27]. It relies on an idea by Dyson [22] to consider the evolution of the eigenvalues of
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a matrix as the entries undergo Brownian motion. The local relaxation of this Dyson Brownian
motion (DBM) is then used to establish spectral universality. The three steps used in this
method are:

e Local law and rigidity
e Dyson Brownian motion
e Green’s function comparison theorem

In the following we will explain each step.

3.1 Local law and rigidity

Starting point of the proof of universality is to establish a local law in the spirit of Theorem [2.1]
The local law provides detailed information about the resolvent of the random matrix under
consideration. This, in turn, leads to a good control on the position of the eigenvalues of the
random matrix. In fact, a corollary of Theorem is the following rigidity result: For all
e, D > 0 we have

NE
>
— N2 min{i, N +1—i}!/3

miax P | s = 7 | <N 2 Nz NeD). (3.1)

Here Ny(e, D) is a threshold function depending on the model parameters p and f. The classical
position, ;, is defined by the identity
Yi d 7
/ p(T)dr = N

—0o0

For a proof of this fact, we refer to Part III of this work.

3.2 Dyson Brownian motion

At this stage of the proof the local law is given and we establish the bulk universality statement,
Theorem for matrices with a small GOE component. This means that in addition to
assumptions 1. - 4. the random matrix H is assumed to be of the form

H=H,+VTW, (3.2)

with a random matrix Hy, still satisfying assumptions 1. - 4., and an independent GOE-matrix
W. The positive parameter, T', encodes the size of the GOE-component. Depending on the
strength of the rigidity result from the first step and the strength of the result on the local
relaxation of the DBM this parameter is assumed to be of the size T € [N°~! N~¢]. With
and Theorem 2.5 from [47], we may choose T := N°7'. The extra assumption that H
can be written in the form (3.2)) is removed in the third step by applying the Green’s function
comparison theorem.

Now we indicate how the small Gaussian component in (3.2)) is used to prove bulk univer-
sality. Let (Eij(t))lgigjg ~ be a family of independent standard Brownian motions and define
the symmetric matrix B = (By;)N,_; by

Bi; (1) ifi <j,
By(t)  ifi>j,

2B;;(t) ifi=j.

Bz‘j (t) =
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Then the GOE component in (3.2) can be realised by embedding H into a flow of random
matrices satisfying the simple stochastic differential equation
1
dH(t) = —=dB(?), H(0) = Hy,

Indeed, H has the same distribution as the matrix H(7) = Hy + B(T"). The insight by Dyson
in [22] was that the Brownian motion flow on the entries of the matrix induces a closed SDE
on the eigenvalues. Let A\j(t) < --- < Ayx(t) denote the eigenvalues of H(¢). Then by a straight
forward application of Ito-calculus one heuristically derives the SDE,

1 1 dt

g#i J

VN

The repulsion between the eigenvalues, represented by the second term on the right hand
side, is sufficiently strong that the paths of the \; do not cross and one can establish as
a well-defined system of N strongly coupled stochastic differential equations [4]. It has been
shown, [47], see also [34], that under this evolution the common distribution of the particles
(Ai(8))Y, reaches local equilibrium already after short times ¢t > N1 provided the rigidity
statement holds for the initial value, (X;(0)),. More precisely, holds for H = H(¢)
with t > T = N¢~!. This proves bulk universality for matrixes of the form .

3.3 Green’s function comparison theorem

The Green’s function comparison theorem allows for the removal of the extra assumption that
H can be written in the form . It is the basis for an approximation argument, asserting that
for any given H one can always find another random matrix, ﬁ, with a small GOE component
such that H and H are sufficiently close in an appropriate sense. The closeness of the two
matrices then implies that their local eigenvalue statistics coincide. Thus the bulk universality,
that was proven for H using the DBM, also implies bulk universality for the original matrix,
H.

This type of argument first appeared as
the four moment theorem (Theorem 6) in [5§].
There, H and H were Wigner-matrices (f = 1 ,
in our setting) and it was required that the DBM
first four moments of their entries coincide. In
this work we use the Green’s function compar- H. t
ison theorem in the form given in [36] as The- H
orem 2.3. Adjusting the proof and statement
of this theorem to our setting shows that if H, 0 H
for two random matrices H and ﬁ, satisfying T =N"° I
assumptions 1. - 4., their first four moments
match in the sense that

A CNXN

\ 4

S _EhS| < N29 5=
[Ehy —Ehyl < N » §=3,4, Figure 3.1: To any given matrix H one can con-

then the expectation of sufficiently smooth Structamatrix H, such that Hy, evolved by the

observables, F', of resolvent elements coincide DBM, is close to H in the four moment sense.
for H and H in the limit,

]EF(lel[ﬁG(zj(l))] | ,...,len[ﬁ(}(zj("))] ) =BG G) 50, Now
1112 tnln+1

Jj=1 J=1



Here the resolvents are evaluated at spectral parameters z§k> with real parts in the bulk of the

spectrum and ]Imz](-k)| =n € [N~17¢, N7!|. The integers k; and n are finite, i.e., they do not
depend on N. Since the spectral resolution here is just below the typical eigenvalue spacing,
individual eigenvalues can be resolved and the we conclude that the local eigenvalue statistics
of H and H coincide.

This is useful only for removing the small Gaussian component, assumed in the previous
set, only in combination with the four moment matching that asserts that for any given H one
can construct and H that is close to H in the four moment sense and has a small Gaussian
component [36, 37]. Figure illustrates this strategy.

4 Proof of local law

In this section we will explain the strategy of the proof of Theorem [2.1] We will, however, not
prove the theorem rigorously here, since it follows directly from Theorem in Part IT and
Theorem in Part III. Instead, we will focus on the main ideas and largely ignore technical
details. We will only discuss how to show (2.2). The improved averaged local law, (2.3)), only
requires minor changes, following the size of the error terms more precisely. The proof of the
local law starts by showing that the off-diagonal resolvent elements, G;;, converge to zero as
the size of the matrix H grows and that the diagonal entries, GG;;, solve a discrete version of
the QVE with an additional random error term. Analysing the stability of this equation
then shows that these entries converge to the solution m of the QVE.

4.1 Resolvent expansion and derivation of QVE

Here we sketch how to derive the QVE for the diagonal elements of G and how to show that
the off-diagonal elements converge to zero as N tends to infinity. More precisely, we will show

1

max |G”(2)| < m .

i (4.1)

Here, the relation '<’ means that for any given ¢, D > 0 for large enough N the left hand
side is smaller than the right hand side up to a factor of N¢ and up to a set in the underlying
probability space whose probability is at most N, ie., ([4.1)) is equivalent to , ignoring
the diagonal entries. For a precise definition of <’ see Definition in Part III of this work.
In particular, the bounded moment condition on the entries of the random matrix ensures the
large deviation estimate

1
VN’
The basis for the derivation of the QVE is the resolvent expansion method. Schur’s comple-

ment formula allows one to compute the inverse of a 2 x 2-block matrix in terms of the matrices
in the individual blocks,

AlB\! st ~S'BD"! ' o
<%W> = (—D—lcs—l DT+ D'CSBD ! ) ,  Si=A-BDTC.

In the resolvent expansion method one isolates the dependence of the resolvent entries on a
particular row and column of the random matrix H by applying this formula with the following
choices. Fix k € {1,..., N} and set

max |h;| < (4.2)
2]

A= Ty = 2, B = (hij)jzk C = (hy)jzk D :=H"® -z,
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where for any T C {1,..., N} we denote by H") the matrix H?) := (hij)ijer of dimension
—|T| . Let G be the resolvent of this matrix, then with these choices Schur’s complement
formula reads

Gu = —Giy_huGy) = =Guy Gilha,  k#1, (43)
ik il
for the off-diagonal elements. As in (4.3 we often will not write the argument z explicitly. For
the diagonal elements we get
1 _ (k)
_G_kk = z+ Z hlez] h]’k — hig . (44)
i,j7#k
Applying the off-diagonal resolvent formula, (4.3)), for Gi; and then again for Gglk) results in

G = _GkkG Z h’“G(kl hji _GkkGl(lk)h’fl' (4.5)
i.j7#k,1

The starting point of our analysis are the formulas (4.4) and (4.5). We will now make
plausible that for all k£ # [ we have

1
|le| < ——— and

e (4.6)

N
1
)G+ dp with |dy| < ——.
# 2 (BhE) Gy e with ] < e
The equation for the diagonal resolvent entries resembles the QVE (2.1) once we plug in the
assumption about the variances of h;;, namely

> (ER)Gj; = N Z S(N’ N)G” :

Jj=1 Jj=1

The right hand side becomes is a Riemann-sum that converges to an integral in the limit as N
tends to infinity, provided G, is sufficiently regular in its index j.

In this simplified presentation we will assume an a priori bound on the diagonal resolvent
elements of the form

G(2)| + GO + G )] <1, Tmz> N (4.7)

where k # [, 7. This bound holds once the local law is proven, because G (2) is then shown to be
close to m(k/N; z) and the solution, m, of the QVE is bounded (see Section |4.3)). Furthermore,
removing the one or two rows and columns from H, does not change the resolvent entries by
much, i.e., G,(fk and Gkk are close to Ggi. Of course this argument can only be made once
Theorem m 2.1|is established. In truth (§ . and the final result, , are proven in tandem by
a combination of a bootstrap and a continuity argument. The a priori bound is obviously true
for Im z = 1 because of the simple fact that ||G(z)|| < (Imz)~'. Then we feed this bound into
the derivation of the QVE as we will do below and improve it to the form (2.2)) with Im z = 1.
Afterwards, the continuity of the resolvent entries in z is used to establish for slightly
decreased values of Im z and again fed back into the argument below. This procedure can be
continued until Im z = N°~! and the local law is proven. For more details we refer to Part III
of this work. We will also restrict ourselves to bounded values of the spectral parameter z, i.e.,
|z| < C, for simplicity. Since the spectrum of H is expected to lie in a compact interval around
the origin, this covers the main difficulty. Proving for large |z| can be done by using more
qualitative methods, e.g. the moment method.

11



We will now use (4.5) to get smallness of the off-diagonal resolvent elements. Indeed,
plugging the a priori bound, (4.7)), and (4.2)) into this identity yields

1
|le| =< ’ Z hkiGEfl)hﬂ + —.
i Ak,

VN

The reduced resolvent G®V is independent of the k-th and I-th row of H and both of these
rows are independent of each other since k # [. Thus, the sum on the right hand side of this
inequality can be viewed as a quadratic expression of the form ). ;013 X;Y; with independent
random variables X;,Y; and coefficients b;;. For this expression we apply a large deviation
estimate. To get a feeling of its size, we compute its variance,

2
=D b P EIXGP R

ij

i

The full proof of the large deviation estimate can be found in [25] and confirms the expected
result,
1/2

’Z hmG(kl (Z ‘Gz(fl)‘thiiEh?Ol/z < IE ||oo< Z | (kD) ) . (4.8)

1,7k, i,J7k, L,j7k

At this stage it is not sufficient to estimate the resolvent entries trivially by (Im z)~!. Not even

an a priori estimate of the form |G§;-d)| < C'is enough because the sum runs over almost N?
elements. Instead we use the Ward-identity,

G 2 Imle)
Z| Imz

i#k,l

which is a simple consequence of the self-adjointness of H. Therefore, we may estimate the
expression on the right hand side of (4.8) further and arrive at

1 1/2
\th i h (NZI ¢y
VNTm = Gkl

1,7k,
The term in parenthesis on the right hand side is an average over imaginary parts of diagonal
resolvent entries, which are estimated using the a priori bound . This justifies the claim
about the off-diagonal resolvent entries in (|4.6]).

We will now use to derive the equation for the diagonal resolvent entries in . The
sum on the right hand side of is split into a diagonal and an off-diagonal contribution.
The off-diagonal part is handled by a large deviation estimate in the same way as was done for
the off-diagonal resolvent elements, Gy;. Thus, we find

Z hkz i jk

1,57k, i#]

NImz

The diagonal contribution is of the form ., Gl(lk )hii, where the coefficients, given by the

diagonal entries of the resolvent G*)| are independent of the family of non-negative independent
random variables (h?,);. By the law of large numbers, this sum is close to its expectation over
the k-th row of H. More precisely, we have the large deviation result,

1
‘ZGgf)hii - ZGEf)Ehii = \/_N .
i+k, ik,
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Here, we used the bound on the coefficients, provided by the a priori bound (4.7)). Altogether,

we have
1

e ———
NImz

+2z+ ZGEf)EhIZm
ik,

This finishes our heuristic proof of (4.6)), except that we still have to get rid of the upper index

k of the resolvent elements in the sum. We will not justify this step here, but removing a single

row and column from H changes the resolvent entries only by a small error of size (N Im z)~ 1.

‘ 1
Gkk

4.2 Stability of QVE and local law in the bulk

In Section [£.1) we derived the perturbed discrete QVE for the diagonal resolvent entries of the
form

L) Gyy(2) + di(2) (4.9)

where the random error dj satisfies the large deviation bound

1
dp(2)] = —. 4.10
()] < e (4.10)
We view (4.9)) as a perturbation of the QVE ([2.1)). The first statement, (2.2)), of the local law,
Theorem [2.1] is then a consequence of the stability of the QVE under small perturbations.
More generally, we study the perturbed QVE

S z+/0 s(z,y)ma(y; 2)dy + d(z; 2), (4.11)

ma(; 2)
with a general perturbation d : [0, 1] x H — C. Here the function d is considered to contain the
random error dj from , as well as the error made by replacing the Riemann-sum on the
right hand side of by an integral.

The spectral parameter z is usually considered fixed. We will therefore often not write
the dependence of m and related quantities on z explicitly. It is important in our analysis
that all bounds are uniform in z. For example, it is easy to read off from the QVE that its
solution satisfies the trivial bound |m(z;z)| < (Imz)~!'. In fact, most of our arguments are
very simple if z stays away from the real line, say Im z > 1. But the bound becomes useless
as z approaches the real line, where the resolvent G(z) encodes the most detailed information
about the spectrum of H. Thus, we will establish bounds that do not decay as Im z | 0.

In general we cannot expect equation to have a unique solution, let alone my to
depend smoothly on the perturbation d. Nevertheless, for the purpose of this presentation
we will assume that d(-;z) — mgy(-;2) is Fréchet-differentiable as a map from the space of
continuous functions, C[0, 1], to itself in such a way that my = m is the unique solution of
. In fact, the following heuristic analysis can be made rigorous and shows that for any
fixed z € H the equation has a unique bounded solution my( - ; z) that is differentiable in
the perturbation contained in a sufficiently small neighbourhood of zero in C|0, 1]. The size of
this neighbourhood depends on f Im m(z; z)dz and will remain finite even as z approaches the
real axis, z — 7, if the density of states is non-vanishing, i.e., p(7) > 0. This fact is not used
in the detailed analysis about stability of the QVE carried out in Part II. There, we simply
assume that has a solution my and estimate the difference between m and my directly
without using any differential calculus. However, the use of the functional derivative, Dmy, of
the map d(-; z) — my(-;2) allows a more transparent presentation and we will use it here for
that reason.
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Let S be the integral operator on C|0, 1] with kernel s(z,y). Then by differentiating (4.11))
with respect to the perturbation d, we find a formula for the linear operator, Dmg, namely

(1 —=m2S)Dmgw = miw, w e C[0,1]. (4.12)

Solving this equation for Dmgw requires inverting the linear operator 1 — m2S. This can
be done at d = 0 by making use of the average imaginary part of m to bound the norm of
the inverse of 1 — m?2S. Here, we will simply state the result of this analysis, summarised in
Lemma [8.8| of Part II. For a detailed analysis of this fact we refer to Section [12.5| in Part II.
The lemma implies the bound

C
[Imm(z; z)da’

(1 =m(-:2)%9)7"]| <

where C'is a generic positive constant. In Section we will see that the solution of the QVE
is uniformly bounded. Thus, with the bound on (1 —m?2S)~! equation (4.12]) can be solved for
Dmyg and we find the bound

C
[Imm(z; z)dx

I1Dma(-52)| |y < (4.13)
This shows that the QVE is stable with respect to small perturbations wherever the density of
states is bounded away from zero (cf. Definition [2.3).

The diagonal resolvent elements satisfy the perturbed QVE and for the random error
term we have the bound . Thus, the stability of the QVE implies that in the bulk, i.e.,
for 7 € R with p(7) bounded away from zero, the diagonal resolvent entries converge to the
solution of the QVE,

|Grr(T +1in) — m(k/N;7+1in)| < —.

VN1
4.3 Bounds on solution of QVE

Here, we explain the basic idea behind how to establish a uniform bound on the solution, m,
of the QVE. This bound is needed for the stability analysis of the QVE. In fact, we made use
of it already in Sections and [£.2] Also for proving regularity properties of m this bound is
essential.

The proof of the uniform bound on m requires two different arguments in two different
regimes. Away from z = 0 the bound stems from a Perron-Frobenius argument involving the
integral operator F' defined by

(Flo)w)(z) = |m(z;2) / swlmy Do)y,  wecp].  (414)

In a neighbourhood of z = 0 on the other hand we make use of the positivity of the kernel
s(z,y). Altogether, we will see that the solution of the QVE is uniformly bounded on the entire
complex upper half plane under our assumptions on the kernel s (cf. assumption 4.),

sup sup |m(z;2)| < oo.
z€H z€[0,1]

Let us first show the mechanism used to for the uniform bound away from z = 0. Since m
has values in H, i.e., the imaginary part of the solution of the QVE is positive, and s(z,y) > 0,
the integral kernel defining the operator F' (cf. ) is positive everywhere. The operator
has a unique Perron-Frobenius eigenvalue-eigenvector pair,

Ff = Xf with f(z;2) >0 and A(z) = supSpec(F(z)).
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For more details on this fact we refer to Proposition in Part II. The operator F' appears
naturally when we take the imaginary part on both sides of the QVE and multiply them with
|m|. In this way we get

Imm(z; z) Imm(y; 2)

= |m(z;2)| Im 2z + |m(x;z)|/0 s(z,y)|m(y; )| m(y; 2)|

Im(z; 2)]
On the right hand side we identify the operator F'. We estimate this pointwise from below by
discarding the imaginary part of z,

I I I
I s () 5 (),
[m| m| m|

By multiplying both sides of this inequality by the positive Perron-Frobenius eigenfunction, f,
of F, integrating over x and using the symmetry of the integral kernel of F' we see that

/fxz Imm(xz /f:cz Imm(m Z)da:.

m(z;2)| z) |m(z; 2)|

In short, we find that A(z) < 1. Since F' is an integral operator with a positive symmetric
integral kernel, this spectral information implies a bound on the operator norm of £ on L2?[0, 1]
as well. In fact, A coincides with this norm. Using this information we find a bound on the
L]0, 1]-norm of m as follows. We write the QVE in the form

zm(z;z) = 1 —m(x;z)/o s(z,y)m(y; z) . (4.15)

Then we take the L2[0, 1]-norm over x on both sides and arrive at
! 1/2
2] </ |m($;2)|2dx> < 1+A(2) < 2.
0

Therefore, m(-, z) is bounded in L?0, 1] away from z = 0.

At this stage we use the regularity of m in the variable x to improve the L2[0, 1]-bound to
a uniform bound. Indeed, it is easy to see from the QVE that the 1/2-Holder-continuity of
the integral kernel s(z,y) (cf. assumption 4.) also implies 1/2-Holder-continuity of m in the
x-variable. Using the argument carried out in Lemma of Part II shows that boundedness
of m in L2[0, 1] implies a bound also in maximum norm because of this regularity in .

The uniform bound in the vicinity of z = 0 requires a completely different proof. This proof
is split into three steps. The first step is to show a bound in L'[0, 1] on the imaginary axis close
to z =0,

sup / |m(z;in)|dz < .
ne(0,1]

In the second step this bound is improved to a uniform bound. Finally, a perturbation argument
in the third step extends the uniform bound to a whole neighbourhood of z € i(0, 1]. Here, we
will only demonstrate how to do the first two steps.

It is a consequence of the symmetry m(x;z) = —m(z; —2) of the QVE that its solution is
purely imaginary on the imaginary axis. In particular, it suffices to show the L'[0, 1]-bound
and the uniform bound for Im m. On the imaginary line the QVE simplifies to

1
—_— 0 = I :in)d 1 1]. 4.16
e~ e mmtsindy, ge @ a0l (110
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Since the imaginary part of m and s(z,y) are positive this implies that

1
1 > min s(u,v) Imm(z; in)/ Imm(y;in)dy.
u,v 0
Integrating both side over @ shows an L'[0, 1]-bound for Imm. We remark that in the case
that is presented in Part II proving this bound is more involved. There, the assumption that
s is positive is replaced by the more general notion of block fully indecomposability and
is reformulated as a minimisation problem. Analysing the properties of the corresponding
minimiser shows the L0, 1]-bound in the general case.

The L'[0, 1]-bound on Imm is now improved to a uniform bound by a simple argument.
Since the integral kernel s(z,y) is bounded, and the L'[0, 1]-bound imply a pointwise
lower bound on Imm(x;in) for n € (0,1]. The kernel, s(z,y), is positive and continuous and
thus bounded away from zero. We infer that the right hand side of is bounded away
from zero as well. This implies a pointwise upper bound on the imaginary part of m.

In the third step the uniform bound on Imm(x;in) = |m(x;in)| for n € (0,1] is extended
by a perturbation argument to a uniform bound,

sup sup [m(x; 7 +in)| < oo,
n€(0,1] |7|<e

for some small ¢ > 0. We will not carry out this step here.

Altogether, the considerations above show that m is uniformly bounded everywhere. It is
an immediate consequence of m satisfying the QVE that a uniform upper bound on m also
implies a pointwise lower bound. Indeed, taking into account the large-|z|-behaviour that can
be read off from the QVE as well, we get

, x€[0,1], z e H,
for some positive constants ¢ and C'.

4.4 Quadratic equation at the edge

Close to the edges, f and —f, of the support of the density of states (cf. Theorem , the
stability argument from Section breaks down. The density of states approaches zero as
z converges to these points and the bound on the derivative of m with respect to the
perturbation d of the QVE becomes ineffective. The blow-up of the right hand side of this
bound has its root in the fact that at the edges the operator 1 —m?2S is not invertible anymore.
Instead, it has a one dimensional kernel

I
ker(1 — m?>S)|.—+5 = Ce, e = lim — "

—_— 4.17
b Mo 1)

z=xp+in ’

That the components of Imm are all mutually comparable in size (cf. Theorem of Part II)
allows us to take the limit in the definition of e, even though Imm converges to zero as z
approaches the edge.
The non-invertibility of 1 —m?2S in this direction can be seen by looking at the imaginary
part of the QVE,
Imm = |m*Imz + |m|*STmm.

We divide both sides by ||Im m|| and use that as z approaches the edges Im z/||Im m|| converges
to zero. A posteriori this can be verified easily by using the Stieltjes transform representation
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of m from Theorem 2.2] Since Imm = 0 and |m|> = m? at the edges, we confirm that
Imm/||Im m|| is mapped to zero by 1 —m?2S as z — +0.

In order to carry out a stability analysis of the QVE in the vicinity of z = 4+, we split off
that bad direction, in which the operator 1 —m?2S is not invertible. Essentially this means that
we write the difference between the solution my of the perturbed QVE (4.11]) and m as

ma(x; £8) — m(z; £0) = Oqe(z) + rq(x).

Here, the remainder, ry4, is the spectral projection of my; — m to the spectral subspace of
1 —m?8 associated to Spec(1 —m?2S) \ {0}. Since this operator is not symmetric, e and ry are
not orthogonal to each other. Nevertheless, the operator 1 — m?2S is invertible on the spectral
subspace, where the bad direction, e, is taken out. Therefore, the remainder satisfies the bound
Irall < Clld].

The scalar, ©4, on the other hand, measures the degree to which my — m points in the bad
direction. By using the perturbed QVE for mg and for m, we derive an equation
for this quantity. This is carried out in detail in Proposition of Part II. In our situation
this equation is of the form

037 [ hu(w)dzi£0)de = O(j0uf +184l| [ ka(whdlas£o)da| + Ja?). (@19

Here, ki and ko are continuous functions, depending only of m. They do not depend on the
perturbation d. Furthermore, k; takes positive values.

The quadratic instability at the edge, reflected by equation , implies the bound |©,4] <
|d||*/? and thus

lma(-; £8) = m(-; £B)Il < 1d||'2. (4.19)

This is in contrast to the linear stability of the QVE in the bulk, i.e., where the density of
states is bounded away from zero. There the difference between m,; and m was bounded by
||d|| instead of its square root.

In our simplified set-up is quadratic in ©4 in the sense that the coefficient of the
second order term in ©, does not vanish (cf. Proposition and Section in Part II). In
general, this will not be the case and we need to take the third order term in ©, into account.
This term is now treated as part of the error on the right hand side. Once the third order term

in ©,4 has to be considered, equation (4.18)) becomes cubic, i.e., it is of the form
303 + i+ me = O(||d|), (4.20)

with some coefficients m; that are explicitly expressed in terms of the solution m of the QVE.
Higher order terms in ©, are never relevant though, because the coefficients of ©% and ©3 never
vanish at the same time, |m3| + |me| > ¢ > 0. For more details see Section of Part 1. The
fact that the equation for ©, is cubic in the setup of Part II and Part III causes additional
technical difficulties there because the roots of the cubic equation have to be followed for the
stability analysis.

4.5 Edge shape

At the edges of its support the density of states grows like a square root. This behaviour can
be inferred from the quadratic equation for the scalar quantity ©4 that reflects the size
the leading order term of the difference, my — m, between the solutions of and
evaluated at the edges, respectively. Indeed, if we choose the perturbation d to be the constant

17



function (in the z-variable), d(z; £0) := w, for some w € R, then my(z; £6) = m(x; £5 + w).
Thus, following the arguments from Section [4.4] we find

m(z; £8 +w) — m(z; £6) = Oue(z) + O(|w]),
where O, satisfies a quadratic equation of the form
02 F rhw = O(|w?).

Here, the positive constant x is given by the integral over the function k; from (4.18)). This
simple quadratic equation for O, is solved explicitly and its solution has the form

6 — iWVEwl, fw>0,z=-LForw<0,z=p,
Yo VElw|, ffw<0z=-Forw>0,z=0.

In particular, we find the square root behaviour of the imaginary part of m at the edges,
Imm(x; £0 Fw) — Imm(z; +5) = vViw + O(w), w e (0,¢e).

In the general case, which is treated in Part II, equation (4.18) will be cubic in 6, (cf.
(4.20])). Nevertheless, with the choice of the constant perturbation, d(z; £f) := w, this equation
is still explicitly solvable for ©,. In contrast to our simplified setting, the solution can have
qualitatively different shapes, depending on the coefficients of the cubic equation. These shapes
reflect the ways in which the density of states approaches zero and their analysis requires
considerable effort in Part IT of this work. This approach to zero may happen at the extreme
edges of the support of p as in our simplified setting. But in general the support may consist
of intervals with gaps between them and p may also approach zero inside the interior of one of
these intervals, leading to a cusp singularity with a cubic root growth on both sides.

4.6 Local law at the edge

The diagonal resolvent elements satisfy the perturbed QVE (4.9) which has a quadratic stability
behaviour at the edges (cf. ) The proof of the local law at the edge of the spectrum,
however, requires a more careful use of the quadratic equation for ©4 than the one leading to
(4.19). First, the quadratic equation has to be derived not just at the edges but also inside
a small neighbourhood of them, because Gy (z) is compared to m(z;z) and not to m(x; £5).
Then another important tool, the fluctuation averaging, is used to improve the bounds on
integrals over the error function which already appeared in the quadratic equation at the edges,
(.18). Basically, the fluctuation averaging improves the naive error bound ||d|| < (N Im z)~'/?
from on an integral against any bounded deterministic function & to

‘/k(m)d(w;z)dx < NTma

By solving the quadratic equation for ©4 we then infer the bound

1

Oy < —
©4 N Im -

Since Gii(z) = ma(k/N; z) is viewed as the solution of (4.11]) this bound implies the local law

close to the edge,
1

|Grr(z) — m(k/N;z)| < Wit vh

18



5 Open problems and future projects

The project initiated by [I] and [2] can be extended and continued in several directions. First
we mention a few open question within the model introduced in Part III that are not answered
by this work. Then we discuss a few possible extension of the model that can be considered a
natural continuation of recent developments in random matrix theory.

The formulation of the local law in the general setting, Theorem[I5.6] suggests that the speed
of convergence of Gy to its limit deteriorates close to cusp singularities inside the interior of
the support of the density of states. However, this is expected to be an artefact of the existing
proof. It is therefore still an open problem to prove the optimal local law at the cusp.

Closely related to the local law at the singularities of the density of states is the question
of universality at these points. It is expected that the eigenvalues at the extreme edges as
well as the ones at the edges of internal gaps in the support of the density of states follow the
universal Tracy-Widom distributions. At the cusp singularities, however, the distribution of
the eigenvalues is conjectured to be given by corresponding Pearcey functions [62]. For random
matrices with a large GUE component this has been shown by Brézin and Hikami in [17, 18].
However, their method relies on the Itzykson-Zuber integral formula and is thus not easily
extendable to the real symmetric and symplectic symmetry class.

In the presentation of our results so far, we used several times that the values of the kernel,
s, encoding the variances of the entries of the random matrix, is bounded away from zero. In the
models considered in Part IT and III this condition is replaced by the more general assumption
of uniform primitivity (cf. Section in Part IT). It asserts that the kernel of a finite power
of the operator S with kernel s be bounded away from zero. A simple extension of the setting
from Part II and III can be obtained by relaxing the assumption of uniform primitivity even
further. Of particular importance are random matrices with 2 x 2-block structure

- (3)

where the N x M-matrix A has independent entries. By squaring the eigenvalues of this
matrix one obtains the spectrum of the covariance matrices A*A and AA*. For the purpose
of obtaining local laws, matrices H of this form can be analysed by following the methods
presented in Part IT and III of this work. Their stability analysis at the origin z = 0, however,
requires some extra steps. If we consider the case N = M and subtract from the matrix A with
independent entries a complex multiple of the identity, i.e., A — A — w1, then the matrix H
can be used to study the local law of the non-Hermitian matrix A itself (see e.g. [60]) by using
Girko’s Hermitisation trick.

We will now briefly discuss a few models that go well beyond the scope of what is presented
in this work. Motivated by recent results on random band matrices one may consider self-
adjoint band matrices with independent entries (up to symmetry constraints) whose density
of states is not the semicircle law. At the moment establishing local laws for band matrices
still relies on a special block structure of the matrix and explicit formulas from supersymmetry
[55, 56, B4, [7]. Without this structure and the semicircle law in the limit more robust tools
may be required. Even showing bulk universality for the matrices considered in Part III but
without assuming a non-vanishing variance profile, e.g. with a macroscopic band of size ~ N,
is an open problem.

Finally, the results on Gaussian random matrices with translation invariant correlation,
that are discussed in Section 21] of Part III, have natural extensions in two directions. The
first is to eliminate the assumption that the entries are Gaussian. The second is to consider
more general correlations without translation invariance. The correlated case is particularly
interesting because it provides a random matrix model in which the entries of the resolvent
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naturally admit a non-trivial profile in which the off-diagonal entries do not vanish in the limit.
The same feature is expected for random Schrodinger operators.
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Part 11

6 Introduction to Part II

In this part we analyse in detail the solution of the system of non-linear equations

1 N
e = z+ Sijmj, ’l:l,,N (61)
j=1

m;

For any fixed z in the complex upper half plane H = {z € C : Imz > 0} the solution is a
set of N complex numbers mq,...,my € H. If the matrix S is stochastic, then the solution is
a constant vector, m; = mg., with the Stieltjes transform of the semicircle law in each entry.
For a general variance matrix S;; the situation is more complicated. The solution m; to
genuinely depends on . The average density, T%N >, Imm,, is not the semicircle law any more.
For an analysis of well-posedness and a few qualitative results about and its solution see
the work of Helton, Far, and Speicher [43], and Anderson and Zeitouni [5]. We will comment
on these previous results in the end of Subsection [6.I] Prior to this work it was not known
what kind of density shapes may emerge instead of the familiar semicircle law. Furthermore, in
order to use equation for the application to random matrices with independent entries and
to prove that the diagonal resolvent entries G;; are close to m; a thorough stability analysis is
needed. It is well known that even in the simple scalar case, when S is stochastic, the stability
deteriorates near the endpoints of the semicircle law, i.e., if 2z is close to £2, the points where
m(z) has a square-root singularity. For generalised Wigner matrices the proof of the local
semicircle law down to the optimal scale [38 26] heavily relied on the precise understanding
of how the deterioration of the stability can be offset by better estimates on the error terms.
A similarly accurate stability analysis is necessary to establish local laws for random matrices
with general variance matrices S.

In the current part of this work we present general results on the singularities and stability
of . This analysis is of interest in its own right since appears in other contexts as well
(see the end of the next section). The analysis of the corresponding random matrices will be
presented in Part III. The current part is self-contained and random matrices will not appear
here. They are mentioned only to motivate the problem.

6.1 Set-up and the main results

We formulate a general continuum version of , which allows us to treat all dimensions N
in a unified manner. We may also think of this continuum limit as the resulting equation when
we take the large N-limit of and assume that the entries of S scale like N1

We start with an abstract set X labelling the matrix elements. We introduce the Banach
space

B = {w:f{—ﬂC: sup |w,| <oo}, (6.2)

zeX

of bounded complex valued functions on X, equipped with the norm
w5 = sup |wy]. (6.3)
reX
We will also define the subset,

B, = {wG,@: Imw, >0 for allxé%}, (6.4)
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of functions with values in the upper half-plane H.
Let S : 28 — 2 be a bounded linear operator. The main object of study of this part of the
work is the continuum limitof (6.1),

=z + Sm(z), VzeH, (6.5)

and its solution m : H — %,. Here we view m : X x H — H, (z,2) — m,(z) as a function
of the two variables x and z, but we will often suppress the x and/or z dependence of m and
other related functions. The symbol m will always refer to a solution of . We will refer to
(6.5) as the Quadratic Vector Equation (QVE).

We assume that X is equipped with a probability measure 7 and a o-algebra S such that
(X,S, ) constitutes a probability space. We will denote the space of measurable functions
u: X — C, satisfying ||ull, = ([;|u.[P7(dz))/? < o0, as 17 = IP(X;C), p > 1. The usual
L%inner product, and the averaging are denoted by

(u,w) = /xu_xwﬂr(dx) and (w) == (1,w), u,w € L7, (6.6)

For a linear operator A mapping a Banach space X to another Banach space Y we denote the
corresponding operator norm by ||A||x_y. Finally, if w is a function on X and 7' is a linear
operator acting on such functions then w + T denotes the linear operator u — wu + T'u, i.e.,
we interpret w as a multiplication operator when appropriate.

In the entire Part II we assume that the operator S : #Z — £ in satisfies:

Al. Symmetry: If u,w € & then (u, Sw) = (Su, w);
A2. Non-negativity: If uw € B, with inf, u, > 0, then inf,(Su), > 0;
A3. Normalisation: ||S||z—z = 1.

By a simple rescaling, the normalisation condition A3. is only for convenience, it merely reflects
the boundedness of S. Indeed, if we replace S with AS, for some constant A > 0, then the
modified QVE is solved by m* : H — %, where m)(z) := AY/2m,(A\Y/22).

THEOREM 6.1 (Existence and uniqueness). Assume S satisfies A1-3. Then for any z € H,
the equation

1
—— =z+Sm, (6.7)

has a unique solution m = m(z) € By. These solutions form an analytic function z — m(z)
from H to B. Moreover, for each x € X there exists a measure v, on R with its support
contained in [—2,2] and v, (R) = 7, such that

maazzl/wq%@ﬂ, VzeH. (6.8)

T T— 2

The measures v, constitute a measurable function v := (z — v,) : X — M(R), where M(R)
denotes the space of finite Borel measures on R equipped with the weak topology.
Furthermore, the solution m(z) satisfies the L*-bound

2

lm(2)lls < =,
||

VzeH. (6.9)
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The existence and uniqueness part follows from the main result of [43]. We remark that
if the solution space . is replaced by %, then the equation in general may have mul-
tiple, even infinitely many, solutions. Since v generates the solution m through we call
the xz-dependent family of measures v = (v,) the generating measure. In order to obtain
results beyond the existence and uniqueness we will generally assume that S has the following
additional properties:

A4. Smoothing: S can be extended to a bounded operator from L2 to 4, i.e., ||S||12—2 < 0o,
and is represented by a symmetric non-negative measurable kernel S : X? — [0, c0).

A5. Uniform primitivity: There exist a power L € N, and a constant p > 0, such that

weRB, u>0 = (Stu), > p/uyﬂ(dy), VeeX. (6.10)
x

The finiteness of the norm | S|/ % in condition A4. means that the integral kernel S,,
representing the operator S satisfies

1Sl = Sup(/x(sxy)27r(dy))l/2 < 0. (6.11)

rzeX

In particular, S is a Hilbert-Schmidt operator on L?. The condition A5. is an effective lower
bound on the coupling between the components m, in the QVE. In the context of symmetric
matrices this property is known as primitivity - hence our terminology.

For brevity we introduce the concept of comparison relations: If ¢ = p(u) and ¥ = ¥ (u)
are non-negative functions on some set U, then the notation ¢ < 1, or equivalently, ¥ = ¢,
means that there exists a constant 0 < C' < oo such that ¢(u) < Cy(u) for all uw € U. If
Y < ¢ < 1 then we write ¢ ~ 1, and say that ¢ and v are comparable. Furthermore,
we use ¥ = ¢ + O(&) as a shorthand for [p — ¢| < |€], where £ = £(u) € C. When the
implicit constants C' in the comparison relations depend on some parameters A we say that
the comparison relations depend on A. Typically, A consists of constants appearing in the
hypotheses and we refer to them as model parameters.

For any I C R we introduce the seminorm on functions w : H — %:

Nlwlll; := sup{|jw(2)||%:Rez €I, Imz € (0,00)}. (6.12)

THEOREM 6.2 (Regularity of generating density). Suppose S satisfies the assumptions A1-A5.,
and the solution m of (6.5)) is uniformly bounded everywhere, i.e.,

lImlle < @,
for some constant ® < oco. Then the following hold true:

(i) The generating measure has a Lebesque density (also denoted byv), i.e., v, (dT) = v, (7)dT.
The components of the generating density are symmetric functions of T and compara-
ble, i.e.,

Ve (—T7) = v, (7) and U (T) ~ vy(1), VTeR,Vr,yeX.

In particular, the support of v, is independent of x, and hence we write suppv for this
common support.
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(ii) v(7) is real analytic in T, everywhere except at points T € suppv where v(1) = 0. More
precisely, there exists Cy ~ 1, such that the derivatives are bounded by

16%u(r)

L, < K (ﬁ)k VEEN,

whenever (v(T)) > 0.
(iii) The density is uniformly 1/3-Holder-continuous everywhere, i.e.,

lo(re) —v(r)llz S I —nl”, V7, meR.

The comparison relations in these statements depend on the model parameters p, L, ||S||12—%
and .

Here we assumed an a priori uniform bound on ||m|||g. In Theorem 6.8/ below we will present
sufficient conditions on S to guarantee ||m|||, < co. We remark that without such a bound a
regularity result weaker than Theorem can still be proven (cf. Corollary .

The next theorem describes the behaviour of the generating density in the regime where the
average generating density, (v), is small. We start with defining two universal shape functions.

DEFINITION 6.3 (Shape functions). Define Weqge : [0, 00) — [0, 00), and ¥, : R — [0, 00), by

Vgge(V) = (1+4)A (6.13a)

(1420 + 2/ + 0N+ (1420 —2/T+0N) P+ 1
/ 2
Unin(A) = L+ A - 1. (6.13b)
(VI+A + 023+ (VI+ A —N)2/3—1
As the names suggest, the ap-
propriately rescaled versions of Weqge
and W,,;, will describe how v, (79+w)
behaves when 7 is an edge of supp v
and when 7y is a local minimum
of (v) with (v(7y)) > 0 sufficiently
small, respectively. 1 2 3 A 20 -10 10 20 A
The next theorem is our main re-
sult. Together with Theorem [6.2] it
classifies the behaviour of the gener-
ating density of a general bounded solution of the QVE.

1
04 \I]edge \I’min

0.2 0.5

Figure 6.1: The two shape functions Wegee and Wpi,.

THEOREM 6.4 (Shape of generating density near its small values). Assume A1-A5., and
lImlllz <@,
for some ® < oco. Then the support of the generating measure consists of K' ~ 1 disjoint
intervals, i.e.,
K/

suppv = U [, Bi], where Bi—a;~1, and o < < g - (6.14)
i=1

Moreover, for all € > 0 there exist K" = K"(¢) ~ 1 points v1,...,yx» € suppv such that
7+ (v(7)) has a local minimum at T = v with (v(y)) < e, 1 <k < K". These minima are
well separated from each other and from the edges, i.e.,

il ~ 1, Yi#j, and |yi—aj ~1, |u-8~1, Vij. (6.15)
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Let Ml denote the set of edges and these internal local minima:

M = {a} U{B,}U{n). (6.16)

then small neighbourhoods of M cover the entire domain where 0 < (v) < g, i.e., there ezists
C ~ 1 such that

{T € supp v : (v(1)) < 5}
C Ul ai+-ce?] u 15 -0 5] u (Jm — O m + O] (6.17)
‘ j k
The generating density is described by expansions around the points of M, i.e. for any 79 € M
we have

Voo + W) = v(10) + heT(w) + O(vx(TO)Q —I—\I/(w)2>, wel, (6.18)

where h, ~ 1 depends on 1. The interval I = I1(7y) and the function ¥ : I — [0,00) depend
only on the type of 19 according to the following list:

o Left edge: If 1o = «y then (6.18)) holds with v,(m0) =0, I =[0,00), and

a; — 51'—1

ww>=@u—@1yﬁ%@( = ), (6.190)

with the convention By — aq = 1.

e Right edge: If o = B; then (6.18]) holds with v,(79) =0, I = (—00,0] , and

U(w) = (o1 — ﬁj)l/?’ Vedge (%;—U_jﬁj) ; (6.19b)

with the convention a1 — P = 1.

o Minimum: If 7o = vy then (6.18]) holds with I =R, and

ww—m%4%)zmm%~@m» (6.19¢)

The comparison relations depend on the model parameters p, L, ||S||12—% and ®.

Figure [6.2] shows an average generating measure which exhibits each of the possible singu-
larities described by and .

Note that the expansions become useful for the non-zero minima 7, only when ¢ > 0
is chosen to be so small that the term h,¥(w) dominates v,(79)?, which itself is smaller than

g2.

REMARK 6.5 (Qualitative behaviour near minima). The edge shape function AY3W.q,.(w/A)
interpolates between a square root and a cubic root growth with the switch in the growth rate
taking place when its argument becomes of the size A. Similarly, the function p Wy (w/p®) can
be seen as a cubic root cusp w — |w|Y? reqularised at scale p*.

We point out that the set of points {v1,...,vx~} in Theorem do not necessary include
every local minimum of (v) below the threshold e. However M contains a nearby representative
of all such local minima in the following sense:
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Figure 6.2: Average generating measure (v) for the given kernel S. All the possible shapes
appear in this example.

REMARK 6.6 (Choice of non-zero minima). The local minima of (v) which are not edges of
suppv are either tightly clustered or well separated from each other in the following sense: If
v, € suppv\Odsuppv are two local minima of (v) then either

v =+ S min{ (), WAV}, or Iy =] ~ 1.

Picking a single representative vy from each cluster of minima satisfying (v) < e yields a set

M (cf. (6.16))) for which Theorem holds. In particular, the choice of M is not unique.

We will now discuss two sufficient and checkable conditions that together with A1-5. imply
[|m[||lz < oo, akey input of Theorems|6.2|and The first one involves a regularity assumption
on the family of row functions, or simply rows, of S,

Sy X —=1[0,00), y = Szy reX, (6.20)

as elements of L2. It expresses that no row should be too different from all the other rows (cf.
below). This condition will imply the boundedness of ||m(z)||z away from z = 0. The
second condition will ensure the boundedness around z = 0. To state it we need the following
definition.

DEFINITION 6.7 (Full indecomposability). A K x K matriz T with nonnegative elements T;; >
0, is called fully indecomposable (FID) provided that for any subsets I,J C {1,..., K}, with
|I| +1|J| > K, the submatriz (T};)icr jes contains a non-zero entry.

The integral operator S : X8 — % is block fully indecomposable if there exist an integer
K, a fully indecomposable matriz T = (Tz-j)z{(jzl and a measurable partition 1T := {Ij}jK:1 of X,
such that

1
() = P and Sy, > T;;, whenever (z,y)e€l; x1;, (6.21)
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for every 1 <1,7 < K.
Our main result concerning the uniform boundedness is the following.
THEOREM 6.8 (Uniform bounds). Suppose that in addition to A1-4., S satisfies

L 7(dy)
lim inf - 22
;folilgx/xejt 15 —S5,2 ~ (6.22)

and it is block fully indecomposable. Then the solution of the QVE 1is uniformly bounded,
[lm[lzg < oo, and S has the property A5. Hence the conclusions of both Theorem and
Theorem [6.4] hold.

In Section @ we present a more quantitative version of this result (Theorem [9.1]) where the
upper bound ® < oo, in [|m||p < P, depends on S only through a few parameters appearing
in the quantitative versions (cf. assumptions B1. and B2.) of the estimate , and of the
block fully indecomposability condition.

In the prominent example (X, 7(dz)) = ([0, 1], dz) the condition (6.22) is satisfied if the rows
r — S, € L?, are piecewise 1/2-Holder continuous, in the sense that for some finite partition
{I} of [0,1] into non-trivial intervals, the bound

1S — Sylla < Cilz —y|Y?,  Va,yel, (6.23)

holds for every k. Furthermore, it is easy to see that S is block fully indecomposable provided
it has a positive diagonal in the sense that for some &, > 0:

Spy > € - I{|lxz —y| <0} (6.24)

Next we discuss the special situation in which the generating measure is supported on a
single interval. A sufficient condition for this to hold is that the rows (6.20) of S cannot be
split into two well separated subsets of L, as expressed by the quantity £g below.

THEOREM 6.9 (Generating density supported on single interval). Assume S satisfies A1-5.
and ||m||g < ® for some ® < oo. Then there exists a threshold &, ~ 1 such that under the
assumption

1 — <
S S = Sl = & (6.25)
ygA
the generating density is supported on a single interval, i.e. suppv = [—f, 5] with 5 € [¢, 2] for

some ¢ ~ 1. Moreover, for every § € (0,5) we have

ve(1) = 612, Te[-B+3,5—0] (6.26a)

~Y

Ve (= 4 w) = va(f —w) = hyw? + O(w), w € [0,0], (6.26Db)

where h € B with h, ~ 1. Moreover, v(7) is uniformly 1/2-Hélder continuous in 7. Here p ,L,
|S||L2% and @ are considered the model parameters.

Combining the last two theorems we remark that if X = [0,1] and S satisfies A1-4., it is
block fully indecomposable, and the row functions S, are 1/2-Holder continuous on the whole

set [0,1], then the conclusions (6.26a) and (6.26b)) of Theorem hold. Figure shows

an average generating density corresponding to an integral operator S with a smooth kernel.
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-1.25
-1.00

07 Finally we discuss the stability properties
IS:Z: of the QVE (6.5]). This result will be a corner-
stone of the local law for Wigner-type random
matrices proven in Part III of this work. Fix
z € H, and suppose g € # satisfies

Figure 6.3: The smooth profile of S leads to a
generating density that is supported on a single
interval.

1
. . T This equation is viewed as a perturbation of
-1 0 1 the QVE (6.5) by a fmallffunction d € 4.

Our final result provides a bound on the dif-
ference between g and the unperturbed so-
lution m(z). The difference will be measured
both in strong sense (in #-norm) and in weak

sense (integrated against a fixed bounded function).

THEOREM 6.10 (Stability). Assume S satisfies A1-A5. and [[m||p < @, for some ® < oo.
Suppose g,d € A satisfy the perturbed QVE (6.27)) for some fized z € H. There exists a small
A ~ 1, such that the following hold:

(i)

Rough stability: Suppose that for some e € (0,1),
(v(Rez)) > €, or  dist(z,suppv) > €, (6.28)

and g is sufficiently close to m(z),

lg —m(z)llz < Ae. (6.29)

Then their distance is bounded in terms of d as
lg—m(2)llz < e ?lld] (6.30a)
[(w,g —m(2))| < e llwllzldly + e*[(J(2)w,d)], YweRB,  (6.30b)

for some z-dependent family of linear operators J(z) : B — A, that depends only on S,
and satisfies || J(2)||z—2z < 1.

Refined stability: There exist z-dependent families t*)(2) € B, k = 1,2, depending
only on S, and satisfying ||t*)(2)||z < 1, such that the following holds. Defining

w(z) = dist(z,supp v|r) (6.31a)
p(z) == (v(Rez)) (6.31Db)
0(z,d) = [ldll% + [tV (), d)| + [(t?(2), )], (6.31c)
assume g is close to m(z), in the sense that

lg —m(2)lle < Aw(2)*® + Ap(2). (6.32)

Then their distance is bounded in terms of the perturbation as
lg —m(2)llz < T(z,d) + ||d|= (6.33a)
(w,g=m(2))| S T(zd)|lwllz + (T(2)w, d)],  VweB, (6.33b)

for some z-dependent family of linear operators T'(z) : B — A, that depends only on S,
and satisfies | T(2)||z—2 S 1. Here the key control parameter is

B — min d(z,d) d(z,d) L /3
T(z,d) : { w0 } (6.34)
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Note that the existence of g solving for a given d is part of the assumptions of
Theorem . An important aspect of the estimates and is that the upper
bounds depend only on the unperturbed problem, i.e., on z and S, possibly through m(z), in
addition to the perturbation d itself.

The condition (6.32)) of (ii) in the preceding theorem becomes ineffective when z approaches
the critical points . A stronger but less transparent perturbation estimate is given as
Proposition below.

The guiding principle behind these estimates is that the bounds and are
linear in ||d|| 4, while the weaker bounds (6.30b)) and (6.33b)) are quadratic in ||d||%, and linear
in a specific average in d. The motivation behind the refined bound is that in the application
in Part III of this work the perturbation d will have no definite sign and its (weighted) average
will typically be comparable to ||d||%. In (ii) of the theorem we see how the stability estimates
deteriorate as z approaches the part of the real line where (v) becomes small, in particular near
the edges of supp v.

Another trivial application of our general stability result is to show that the QVE is
stable under perturbations of S.

REMARK 6.11 (Perturbations on S). Suppose S and T are two integral operators satisfying
A1-5. Let m and g be the unique solutions of the two QVE’s

1 1
——=z+SSm and —-=z+Tg.
m g

Then g can be considered as a solution of the perturbed QVE (6.27)), with
d:=(T-19)g.

In particular, d satisfies |d|.s < |T—Slls—slglls < 2|7~ Slhzssl| ™ by Theorem[ET, Thus
if ||ml|lg < oo and the difference |T — S||12—% is sufficiently small, then Theorem can be
used to control ||g —m||z.

Besides the random matrix application in Part III of this work, the QVE has previously
appeared in at least two different contexts.

In [5] the authors show that the empirical distributions of the eigenvalues of a class random
matrices with dependent entries converge to a probability measure 1 on R as the dimension of
the matrices becomes large. The measure p is determined through the so-called color equations

(cf. equation (3.9) on p. 1135):

/ P / P
/s(c,c) Edc) _ we ), /u(dT) :/ (de) 7
c A=V, N) RA—T cA—Y(e, \)
where A € C and the colour space is C = [0,1] x S, with S! denoting the unit circle on the
complex plane. Identifying (X,7) = (C, P), x = ¢, n(dx) := P(dc), z = A, we see that the
colour equation is equivalent to the QVE (6.5)). Indeed, we have the correspondence
B —1
S A=U(e )]

Sey = s(c, ), ma(2)

so that from (6.8)) we see that (v(dr)) = mu(dr). Hence our results cover the asymptotic
spectral statistics of a large class of random matrices with correlations.
We also remark that the QVE (6.5 naturally appears in the theory of Laplace-like operators

(Hf)(@) = >ty (fx) = fly)), [:V =C,

y~z
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on rooted tree graphs I with vertex set V' (see [45] for a review article and references therein).
Set m, = (H, — z)"!(z, x), where H, is the operator H restricted to the forward subtree with
root z. A simple resolvent formula then shows that the QVE holds with S, = |t,,[*1{z < y},
where x < y indicates that x is closer to the root of I' than y. In this example S is not
symmetric, but in a related model it may be chosen symmetric (rooted trees of finite cone
types associated with a substitution matrix S, see [52]). In particular, real analyticity of the
density of states (away from the spectral edges) in this model follows from Theorem 1.2 [We
thank C. Sadel for pointing out this connection].

CONVENTION 6.12 (Generic constants). We denote by C,C",Cy,Cs, ... and ¢, cq,¢o,. ..,
etc., generic constants that depend only on the model parameters. The constants C,C’ ¢, c
may change their values from one line to another, while the enumerated constants, such as
c1, Cy, have constant values within an argument or a proof.

6.2 Outline of proof of Theorem [6.4

In this section we will explain and motivate the basic steps leading to our main results.

STIELTJES TRANSFORM REPRESENTATION, L2- AND UNIFORM BOUNDS: It is a structural
property of the QVE that its solution admits a representation as the Stieltjes transform of
some generating measure on the real line (cf. (6.8)). This representation implies that m can
be fully reconstructed from its own imaginary part near the real line.

From the Stieltjes transform representation of m a trivial bound, |m,(z)| < (Imz)~!, directly
follows. A detailed analysis of the QVE near the real axis, however, requires Im z-independent,
bounds as its starting point. Away from z = 0 the L2-bound, , meets this criterion. The
estimate is a structural property of the QVE in the sense that it follows from positivity
and symmetry of S alone, and therefore quantitative assumptions such as A4. and A5. are not
needed. This bound is derived from spectral information about a specific operator F' = F(z),
constructed from the solution m = m(z), that appears naturally when taking the imaginary

part on both sides of the QVE. Indeed, (6.5) implies
—— = |m|lmz+ F —— Fu = |m|S(|m|u). (6.35)
m m

As Im z approaches zero we may view this as an eigenvalue equation for the positive symmetric
linear operator F. In the limit this eigenvalue equals 1 and f = Imm/|m| is the corresponding
eigenfunction, provided Imm does not vanish. The Perron-Frobenius theorem, or more pre-
cisely, its generalisation to compact operators, the Krein-Rutman theorem, implies that this
eigenvalue coincides with the spectral radius of F. This, in turn, implies the L?-bound on m.
These steps are carried out in detail at the end of Section [} In fact, the norm of F(z), as an
operator on L2, approaches 1 if and only if z approaches the support of the generating measure.
Otherwise it stays below 1.

Requiring additional regularity conditions on S, such as A4-5. and the conditions of Theo-
rem [6.8| from Section [J] enables us to improve the L2-bound on m to a uniform bound. Already
at this stage, we see that z = 0 needs a special treatment, because the L2-bound is not effective
here. The block fully indecomposability condition is designed to ensure uniform boundedness
of m in a vicinity of z = 0. The uniform bounds are a prerequisite for most of our results
concerning regularity and stability of the solution of the QVE.

STABILITY IN THE REGION WHERE Imm IS LARGE: Stability properties of the QVE under
small perturbations are essential, not just for applications in random matrix theory, but also
as tools to analyse the regularity of the solution m(z) € %, as a function of z. Indeed, the
stability of the QVE translates directly to regularity properties of the generating measure as
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described by Theorem The stability of the solution deteriorates as Imm becomes small,
this happens around the expansion points in M from Theorem

In order to see this deterioration of the stability, let us suppose that for a small perturbation
d € A, the perturbed QVE has a solution g(d) which depends smoothly on d,

1
——— = z+S59(d) +d. 6.36
e (@ (6.36)
For d = 0 we get back our original solution ¢(0) = m, with m = m(z). We take the functional

derivative with respect to d on both sides of the equation. In this way we derive a formula for
the (Fréchet-)derivative Dg(0), evaluated on some w € %:

(1 —m?*S)Dg(0)w = m*w. (6.37)

This equation shows that the invertibility of the linear operator 1 — m?2S is relevant to the
stability of the QVE. Assuming uniform lower and upper bounds on |m|, the invertibility of
1 — m2S is equivalent to the invertibility of the following related operator:
2

B::U—F:%(l—m25)|m|, Uw:zlrnl—Lw
Here, |m| on the right of S is interpreted as a multiplication operator by |m|. Similarly, U
is a unitary multiplication operator and F' was introduced in . Away from the support
of the generating measure the spectral radius of F' stays below 1 and the invertibility of B is
immediate. On the support of the generating measure the spectral radius of F' equals 1. Here,
the fundamental bound on the inverse of B is

1B goz S (Imm)~", (6.38)

apart from some special situations (cf. Lemma .

Let us understand the mechanism that leads to this bound in the simplest case, namely when
x +— mg(z) is a constant function. In this situation, the operator U is simply multiplication
by a complex phase, U = e'¥ with ¢ € (—m,7]. The uniform bounds on m ensure that the
operator F' inherits certain properties from S. Among these are the conditions A4. and A5..
From these two properties we infer a spectral gap € > 0,

Spec(F) C [-1+¢€,1 —€cJU{1},

on the support of the generating measure. We readily verify the following bound on the norm
of the inverse of B:

igp_l—lN I —1 f —, NE
HBHW%PS{Wl T Imm) i g€ ol
g

otherwise.

Here, ¢, € [0,7/2] is the threshold defined through cos ¢, = 1 —¢/2, where the spectral radius
| F'||1 212 becomes more relevant for the bound than the spectral gap. Similar bounds for the
special case, m, = my. (cf. (L.4)), first appeared in [36].

The bound on the inverse of B implies a bound on the derivative Dg(0) from (6.37).
For a general perturbation d this means that the QVE is stable wherever the average generating
measure is not too small. If d is chosen to be a constant function d, = 2z’ — z then this argument
yields the bound for the difference m(z') — m(z), as g(z’ — z) = m(z’). This can be used to
estimate the derivative of m(z) with respect to z and to prove existence and Holder-regularity
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of the Lebesgue-density of the generating measure. This analysis is carried out in Sections

and 10

STABILITY IN THE REGIME WHERE Imm 1S SMALL: The bound becomes ineffective as
(Imm) becomes small. In fact, the norm of B~! diverges owing to a single isolated eigenvalue,
B € C, close to zero. This point is associated to the spectral radius of F', and the corresponding
eigenvector, Bb = [3b, is close to the Perron-Frobenius eigenvector of F', i.e., b = f+O((Imm)),
with F'f = f. The special direction b, in which B~ becomes unbounded, is treated separately
in Section . It is split off from the derivative Dg(0) in the stability analysis. For the
coefficient ©, indicating how much of this derivative points in the bad direction b, a cubic
equation is derived (cf. Subsection [I1.2)). Section [13]is concerned with deriving this equation
and expanding its coefficients in terms of (Imm) < 1 at the edge.

UNIVERSAL SHAPE OF v NEAR ITS SMALL VALUES: In this regime understanding the depen-
dence of the solution g(d) of , is essentially reduced to understanding the scalar quantity
©. This quantity satisfies a cubic equation (cf. Proposition [11.2)), in which the coefficients
depend only on the unperturbed solution m. In particular, we can follow the dependence of
m.(z) on z by analysing the solution of this equation by choosing d, = 2’ — z, a constant
function. The special structure of the coefficients of the cubic equation, in combination with
specific selection principles, based on the properties of the solution of the QVE, allows only
for a few possible shapes that the solution © of the cubic equation may have. This is reflected
in the universal shapes that describe the growth behaviour of the generating density at the
boundary of its support. In Section [12] we will analyse the three branches of solutions for the
cubic equation in detail and select the one that coincides with ©. This will complete the proof
of Theorem [6.4]

7 Existence, uniqueness and L*-bound

This section contains the proof of Theorem [6.1] Namely assuming,
e S satisfies A1-3.,

we show that the QVE has a unique solution, whose components m, are Stieltjes trans-
forms of z—dependent probability measures, supported on the interval [—2,2]. We also
show (cf. (6.9)) that m(z) € L* whenever z # 0. Existence and uniqueness for a more general
class of equations have already been proven in [43| using different methods. Nevertheless, we
have included an elementary proof of existence and uniqueness for completeness.

The strategy of the proof is to interpret as a fixed point equation for a contraction in
an appropriate metric space. For this purpose we use the standard hyperbolic metric dy on the
complex upper half plane H. This metric has the additional benefit of being invariant under
2 +— —z~1 which enables us to exchange the numerator and denominator on the left hand side
of the QVE. The hyperbolic metric has been used in this fashion already in [39].

We start by summarising a few basic properties of dy. These will be expressed through the
function

¢ —w]?

ERIEmE V¢ weH, (7.1)

D(¢w) =
which is related to the hyperbolic metric through the formula
D(¢,w) = 2(coshdy(¢,w) —1). (7.2)
LEMMA 7.1 (Properties of hyperbolic metric). The following three properties hold for D:
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1. Isometries: If ¢ : H — H, is a linear fractional transformation, of the form

b(e) = 2+0 {O‘ )

= , € SLy(R),
vC+ p Y M} 2(R)

then
D(4(¢),%(w)) = D(¢w).

2. Contraction: If (, w € H are shifted in the positive imaginary direction by X\ > 0 then

DA+ C,id+w) = (1+l>_1<1+4>_1p(g,w). (7.3)

Im ¢ Imw

3. Extremal values: Let K be a compact convex subset of H? and let ex K denote the set of
extreme points of K, i.e. all points in K, which cannot be written as a non-trivial convex
combination of other points in K. Then

sup{D(¢1, &) : (G, G) € K} = sup{D(¢1,¢) : (G, &) €ex K} (7.4)

Properties|l{and [2| follow immediately from (7.2)) and (7.1]). Property is proven in Appendix

COROLLARY 7.2. Suppose 0 # ¢ € AB* is a bounded linear functional on % which is non-
negative, i.e., ¢(u) > 0 for all u € B with u > 0. Let u,w € B, with imaginary parts bounded
away from zero, inf, Imu,, inf, Imw, > 0. Then

D(6(u), é(w)) < sup D(uy,w,) (7.5)
reX

PrOOF. By Property |l]in Lemma we may assume the normalisation ¢(1) = 1, because for
any A > 0 the map H > ( — A\( € H is an isometry of H. Now we use Property 3| with K the
closed convex hull of the points (u,,w,) € H? for z € X. Since (¢(u), ¢(w)) € K, and

exK C {(ug,w;): z€X}, (7.6)
the statement of the corollary follows from Property [3] of Lemma O

In order to show existence and uniqueness of the solution of the QVE for a given S, we see
that for any fixed z € H, a solution m = m(z) € A, of (6.7)) is a fixed point of the map

1
D(e;2): B — B, D (u; 2) = (7.7)
We can fix a constant 1y € (0, 1) such that z lies in the domain
Dy = {z€H: |z] <ng', Imz > no}. (7.8)
We will now see that ®(e;z) is a contraction on the subset
By, = € B ||ul <1 inf | >773 (7.9)
o = 3 U +.u@_n0,;r€1xmux_4 , :
equipped with the metric
d(u, w) = supdy(u,, w,), u,w € By, . (7.10)

zeX

On %, the metric d is equivalent to the metric induced by the uniform norm ([6.3)) of 4. Since
By, is closed in the uniform norm metric it is a complete metric space w.r.t. d.
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LEMMA 7.3. For any z € D, the function ®(e;z) maps %,, into itself and satisfies

1
iggD((@(u,z))x, (@(w,z))x) < T e ilelgD(ux,wx), u,w € By, , (7.11)

with D from (7.1)).

PROOF. First we show that %, is mapped to itself. For this let u € %, be arbitrary. We
start with the upper bound

1 1 1

D(u; < < < —
[®(u;2)] < Im(z+ Su) =~ Imz ~— o’

(7.12)

where in the second inequality we employed the non-negativity property of S and that Imu > 0.
Since ||S]|s—% = 1, we also find a lower bound,

1 "o
O(u;2)| > ——5— > —. 7.13
b)) > e > ) (713)
Now we use this as an input to establish the lower bound on the imaginary part,
Im(z + Su) ) m

We are left with showing the inequality in (7.11). For that we use the three properties of
D in Lemma . By Property , the function D is invariant under the isometries ( — —1/(
and ( — ¢ — Rez of H and therefore for any = € X we have

D((®(u;2)),, (®(w;2)).) = D(z+ (Su)e, 2+ (Sw),)

= D(ilmz + (Su),, ilmz + (Sw),) (7.15)

for all w,w € %,,. In case the non-negative functional S, € %*, defined through S,(u) :=
(Su),, vanishes identically, the expression in ([7.15) vanishes as well. Thus we may assume that
S; # 0. In view of Property [2| we can estimate

D(im= + (Su),. ilm= + (Sw),) < (1+ ImIEnTZ)x)l(l + MIEHT;%)ID((SU)% (Sw),).

Since we have the normalisation ||S||z-% = 1 and |ju||, < 1/n for v € %,,, as well as the
lower bound on the imaginary part, Imz > n for z € D,,, we conclude

D((@(u;z))m, (@(w;z))x> < (1+72)72 D((Su)., (Sw),) . (7.16)
Using Corollary [7.2] we find

D((Su),, (Sw),) < sup D(ug, w,). (7.17)

zeX

This finishes the proof of the lemma. O

Lemmashows that the sequence of iterates (u(™)>, with u("*V) := ®(u(); 2), is Cauchy
for any initial function u(¥ € B, and any z € D,,. Therefore, (u™),,en converges to the unique
fixed point m = m(z) € %, of ®(e;z). We have therefore shown existence and uniqueness of
for any given z € D, and thus, since 7y was arbitrary, even for all z € H.
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7.1 Stieltjes transform representation

In order to show that m, can be represented as a Stieltjes transform (cf. (6.8)), we will first
prove that m, is a holomorphic function on H. We can use the same argument as above on a
space of function which are also z dependent. Namely, we consider the complete metric space,
obtained by equipping the set

B,, = {u:D,, — %, : uis holomorphic} . (7.18)
of %,,-valued functions u on I, with the metric

dyo (u,10) = sup d(u(z),1(z)), uw € By, . (7.19)

zEDno

Here the holomorphicity of u means that the map z — (¢, u(2)) is holomorphic on D,, for any
element ¢ in the dual space of Z. Since the constant (1 + n2)~2 in (7.11]) only depends on 7y,
but not on z, we see that the function u — ®(u), defined by

(BW)(2) == d(u(z);2), VueB,, (7.20)

inherits the contraction property from ®(e;z). Thus the iterates u™ := ®"(u®) for any
initial function u® € B,, converge to the unique holomorphic function m : D,, — %,,,, which
satisfies m(z) = (®(m))(z) for all z € D,,,. Since 1y > 0 was arbitrary and by the uniqueness
of the solution on D,,, we see that there is a holomorphic function m : H — 2, which
satisfies m(z) = (®(m))(z) = ®(m(z); z), for all z € H. This function z — m(z) is the unique
holomorphic solution of the QVE.

Now we show the representation for m(z). We use that a holomorphic function ¢ : H —
H is a Stieltjes transform of a probability measure on the real line if and only if [in¢(in)+1| — 0

as 7 — oo (cf. Theorem 3.5 in [40], for example). In order to see that
Jim sup [inm.(in) +1] = 0, (7.21)
we write the QVE in the form:
2mg(z) +1 = my(2) (Sm(2))s -
Using the normalisation ||S||%—% = 1, we obtain
[2ma(2) +1] < [Im(2) Sm(2)lls < [[m(2)]% -

The right hand side is bounded by using Imm(z) > 0 and the fact that S preserves positivity:

m(z)] = — < ! <!
|z +Sm(z)] = Im(z+ Sm(z)) = Imz’

VzeH. (7.22)

Choosing z = in, we get |inm(in) + 1| < n~2, and hence holds true. This completes the
proof of the Stieltjes transform representation .

As the next step we show that the measures v,, z € X, in are supported on [—2,2].
We start by extending these measures to functions on the upper half plane.

DEFINITION 7.4 (Extended generating density). Let m be the solution of the QVE. Then we
define

v(2) == Immy(2), VeeX, zeH. (7.23)

However, denote by supp v := U, supp v.|r the union of the supports of the generating measures

on the real line.
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This extension is consistent with the generating measure v, appearing in (6.8)) since v,(z),
z € H, is obtained by regularising the generating measure with the Cauchy-density at the scale

n > 0. Indeed, ([7.23) is equivalent to

) 1 _/rm—w 1 1

To show that the supports of the measures v,(dw), for x € X, lie in [—2, 2], it suffices to
show that v, (7 +1in) converges locally uniformly to zero on the set of 7 € R that satisfy |7| > 2
as 1 — 0. For this purpose let us fix 7 € R with |7| > 2. As the first step we show

2
m(T+in)||l, < —,
iz +inl <
Using the trivial bound from on m and the normalisation ||S||%_% = 1, we see that for
n > |7|/2 the inequality is certainly fulfilled. Furthermore, the function z — ||m(2)|| , is
continuous on H, as can be seen from the representation of m as a Stieltjes transform. It
is therefore enough to show that, provided is satisfied for some fixed 79 > 0, then there is
an € > 0 such that the inequality still holds for all 7 in the e-ball around 7y, i.e. for |n—mng| < e.
In fact, since |7| > 2 and by continuity we find for any 7, for which holds an € > 0, such
that for all n > 0 with |n — 1| < & we still have

7 >2, n>0. (7.25)

lm(T +1in)]l 4 < g (7.26)

The QVE and ||S||%—% = 1 then imply that for these nn > 0 we also get

1 1
: < = —.
Tl =llm(r +inly, Il =Irl/2 7]

(7 +in)ll4 <

(7.27)

This shows the upper bound ([7.25)) for all > 0 with | — 79| < € and by continuity we can
extend it to all n > 0.
Now we use the imaginary part of the QVE,

—U(z) ——mL: mz v(z
e I () Imz + Sv(z). (7.28)

With ([7.25)) and the normalisation of S as an operator on 4, this leads to

Lt ot +in)ll,) (7.20)

lo(r +imll, < =

From this, using again that |7| > 2, we see that

4n

||U(T+”7)”% S 7_2 _47

Vir| >2,n>0. (7.30)

We conclude that as n — 0, the function 7 +— v, (7 +1in) converges locally uniformly to zero
on the set |7] > 2.

7.2 L?-bound and operator F

In this subsection we prove the upper bound on the L?-norm of the solution. The proof
of this L2-bound relies on the analysis of the following symmetric non-negative operator F(z),
generated by the solution m(z). The operator F(z) will play a central role in the upcoming
analysis.
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DEFINITION 7.5 (Operator F'). The operator F(z) : B — B for z € H, is defined by
F(z)w := |m(2)| S(|m(2)|w), weRB, (7.31)

where m(z) is the solution of the QVE at z.
We start the analysis by writing the QVE in the form

zm(z) = —1 —m(2)Sm(z). (7.32)

Taking the L?-norm on both sides yields

Izl < %(H Im(z) Sm(2)|l2) (7.33)

The function mSm in ([7.33) is bounded pointwise from above by the image of F'(z) on the
constant function z — 1. In the rest of this subsection we will show that F(z) is a bounded
operator, not just on %, but also on L? with the uniform operator norm bound,

IF(:) 2oz < 1, VzeH. (7.34)

The bound (6.9), i.e., [|m|2 < 2]z, then follows from |[mSmllz < |||m|S|m||l2 < ||F|li2-12
and (733).

To prove the remaining estimate (7.34) we first realise that S is a bounded operator on 1,
1 < g < oco. Indeed, for a fixed x € X the functional S, : Z — R, w — (Sw), is bounded and
non-negative in the sense that

Sy(w) >0, Yw>0.

We define a normalised version, P,, of the functional, S, through
(S1), Pp(w) = (Sw),, VweR. (7.35)

In case (S1), = 0 we simply chose P, to be an arbitrary bounded linear functional on % which
is non-negative and normalised, i.e., P,1 = 1. For example, we may choose the evaluation
functional at x. Using A3. we bound the normalising constants from above,

(51) < sup(S1)y = 151l < [|S]z-2 = 1.
Yy

Let us show that S is bounded on L?, with ||S||is—1« < 1. By a version of Jensen’s inequality
for bounded linear, non-negative and normalised functionals on % we find

[(Sw)a| = (S |Pe(w)|T < (S1)z Pe(fw]) < (S(Jw]?))e -
By the symmetry A1l. of S we obtain the operator norm bounds,
[Swlly = (1, [Sw]”) < (1, 5(wl")) = (5L, [w]’) < [[S1zllw]; < [[w]}.

For each z € H the operator F'(z) is also bounded on L9, as |m(z)| is trivially bounded by
(Im 2)~!. Furthermore, from the Stieltjes transform representation it follows that m,(2)
is also bounded away from zero uniformly in z,

Im

> — . .
Imm,(z) > R VeeX (7.36)
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The uniform bound ((7.34) follows by considering the imaginary part ((7.28) of the QVE.
Rewriting this equation in terms of F' = F(z) we get

v v
T = |m|lmz + F—. (7.37)
[m| m|
In order to avoid excess clutter we will suppressed the dependence on z in the equations, since z
can be considered a fixed parameter here. The trivial lower bound ([7.36|) on Imm(z) = v(z) and
the trivial upper bound |m(z)| < (Imz)~! imply that there is a scalar function e : H — (0, 1),

such that
v v o me]?
F— < (1—¢)—, ¢ := (Imz) inf €(0,1). (7.38)
|m| ml T Uy
We apply Lemma [7.6] below with the choices,
F I 2
T and = v s Im2)
1—¢ |m| 1+ |22

to conclude ||F||i2_12 < 1. This finishes the proof of Theorem [6.1]

LEMMA 7.6 (Subcontraction). Let T be a bounded symmetric operator on 1?* that preserves
non-negative functions, i.e., if u > 0 almost everywhere, then also Tu > 0 almost everywhere.

If there ewists an almost everywhere positive function h € L%, such that almost everywhere
Th S h, then ||T||L2—>L2 S 1.

The proof of Lemma [7.6] is postponed to Appendix

8 Properties of solution

In this section we prove various technical estimates for the solution m of the QVE and the
associated operator F' (cf. ([7.5))). For the stability analysis, we introduce the concept of the
(spectral) gap of an operator.

DEFINITION 8.1 (Spectral gap). Let T : 1?2 — L? be a compact self-adjoint operator. The
spectral gap Gap(T') is the difference between the two largest eigenvalues of |T|. If ||T||12—12 is
a degenerate eigenvalue of |T'| then Gap(T) = 0.

Note that with this definition Gap(7T") = Gap(|T'|). The following proposition collects the
most important estimates in the special case when the solution is uniformly bounded.

PROPOSITION 8.2 (Estimates when solution is bounded). Suppose S satisfies A1-5.. Addi-
tionally, assume that for some I C R, and ® < oo the uniform bound

i, < @,

applies. Then, considering (p, L, ||S||12—2, ®) as model parameters, the following estimates
apply for every z € H, with Rez € I:

(i) The solution m of the QVE satisfies the bounds

|ma(2)| ~ : VeeX. (8.1)

14+ |z2|
(ii) The imaginary part is comparable with its average, i.e.

v:(2) ~ (v(2)), VeeX. (8.2)
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(iii) The largest eigenvalue A\(z) of F(2) is single, and satisfies

Az) = [[F(2)[li2s1e ~ %MQ (8.3)
(iv) The operator F(z) has a uniform spectral gap, i.e.,
Gap(F(2)) ~ [[F(2)llr2-r2 (8.4)
(v) The unique eigenvector f(z) € B, satisfying
F)f(2) = A=) f(2),  fe(2) 20, and |[f(z)[la=1, (8.5)
18 comparable to 1, i.e.
fo(2) ~ 1, VreX. (8.6)

The proof of this proposition follows by combining the various auxiliary results presented

in the next subsection (cf. p. [44)).

8.1 Relations between components of m and F

In order to avoid excess clutter we will often suppress the symbol z from expressions whenever
z can be considered as a fixed parameter. Moreover, the standing assumption in this section,
unless explicitly stated otherwise, is that:

o S satisfies A1-5.

The comparison relations in this subsection hence depend on the model parameters p, L and
|51z 2. In particular, we do not assume that the solution is uniformly bounded here.

The smoothing condition A4. implies that for every z € X the linear functional S, : L2 —
R, w + (Sw), is bounded. Hence, the row-function y — S, is in L2. The family of functions
satisfies sup,||Sz|l2 = ||S]|12—%- The bound implies that S is a Hilbert-Schmidt operator.
The uniform primitivity A5. in turn implies that the integrated rows of S are bounded from
below. To see this, fix x and consider a constant function v = 1 in (6.10)):

p < [SHatan) < ([ Sant@n) (s[5 @) < 15 ol

t
Using [|S* Y 2-2 < [1S||5-1, = 1, we thus get
inf [|Safls = p ~ 1. (8.7)

The following lemma shows that ||m(z)||# can diverge only when either |z| or (v(z)) become
zero. Furthermore, if a component |m,(z)| with = € X, approaches zero while z stays bounded,
some another component |m,(z)| will always diverge at the same time.

LEMMA 8.3 (Constraints on solution). If S satisfies A1-5. then:

(i) The solution m of the QVE satisfies for every x € X and z € H:

mind el + o LS ()] S min : S (58)

2| Im(2)]|2 inf, |my (=) (u(z)) dist(z,[=2,2])
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(ii) The imaginary part, v.(z) is comparable to its average, such that for every r € X and
z € H with |z| < 4:

)‘2L

2
I~
8
O
RS
—_
+

ﬁ) Im(). (8.9)

inf |m,(z
v

For |z| > 4 the function v satisfies v,(2) ~ (v(2)).
These bounds simplify considerably when ||m||4 stays bounded (cf. Proposition 8.2 below).

PROOF. We start by proving the lower bound on |m|. This is done by establishing an upper
bound on 1/|m|. Using the QVE we find

1 . 1
o=l Sl < [a] 4 ISl S 12 +mm{ = Hmuga}.

For the last inequality, we used the fact that [|ml[; is less than or equal to both |m| 2 and
2|z|~!. Taking the reciprocal on both sides shows the lower bound.
Now we will prove the upper bound on |m/|. To this end, recall that

o (2) = l/va(dT)7

™ T —Z

where v, /7 is a probability measure. Since suppv C [—2, 2], we may bound the absolute value
of the denominator of the integrand from below by dist(z, [—2,2]), and find

< 1
= dist(z,[-2,2])

ma(2)]

For the derivation of the second upper bound we rely on the positivity of the imaginary
part of m:

1 1

™l = G om) S S

(8.10)

In order to continue we will now bound Sv from below. This is achieved by estimating v from
below by (v). Indeed, writing the imaginary part of the QVE, as

1
o lm = Imz+ Sv,
m|? m

and ignoring Im z > 0, yields
v > |m|*Sv > ¢*Sv, (8.11)
where we introduced the abbreviation
¢ = irxlf |m| .

Now we make use of the uniform primitivity A5. of S and of (8.11]). In this way we get the
lower bound on Sv,

Sv > ¢?S%w > ... > ¢*F 28t > ¢ p (v),
Plugging this back into (8.10|) finishes the proof of the upper bound on |m].
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We continue by showing the claim concerning v/(v). We start with the lower bound. We
use (8.11)) in an iterative fashion and employ assumption A5.,

v > ¢*Sv > ... > ¢* Sty > ¢ p (). (8.12)

This proves the lower bound v/{v) > ¢?~.
In order to derive upper bounds for the ratio v/(v), we first write

v = |m*(Imz + Sv) < ||[m||% (Im 2z + Sv). (8.13)

We will now bound Im z and Sv in terms of (v). We start with Im z. By dropping the term Sv
from (8.13), and estimating |m| > ¢, we get v > ¢? Im z, or by averaging:

(v)

In order to bound Sv, we apply S on both sides of (8.13)), and use the bound on Im z, to get

Sv < (% +S%> lm]|% . (8.15)

2

The expression involving S? is useful, as we may now estimate the kernel (5?),, uniformly:

(5%)ay < (Se:Sy) < [1Sall2llSyllz < supllSell3 = [SIE2ss ~ 1. (8.16)
In particular, S*v < [|S||7._, ,(v) ~ (v), and thus

1
So 5 (14 55 ) Il (o).

With this and (8.14)) plugged back into (8.13]) we find
< Ly’ 4
v S (145 ) Imllh (o)
Here we have also used that ||m||z 2 1 for |z| < 4. This fact follows directly from the QVE,

L= |m[|z+8m| < |[mllz (|2 + [Slz-zllmllz) = llmllez (2] + [Im]lz)-

The claim about v for |z| > 4 is easily seen from the fact that v,(z) is the harmonic extension
of the measure v,(d7) which is supported on [—2,2]. O

Since the solution, m(z) for z € H, of the QVE is bounded by the trivial bound (cf. (7.22)),
also the operator F(z) introduced in Definition is seen to be a Hilbert-Schmidt operator.
Consistent with the notation for S we write F}, (%) for the symmetric non-negative measurable
kernel representing this operator. The largest eigenvalue and the corresponding eigenvector of
F(z) will play a key role when we analyse the sensitivity of m(z) to z, or more generally, to
any perturbations of the QVE.

LEMMA 8.4 (Operator F'). Assume that S satisfies A1-5.. Then for every z € H the operator
F(2), defined in (7.31)), is a Hilbert-Schmidt integral operator on L?, with the integral kernel

Fry(2) = [ma(2)] Sy [my(2)] - (8.17)
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The norm \(z) := || F(2)||1212 is a single eigenvalue of F(z), and it satisfies:
Imz
a(z)
Here the positive eigenvector f : H — % is defined by , while o : H — (0, 00) is the size
of the projection of v/|m| onto the direction f:

a(z) = <f(z), |:1((ZZ))| > . (8.19)

PROOF. The existence and uniqueness of || F(2)||12_12 as a non-degenerate eigenvalue and f(z)
as the corresponding eigenvector satisfying follow from Lemma below by choosing
r = |m(z)|, using the trivial bound ||m(z)||z < n~' to argue (using (8.8)) that also r_ :=
inf,|m.| > 0.

In order to obtain we take the inner product of with f = f(z). Since F(z) is

symmetric, we find

IEE e = 1 -

(f(z)lm(z)]) <1, =ze€H. (8.18)

Jv fv
—) = I F — ). 2
() = by =+ Flles (o) (8.20)
Reorganising the terms yields the identity (8.18]). O

The following lemma demonstrates how the spectral gap, Gap(F(z)), the norm and the
associated eigenvector of F'(z) depend on the component wise estimates of |m,(z)|. Since we
will later need this result for a general positive function r : X — (0, 00) in the role of |m(z)| we
introduce the following bounds.

LEMMA 8.5 (Maximal eigenvalue of scaled S). Assume S satisfies A1-5. Consider an integral
operator F(r) : L? — L2, parametrised by r € B, and defined through the integral kernel

Z?xy(r) = 1 SuyTy reA. (8.21)
If there exist upper and lower bounds, 0 < r_ < r, < 0o, such that
ro <r,<r., Vr e X,
then F(r) is Hilbert-Schmidt, and 3\\(7’) = |F(r)|li2s12 is a single eigenvalue with upper and
lower bounds,
2 < Ar) < 2. (8.22)

Furthermore, F (r) has is a spectral gap,

Gap(ﬁ(r)) > 2L 7;:8 X(?")_LJr5 , (8.23)

and the unique eigenvector, f(r) € L2, satisfying

~

F(r)fr)=Xnf(r),  L0)=0, and |f0r)]2=1, (8.24)

1s comparable to its average in the following sense,

e < fi(r) < 8.25
<)\(7“)> TO(fr) T OA(r)? (5:29)

If F s interpreted as a bounded operator on A, then the following relationship between the
norm of the L?-resolvent and the B-resolvent holds:

n@%w«r%%@s%{1+ﬁmﬂm—oﬂm%ﬂ, ¢ ¢ Spec(F(r)) U {0} .
(8.26)
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Feeding (8.22)) into (8-25) yields ®~21( (F(r)) < f(r) S ®*f(r)), where ® =1, /r_. If L >4
then snmlarly Gap( ( )) 2 ®2E. For the proof of Lemma we need the following simple
result that is proven in the appendix. It can be found in this form or another in many text
books. In the context of graph theory it says that the adjacency matrix of a connected graph
has a spectral gap.

LEMMA 8.6 (Spectral gap for positive bounded operators). Let T be a symmetric Hilbert-
Schmidt integral operator on L*(X) with kernel Ty, = T,.. Assume that |T|li2o12 = 1 is a
non-degenerate eigenvalue, and that h is an eigenvector satisfying Th = h, ||h|2 = 1, and
hy > 0.

If there exist € > 0 and ® < oo, such that

Ty > €, and h, < &, (8.27)

for almost every x,y € X, then
€

Gap(T) = 2

PROOF OF LEMMA 8.5 Since S is compact, and r < 7 also F = ﬁ(r) is compact. The
operator F preserves the cone of non-negative functions v > 0. Hence by the Krein-Rutman
theorem A = | F||r2_12 is an eigenvalue, and there exists a non-negative normalised eigen-

function f € L*(X) corresponding to . The uniform primitivity assumption A4. and the
smoothing property A5. combine to

inf (S%),, > p.

z,yeX

Since r— > 0, it follows that the integral kernel of FrL is also strictly positive everywhere. In
particular, F' is irreducible, and thus the eigenfunction f is unique.
Now we derive the upper bound for A. Since ||w||, < ||w]||, for p < ¢, we obtain

N = 1B Eene = 1 E2 oz < I FPllios = max (F2)ay < 74015 e (8.28)

which implies A < 2. Here we have used (5?),, = (Sz,Sy) < ||Szl2]|Syll2, and sup,||S:|l2 =
|S]|r2—2 to estimate:

(F2)ay < 1(8)ay < rLIISIEss (8.29)
For the lower bound on )\ we use first (8.7) to get [[ m(dz)m(dy)Ss, ~ 1. Therefore
X = 1Pl > (LF1) =02 / 7(d) m(dy) Suy ~ 12 (5.30)

~ ~

Now we show the upper bound for the eigenvector. Applying (8.29), and (f) = ||f]1 <
11l = 1. vields o
Nfo = (F2f)e S ri(f) < i
This shows the upper bound on f, / <j/’\> and, in addition, f, < Ty //):2

~

In order estimate the ratios, ﬁc /(f) for z € X, from below, we consider the operator

~

T = (%)L. (8.31)
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Using inf, ,(S%)., > p, we get

2L

2\L
i sy > (=
Ty > = (59 2 (5)

Hence, we find a lower bound on f through

-~ -~ 7“3 L
=@z (5) (). (8:32)
In order to prove (8.23)), we apply Lemma to the operator T', to get
: 2
ap(T) > lﬂfz,y Tmy > ( /)‘) _ TELTJS/):—(L—@.

712~ et /)2
This implies, using (1 —0)” <1 — 70 for 0,7 € (0,1), and L ~ 1,

GaI/)X(F) —1-(1- Gap(T))l/L > Galz(T) N TELTJSX—(L—@'

Finally, we show the bound (| . Here the smoothmg condition A4. on S is crucial. Let
d,w € B satisfy (F — ()" w = d For ¢ ¢ Spec(F) U {0}, we have

ldllz < II(F = ¢) ez lwlla < I(F =) Hlremiz w2 - (8.33)

Now, using ||S]|22 < 1, we bound the uniform norm of d from above by the corresponding
L2-norm:

(Cllldllz = [Fd—wl < [Fllessldlz + lwlls < rISIessldlz + wlz.

The estimate ([8.26)) now follows by using the operator norm on L? for the resolvent, i.e., the
inequality (8.33)), to estimate ||d||2 by ||w]| - O

PROOF OF PROPOSITION [8.2 All the claims follow by combining Lemma 8.3 Lemma [8.4 and
Lemma [8.5] Indeed, let z € I +1(0,00), so that ||m(z)||s < 1. Then from (8.8) we see that

min{|z| 7,1} < |m,(2)] < min{1,dist(z )}

which is equivalent to the bound (i). Similarly, (8.9)) yields the claim (ii).

For the claims concerning the operator F'(z) we use the formula (8.17)) to identify F(z)
F(Im(2)|), where F(r) for 0 < r € 4, is the operator from Lemma Now the parts (iii-v
follow from Lemma [8.5| by setting ry := ||m(2)]|z S 1 and r_ := inf,|m(z)| 2 1.

o=

8.2 Stability and operator B

The next lemma introduces the operator B that plays a central role in the stability analysis of
the QVE. At the end of this subsection (Lemma [8.10) we present the first stability result for
the QVE which is effective when both m is uniformly bounded and B~! is bounded as operator
on A.

LEMMA 8.7 (Perturbations). Suppose g,d € % satisfy the perturbed QVE,
1
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at some fized z € H, and suppose m = m(z) solves the unperturbed QVE. Then the scaled
difference

u = g——m(z)’ (8.35)
[m(2)|
satisfies the equation
Bu = e “uFu + |m|d + |m|e“ud, (8.36)

where the operator B = B(z), and the angle-function a = a(z) € B, with a,(z) € [0,27), are
defined by:

Bi=c¢2_F  ad o= - (8.37)
ml
PROOF. Multiplying on both sides of
- 1 -1
I=M T T~ S(g—m)+d, (8.38)

mg g m
with mg, and writing everything in terms of u, F', €'®, and |m|, yields
Imlu = m(m + ulm|)S(jm|u) + m(m + |m|u)d
= |m2e' Fu + |m|e'u Fu + |m|*e®*d + |m/|*e"d .

Moving the second term in the last line to the other side, dividing by e!2?|m| on both sides,
and using the definition of B to write e 2%y — Fu = Bu, yields (8.36]). O

Lemma show that the inverse of the non-selfadjoint operator B(z) plays an important
role in the stability of the QVE against perturbations. In the next lemma we estimate the size
of this operator in terms of the solution of the QVE at z.

LEMMA 8.8 (Bounds on B™!). Let S satisfy A1-5. and suppose z € H satisfies € < |z| < 4 for

some € > 0. Then

1B(2) Hleesre S (0(2))72, and  ||B(2) Hlgmz S (v(2)), (8.39)

~

where the comparison relations depend on € in addition to the usual model parameters ||S||L2— %, p
and L.
If there exist ® < 0o and T € [—4, 4] such that ||ml|,, = sup,ol[m(T +1in)||z < ©, then

1B(2) g S 1+ 11B(2) " lzsre (8.40)
< (Jo(2)] + (w(2)) Hu(2)) ™! VzeH, st. Rez=17. (8.41)

Here the function o : H — R, is defined by
o(z) == (f(2)’signRem(2)) . (8.42)

The bound ® is considered a model parameter of the comparison relations in (8.40) and (8.41)).

We will see below that (8.41)) is sharp in terms of powers of (v). On the other hand, the
exponents in (8.39) may be improved. For the proof of Lemma we need the following
auxiliary result which is proven in the appendix.
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LEMMA 8.9 (Norm of B~!-type operators on 1?). Let T be a compact self-adjoint and U a
unitary operator on L*(X). Suppose that Gap(T) > 0, ||T |12z < 1 and that for the normal-
ized eigenvector h, corresponding to the non-degenerate eigenvalue ||T |21z of T, is not left
wnwvariant by U. Then

20

Uu-1)" < '
IO =T) ez < o e S T = T ons (O]

(8.43)

PROOF OF LEMMA [8.8 We will prove both the general case, when ||m(z)]|% is not known to
be bounded, and the case where ||m(z)|z < ®, partly in parallel. Depending on the case, z is
always assumed to lie inside the appropriate domain, i.e., |z| € [e,4], in the former case, and
Re z € I in the latter. Besides this, we consider z to be fixed. Correspondingly, the comparison
relations in this proof depend on either (p, L, ||S||12—%, ) or (p, L, ||S]|2—%, ). We will also
drop the explicit z-arguments in order to make the following formulas more transparent. In
both cases the lower bound |m,(z)| 2 1 follows from (8.8)).

We start the analysis by noting that it suffices to consider only the norm of B~! on L2
since

1B g2 <

~Y

L+ [[ml %] B~ | - (8.44)

In order to see this, we use the smoothing property A4. of S as in the proof of before. In
fact, besides replacing the complex number ¢ with the function e?%, the proof of carries
over without further changes.

By the general property of F we know that ||F|i212 < 1. Furthermore, it is
immanent from the definition of F' and that ||F||2512 2 inf, [m,|*> 2 1 in both of the
considered cases. This shows that the hypotheses of Lemma are met, and hence

1B 212 S Gap(F) ™' |1 — ||F|[r2o0 <612“f2>|_17 (8.45)
where we have also used || F||z_12 ~ 1. Now, by basic trigonometry,

(e f?) = ((1—2sin*a)f?) + i2(f*sina cosa).
and therefore, using |a + 18| 2 |a| + 5], a, 5 € R, we get

|1 = [|Fllaore (e F2)]
2 ’ 1= ||Fllzsrz 4 2| F|lr2mre ( f? sin® a>‘ + || Fl2—r2 ‘<f2 sina cos a>} (8.46)
21— ||F|liemre + || fsinal)3 + ‘<f2 sin a cosa>‘ .

Here, we have again used 1 < || F||r212 < 1. Substituting this back into (8.45)) yields

1B Hremre < Gap(F)™ (1 — || F|lt2sr2 + || fsinal|3 + [(f*sina cosa>|> : (8.47)

CASE 1 (m with L2-bound): In this case we drop the (f?sina cosa) term and estimate

| L U
Ifsinallz > [|fll: infsina, = inf 7 2 (v)?, (8.48)

where the bounds [|m||z < e (W)™ ~ (v)7! and v = €%(v) ~ (v) from Lemma were
used in the last inequality. Plugging (8.48]) back into (8.47), and using (8.23) to estimate
Gap(F) = Gap(F(|m|)) 2 %||m||; = (v)® yields the desired bound:

1B 2oz S Gap(F)™' || fsinall;? S (o)™ o)™ ~ (0)7". (8.49)

~Y
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The operator norm bound on £ follows by combining this estimate with (8.44]), and then using
(8.8) to estimate ||m||z < e 22 (v) 7L ~ (v) L.

CASE 2 (m uniformly bounded): Now we assume ||m|z < ® ~ 1, and thus all the bounds
of Proposition 8.2 are at our disposal. This will allow us to extract useful information from

the term |(f?sina cosa)| in that was neglected in the derivation of (8.49). Clearly,
|(f?sina cosa)| can have an important effect to only when the term || f sina|| becomes
small. Moreover, using |m,| ~ 1 we see that this is equivalent to sina, = v,/|m.| ~ (v) being
small. Since also (v) 2 Imz, for |z| < 1, the imaginary part of z will also be small in the
relevant regime.

Writing the imaginary part of the QVE in terms sina = v/|m|, we get

sina =|m|Imz + Fsina. (8.50)

Since we are interested in a regime where Im z is small, this implies, recalling F'f = f, that
sin a will then almost lie in the span of f. To make this explicit, we decompose

sina=af+ (Imz)t, with o = (f,sina), (8.51)

for some t € 2 satisfying (f,t) = 0. Let Q® denote the orthogonal projection Q@w :=
w — (f,w) f. Solving for ¢ in (8.50)) yields:

t = (Im2)'QWsinag = (1 - F)7'\QW|m)|. (8.52)
Proposition implies Gap(F') ~ 1. Therefore we have
Q91— F) Qs < Gap(F)™ ~ 1.
In fact, since f, ~ 1, a formula analogous to applies, and thus we find
1RV - F)7' QW 5m2 S 1.
Applying this in yields ||t]|z < 1, and therefore
sina = af + Og(Imz). (8.53)

Here, the notation O4(p) for some positive function ¢ means that the expression is bounded
by ¢, up to a constant C' ~ 1, after taking the supremum norm. Moreover, since we will later
use the smallness of (v) ~ sina, ~ «, we may expand

cosa = (signcosa) V1 —sin?a = signRem + Oz(a?). (8.54)
Combining this with (8.53)) yields

(f*sinacosa) = (f?(af + Oz(Imz))(signRem + Oz(a?)))

8.55
=oa+ O((v)’+Imz), (8.55)
where we have again used o ~ (v), and used the definition, o = (f3 sign(Rem)), from the
statement of the lemma.

For the term 1 — ||F||r2_,12 in the denominator of the r.h.s. of the main estimate (8.47)) we
make use of the explicit formula (8.18)) for the spectral radius of F,

Imz

1= |Fllzore = —= (fm]). (8.56)

«

47



By Proposition we have f, ~ 1, |m,| ~ 1 and Gap(F') ~ 1. Using this knowledge in
combination with (8.55)), (8.56) and o ~ (v) we estimate the r.h.s. of (8.47) further:

1B oo < w) |
(V)P + (flml) Imz + [(v)2 + O({v)! + (v) Im2)|

(8.57)

Let us now see how from this and the claim follows: We have nothing to prove on
the domain of z where (v) 2 |o| is satisfied, because then the (v)-term is enough for the final
result. We may therefore assume that (v) < c|o| for an arbitrarily small constant ¢. We are
also done if Imz 2> |o|(v)? since then we may use the second summand on the r.h.s. of
to get the |o|(v)-term we need for (8.41). In particular, we can assume that the error term
in is O(|o|(v)?). But by choosing ¢ small enough this term is smaller than the leading

term |o|(v)? and we get (8.41]). O

We can now show that the perturbed QVE (8.34)) is stable as long as v and |m|/4 are
bounded away from zero and infinity.

LEMMA 8.10 (Stability when m and B~ bounded). Suppose g,d € B satisfy the perturbed
QVE (8.34), with inf,|g,| > 0, at some point z € H. Assume

Im(z)lz < @, and  [|B(2) " gom < ¥, (8.58)

for some constants ®, W > 1. Then there exists a linear operator J(z) acting on A, and
depending only on S, with ||J(2) |21z + |J(2)|s—2 S 1, such that if

1
g-—my < —— 8.59
lo=m(ls < 55— (8.59)
then the correction g — m(z) satisfies
lg —m(2)||lz < 20d?|d(2)|» (8.60a)
[{w, g —m(2))] S V2||w|s|ld]% + ¥E*[(J(2)w,d)], (8.60b)

for any w € AB. Here the comparison relations depends on the model parameters L, p and
15|22

PROOF. Expressing in terms of h = |m|u, and re-arranging we obtain
h = |m|B~"[e7“hSh + (|m|+ e7*h)d]. (8.61)
Taking the Z-norm of (8.61), and using, ||h Sh|lz < ||S||z-2|hl|% = ||h||%, we obtain
hllz < @U([|a]lz + ldllz) |kl + T 2*|d|s .

Under the hypothesis (8.59)) the first term is less than (1/2)]|h||%, and hence absorbing it into
the left hand side, we get ||h||z < 2U®?||d||5. Here we used 1 = [|S]| -2 < ||S]||L2—s%. This

proves (8.60al).

In order to prove ([8.60b)) we apply the linear functional u — (w,u) on (8.61)), and obtain
(w,h) = {(w,hSh) + (w,hd) + VO*{Jw,d), (8.62)

where we have identified the operator J in the statement of the lemma along with an auxiliary
function,

w = e (B~ (Jm|w) and J = (VO Hm| (B 1)*(Im| o).
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Clearly, B* is like B except the angle function a is replaced by —a in the definition .
Hence, it follows that ||@|z < ||m||z ||B~ 2oz ||w|lz < ¥®||w]2. Using we see similarly
that [|J||212 < 1. Moreover, implies, [|hShll2 < ||S|leszllhl?y < U204|d||%, and
|hd|l2 S ®2U||d||%. Thus using Cauchy-Schwarz on the first two terms on the right hand side

of (8.62)) yields:
(@, hSh)| < |@llol|hShllz S (YD [lwll2)(PP|d]|)* ~ T °||w|la]|d]|%

<
(@, hd)| < ||@l2l|hdllz S (TP[lwll2)(TR|d]|%) ~ T**||wl|a]|d||Z -
Plugging these back into (8.62)) yields (8.60D]) with some extra term W2®*||w||5||d||%, which can
be ignored as ® and W are constants larger than 1. O
9 Uniform bounds
Under the assumptions A1-5. the solution m is in L2. Our main results, such as Theorem ,

however, rely on the assumption that the solution m of the QVE is uniformly bounded in =,
i.e., that there exists ® < 0o, depending only some model parameters, such that

Il < @ (9.1)

In this section we show that the following extra conditions on .S imply (9.1)).

B1. No outlier rows: There exist constants 0 < v < ¢ < 0o, such that

. 7(dy) 1
f > — 9.2
é‘éx/f<v+||sx—sy||2>2 = 92 6.2

B2. Quantitative block fully indecomposability: There exist two constants ¢ > 0, K € N, a

fully indecomposable matrix Z = (Z,-j)fszl, with Z;; € {0,1}, and a measurable partition

T :={IL;}}<, of X, such that for every 1 <4, j < K the following holds:

and Sy > ¢Zij, whenever (x,y) € I; X ;. (9.3)

The condition B1. is a quantitative version of (6.22]). Similarly, the condition B2. amounts
to a quantitative way of requiring S to be a block fully indecomposable operator (cf. Definition
6.7). The main result of this section is the following quantitative version of Theorem [6.8|

THEOREM 9.1 (Quantitative uniform bounds). The solution m of the QVE (6.5)) is uniformly
bounded under the following set of assumptions:

(i) Away from zero: If S satisfies A1-5. and B1. then

¥
s < Y2 v eH 2oV 9.4)

(ii) Neighbourhoods of zero: Assume that S satisfies A1-4. and B2. Then there exist
constants § > 0 and ® < oo, both depending only on the parameters v, K from B2., s.t.

Il s 5 < @ (9.5)
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REMARK 9.2 (Positive diagonal). T heorem implies that for any S with a positive diagonal,
i.€., with

Sy >e - 1|z —y| <O}, (9.6)

for some £,6 > 0 the solution of the corresponding QVE is bounded in a neighbourhood of z = 0,
because such an S satisfies B2.

In Subsections [I4.2] and [I4.4) we have collected simple examples that demonstrates how the
solution can become unbounded without the conditions B1. and B2., respectively. Note that
in (ii) we do not need to assume A5. This follows from (iii) of the following proposition and

the estimate ((9.17)) below.

PROPOSITION 9.3. If T = (T};)K,_, is a symmetric FID matriz then

(i) If P is a permutation matriz then PT and TP are FID.

(ii) There exists a permutation matriz P such that (TP); > 0 for everyi=1,... K.
(iit) (TH"1)i; > 0 for every 1 <4,j < K.

These properties are well known [§].

9.1 Uniform bound away from zero

In order to quantify the non-conformity of rows of S we introduce the family of strictly increasing
auxiliary functions T, : [0, 00] — [0, oo], parametrized by = € X, by setting:

m(dy)
(1) = / : (9.7)
2 (T +[[Sy — Sill2)?
Recall that a generalised inverse of a non-decreasing function p : R — R on R := [—o0, 0], is

a non-decreasing function p~! : R — R, defined by
pt) s=inf{r € R: p(r) > A}, (9.8)

where the infimum may be infinite. The next lemma shows that a component m, of m may
diverge only if the z-th row of S is sufficiently far away from the other rows in L2-sense.

LEMMA 9.4 (Similarity in rows implies boundedness). Let z € H, and assume ||m(z)|z < ®
for some constant ® < oco. Then

[l (!
m() < i) sz, 9.9)
PROOF. Since ||m|2 < @, we have
1|2 1 2 T, (Plmy|)
P2 > ’— d >/< @S—Sz) _ 2= \ZIMal) 9.10
> ] = [ (ool - s s (9a0)

which is equivalent to . In order to get the second inequality in ((9.10) we used the fact
that m solves the QVE, and the Cauchy-Schwarz inequality:

1 1 1 1 1 1
‘_ S e ) ‘—+<Sx—5y,m>‘ < ‘— + 1Sy — Szll2llm]|2 -
my My My My My My
Since ||m|]2 < ® the second inequality of (9.10)) follows. O
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In order to prove (i) of Theorem we first express the hypothesis B1, i.e., (9.2)), in terms
of the generalised inverse of I,:

1 1
susz’l(—) < -—. 9.11
zeX V2 Y ( )
On the other hand, expressing the general L2-bound in terms of the parameter 1, we

obtain
2

o< B when [2] > 292,

lm(2)
Thus using ® := 9~1/2 as the L?-bound in , and then combining with (9.11)) yields

1 /1 1 92
ma(2)] < Wrxl(@) << when |o > 291/2,

Since this estimate holds for every x, the uniform bound follows.

If the sets [0, 6] and R\[—29~1/2, 20971/2], with §,7 > 0 from Theorem , overlap, then we
have a uniform bound everywhere. This is the content of the following corollary. In particular,
it proves Theorem [6.8], the qualitative version of Theorem [9.1]

COROLLARY 9.5 (Quantitative uniform bound everywhere). Assume A1-5. and that there
exist constants 0, P ~ 1 such that (9.5)) holds. If additionally,
lim [,(7) > 6% Vo e X,

T—00

then the solution of the QV E is everywhere uniformly bounded:

Imll, < max{cp, 5supr;1(5—4)}.

Consider now the special case (X, 7(dz)) = ([0,1],dz). Since |y —z|™! is not integrable over
y € [0,1] for any z € [0, 1] we see that 1/2-Holder regular rows (for definition, see ((6.23))) yield
uniformly bounded solutions m(z) away from z = 0. An easy computation yields the following
quantitative estimate.

REMARK 9.6 (Piecewise 1/2-Holder continuous rows). Suppose the rows of x — S, € L* are
1/2-Holder continuous in the sense that (6.23)) applies for some partition {I}. Then for any
0 >0,

§exp(2C7571)

lm||r\j-55) < , :
01\/ HllIlk|Ik|

where the constant Cy s from ([6.23)).

9.2 Uniform bound around zero

It is clear from Lemma and (9.4)) that Rez = 0 is a special point for the QVE. Note that
the real and imaginary parts of the solution m of QVE are odd and even functions of Re z with
fixed Im z, respectively, i.e.,

m(—%z) = —m(z), VzeH. (9.12)

In particular, Rem(in) = 0 for n > 0, and therefore the QVE becomes an equation for v = Imm
alone,

o) =n + Sv(in), Vn>0. (9.13)
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It is therefore not surprising that there is a connection between the regularity of S at £ = 0
and the question of whether S is scaleable. By this we mean that there exists a positive
measurable function h on X, such that

he(Sh), =1, VzeX. (9.14)

It has been shown in Corollary 3.10 (p.276) of [13] that has a unique bounded solution
if S is block fully indecomposable. Here we will show additionally that |||l ~ 1 where the
comparison relation is defined w.r.t. the model parameters (||.S||r 2%, ¢, K).

In order to prove (ii) of Theorem[9.1] we use the fact that the solution of the QVE at Rez = 0
is a minimiser of a functional on positive integrable functions LY, where

U ={well: w, >0, for mae z€X}, p € [l,00]. (9.15)

LEMMA 9.7 (Characterisation as minimiser). Suppose S satisfies A1-3. and n > 0. Then the
imaginary part v(in) = Imm(in) of the solution of the QVE is m-almost everywhere on X equal
to the unique minimiser of the functional J, : LI — R,

Jy(w) = (w, Sw) — 2(logw) + 2n(w), (9.16)

1.e.,
Jy(o(in)) = inf Jy(w).
wel}

The proof of the lemma is given in to Appendix [B.4]

PROOF OF (11) OF THEOREM [9.1] Since Z is a K-dimensional fully indecomposable matrix it
follows that min,-’j(ZK ~1);; > 1. This implies that S is uniformly primitive,

K
(S5 ey = "> (2" )y e e Ly € L} (9.17)

ij=1

Showing the uniform bound on m is somewhat involved and hence we split the proof
into two parts. First we consider the case Rez = 0 and show that the solution of QVE,
m(in) = iv(in), is uniformly bounded. Afterwards we use a perturbative argument, which
allows us to extend the uniform bound on m to a neighbourhood of the imaginary axis.

Because of the trivial bound v(in) < ||m(in)||lz < n~', we restrict ourselves to the case
n<1

STEP 1 (UNIFORM BOUND AT Rez =0): Here we will show the uniform bound
sup [|v(in)[lz < 1. (9.18)
n>0

As a first step we show that it suffices to establish a bound on the average of v only,

lo(in)llz < (vlin)), — Vne(0,1). (9.19)
To see (9.18) we recall (8.7) and use Jensen’s inequality (cf. representation (7.35))) to get
1 / Sy
< [ mdy) —.
fx 7(dy) Say vy x Uy

This is used for v = v(in) together with the QVE on the imaginary axis (cf. (9.13)) in the
chain of inequalities,

1 1 1
— < < Z) = + <n+4+ S <n+ : .
v 150 S SvNS<v> S(n+ Sv) < n+S% < n+(v) (9.20)
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In the last inequality we used the uniform upper bound ([8.16) on the integral kernel of S2.
This establishes (9.19)).

In order to bound (v) we argue as follows: First we note that

(v) < miax (v); | (9.21)

=1

where (v); is the average of v over the i-th part of the partition from B2., i.e.,
(w); = K/W(da:)wm, Vi=1,...,K, (9.22)
I;

where we have used 7(I;) = K. Let us also introduce a discretised version J : (0,00)% — R
of the functional J, by

K K
j(w) = % Z w; Zijwi — QZlog w; w = (0, € (0,00)%, (9.23)
i=1

ij=1
where the matrix Z and the model parameter ¢ > 0 are from B2. The discretised functional
is smaller than J,, in the following sense:

T((w), ..., (wg) S Jy(w), YweB, w>0. (9.24)

~Y

To see this we use B2. to estimate S,, > ¢Z;;, (z,y) € I; x I;, for the quadratic term in the
definition (9.16) of J,. Moreover, we use Jensen’s inequality to move the local average inside
the logarithm. In other words, (9.24]) follows, since

Ty(w) 2 @ 37 I (w)iZy n(L)w); — 2 Y (1) (log w);

= EJ((UJM,---’(U))K)?

for an arbitrary w € LL. Since K € N is considered as a model parameter in the statement (ii)

of Theorem the estimate ((9.24)) follows.
Now, by Lemma [9.7] the solution v = v(in) of the QVE at z = in is the (unique) minimiser

of the functional J; : L} — R. In particular, it yields a smaller value of the functional than
the constants function, and thus

Jp(v) < Jy(1) = 1429 < 3.
Combining this with (9.24), where we choose w := v(in), we see that

T((@)1,. 0, (V) < 3K ~ 1. (9.26)
Now we apply the following lemma which is proven in Appendix

LEMMA 9.8 (Uniform bound on discrete minimiser). Assume w := (w;)E, € (0,00)% satisfies

J(w) < U,
for some U < oo, where J : (0,00)% — R is defined in (9.23]). Then there is a constant ® < oo
depending only on (¥, ¢, K), such that

rif_éf wy < P (9.27)
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From (9.26)) we see that we can apply Lemma[9.8]to the discretised vector v := ((v)1,..., (v)x)

with U := 3K ~ 1, and obtain,
mi%x (v); S 1.

Plugging this into (9.21)) and the resulting inequality for (v) into (9.19) yields the chain of
bounds, [|v||z < (v) < maxg(v)r < 1. This completes the proof of (9.18)

STEP 2 (EXTENSION TO A NEIGHBOURHOOD): It remains to show that there exists 6 ~ 1,
such that

|lm(t +in) —m(in)|l, S |Rez|, when |7 <. (9.28)

Here & := sup, ||m(in)||# < oo is considered as a model parameter. In particular, the bound
on |m(in)| = v(in) implies v(in) ~ 1. By of Lemmal[8.§ we find || B(in) || z-2 S 1.
The bound follows now from Lemma by choosing z = in and d, = 7. Indeed, the
lemma states that with the abbreviation

h(t) := m(7t +1in) —iv(in),

the following holds true. If ||h(7)||# < c¢o for sufficiently small constant ¢y ~ 1, then actu-
ally ||h(7)]|z < Ci|7| for some large constant C; depending only on ® and the other model
parameters.

The Stieltjes transform representation implies that h(7) is a continuous function in 7.
As h(0) = 0, by definition, the bound ||A(7)|z < Ci|7| applies as long as C|7| < ¢y remains
true. With the choice § := ¢o/C we finish the proof of (9.5)). O

10 Regularity in variable z

We will now estimate the complex derivative d,m on the upper half plane H. When ||m/||z < oo
these bounds turn out to be uniform in z. This makes it possible to extend the domain of the
map z — m(z) to the closure H = HUR of the complex upper half-plane H. Additionally, we
prove that the solution and its generating density are 1/3-Holder continuous (Proposition,
and analytic (Lemma away from the special points 7 € supp v where v(7) = 0. Combining
these two results we prove Theorem [6.2] at the end of this section. Even if the uniform bound,
|||z < oo, is not available we still obtain weaker regularity for the X-averaged solution (m).

At the technical level, we will consider the QVE at z = z5 as a perturbation of the QVE at
z = z1, with |23 — 21| small. The idea is the same as in step 2 of the proof of (ii) from Theorem
9.1, where we extended the uniform bound of m from Re z = 0 to a finite neighbourhood of the
imaginary axis.

PROPOSITION 10.1 (Extension to real line and continuity). Assume A1-5. Then the average
of the solution m of the QVE is uniformly Hoélder-continuous away from zero, i.e., for any
e > 0 it satisfies,

[(m(21)) = (m(z2))| < Cilar = 2|,z €H, e <zl |2 <4, (10.1)

where the constant Cy depends on ¢ in addition to the model parameters (p, L, ||S]|12—2)-
If, additionally, ||m||, < ® < oo, on some interval I := [r_, 7] C R, then for any e > 0,

Im(z1) —m(z2)|lz < Colzr — 20|, || <4, Rezp €[ + 6,74 —€], k=1,2, (10.2)
where the constant Cy depends on (p, L, ||S||12— %, €, P).
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When m is known to be uniformly bounded everywhere, i.e., ||m||z < oo, we will automat-
ically consider m, and all the related quantities as being defined on the extended upper half
plane H := HUR. In the case of uniformly bounded solution of the QVE the proof of the
proposition below shows the following.

COROLLARY 10.2 (Bound on derivative). In Proposition the bound (10.2)) generalises to
(Jo[(Imm) + (Imm)*)||0.m| s < C3, on {z€H:|z| <4, -+ <Rez<7 —¢},
where C3 depends on (p, L, ||S||12— %, €, P).

The proof of Proposition [10.1] also yields an analogous regularity of the mean generating
measure.

COROLLARY 10.3 (Regularity of mean generating density). Assume A1-5. Then the mean
generating measure v(dr) = (v(dr)) satisfies

v(dr) = v(r)dr + v({0})do(d7).

The Lebesgue-absolutely continuous part v(t) is symmetric in T, and locally Hélder-continuous
on R\{0}. More precisely, for every e > 0

0(2) — U(r)| S Cslme—mV™,  Vr,mele,00)), (10.3)
where C3 depends on € in addition to the parameters in A1-5.

PROOF OF PROPOSITION [I0.1l The solution m is a holomorphic function from H to £ by
Theorem . Hence, taking the derivative with respect to z on both sides of (6.5] yields

(1 —m(2)29)0.m(z) = m(z)?, VzeH.
Expressing this in terms of B = B(z), and suppressing the explicit z-dependence, we obtain
i20,v = d,m = |m| B~ Y(|m]). (10.4)

Here we have also used the general property 0,¢ = i20,(Im ¢), valid for all analytic function
¢:CDOD — C, to replace m by v = Imm.

CASE 1 (no uniform bound on m): Suppose z € H satisfies £/3 < |z| < 4, for some ¢ > 0.
Taking the average of ((10.4)) yields

2i0.(v) = (|m|, B~"|m|).
Cauchy-Schwarz gives,

0:()] < 27HImll2 |B lzmsizmll2 S ()72, e/3< |2 < 4. (10.5)

~Y

In order to obtain the last bound we have used and (8.39) to estimate ||m(2)]]s < 2]z|7! <
et ~ 1, and ||B(2) Y2z S (v(2)) 72, for |2| 2 € ~ 1, respectively. The estimate (10.5)
implies that z — (v(2)) is uniformly Hoélder-continuous with Hélder-exponent 1/13, and that
its continuous extension to z = 7 € R, with /3 < || < 4, is a Lebesgue-density of v, which
has the same modulus of continuity.

It remains to extend this regularity from the mean generating density v to its Stieltjes
transform (m). To this end, we split v, into two non-negative measures, v = vy + 15, where

v1(d7) = ¢(7)v(dr), with

1 if |7| > 2¢/3;
o(1) == ¢ (3/e)|T| =1 ife/3 < |7] < 2¢/3;
0 if |7] < ¢e/3.
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Then 14 has a Lebegue-density v; and is supported in [—2, 2], since suppv C [—2,2] by Theo-
rem Furthermore,
’51(7'1)—;1(7'2” 5 |T1—7'2|1/13, v7-177—2€R. (106)

For vy we know that 15(R) < 1 and supp v, C [—2¢/3,2¢/3]. The Stieltjes transform

@) = 7 [ 25

T T —2"

is a sum of the Stieltjes transforms of 1y and 5. The Stieltjes transform of 14 is Holder-
continuous with Holder-exponent 1/13 since this regularity is preserved under the transforma-
tion. For the convenience of the reader, we state this simple fact as Lemma[B.2]in the appendix
and provide a proof as well. On the other hand, the Stieltjes transform of v, satisfies

5 / vo(dr)
T2
and hence (|10.1]) follows.

CASE 2 (solution uniformly bounded): Now we make the extra assumption [|m]|, < & ~ 1,
I:=[r_, 7] CR. Taking the Z-norm of (|10.4]) immediately yields

9

S—QSI, when ¢ < |z] < 4,
5

|0:v2(2)] < M) S1B(2) oz S (0(2)7% ~ va(2)7*. (10.7)

~Y

Here we used (8-41)) to estimate the norm of B~!, and (ii) of Proposition[8.2]to argue that v(z) ~
(v(z)). We see that z — v,(z) is uniformly 1/3-Hélder continuous on I + i(0,00). Repeating
the localisation argument used to extend the regularity of v = (v) to the corresponding Stieltjes

transform yields ((10.2)). O
PROOF OF COROLLARY [10.2] Using all the terms of (8.41]) for the second bound of ([10.7]) and
recalling |0,m| ~ |0,v| yields the derivative bound of the corollary. O

Apart from a set of special points the generating measure v has an analytic density on the
real line.

LEMMA 10.4 (Real analyticity of generating density). Assume A1-5. Suppose 7 € R\{0}
satisfies either (v(1)) > 0 or dist(7,suppv) > 0. Then the generating density v is real analytic
around 7. If additionally, ||m||y, < oo then the condition T # 0 can be dropped.

In the following proof we interpret m as a solution of an ODE defined on a subset of
the complex Banach space C x 4. The analycity follows by a straightforward adaptation of
standard techniques (cf. Chapter 4 of [61]) to our Banach-space setting.

PROOF OF LEMMA [10.4] From the Stieltjes transform representation we see that m(z)
can be extended to an analytic function on C\supp v. Thus it remains to show that m is analytic
on the set {7 € R\ {0} : (v(7)) > 0}. To this end we fix 7, with (v(7)) > 0, and consider the
ODE,

O.w = (1 —w?S) 'w?, on U(T,9)

w(T) =

(10.8)

where U(7,¢) is the complex disk of radius § > 0 centred at 7. We will show that if the initial
value is chosen to coincide with the solution of the QVE; i.e., ¢ = m(7), and the (7, S)-dependent
radius 0 > 0 is sufficiently small, then has a unique solution w : U(7,d) — £ that is
analytic, and coincides with the solution of the QVE on their common domain H N U(7, 6).
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The standard existence and uniqueness theory of ODEs yields the desired results, once we
show that the map
w = h(w) = (1 —w?S) H(w?),

is uniformly bounded and analytic on the set
D) == {we B:|lw—m(r)|zs<c},

provided the (7, m(7))-dependent parameter € > 0 is sufficiently small. Indeed, from this it
follows that the analytic solution exists on the complex disk U (7, ), with radius 6 = ¢/T", where
I' is the supremum of ||h(w)|% among all w € D(e).

Clearly h is analytic whenever 1 — w2S has an inverse as an operator on %. Moreover, the
norm of h factorizes ||h(w)||z < ||w||%||(1 — w?S) 7| %%, where ||w||z < ||m(7)||% + . Thus
we must find £ > 0, such that

sup [|[(1 — w?S) | zuz < 00.
weD(e) - (109)

By using the identity (A + D)™' = (1 + A™'D)"'A™! with A = 1 — m(%)?S and D =
(w? — m(7)?)S, and estimating |D|g-2 < ||m(7)|#¢, we see that for sufficiently small e,

~

(1 4+ A™'D)7Y|5-% < 2, and hence the first inequality below holds:

[m(7) 2 1
——||B BB

11 = w®8) Mz < 2011 —m(7)2S) " lpoz <
For the second bound we have expressed 1 —m/(7)%S in terms of B(7) by sandwiching the latter
between bounded multiplication operators, i.e., 1 — m2S = e'2*|m| B(|m|™! - o).

If (v(7)) > 0 and 7 # 0, then the basic constraints of Lemma (8.3 imply 0 < |m,(7)| < oo
uniformly in z. If [[ml[,, < oo then m can be extended to a uniformly bounded function
on a real neighbourhood of 7 = 0 as in Subsection 9.2, Using Lemma [8.§| we hence see that
I1B(1) Y 222 < (v(1)) ™™ < co. This shows that there is an (7,m(7))-dependent ¢ such that

~

(10.9) applies, and hence the proof is complete. ]
Combining the analyticity and the Holder regularity we will now prove the next main result.

PROOF OF THEOREM [6.2l Here we assume ||m||p < @, with ® < oo, considered as a model
parameter. Using the bound of Proposition we see that m can be extended to a 1/3-
Holder continuous function on the real line. Hence, from (|7.24)) we read off that the generating
measure must have a Lebesgue-density equal to Imm|g. In particular, this density function
inherits the Holder regularity from m/g, i.e., for some C} ~ 1:

0o (7) — va ()| < Cy|7’ — 7|3, V7,7 eR. (10.10)

Since ||m||z ~ 1, using Lemma , we see that v,(2) ~ v,(2) for z € H. The symmetry
v(—7) = v(7) on the other hand follows directly from (9.12)).

By Lemma the function v is analytic on R\ suppv. Let 75 € R be such that v(m) > 0.
In order to bound the derivatives of v at 17y we use ({10.10)) to estimate

dist(7, R\suppv) > C;*(v(m))* =: 0 > 0.

This implies that v is analytic on the ball of radius g centred at 7. The elementary bound on
analytic functions thus shows that the k-th derivative of v at 7y is bounded by k! o=*. This
proves (iii) of the theorem. O
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11 Perturbations when generating density is small

We will assume in this and the following sections that S satisfies A1-5. and that the solution
is uniformly bounded everywhere ||m||p < ® < oco. The numbers (p, L, ||S||12— 2, ) will be
considered as model parameters. Due to the uniform boundedness, m and all the related
quantities are extended to H (cf. Proposition . Furthermore, the standing assumptions
also imply that Proposition is effective, i.e.,

|ma(2)], fo(2), Gap(F(2)) ~ 1, and v.(z) ~ (v(2)) ~ a(z), VzeH,zecX. (11.1)

In particular, the three quantities v, (v), @ = (f,sina), can be interchanged at will, as long as
only their sizes up to constants depending on the model parameters matter.

The stability of the QVE against perturbations deteriorates when the generating density
becomes small. This can be seen from the explosion in the estimate

1B 2s2 S (v)72, (11.2)

~

(cf. (8.41) and (11.9b)) below) for the inverse of the operator B, introduced in ({8.37). This
norm appears in the estimates (8.60) relating the norm of the difference,

g—m

of the two solutions g and m of the perturbed and the unperturbed QVE,

1 1
9 m

respectively, to the size of the perturbation d.

The unboundedness of B~! in , as (v) — 0, is caused by the vanishing of B in a
one-dimensional subspace of L? corresponding to the eigendirection of the smallest eigenvalue
of B. Therefore, in order to extend our analysis to the regime (v) ~ 0 we decompose the
perturbation (|11.3)) into two parts:

w=0b+r. (11.4)

Here O is a scalar, and b is the eigenfunction corresponding to the smallest eigenvalue of B.
The remaining part, r € 4, lies inside a subspace where B~! is bounded due to the spectral
gap of F'. As B is not symmetric r and b are not orthogonal w.r.t. the standard inner product
on L2. The main result of this section is Proposition which shows that for sufficiently
small (v) < g,, the b-component, ©, and the other two small quantities d and (v) satisfy a
cubic equation in © and d that is autonomous up to the leading order in appropriate small
parameters. We will use the symbol ¢, ~ 1 as the upper threshold for (v) and its value will be
reduced along the proofs.

11.1 Expansion of operator B

In this subsection we collect necessary information about the operator B : %8 — 2%, needed
to derive and analyse the cubic equation for ©. Recall, that the spectral projector P,
corresponding to an isolated eigenvalue A of a compact operator T' acting on a Banach space
X is obtained (cf. Theorem 6.17 in Chapter 3 of [44]) by integrating the resolvent of 7" around
a loop encircling only the eigenvalue \:

P\ = L (T —¢)dc. (11.5)
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LEMMA 11.1 (Expansion of B in bad direction). There exists €. ~ 1 such that, uniformly in
z € H with |z| < 4 the following holds true: If

B B Im m(z)
@ =az) = (J&) T ) S e

then the operator B = B(z), defined in (8.37)), has a unique single eigenvalue 5 = [(z) of
smallest modulus, so that |5'|—|5] 2 1, V5 € Spec(B)\{B8}. The corresponding eigenfunction
b = b(z), satisfying Bb = b, has the properties

(f,b) =1, and b, ~ 1, VzeX. (11.6)

The spectral projector P = P(z) : 28 — Span{b(z)}, corresponding to [3, is given by

(b, w)
Pw = b. 11.7
W= (11.7)
Denoting, Q) :=1— P, we have
1Bl pom S o™ but [BTQlamz + I(B7'Q) [lss < 1, (11.8)

where (B™1Q)* is the L?-adjoint of B'Q.
Furthermore, the following expansions in n = Imz and o apply:

B =1-F —2ipfa—2f’a® + Oz_z(a®+1), (11.9a)
B = (f|m\>g — 200 + 2(1p— 0?)a® + O(a® + 1), (11.9b)
b= f+i20—F)'QU(pfHa + Ozx(a®+1n). (11.9¢)

If z € R, then the ratio n/« is defined through its limit n | 0. The real valued auziliary functions
o=o0(z) and Yy =(z) >0 in (11.9)), are defined by

= (pf?y and ¢ = D(pf?), (11.10)
where the sign function p = p(z), and the positive quadratic form D = D(e;z), are given by

p = signRem (11.11)

Dw) = (QUw, [(1+ [Flleus)(1 - 1) ~1]Q0u) > CEE jgoyz - (11.12)

respectively. The orthogonal projector Q0 = QW (2) =1 — f(2)(f(z), ®), is the leading order
term of Q, i.e., Q@ = Q) + Or2_12(a). Furthermore, Gap(F) ~ 1.
Finally, \(z) = ||F(2)|lL212, B(2),0(2),9%(2), as well as the vectors f(z),b(z) € B, are all

uniformly 1/3-Holder continuous functions of z on connected components of the domain
{zeH:a(z) <e,, |2| <4}.
The function p stays constant on these connected components.
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The notation Oy, %(p) for some non negative ¢ means that the expression is bounded by
©, up to a constant, after taking the operator norm for operators from % to Z. The notation
Orz2_12(¢p) is interpreted analogously.

Although, P is not an orthogonal projection (unless b = b), it follows from and ,

|1Pllz—2, 1P|l 2-2 S 1. (11.13)

~Y

Here P* = (b, o )/(52) is the Hilbert space adjoint of P.
PROOF. Recall that sina = (Imm)/|m| (cf. (8.37)), and
B=e¢e®_-F=(1-F)+D, (11.14)
where D is the multiplication operator
D = —i2cosa sina — 2sin®a. (11.15)
From the definition of a = (fImm/|m|), and f,|m| ~ 1, we see that |sina| ~ «, and thus
[D|lr2=12 + | Dl 2 < Coa. (11.16)

The formula for B follows by expanding D in o and 7 using the representations
and of sina and cos a, respectively. In particular, from we know that ||t||z < 1,
and thus sina = af + Ox(n).

Let us first consider the operators as acting on the space L2. By Proposition the operator
1 — F has an isolated single eigenvalue of smallest modulus equal to

L= [Fllere = 2(mlf). (11.17)
and the L2-spectrum of 1 — F lies inside the set
L= {1 = [Flliesez } U [1 = [|Flla12 + Gap(F), 2] . (11.18)

Here the upper spectral gap of F satisfies Gap(F) ~ 1 by (iv) of Proposition [8.2]
The properties of 8 and b, etc., are deduced from the resolvent of B by using the analytic
perturbation theory (cf. Chapter 7 of [44]). To this end denote R(¢) := (1 — F — ()™}, so that

(B=¢)" = (L+R(C)D)R().

We will now bound R(¢) = —(F(|m|) — (1 — ¢))~! as an operator on %, using the property
(8.26]) of the resolvent of the F-like operators F' (cf. (8.21)))

1+ @?|R(Q) |22
¢ —1]

RO 52 < (11.19)

Thus there exists a constant § ~ 1,
IR(O)|l#oe ST,  dist(¢,L) >4.

Here we have used the fact that the set L contains both the L2-spectrum of 1 — F, and the
point ¢ = 1. Thus ([11.19) shows that L contains also the #-spectrum of 1 — F.
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By requiring ¢, to be sufficiently small it follows from (11.16)) that ||(1 + R(¢)D) '||z»2 <1
provided ( is at least a distance § away from L, and thus

I(B—=¢) YssnS1,  dist(¢,L) >4, (11.20)

By (iv) of Proposition we see that Gap(F') 2 1. By taking e, sufficiently small the per-
turbation || D||4—% becomes so small that we may take 0 < Gap(F')/3. It then follows that
the eigenvalue [ is separated from the rest of the %-spectrum of B by a gap of size § ~ 1.

Knowing that [ is separated from
the rest of the spectrum by a dis-
tance 6 ~ 1, the standard resol-
vent contour integral representation
formulas (cf. (11.5))) imply that
bl S 1 and [Plass S 1,
|1B'Ql| %% < 1, ete., provided the
threshold e, ~ 1 for « is sufficiently
small. Similar bounds hold for the
adjoints, e.g., [(B™1Q)*||s-2 < 1.
For an illustration of how the spectrum of the perturbation B differs from the spectrum of
1 — F, see Figure |11.1]

Setting 3 = 1 — ||F||i212 and b®) = f, the formulas ) and (11.9d) amount to
determining the subleading order terms of

Figure 11.1: The spectrum of 1 — F' lies inside the union
of an interval with one isolated point. The perturbation
B of 1 — F' has spectrum in the indicated area.

B = O+ pWa+ pPa?+ O(a® + 1)

using the standard perturbation formulas. Writing (11.9a)) as,
B=BO9 4+ aBW 4 2B@ 4
with B® =1 - F, B®) = —2ipf, B® := —2f2 we obtain
5(1) — <b(0)7 0)> — _i2 pf3
B2 = (b BRBO)Y _ <b<o>7 BLQO(BO _ O))~15©) B(1>b(0>> (11.22)

= 2(1+ | Fllorz) (QU(pf). (1= F)7'QV(pfY)) — 2(f") + 0(2).

These expressions match (T1.9). To get the last expression of 32 in (11.22) we have used
IQOR(C)QO 1212 ~ 1, C € [0, 89, and B ~ 5/a, to approximate

(BO — gON=190) — (1 — p)~1QO | @%%,(ﬁ)
(0%
The formula ((11.9¢|) follows similarly
b = —(BO _ gO-19O R0 — 91 — F)~1QO) (p?) + @gg(Q)_
S\«

In order, to see that 1) > 0, we use || F|[r212 < 1, to estimate

Gap(£)

(L4 P lone) (L= F) 7 2 14—
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This yields the estimate in (11.12]).

It remains to prove the 1/3-Holder continuity of the various quantities in the lemma. To
this end we write

B(z) = 2% — F(lm(2)]), (11.23)

is easy to see from (8.21)) that the map r +— F(r) is uniformly continuous when restricted
on the domain of arguments r € %, satisfying ¢/® < r, < ®. Furthermore, the exponent
e72% = (|m|/m)?, has the same regularity as m because |m| ~ 1. Since m(z) is uniformly

1/3-Hélder continuous in z (cf. (10.2)) we thus have

where the operator F(r) : & — 2 is defined in (8.21)). Since ||S|sos < [|S|lzms ~ 1 it

IB(z) = B(2)|lpsw S |2 — 27 (11.24)

for any sufficiently close points z and z’. The resolvent (B(z) — ¢)~! inherits this regularity in
z.

The continuity of 5(z),b(z), P(z) in z is proven by representing them as contour integrals
of the resolvent (B(z) — ¢)~! around a contour enclosing the isolated eigenvalue 5(z). The
functions o and v inherit the 1/3-Hélder regularity from their building blocks, 1 — || F||12_12,
f, QY and the function p. The continuity of the first three follows similarly as that of 3, b
and @, using the continuity of the resolvent of 1 — F'(z) in z. Also the continuity of the largest
eigenvalue A\(z) of F(z) is proven this way. In particular, we see from that the limit
n/a(z) exists as z approaches the real line.

The function p(z) = sign Rem(z) in z, on the other hand, is handled differently. We show
that if £, > 0 sufficiently small then the restriction of p to a connected component J of the set
{z: a(z) < e,}is aconstant, i.e., p(z") = p(2), for any z, 2’ € J. Indeed, since inf,|m,(2)| > co,
and sup, Imm,(z) < Cie,, for some ¢y, Cy ~ 1, we get

(Remy,)? = |me|* — (Imm,)?* > ¢ — (Cie,)?, Ve X. (11.25)

Clearly, for a sufficiently small €, the real part Rem,(z) cannot vanish. Consequently, the
continuity of m : H — % means that the components p,(2) = sign Rem,(z) € {—1,+1}, may
change values only when «a(z) > «,.

The explicit representation of the spectral projector P follows from an elementary
property of compact integral operators: If the integral kernel (7°),,, of the Hilbert-space adjoint
of an operator 7" : L? — 12, defined by (Tw), = [ Ty,w,m(dy), has the symmetry (1), = Tyy,
then the right and left eigenvectors v and v’ corresponding to the right and left eigenvalues
X and A, respectively, are also related by the simple component wise complex conjugation:
(V) = V. [

11.2 Cubic equation

We are now ready to show that the projection of u in the b-direction satisfies a cubic equation
(up to the leading order) provided « and 7 are sufficiently small. Recall, that T* denotes the
L2-adjoint of a linear operator 1" on L2,

PROPOSITION 11.2 (General cubic equation). Suppose g € B solves the perturbed QVE (8.34)
at z € H, with |z] < 4. Set

—m
u = gyT\’ (11.26a)
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and define © € C and r € £ by

b
0= <<é2u>> and 1= Qu. (11.26b)
There exists e, ~ 1 such that if
(v) < e, and  |lg—m|z < e, (11.27)

then the following holds: The component r is dominated by d and O,
r = Rd + Oz(|0 +|d|I%) , (11.28)
where R = R(z) denotes the bounded linear operator w — B~1Q(|m|w), that satisfies
IRl + IR s ~ 1. (11.29)
The coefficient © in s a root of the complex cubic polynomial,
130% + 150% + 11O + (Im|b,d) = r(u,d), (11.30)
perturbed by the function k(u,d) of sub-leading order. This perturbation satisfies
k(u,d)] < 101" + [1d]l% + [O][{e, d)|, (11.31)

where e : H — A is a uniformly bounded function, |le(2)||z < 1, determined by S. The

coefficient functions juy, - H — C are determined by S alone, and satisfy

ps = (1= (fim) L ) v + O(a) (11.32a)
1y = (1 . (f|m|)g>a +1i(3¢ — 0% a + O(a®+1) (11.32b)
py = —(f|m|>g +i20a — 2(¢p — 0%)a® + O(a® + 7). (11.32c)

If z € R, then the ratio n/« is defined through its limit as n — 0.
Finally, the cubic is stable in the sense that

13(2)] + la(2)] ~ 1. (11.33)

Note that from (|11.26b)) and we see that © is just the component of v in the one-
dimensional subspace spanned by b, i.e, Pu = ©b. From and we see that
|O] < (e, is a small parameter along with o and 7. Therefore, we needed to expand p; to a
higher order than pus, which is in turn expanded to a higher order than psz in the variables «a

and 7 in (T132).

PROOF. The proof is split into two separate parts. First, we derive formulas for the pu;’s in
terms of B, and b (cf. below). Second, we use the formulas from Lemma [I1.1]
to expand p;’s further in o and 7.

First, we write the equation (8.36[) in the form

Bu = A(u,u) + |m|(1+ e u)d, (11.34)
where a = a(z) := arg m(z), and the symmetric bilinear map A : % — %, is defined by
A (q,w) = %e_ia‘” (qm (Fw), + (Fq)zwx) )

63



Clearly, [|A(g, )|l < llqll#llwlls, since |||z < [lm[|% < 1. Applying @ on gives
r=B"QA(u,u) + BT'Q[|m|(1 + e u)d]. (11.35)
From Lemma we know that |QB Q|- < 1, and hence the boundedness of A implies
IB7' QA u)llz < Ilully < 101 +I7Il%-
From the boundedness of the projections

lo—mlls .

Irlls = 1Quls < s < SR

where in the second to last inequality we have used |m| ~ 1. Plugging this back into ([11.35),
we find

Irlls < Co(1OF + . lIrlls + lldl ) -

Now we require €, to be so small that 2Cye, < 1, and get

Il <

~Y

102 + ||d|| - (11.36)
Applying this on the right hand side of u = ©b + r yields a uniform bound on wu,
ullz < [6]+ lld]| % - (11.37)
Using the bilinearity and the symmetry of A we decompose r into three parts
r = B'QA(b,b)©* + Rd + T, (11.38)

where we have identified the operator R from (|11.28]), and introduced the subleading order
part,

7 = 2B'QA(b,7)O + B'QA(r,r) + B7'Q(|m|e "ud)
= 0z(|01* +16lld]l2 + lld[%) -
Applying the last estimate in (11.38) yields (11.28). We know that B~!Q is bounded as an

operators on % from ((11.8). A direct calculation using (11.7) shows that also its L*-Hilbert-
space adjoint satisfies a similar bound, ||[(B7'Q)*||s—% < 1. From this and ||m||z < 1 the

bound ([11.29)) follows. -
From ([11.7) we see that applying (b, ) to ([11.34) corresponds to projecting onto the b-

direction

B)O = (b, A(b,b))©* + 2(b, A(b,1))© + (b, A(r,r)) + (b, |m|(1 + e *u)d)
= (bA(b,1))O> + 2(bA(b, B"'QA(D,1)))O* + (b|m|d) + k(u,d),

(11.39)

(11.40)

where the cubic term corresponds to the part B7'QA(b,b)©? of r in (11.38)), while the other
parts of (b, A(b,7))©, have been absorbed into the remainder term, alongside other small
terms:

k(u,d) == 2(bA(b,RAd+7))O + (bA(r,r)) + (blm|e"“ud)

11.41
= (e, d)© + O(|O]* + ||d||%) (11.41)

where in the second line we have defined e € & in (11.31]) such that

{e,w) = 2(bA(b, Rw)) + (b*|m|e " "w) , Vw e L2,
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For the error estimate in (11.41)) we have also used (11.36)), (11.37), and ||b|| ~ 1. This

completes the proof of (11.31)).
From the definitions of A, B, b and 3, it follows

_A(b7 b) — eTlOpFp = efiab(efiQa_B)b _ (efi3a_ﬁefia)b2

2A<b,’lU) — e—ia<wa _w(e—iQa _ ﬁ)b) — be—ia<e—i2a +F— B)w (1142)

Using these formulas in ((11.40)) we see that the cubic (11.30]) holds with the coefficients,

f3 = <bZe’ia(e’i2a + F —p) B’lQ[bZe’i“(e’ﬁ“ — ﬁ)}> (11.43a)
pe = ((e7* — Be™)b*) (11.43b)
= —B(b% (11.43c)

that are determined by S and z alone.
The final expressions ((11.32)) follow from these formulas by expanding B, § and b, w.r.t. the
small parameters a and 7 using the expansions (11.9)). Let us write

wi= (1= F) Q" (pf?).

so that b = f + (i2w)a + Oz(a® + ), and (f,w) = 0. Using (8.51])) and (8.54]) we also obtain
a useful representation e = p —ifa + Og(a? +n).

First we expand the coefficient u;. Using (f?) = 1 and (f,w) = 0 we obtain (b?) =
1+ O(a? + 7). Hence, only the expansion of 3 contributes at the level of desired accuracy to

M1,
pr = =B = =B + O(*+n) = ~{fIm) L +i20a = 2() - 0})a® + O(a* +1).
Now we expand the second coefficient, ps. Let us first write
iy = { (€7 = BeT)b%) = ((e7%)%) — Ble D). (11.44)

Using the expansions we see that e™%b = pf +i(2pw — f?)a + Oz(a? + 1), and thus, taking
this to the third power, we find (e79b)? = pf? +i3(2pf?w — f*) + Oz(a? +n). Consequently,

{(e7b)*) = (pf*) +i3[2(pf*w) — (fM)] a+ O(a® +n)

= 0 +i3(¢¥ —?)a+ 0(a® +1n). (11.45)

In order to obtain expressions in terms of o and 1 = D(pf?), where the bilinear positive form

D is defined in , we have used
2(pfrw) = (1+[|Flleow) (@ (pf), 1= F)7'Q (pf?) + O(n/a),

as well as the following consequence of P (pf?) = ¢ f and || f||. = 1:

(Y = el = 1POwAIE+1QVEIE = o +(QV (0f*), Q" (pf?)).  (11.46)

The expansion of the last term of ({11.44]) is easy since only 8 has to be expanded beyond the
leading order. Indeed, directly from ({11.9bf) we obtain

B(e7’) = (<f|m|>g—120a+(9(oz2+n)> ((pf3>+(’)(a+77)> = —i20%a+(f|ml|)—- J+(’)(a +1).
Plugging this together with (11.45]) into (|11.44]) yields the desired expansion of ps.
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Finally, us, is expanded. By the definitions and the identity for || F'[|12-,12 we have
4 F -8 = 2 {flm)? Bt Opinl0) = Lt |Fllions — B+ Osla).
Recalling || B7'Q|l -2 < 1 and n < a, we thus obtain
(€24 P = H)BQ = (14 |Fliow) BQ~Q+ Opmnle).  (11.47)
Directly from the definition of P=1—Q, we see that Q = Q¥ + O4_,5(a). Thus,

BQ = (1- F)Q" + 0y u(a).

Using the general identity (A + D)™' = A1 — A"'D(A + D)~!, with 4 := (1 — F)Q® and
A+ D = BQ, yields

B_lQ = (1 - F)_lQ(O) + O%‘—)%(O‘)v (11'48)

since B~'Q and (1 — F)7'Q© are both Oz_,5(1). By applying (11.48) in (11.47) we get

(efiZa 4 F— 6) (QBQ)*l — Q(O) [(1 —+ HFHLQHIP) (1 — F)il - 1} Q(O) + O@H.@<a) .

Using this in the first formula of p3 below yields
lg = <b2e—ia(e—12a P B)B—IQ(bZe—izz(e—Qa _ 5))>
= (1= ImDD) QP2 [+ [z (1= F) 7 = 1] QO(s2)) + Ofa).

which equals the second expression (11.32a]) because the first term above is D(pf?).
Finally, we show that |us| + |u3| ~ 1. From the expansion of po, we get

k2| = [|Fl[zorz o] + Oe) 2 o]+ O(a).
Similarly, we estimate from below |us| 2 ¥ + O(«). Therefore, we find that
la] + [p2l* 2 ¥+ 0* + O(a).
We will now show that ¢+¢? > 1, which implies |pa|?+|u3| = 1, provided the upper bound ¢, of

a is small enough. Indeed, from the lower bound ([11.12)) on the quadratic form D, Gap(F') ~ 1
and the identity |o| = [(f,pf?)| = | P (pf?)||2 we conclude that

Gap(F
vot > S 000 PO 2 Inr:. (11.49)
Since inf, f, ~ 1 and |p| = 1 it follows that ||pf?|]> ~ 1. O

12 Behaviour of generating density where it is small

In this section we prove Theorem We will assume that S satisfies A1-5. and ||m]||; <
® < 0o as in the previous section. In particular, we have v, ~ (v) and thus the support of the
components of the generating densities satisfy supp v = supp(v) (cf. Definition . As we are
interested in the generating density Imm|g we will consider m and all the related quantities as
functions on R instead of on H or H in this section.
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Counsider the domain

D. := {7 esuppv: (v(1)) < e} (12.1)

for some sufficiently small threshold e ~ 1. We decompose it into disjoint connected components
labelled by k& and pick a local minimum 7 of (v) in each component. Denote by D.(7;) the
component containing 7, so that

D. = | D(m).

Later on we will see that there are only finitely many components.
The goal is to show (cf. (6.18) that to leading order we can write

o(r) = o(r) +O((1)*),  TeD., (12.2a)
where the leading order part factorises on each connected components,
U (7) = va(7i) + ho(7e) U(T— 733 7k) 7€ D.(1), (12.2b)

with h,(7%) ~ 1 and ¥(w;7;) > 0. We show that the function ¥(w;7) determining the shape
of w — (v(7, +w)) is universal in the sense that it depends on 74 only through a single scalar

parameter (cf. (6.19)).

Let 7y denote one of the minima 7. We consider m(7y+ w) as the solution of the perturbed
QVE (8.34) at z = 7y with the scalar perturbation

dy(w) = w, VeeX, (12.3)

and apply Proposition m The leading order behaviour of m(7y + w) is determined by ex-
pressing

m(1o + w) — m(7o)

[m(70)]

u(w; ) = : (12.4)

as a sum of its projections,
O(w; 70)b(10) = P(70)u(w;70) and r(w; ) = Q(10)u(w; ), (12.5)

where P = P(7y) is defined in and Q(19) = 1 — P(1). The coefficient ©(w; 1) is then
computed as a root of the cubic equation corresponding to the scalar perturbation
(12.3). Its imaginary part will give ¥(w, 7). Finally, the part r(w;7) is shown to be much
smaller than ©(w;7) so that it can be considered as an error term. The next lemma collects
necessary information needed to carry out this analysis rigorously.

LEMMA 12.1 (Cubic for shape analysis). There are two constants €., ~ 1, such that if
Tp € SuUpp v and (v(19)) < &, (12.6)

holds for some fized base point 1y € suppv, then

B _ B b(tg) m(1o + w) — m(7o) >
Ow) = O(w;m0) = <<b(70)2> (o] : (12.7)
satisfies the perturbed cubic equation
130(w)3+ 120 (w)*+ 10 (w) + Z(w)w = 0, lw| <6 (12.8)
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The coefficients py = ux(10) € C are independent of w and have expansions in a:

ps = U + Kz (12.9a)
o = 0 +i(31 — o) a + Kya? (12.9b)
py = i20a —2(¢ — o) a® + K1, (12.9¢)

and =(w) = Z(w; 1) € C is close to a real constant:
E(w) = (fIm|) (1 + roa +rv(w)). (12.10)

The scalars o = (f,v/|m|), o = (f,pf?) and v = D(pf?) are defined in (8.19)), (11.10) and
(11.12)), respectively. They are uniformly 1/3-Hélder continuous functions of 7o on the connected

components of the set {7 : (v(7)) < e, |7| < 4}. The cubic (12.8) is stable (cf. (11.33)) in the

sense that
\ps| + |p2| ~ ¥ + o ~ 1. (12.11)
Both the rest term r(w) = r(w; 1) (¢f. (12.5)) and ©(w) are differentiable as functions of w on
the domain {w : (v(To+ w)) > 0}, and they satisfy:
1O(w)] < min{M |w|1/3} (12.12a)
Y az b *
Ir@)llz S [OW)P+ |wl. (12.12b)

The constants k; = kj(19) € C, j =0,1,2,3, and v(w) = v(w; 1) € C in (12.9) and (12.10)
satisfy

1 (12.13a)
w3 (12.13b)

|kol, .- | ksl

S
vl S18W)l+ vl <

and v(w) is 1/3-Hélder continuous in w.
Consequently, the leading behaviour of m on |19 — 0,79 + 0] is determined by O(w;1o):

ma(T0 4+ w) = mu(10) + [me(10)]bs(70) O(w; T0) + O(O(w; 1) + |w]) (12.14a)
= mu(10) + |ma(70)|f(70) O(w; 70) + O(a(mo)|w|"*+ |w]*?). (12.14b)

All comparison relations hold w.r.t. the model parameters (p, L, ||S||12—2, P).

The expansion (6.18) will be obtained by studying the imaginary parts of (12.14)). The
factorisation corresponds to the factorisation of the second terms on the right hand
side of (12.14). In particular, ¥(w; 74) = Im ©(w; 73,). The universality of the function ¥(w;7)
corresponds to ©(w) being close to the solution of the ideal cubic obtained from and

by setting k1 = ko = k3 = 0 and kg = v(w) = 0 in (12.9)) and (12.10)), respectively.

PRrROOF OF LEMMA [I12.1] The present lemma is an application of Proposition in the case
where z = 7y € supp v and the perturbation is a real number ((12.3)). Then the solution to (8.34)
is ¢ = m(m + w). As for the assumptions of Proposition [11.2] we need to verify the second

inequality of (11.27)), i.e.,
lm(mo + w) — m(1)||l2z < e, lw| < 4.

This follows from the uniform 1/3-Hélder continuity of the solution of the QVE (cf. Theorem
, provided we choose § ~ &3 sufficiently small. By Theoremthe solution m is also smooth
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on the set where v > 0. By Lemma [11.1} and ((11.13)) the projectors P and () are uniformly
bounded on the connected components of the set where o < ¢,. This boundedness extends to
the real line. Since |m| ~ 1, the functions u(w) and r(w) have the same regularity in w as m(7)

has in 7. In particular, (12.12a)) follows this way (cf. Corollary [10.2)) using o = a(79) ~ v(7p).

Lemma implies the Holder regularity of «, o,1. The estimate ((12.11]) follows from ({11.33)),
provided ¢, is sufficiently small. The a priori bound ((12.12b)) for r follows from the analogous

general estimate ([11.28)).
The formulas (12.9)) for the coefficients uy, follow from the general formulas (11.32)) by letting
1n = Im 2z go to zero. The only non-trivial part is to establish

lim 1

— =0, V19 € suppv. .
e i) 0 € supp (12.15)

Since m(z) € % is continuous in z, F(z) is also continuous as an operator on L?. Thus taking

the limit Im z — 0 of the identity (7.37) shows that

v

bl

m| " |ml

since |m| ~ 1. If Re z = 7y, with v(7g) # 0, then the vector v(7g)/|m(m)| € L? is non-zero, and
thus an eigenvector of F' corresponding to the eigenvalue 1. In particular, we get

IF(ro)lli2se = 1, 70 € suppw. (12.16)

If 79 € suppw is such that v(7) = 0 then (12.16) follows from a limiting argument 7 — 79, with

v(T) # 0, and the continuity of F. Comparing ((12.16]) with (8.18)) implies (12.15]).
The cubic equation ((12.8)) in © is a rewriting of (11.30)). In particular, we have
E(w)

koo + V(W) = _ (Im|(b—[)) 1 k(u(w),w)
1+ Ko + v(w) Tl [ 1+ Tl 7] +<|m|f> -

where k(u,d) is from ((11.30]). We set the w-independent term kg« equal to the second term on

the right hand side of ((12.17)). We set v(w) equal to the last term in ((12.17)). Clearly, |ko| < 1
because b = f + Ogx(a) and |m|, f ~ 1. The bound (11.31)) and the Hélder continuity of ©

yield

(12.17)

4 2
R(“(w)ﬂu) (S |@(w)| + |w||®(w)| + |w| 5 |®(w)| + |w| g |w|1/3.
w w]
This proves ([12.13b]). The expansions ((12.14]) follow by expressing m(7+w) in terms of O (w; 1)
and r(w; 79), and approximating the latter with (11.28]). ]
The following ratio,
I(r) = Jo@l (12.18)

{o(r))?”

will play a key role in the classification of the points in D, when € > 0 is small. The next result
shows that if II is sufficiently large then v grows at least like a square root in the direction
signo.

LEMMA 12.2 (Monotonicity). There exist e.,11, ~ 1 such that

1{II(r) > IL}
(M(w(r)) + (v(7))*
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PrROOF. By Lemma both ©(w;7) and r(w; 7) are differentiable functions in w, and thus,
Oym(r) = [m(1)|b(1) 0,0(0;7) + [m(7)]Dr(0; 7). (12.20)

Let us drop the fixed argument 7 to simplify notations. Taking imaginary parts of (12.20)
yields:

drv = Imdrm = |m|Im[b,0(0)] + |m|Imd,r(0). (12.21)

By dividing (12.12b)) by w, and using ({12.12al), we see that
2

~Y
W )

514—@1, VreX.
!

Letting w — 0, and recalling 7(0) = 0, we see that the last term in (12.21)) is uniformly
bounded,

1Tm 8,7(0) || < 1. (12.22)

We will now show that Im[b0,0] dominates the second term in (12.20) provided « is
sufficiently small and |o|/a? ~ II is sufficiently large. To this end we first rewrite the cubic
(12.8)),

2 B3 oy ) OW) _  EW)

From the definition (12.9¢) we obtain

| ~ alo+0(®)| +a®|Y —o® + O(a)

)

by distinguishing the cases 20% < v and 202 > 1, and using (12.11]). Applying (12.13b) to
estimate =(w) we see that the right hand side of (12.23)) satisfies:

Ew)  (flm)) 1 +0(a+]|w'?)
Ha B 2 iao — a2(¢ — 02) + O(a?) (12.24)

From (|12.12a]) we see that O(w) — 0 as w — 0. Hence taking the limit w — 0 in (12.23)) and
recalling |usl, |us] < 1, yields

200 _ ~2) L 3 2
9,0(0) de _ (flm]) o*(¢—0°) +iao+ O(a® + |o|a?) ' (12.25)
dw | _g 2 o+ 0?2+ at|y —o? + O(a)|?
Using b = f + O»(«) and (f|m|) ~ 1, we conclude from ((12.25) that
. lo| + Oz(a?+ |o|a) 1
Im|b ~ — 12.26
(sign o) m[b 2.00)] ~ 15 p - a2[p — 02 + O@F o (12.26)

By definitions |o|/a® ~ II > TII.. Hence, if I, ~ 1 is sufficiently large, then the factor
multiplying 1/a on the right hand side of (12.2€]) scales like min{|o|™!, a~2|o|}. Here we used

again ((12.11)). Using (12.21)), (12.22), and a ~ (v), from ([12.26]) we obtain

: [ 1 Jo| 11
(signo) 0;v 2 mm{—7 —}— + Oz(1).
o] (0)?) (v)
By taking II, ~ 1 sufficiently large and €, ~ 1 sufficiently small the term Oz(1) can be ignored
and ((12.19) follows. m
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12.1 Expansion around non-zero minima of generating density

Lemma shows that if 75 € D, is a non-zero minimum of 7 +— (v(7)), i.e., (v(7y)) > 0, then
0-(v(m9)) = 0, and hence II(7) < II.. Now we show that any point 7y satisfying II(7y) < I,
is an approximate minimum of (v), and its shape is described by the universal shape function

Uonin : [0, 00) — [0, 00) introduced in Definition [6.3]

PROPOSITION 12.3 (Non-zero local minimum). If 7o € D, satisfies
II(r) < 1L, (12.27)

where 11, ~ 1 is from Lemma (in particular if 1o is a non-zero local minimum of (v)),
then

V(o +w) — vz(70) = ha(v) \Ifmin<Fi3) + O<min{m, |w|2/3}> (12.28)
(v) (v)
for some w-independent constants h, = h,(19) ~ 1 and I' = I'(19) ~ 1. Here (v) = (v(m)),
o =o(mn), etc. are evaluated at Tp.

Using ((6.13b])) we see that the first term on the right hand side of ((12.28)) satisfies

() Ui T )~ min lwl® w3t weR. (12.29)
(v)? (v)?

Comparing this with the last term of ((12.28]) we see that the first term dominates the error on

the right hand side of (12.28)), provided (v)* < |w| < 1. Applying the lemma at two distinct

base points hence yields the following property of the non-zero minima.

COROLLARY 12.4 (Location of non-zero minima). Suppose two points 11,72 € D, satisfy the
hypotheses of Proposition |12.5. Then, either

=7l 21, or  |n—m| < min{{u(n)), (v(r)}. (12.30)

PROOF. Suppose the points 71 and 7 qualify as the base points for Proposition [12.3, Then the
corresponding expansions ((12.28) are compatible only if the base points satisfy the dichotomy

(12.30)). For the second bound in ((12.30) we use ((12.29)). O

We will use the standard convention on complex powers.

DEFINITION 12.5 (Complex powers). We define complex powers ( — (7, v € C, on C\(—00,0),
by setting (7 = exp(vylog(), where log : C\(—00,0) — C is a continuous branch of the
complex logarithm with log1l = 0. We denote by arg : C\{0} — (—m,7), the corresponding
angle function.

PROOF OF PROPOSITION [12.3] Without loss of generality it suffices to prove in the
case |w| < § for some sufficiently small constant 6 ~ 1. Indeed, when |w| 2 1 the expansion
becomes trivial since the last term is O(1) and therefore dominates all the other terms,
including |v,(7)|] < ||m||g ~ 1. Similarly, we may restrict ourselves to the setting where the
quantity

o]

X = a+ (12.31)

9
[0

satisfies x < x, for some sufficiently small threshold x, ~ 1. In particular, we assume that .,
is so small that y < x, implies (v) < e,.
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Let us denote by v, € C, k = 1,2, 3, ..., generic w-independent numbers, satisfying

el S X (12.32)

Since IT ~ |o|/a? and IT < I, we have |o| < IL.x2. From (12.11) it hence follows that ¢ ~ 1
for sufficiently small y, ~ 1. Thus the cubic (12.8]) takes the form

O(w)? + i3a(l +72)0(w)* — 2a%(1+7)O(w) + (1 + + v(w)) <f‘$|>w = 0. (12.33)
Using the following normal coordinates,
=T
Q(\) = V3 [(1 +73) é@<%3)\> + i+ 74} : 230
where T := (v/27/2){|m|f) /1) ~ 1, reduces to
Q) +3Q()\) + 2A()\) = 0. (12.35)
Here the constant term A : R — C is given by
A = (L4735 + p(A))A + 7%
L) = V<%3>\>‘ (12.36)

The following lemma presents Cardano’s solution for the reduced cubic ([12.35)) in a form
that is convenient for our analysis. We omit the proof of this well know result.

LEMMA 12.6 (Roots of reduced cubic with positive linear coefficient). The following holds
Q%430 + 20 = (2- ()2 - WO)NQ-Q (), VCeC, (12.37)
where the three root functions Qa :C—=C, a=0,%£, are given by

Q) = —2Bpqa

- (12.384)
Q:I: = (I)odd + i\/gq)evena

With @eyen and Poqq denoting the even and odd parts of the function ® : C — C,

o(() = (VI+¢ + )7, (12.38b)
respectively. The roots are analytic and distinct on the set,

C:= C\{i¢: e R, ¢ > 1}. (12.39)

Indeed, if QQ(C) = (Alb(C), for a # b, then ( = +i.

Since Q(A), defined in ([12.34)), solves the cubic (12.35), there exists A : R — {0, £}, such
that

Q) = Qay(A(N),  AeR. (12.40)
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In the normal coordinates the restriction |w| < 0 becomes |[A| < A, where

5
A <A =T (12.41)
(6%

Nevertheless, for sufficiently small 6 ~ 1 the function A in ((12.36) is a small perturbation of

the identity function. Indeed, from ({12.36)) and the bound (12.13b)) on v, we get

LS ’(9(%3A>‘ + o’ (12.42)
< a|\Y3 < 68, when || < A,.
Hence, if the thresholds §, x. < 1 are sufficiently small, then
AN) € G, and |AN)| ~ [N, Al < Ai, (12.43)
where
G = {g € C : dist(¢,i(—00, —1) Ui(+1, +00)) > 1/2}. (12.44)

By Lemma m the root functions have uniformly bounded derivatives on this subset of C.
The following lemma which is proven in Appendix provides a useful bound to replace

A(N) by A in (12.40)).

LEMMA 12.7 (Stability of roots). There exist positive constants ¢y, Cy such that if ( € G and
¢ € C satisfy

€l < e (L+[¢)), (12.45)
then the roots (12.38) are stable in the sense that

C1[¢]
1+ [¢?3

From (12.43) we see that A(\) # £i and hence the roots do not coincide. Moreover, we
know from Lemma [12.1] and (|12.34)):

|Q(C+€) — Q0] < a=0,%. (12.46)

SP-1. A +— Q(A) is continuous.

This simple fact will be the first of the four selection principles (SP) used for determining the
correct roots of the cubic in the following (cf. Lemma @b Since the roots ﬁa]@, are also
continuous by Lemma we conclude that the labelling function A in stays constant
on the interval [—A,, A,]. In order to determine this constant, a := A(\), we use the second
selection principle:

SP-2. (0) must match the initial condition ©(0) = 0.
Plugging ©(0) = 0 into (12.34)) yields

Q0) = iV3 (1 +7) = i\/§+(9(a+ %') (12.47)

On the other hand, using Lemma [12.7| and ((12.36)) we get

Q(A0) = Dul30) = 0u(0) + O+ 7). (12.48)
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where

Q0) =0 and  QL(0) = +iV3.

Comparing this with (12.47) and (12.48)), we see that for sufficiently small a+ |o|/a < x., only
the the choice A(0) = + satisfies SP-2.
As the last step we derive the expansion ((12.28)) using the formula

Ve (T0 + W) — Ve(10) = M| fo ImO(w) + O(a!@(w)] + [O(w) ]2+ ywy) : (12.49)

which follows by taking the imaginary part of (12.14al). We also used b, = (1 + O(«)) f. and
fz ~ 1 here. Let us express O in terms of the normal coordinates using ({12.34))

o [0.000)
e = —1— . 12.50
@ = o | B i (1250
Here, w and A are related by ([12.34]). Since ©(0) = 0, and A(0) = ~5 (cf. (12.36))), we get
_ Q
1+ 71 = j/(;ﬁ) .

Using this identity and
AQ) =76+ Ao()  with  Ag(A) i= (147 + u(A)A,

we rewrite the formula (12.50)) as
a
V3

From ((12.43) we know that the arguments of ?Lr in (12.51) are in G. Using the uniform
boundedness of the derivatives of Q|g, and the bound |®(¢)| <1+ [¢]Y3, we get

Ow) = (1+0(x)) §+(% +Ao(N)) — §+(76) : (12.51)

Q6+ Ao(N) = Qulre)| < min{ ALY, A< A (12.52)

By using (12.52) in (12.42)) and (12.51)) we estimate the sizes of both u(A) and O(w),

3
“4m\+]@(%a)(g amin{[A[, A3}, A< A, (12.53)

In order to extract the exact leading order terms, we express the difference on the right
hand side of ((12.51)) using the mean value theorem

Qi(76 + Mo(V) = Qi(36) = Q(Ao(N) — Q4(0)

+ 76% [ﬁ+(c + Ao(N)) — ﬁ+(§)]

where v € G is some point on the line segment connecting 0 and 4. Using ((12.53) and Lemma
on the first term on the right hand side of ((12.54]) shows

(o)~ 04(0) = 0400 ~0,40) + O(xmin{\L WP2Y) . (125)

(12.54)

C=77

From an explicit calculation we get |8<§AZ+(C )| <1, for ¢ € G. Thus

‘9{§4<+Adm)—640}

o ’ < min{ [A[,1}.

=~
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Plugging this and ((12.55)) into (12.54]) yields
0496+ Mo(N) = Di36) = Q4(3) = 04(0) + O x min A, \*}). (12.56)

Via (12.51]) we use this to represent the leading order term in (12.49). By approximating all

the other terms in ((12.49) with (12.53)) we obtain

Im [, (\) — Q. (0 2 i 28
90 9O (a4l min{ . )

(12.57)
Using the formulas (|12.38]) and ((12.38bf), we identify the universal shape function from (|6.13b)),

vx(70+w) _Um<7—0) = ‘m’x.fxa

Im [Q,(\) — 0.(0)]
7 .

Denoting h, := («/(v)) f. and writing A in terms of w in (12.57)), the expansion ((12.28)) follows.
[

\I/min()\) =

12.2 Expansions around minima where generating density vanishes

Together with Proposition the next result covers the behaviour of v|p, around its minima
for sufficiently small e ~ 1. For each 19 € dsupp v, satisfying o(7y) # 0, we associate the gap
length,

A(7) := inf{& € (0,2] : (v(ro —signo(m)€)) >0}, (12.58)

with the convention A(7y) := 1 in case the infimum is infinite. We will see below that if
To € dsuppw, then o(7y) # 0 and signo(7) is indeed the direction in which the set suppwv
continues from 7y. Because suppv C [—2,2] and 0 € supp v, the number A(7y) thus defines the
length of the actual gap in supp v starting at 7y, with the convention that the gap length is 1
for the extreme edges.

Recall the definition of the universal edge shape function Weqge : [0, 00) — [0, 00).

PROPOSITION 12.8 (Vanishing local minimum). Suppose 7y € supp v with v(19) = 0. Depending
on the value of o = o(1y) either of the following holds:

(i) If o(m0) # 0, then 19 € dsuppv and suppv continues in the direction sign o, such that

V(o +w) = hy A1/3\I/edge<%) + O(min{%y |w|2/3}> : (signo)w >0,

(12.59)

where hy = hy(19) ~ 1, and A = A(7y) is the length of the gap in suppv in the direction
—signo from 1y (cf. (12.58))). Furthermore, the gap length satisfies

A(ro) ~ o(m)]?, (12.60)

while the shapes in the x-direction match at the opposite edges of the gap in the sense that
h(11) = h(to) + Oz(AY3), for 7y = 19 — signo (1) A.

(i) If o(m9) = 0 then dist(19,dsuppv) ~ 1, and for some h, = h, (1) ~ 1:

Va0 +w) = holwl O+ O(Iwf*’) (12.61)
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From the explicit formula ([6.13a]) one sees that the leading order term in ((12.59)) satisfies

wl/2
- < .

Al \Ifedge(%> ~ A When0swSA; (12.62)
w3 whenw > A.

In particular, when an edge 7 is separated by a gap of length A(ry) ~ 1 from the opposite
edge of the gap then v grows like a square root.

Proposition [12.8]is proven at the end of this section by combining various auxiliary results
which we prove in the following two subsections. What is common with these intermediate
results is that the underlying cubic ((12.8)) is always of the form

PO(W)? +0O0(w)? + (1 +v(w)){|m|fl)w =0, Y+lo)P ~1, (12.63)

since a(1y) = v(19) = 0 at the base point 75. In order to analyse (12.63) we bring it to a
normal form by an affine transformation. This corresponds to expressing the variables w and
O in terms of normal variables () and A, such that

Q) = kO(TA) + Q

= (h,m(10 +T'X\) = m(7)) + Qo, (12:64)

with some A-independent parameters k = k(7),I'’ = I'(19) > 0, h, = h(m) ~ 1, and Qy =
(0) € C. These parameters will be determined on a case by case basis. We remark, that in

the proof of Proposition the coordinate transformations ([12.34]) were of the form ({12.64]).

The variable Q()\) satisfies an equation which has typically multiple solutions since a generic
cubic has three distinct roots. In order to choose the correct solution 2 we use the following
selection principles.

LEMMA 12.9 (Selection principles). If v(m9) = 0 at the base point 1y € suppv of the expansion

(12.64), then Q(\) = Q(X; 7o) defined in has the following four properties:

SP-1. A — Q(X) is continuous;

SP-2. Q(0) = Qp;

SP-3. Im[Q()\) — Q(0)] >0, VA € R;

SP-4. If the imaginary part of Q grows slower than a square root in a direction 6 € {£1},

lim ¢2ImQ(8¢) =0,

§—04

then Q| is real and non-decreasing on an interval I = {0&:0 <& < A}, with some
A > 0.

The first three selection principles follow trivially from the corresponding properties of m
and ©. The property SP-4. is just the following lemma stated in the normal variables ((12.64)).

LEMMA 12.10 (Growth condition). Suppose v(1y) = 0 and that (v) grows slower than any
square-root in a direction 0 € {£}, i.e.,

lim inf —<U(TO +0))

— 0. 12.
minf = 0 (12.65)

Then (v) actually vanishes, Im (m)|; = 0, while Re (m) is non-decreasing on some interval
I={0£:0<E< A}, for some A > 0.
If the liminf in (12.65)) is non-zero, then either § = signo (1) or (1) = 0.
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PrROOF. We will prove below that if v(7) = 0, and
inf{¢ > 0: (v(r+6¢)) >0} = 0, (12.66)
for some direction 6 € {£1}, then

lim inf —<U(TO +0))

minf "= > 0, (12.67)

Assuming this implication, the lemma follows easily: If holds, then ([12.66|) is not
true, i.e., there is a non-trivial interval I = {0£ : 0 < & < A}, A > 0, such that v|; = 0. As the
negative of a Hilbert-transform of v, (cf. (6.8)), the function 7 — Rem,(7), is non-decreasing
on I. This proves the first part of the lemma.

We will now prove that implies . The key idea is to use Lemma [12.2] to
prove that (v) grows at least like a square root. However, first we use Proposition [12.3] to
argue that the indicator function on the right hand side of is non-zero in a non-trivial
neighbourhood of 75. To this end, assume 0 < (v(7)) < € and II(7) < II.. If €,0 > O are
sufficiently small, then Proposition can be applied with 7 as the base point. In particular,

([[2.28) and ([2.29) imply

(T +w)) ~ (1)) +|w*? > 0, lw| < 6. (12.68)

Suppose 7y satisfies (12.66]). Since v(7y) = 0 the lower bound in ((12.68)), applied to w = 19 — 7,
implies |7 — 79| > 0. As 7 was arbitrary we conclude II(7) > I, for every 7 in the set

I := {TE]R: |7 — 1] <9, 0< (v(r)) ge}.
Applying Lemma on I, recalling the upper bound on |0,m| from Corollary [10.2} yields
()7 < (signo) 9, (v) < ()72, on 1. (12.69)

Since v is analytic when non-zero, and dist(r, ) = 0 by , we conclude that I equals the
interval with end points 79 and 7, := 75 + 6. Here we set ¢ < €® so small that the 1/3-Hélder
continuity of m guarantees (v) < e on I. Moreover, sign o(7) must be equal to the constant
for every T € I: If o changed its sign at some point 7, € I this would violate II(7,) > Il as (v)
is a continuous function.

Integrating (12.69) from 7 to 71 we see that (v(ry + 0€))? = & for any € < |71 — 79| This
proves the limit ED, and hence the first part of the lemma. The second part of the lemma
follows from @ [

12.3 Simple edge and sharp cusp

When |o| > 0 and |w| is sufficiently small compared to |o| the cubic term ¥ O(w)? in (12.63)
can be ignored. In this regime the following simple expansion holds showing the square root
behaviour of v near an edge of its support.

LEMMA 12.11 (Simple edge). If 7y € suppv satisfies v(7y) = 0 and 0 = o(19) # 0, then

1/2
h!, E‘ +(9<%> if  0< (signo)w < co)?;
o o

0 if — ciof® < (signo)w <0;

Ve(m0+w) = (12.70)

for some sufficiently small ¢, ~ 1. Here k' = I (1y) € A satisfies h!, ~ 1.
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This result already shows that supp v continues in the direction sign o(7y) and in the opposite
direction there is a gap of length A(my) = |o(7)|? in the set supp v. We will see later (cf. Lemma
that for small |o(7p)| there is an asymptotically sharp correspondence between A(7) and
lo(70)|?, as A(79) becomes very small.

PROOF. Treating the cubic term v ©? in (12.63) as a perturbation, (12.63)) takes the form

QA+ AN =0, (12.71)
in the normal coordinates,
A= v
° (12.72)
Q) = 2N

Vimlf)

where A : R — C is a multiplicative perturbation of \:

AN == (1+ p(A)A
1+ v(oA) (12.73)

LN = T e

Let A\, = c¢,|o]?, with some ¢, ~ 1, so that the constraint |w| < ¢,|o|? in (12.70) translates into
Al < A

Using the a priori bounds ((12.12a]) and (12.13b|) for © and v yields
RO < (1+ l%) (N + ol S . (12.74)

Hence, for sufficiently small ¢, ~ 1 we get |u(N)| < 1, provided |A| < A..
Let us define two root functions €2, : C — C, a = %, such that

Qu(O?+¢ =0, (12.75)

by setting

R s -1/2 ; >0-
i{l( if Re( > 0; (12.76)

Q:(¢) = _(_ol/Q if Re( <0.

Note that we use the same symbol Q, for the roots as in (12.38) for different functions. In each
expansion €2, will denote the root function of the appropriate normal form of the cubic.

Comparing (12.71)) and (12.75)) we see that there exists a labelling function A : R — {£},
such that

Q) = Qapy (M), (12.77)

for every A € R. The function Af_,, x,j will now be determined using the selection principles
SP-1. and SP-3.

The restrictions of the root functions onto the half spaces Re( > 0 and Re( < 0 are
continuous (analytic) and distinct, i.e., 2,(¢) # Q_(¢) for ¢ # 0. Since Q : R — C is also
continuous by SP-1., A(\) may change its value at some point A = X\ only if A()\g) = 0. Since
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l(N)| < 1 for |A| < A,, we conclude that A(\) = 0 only for A = 0. Thus, there exist two labels
ai,a_ € {£}, such that

AN) = ax VAe+[0,A]. (12.78)

Let us first consider the case A > 0, and show that a, = +. Indeed, the choice a;, = — is
ruled out, since

mO_(A(N) = Im[—iuw(A))l/?Al/ﬂ - —)\1/2+O<u(/\)/\1/2>, (12.79)

is negative for sufficiently small ¢, ~ 1 in ({12.74)), and this violates the selection principle SP-3.
By definitions,
O(aN)] ~ [N S TAN[YZ ~ A2

Using ¢/|o| < |o| ™!, with |o| 2 1, we write (12.74)) in the form [u()\)| < |o|~'|A|/2. Similarly,
as (12.79) we obtain

Q) = Q. (N +O<u()\))\1/2) = iA/2 4 O@), Ae[0,0].

g

Inverting ([12.72)) we obtain
1/2
T O(w) = <|m|f>1/2‘%) + O(C%) sign o = signw . (12.80)

Taking the imaginary part of (12.14a)) and using (12.80)) yields the first line of ([12.70f), with

B = |mg| f./{|m|f)}/2. Since |my|, f. ~ 1, we also have R/, ~ 1.

In order to prove the second line of (12.70) we show that the gap length (cf. ([12.58]))
satisfies

Aro) 2 lo(o)l. (12.81)
At the opposite edge of the gap 7 := 79 — signo(7y) A(7p), the density (v) increases, by
definition, in the opposite direction than at 7p. By Lemma|[12.10|the average generating density
(v) increases at least like a square root function and either sign o (7)) = —signo(7m) or o(m) =
0. Since o is 1/3-Holder continuous, ¢ can not change arbitrarily fast. Namely, we have

A(19) 2 |o(0)|?, and this proves (12.81]). 0

Although not necessary for the proof of the present lemma, it can be shown that a_ := sign o
using the selection principle SP-4. The same reasoning will be used in the proofs of the next
two lemmas (cf. and discussion after that).

Next we consider the marginal case where the term o ©(w)? is absent in the cubic (12.63)).
In this case (v) has a cubic root cusp shape around the base point.

LEMMA 12.12 (Vanishing quadratic term). If 79 € supp v is such that v(7y) = o(79) = 0, then
va(mo +w) = ha [l P O(Ju”?) (12.82

where h = h(1y) € A satisfies h, ~ 1.

Contrasting this with Lemma [12.11| shows that o(7y) # 0 for 75 € dsuppwv. In particular,
the gap length A(7) is always well defined for 75 € dsuppwv (cf. (12.58)).
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PROOF. First we note that it suffices to prove only for |w| < 0, where § ~ 1 can be
chosen to be sufficiently small. When |w| > § the last term may dominate the first term on the
right hand side of , and thus we have nothing prove. Since o = 0, the quadratic term is
missing in , and thus the cubic reduces to

Qw)? + A(w) =0, (12.83)
using the normal coordinates
A= w
A0 = (W)w@m‘ (12.84)

Here A : R — C is a perturbation of the identity function,
AN = (1+v(\))A. (12.85)

Note that 1 ~ 1 because of ((12.11)).
Let us define three root functions €2, : C — C, a = 0, %, satisfying

Qa(g)g + C = 0 )
by the explicit formulas

Q0(¢) == —ps(C)

—1+iV3 © (12.86)
Tp?’ )

where p3 : C — C is a (non-standard) branch of the complex cubic root,

e when Re( > 0;
ple) = {_<_C)1/3 when Re¢ < 0. (12.87)

From ([12.83)) we see that there exists a labelling A : R — {0, +}, such that
Q) = Qae)(AN). (12.88)
Similarly as before, we conclude that © and the roots are continuous (cf. SP-1.) on R and
on the half-spaces {¢ € C: £Re( > 0}, respectively. This implies that A(Ag — 0) # A(Ag + 0)

if and only if A(\g) = 0. From the a priori estimate |v(\)| < |AY3 (cf. (12.13b)) we see that
there exists d ~ 1 such that A(X) # 0, for 0 < |A| < 4. Hence, we conclude

AN) = ag, Ve +(0,0]. (12.89)
The choices a;, = — and a_ = + are excluded by the selection principle SP-3.: Similarly
as (12.79)), we get
. A \/§ 1/3 1/3 1/3 2/3
= (sign A) Im Q2 (A(V) = 22\ +O<u(>\))\ ) > [AY3 - O3 (12.90)

From this it follows that Im Q_(A()\)) < 0 for small |A| > 0. Thus SP-3. implies ay # F.
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We will now exclude the choices a4+ = 0. Similarly as (12.90) we use (12.13bf) to get

Re Qo(A(N)) < —AY3 4 ONY3

= (12.91)
Im Qo(AN) < (v A2 S NP2, '

for A > 0. If ay = 0, then these two bounds together would violate SP-4. The choice a_ = 0
is excluded similarly. Thus we are left with the unique choices ay = + and a_ = —.
The expansion ([12.82)) is obtained similarly as in the proof of Lemma [12.11] First, we use

(12.84) and (|12.90) to solve for Im ©(w). Then we take the imaginary part of ((12.14b]) to
express v, (7o + w) in terms of Im ©(w). We identify

_ V3 {Imlf)\3
= T (5T) s
in the expansion ((12.82)). From 4, |m|, f ~ 1 it follows that h, ~ 1. ]

12.4 Two nearby edges

In this subsection we consider the generic case of the cubic ((12.63)), where neither the cubic nor
the quadratic term can be neglected. First, we remark that Lemma [12.11| becomes ineffective
as |o| approaches zero since the cubic term of

$OW) + 00w’ + (1+vw)(ml flw =0, .0 #0, (12.92)

was treated as a perturbation of a quadratic equation along with v(w) in the proof. Thus we
need to consider the case where |o| is small. Indeed, we will assume that |o] < O'*, where o, ~ 1
is a threshold parameter that will be adjusted so that the analysis of the cubic (12.92)) simplifies

sufficiently. In particular, we will choose o, so small that the number A = A(To) > 0 defined
by

4 |of

A= ———
27(|ml[f) *

(12.93)

satisfies
A~ |o]*,  provided |o] <o,. (12.94)

Note that the existence of 0* ~ 1 such that (12.94) holds follows from f,, |m,| ~ 1 and the
stability of the cubic, . Indeed, shows that ¢ ~ 1 when |o| < o, for some small
enough o, ~ 1. We Wlll see below (cf. Lemma that A(TO) approximates the gap length
A(7p) when the latter is small.

Introducing the normal coordinates,

Ai=22
A (12.95)
_ 2V oA : '
Q) = 3m@(§A> + signo,
the generic cubic (12.92)) reduces to
Q)2 =39\ +2A0\) =0, (12.96)
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with the constant term

A(N) == signo + (14 p(N)A, (12.97)
u()) = %%A). (12.98)

Here, A()) is considered as a perturbation of signo + A. Indeed, from and we
see that |p(N)] < 6%/

The left hand side of equation is a cubic polynomial of 2(\) with a constant term
A(N). Tt is very similar to but with an opposite sign in the linear term. Cardano’s
formula in this case read as follows.

LEMMA 12.13 (Roots of reduced cubic with negative linear coefficient). For any ¢ € C,
0F = 30+ 2¢ = (2= 0(O))NQ - %)) -0-(0)), (12.99)
where the three root functions Qw :C — C, w=0,%, have the form

Q= — (D, + D)
J3 (12.100a)

~ 1
Qi = 5(@4, + @,) j: 17(®+ — (b,) .

The auziliary functions @4 : C — C, are defined by (recall Deﬁmtionm

(C+C2—1)"° if ReC>1,
O.(0) = (C+iy/T=C)"  if |Re¢| <1, (12.100Db)
~(~¢FVE-1)" if Re¢< -1,

On the simply connected complex domains

Co:={¢eC:[Re¢| <1}, and Ci:= {CeC:+Re¢>1}, (12.101)

~

the respective restrictions of Q. are analytic and distinct. Indeed, if QQ(C) = O(¢) holds for
some a # b and ¢ € C, then ( = £1.

This lemma is analogue of Lemma but for (12.96)) instead of (12.35)). As before the
meaning of the symbols €2,, A, etc., is changed accordingly.

Comparing ((12.96]) and (12.99) we see that there exists a function A : R — {0,+} such
that

Q(A) = Qupy(A)) .- (12.102)
We will determine the values of A inside the following three intervals

I, ;== —(signo)[—A1,0),
I, := —(signo) (0, As], (12.103)
[3 = —(SigﬂO’)[)\g,)\l] R

which are defined by their boundary points,
: Ay 1= 2 —pla], A3 = 2+ p|o], (12.104)
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Figure 12.1: Imaginary parts of the three branches of the roots of the cubic equation. The true
solution remains within the allowed error margin indicated by the dashed lines.

for some o ~ 1. The shape of the imaginary parts of the roots ﬁa on the intervals I, Iy and
I is shown in Figure [12.1] The number ); is the expansion range ¢ in the normal coordinates.

From (|12.94)) it follows that

o )
ci— < A\ < C1—, provided |o| < 0. (12.105)
|o]? |o]?

The points Ay and A3 will act as a lower and an upper bounds for the size of the gap in supp v
associated to the edge 7y, respectively. Given any 9, o ~ 1 we can choose o, ~ 1 so small that

M >4, and 1< )\ <2< A3 <3, provided |o| < o,. (12.106)

In particular, the intervals (12.103)) are disjoint and non-trivial for a triple (d, 0, o) chosen this
way. The value A(X) can be uniquely determined using the selection principles if A lies inside

one of the intervals ((12.103)).
LEMMA 12.14 (Choice of roots). There exist 0, 0,0, ~ 1, such that (12.106)) holds, and if

lo| < o,
then the restrictions of Q on the intervals Iy, := I(6, o, 0, ﬁ), defined in (12.103)), satisfy:

Q’h = ﬁ-i— ° A‘Il
Ql, = Qo Al (12.107)
Qlpy = §+ o Alp, .

Moreover, we have

ImQ(—signo As) > 0. (12.108)
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The proof of the following simple result is given in Appendix [B.5
LEMMA 12.15 (Stability of roots). In a connected component of (A?, the roots ((12.100a)) satisfy

1Qu(¢) = Qu(®)] < min{|¢ — &2 1¢ — ¢]V*}, V(€ eCUCIUCE, (12.109)

for each a = —,0,+.
In particular, suppose C and & are of the following special form
E=—0+ X
(= —0+1+p)A,

where § = £1, A € R and ¢ € C. Suppose also that |\ — 20| > 6k, and || < Kk, for some
k€ (0,1/2). Then for each a = —,0,+ the function Q, satisfies

R R : A 1/27 A 1/3
180) - )] 5 WAL AT (12.110)

Using Lemma |12.15{ we may treat A(\) as a perturbation of sign o + A by a small error term
Ap(A). By expressing the a priori bounds ((12.13b)) for v(w) in the normal coordinates (12.95)),

and recalling that |A\| < \A; is equivalent to |w| < J, we obtain estimates for this error term,

(V)] < Colo||A[? (12.111a)
< 562, provided |o| <o., [N <. (12.111b)

In the following we will assume that § < (2C5)™ ~ 1, so that

1
sup [pu(A)| <

3 provided |o| < o, (12.111c¢)
A A<M

The a priori bound in the middle of (12.13b)) also yields the third estimate of x in terms of €2
and A. Indeed, inverting ((12.95]) and using 2(0) = signo = 1 (also from ((12.95))), we get

V)| < el — Q0)] + |o*|A, provided |o| < 0y . (12.111d)

Recall that the solution of the QVE has the symmetry m(—7) = —m(r). Since the sign of
o(7) = ((sign Rem(7)) f(7)?) changes under this transformation, we may restrict our analysis
to the case sign o = —1 without loss of generality.

We will use the notations ¢(7+40) and ¢(7—0), for the right and the left limits limg_, e~ (&)
and limg_, e~ ¢(§), respectively.

PROOF OF LEMMA [12.14l Let us assume signo = —1. We will consider § ~ 1 and o ~ 1 as
free parameters which can be adjusted to be as small and large as we need, respectively. Given
0 ~ 1 and p ~ 1 the threshold o, ~ 1 is then chosen so small that holds.

First we show that A()) is constant on each [, i.e., there are three labels a; € {0,+} such
that

AN = ap, VAEL, k=1,23. (12.112)

In order to prove this we first recall that the root functions ¢ +— ﬁa((), a,b = 0,+£, are

continuous on the domains @b, b = 0,4, and that they may coincide only at points Re( = +1
(Indeed, the roots coincide only at the two points ( = £1.). From Lemma and SP-1. we
see that A, €2 : R — C are continuous. Hence, (12.112]) will follow from

~

AI)cC_, Al)cCy, A3 cCy, (12.113)
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since |[Re(| # 1 for ¢ € UaCo (cf. (12.101))).
From (|12.97)) and (12.111¢)) we get

1
ReA(N) = =1 — (14 u(\)|N < —1—§|)\\ < —1, Ael, (12.114)
and thus A(;) C C_. Similarly, we get the first estimate below:

1
142\ < ReA(N) < =1+ (1 + Colo|[A[V3) |
+2, | < ReA()) < + (1 + Gofa[[A]77) [A] (12.115)

<1—(Q—24/302>|0'|, )\EIQ.

For the second inequality we have used , while for the last inequality we have estimated
A < Ay =2 — plo|. Taking o sufficiently large yields A(Iy) C Co.

In order to show A(I3) C C, we split I5 = [As, A;] into two parts, [As,4] and (4, \1] (note
that [A3,4] C I3 by (12.106)). In the first part we estimate similarly as in to get

ReA(N) > =14 (1 — Col|a| AN > 14 (0 —42Cy)|o|, A3 <A< 4. (12.116)

Taking o ~ 1 large enough, the right most expression is larger than 1. If \; > 4, we use the

rough bound ((12.111¢)) similarly as in ([12.114)) to obtain
g y
A
ReA()\):—l—(1+u()\)))\2—1+§>1, 4< A<\

Together with (12.116) this shows that A(I3) C C,.
Next, we will determine the three values a; using the four selection principles of Lemma

12.91
CHOICE OF aq: The initial condition, i.e., SP-2., must be satisfied,

~

ﬁm(_l_o) = Qm(A(O_O)) = Q(O> = —1.

This excludes the choice a; = 0 since @0(—1 — 0) = 2. The choice a; = — is excluded using

1/2-Holder continuity of the roots inside the domain @_, and (12.111D)):
O (A(-6) = m|Q (-1 -+ O(lu(-)¢|"2)| < —e€?,  0<e<1. (12.117)
For the last bound we have used and the bound
HImQu(146) = +ImQu(—1—€) > 562, 0<e<1, (12.118)
which follows from the explicit formulas . Since violates SP-3. we are left

with only one choice: a; = +.

CHOICE OF ay: Since (1, (—1 4 0) = 2, while Q(0) = —1, we exclude the choice ay = +
using SP-2. Moreover, from the explicit formulas of the roots ((12.100a}) it is easy to see that

Im §a|(,1,1) = ( for each of the three roots a = 4,0. Similarly as in (12.117) we estimate for
small enough A > 0 the real and imaginary part of 2o o A by
Re Qo(A(N)) < =1 — cAY2 4+ Clo| /2223

I Qo(AN)| = [0 + O(u(NA[Y2)] S |o]/22%3 (12.119)

If ay = 0, then (12.119) would violate SP-4. for small A > 0. We are left with only one choice:

a9 — —.
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CHOICE OF ag: Using the formulas we get
[Qp(14+0), 0, (140), Q (1£0)} = {1,-2}.
Thus, the 1/2-Holder regularity of the roots (outside the branch cuts) implies
dist(Q2(¢), {1,-2}) S [¢—1]"2,  (¢eC,a=0,%+. (12.120)
We will apply this estimate for
C=AN)=14+0(A=2[+]0]),  Ae[XAs].

Using (12.111a) to estimate p()), and recalling that |A — 2| < |o| for A € [Ag, As], (12.102) and
([[2.120) yield

dist (Q(\), {1, -2}) < méxxdist(ﬁa(A()\)),{l,—Z}) < o), e Do) (12.121)

In particular, taking o, ~ 1 sufficiently small (12.121]) implies for every |o| < o,
e, As]) € B, 1) UB(~2,1),

where B((, p) C C is a complex ball of radius p centred at (. Since as = — and Q_(l —-0)=1
we see that Q(Ay —0) € B(1,1). The continuity of 2 (cf. SP-1) thus implies

Q([)\Q, )\3]) C B(l, 1) .

In particular, |Q2(A3) — 1] < 1, while ‘Qo(A()\g)) — 1] > 2, since Qo(1 4+ 0) = 2 and A(\;) € C,
is close to 1. This shows that ag # 0.

In order to choose a3 among +, we use (12.109) and the symmetry Im Q. =—Im §+ to get
+Im Qe (AN) > ImQu (=1 +A) = CAu(N) [V, Aels. (12.122)

Since A3 = 2 + p|o| < 4 combining ((12.118)) and ((12.111a)) yields

+Im Qe (A(Ns)) > e(hs —2)2=Clo]'? = (co?= C)|o|'/?. (12.123)

Taking o ~ 1 sufficiently large, the last lower bound becomes positive. Thus, the choice ag = —
is excluded by SP-3.. We are left with only one choice: a3 = +. The estimate ({12.108]) follows
from ((12.123)). ]

For the rest of the analysis we always assume that the triple (9, o, 0.) is from Lemma [12.14]
Next we determine the shape of the general edge when the associated gap in suppwv is small.

LEMMA 12.16 (Edge shape). Let 1o € dsuppv and suppose |o(19)| < 0., where o, ~ 1 is from
Lemma|12.14). Then o = o(7y) # 0, and suppv continues in the direction signo such that

Q) — Q1+ A)| S lofmin{|AlL M3}, sign\ =signo. (12.124)
In particular,
A
ImQ(N\) = Veqge (%) + O<]0| min{ ||, |)\\2/3}> : sign A = signo, (12.125)

where the function Wegge : [0,00) = [0,00), defined in (6.13al), satisfies

Veage(A) = ImQ, (142)), A>0. (12.126)

86



We remark that from (6.13al) one obtains:
Wedge(A) ~ min{ A2 AL X >0. (12.127)

PROOF OF LEMMA [[2.16. The bound o # 0 follows from Lemma [I2.12] The statement con-
cerning the direction of supp v follows from Lemma [12.11] Without loss of generality we assume
o > 0. Let §,0. ~ 1 be from Lemma [12.14] The relation (12.124) is trivial when || 2 6/|c[?

since ©2(A) and (1 4+ A) are both O(AY3) by (12.12a) and (12.100), respectively. Thus we

consider only the case A € I} = (0, \{]. Using (12.107)) and the stability estimate (12.110)), with
p =1, we get

Q) = Q1+ A+ u(M)N)
. (12.128)
— 0,1+ + O(u()\) min{\'/2 )\1/3}> . oxel=(0,\].
From ((12.111d)) we obtain
)] S o] [ (1+ (14 p())A) = Qe (1+0)] + |o* . (12.129)
The stability estimate (12.109)) then yields
~ =~ . 1/2 1/3
R+ (1 pODN) = Re(1+ 0] S mind[(L+ A @+ ODA ) )
< min{AV2 AV9)

where we have used the first estimate of ((12.108]) to obtain |(14 (X)) A| ~ A. Plugging ((12.130))
into (12.129)) and using the resulting bound in (12.128)) to estimate pu(\) yields (12.124]). The

formula (|12.125)) follows by taking the imaginary part of (12.124)) and using (12.126)). In order
to see that (12.126]) is equivalent to our original definition (6.13al) of Weqge(A) we rewrite the

right hand side of (12.126)) using (12.100af) and (12.100b)). O]
We know now already from Lemma [I2.14] that Im ) is small in I since ay = — and

Im ﬁ_(—l + ) =0, A € I,. The next result shows that actually Im 2|, = 0 which bounds the
size of the gap A(7y) from below.

LEMMA 12.17 (Size of small gap). Suppose 79 € Osuppv. Then the gap length A(ry) (cf.
(12.58) ) is approzimated by A(my) for small |o(7o)|, such that

A(7o)

(7o)

=1+ O(o(n)). (12.131)

>)

In general A(1o) ~ |o(m0)]® < 3(TO)-

PROOF. Let (0, 0,0,) be from Lemma[12.14] If 0 = o(7) satisfies |o| > o, then A = A(r) 2
o] by the second line of (12.70). On the other hand, A < 2 and |o| < 1 by definitions (12.58
and , respectively. Thus, we find A ~ |o|*. Since ¥ = (1) < 1, we see from (12.93
that A = 3(7’0) > |o|3. Thus, the lemma holds for |o| > o,. Therefore, from now on we will
assume 0 < |o] < 0, (0 # 0 by Lemma [12.16)). Moreover, it suffices to consider only the case
o < 0 without loss of generality.

Let us define the gap length \g = A\¢(79) in the normal coordinates as

Ao == inf{A >0:ImQ(\) > 0}. (12.132)
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Comparing this with ((12.58]) shows

A
Ao =23 (12.133)
From we already see that \g < A3, which is equivalent to
A< (1+ §|a|)& (12.134)
Since o ~ 1 the estimate hence follows if we prove the lower bound,
A > (1-Clo])A. (12.135)

Using the representation (12.102)) and the perturbation bound ((12.109) we get
MmO\ = ImQ_(=1+X) +O0([Au(N)[Y?) < 0+ Cilo|V?,  VYiel,.  (12.136)

We will show that A — Im (), grows at least like a square root function on the domain
{A:ImQ(X) < ce}. More precisely, we will show that if Ay < 2, then

ImQ(N\+€) > Y2, 0<€<1. (12.137)

Assuming that (12.137)) is known, the estimate ((12.135]) follows from (12.136)) and ((12.137)).
Indeed, if A\g > Ay = 2 — p|o]| then (12.136]) is immediate as ¢ ~ 1. On the other hand, if

Ao < )\2, then
CQ()\Q —)\0)1/2 S IHIQ()\Q) S Cl|0'|1/2.

Solving this for )\ yields
X = o = (Ci/c)?|o| > 2—Clal,

where Ay = 2 — p|o| with o ~ 1 (cf. (12.104])) has been used to get the last estimate. Using
(12.133)) we see that this equals (12.135]). Together with (12.134]) this proves (12.131]).

In order to prove the growth estimate (12.137]), we express it in the original coordinates

(w,v(7o + w)) using (12.95), (12.7)), v(7o + A) = 0, and f,|m| ~ 1 (Note that b = f since
U(To) = 0)

v+ A+T) > min{(l T A(m) )52, @1/3} . 0<m<4. (12.138)

Applying Lemma [I2.16] with 75 + A as the base point yields

V(1o + A+ T) ~ min{(1+ﬁ(ro+ A)*I/ﬁ)aﬂ/?,wl/?’}, 0<m <. (12.139)
The relation (12.139)) implies (12.138), provided we show
Ao+ A) S Alrp),  for A< A(m). (12.140)
From the definition we get
Alro+ A) ~ lo(ro + &) (12.141)

1/1(7'0 + A)Q )
Using the upper bound ((12.134)) and ((12.94)) we see that
A < Alng) ~ la(m),

88



for sufficiently small o, ~ 1. Since o(7) is 1/3-Holder continuous in 7, we get
om0+ )] < lo(m)] + CAY S [o(n)] (12.142)
From the stability of the cubic, , it follows that for small enough o, ~ 1 we have
Y(To+ A) ~ Y(19) ~ 1.

Plugging this together with (12.142) into (12.141)) yields (12.140)). ]

We have now covered all the parameter regimes of o and v satisfying (12.11). Combining
the preceding lemmas yields the expansion around general base points 7y where v(7y) = 0. We
will need the following representation of the edge shape function ((6.13al) below:

Wedge(A) = %2(1 +U(N), A>0, (12.143)

where the smooth function ¥ : [0, 00) — R has uniformly bounded derivatives, and ¥(0) = 0.

PROOF OF PROPOSITION [I2.8 Let 79 € suppw satisfy v(rg) = 0. If o(rp) = 0, then the
expansion ((12.61)) follows directly from Lemma [12.12]

In the case 0 < |o(m)| < o, (12.125) in Lemma [12.16] yields (I12.59) with A = A(r) in
place of A = A(7). Here, the threshold o, ~ 1 is fixed by Lemma [12.14 We will show

that replacing A with A in (12.59) yields an error that is so small that it can be absorbed

into the sub-leading order correction of ([12.59)). Since the smooth auxiliary function U in the
representation ((12.143)) of Weqqe has uniformly bounded derivatives, we get for every 0 < A <1,

Teqge (1 4+ €)A) = (14 ) Veqge(A) + O(e min{X¥2 N/3}) A >0, (12.144)

provided the size |e| < 1of € € R is sufficiently small. On the other hand, if |A| 2 1 then ((12.144))

follows from ([2.110) of Lemma[12.15] Now by Lemma [12.17 we have A = (1 + |o|x) A, where

A = A(7p) and the constant x € R is independent of A, and can be assumed to satisfy |x| < 1/2
(otherwise we reduce o, ~ 1). Thus applying (12.144)) with ¢ = |o|x = O(A?), yields

w 1+ lo|k)Y2|o w . w|3/?
’O'|\I]edge(Z) = ( |A‘1/:3 | | A1/3‘Pedge(z) + O(mln{ LAJE/ﬁ’ |UJ|1/3}) 5 w Z 0.

Here, the error on the right hand side is of smaller size than the subleading order term in the
expansion ([12.59)).
From ([12.14)) we identify the formula for h,, in the case 0 < |o| < 0:

(1+|o|x)'/2 |o|
ho— 3¢ AL/3 mx’fx
z 3AL/3 B
x

lo|

when 0 < |o| <o,;
(12.145)

when |o| > 0,

For |o| < 0. we used (12.125)). In the case |o| > 0., the function A, is from (12.70]), and the
function h is defined such that

1/2 3/2
%‘ _ thl/?’\I/edge(ﬁ) + 0(’“” ) (12.146)

h/

A AT/6
Here, the second term originates from the representation (12.143)) of Wqee. This proves ((12.59)).
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Finally, suppose 179 and 7; are the opposite edges of suppv separated by a small gap of
length A < 032, between them. Now, f(7), |m(7)| and ¢(7) are 1/3-Hélder continuous in 7, and
satisfy f,|m|, ¢ ~ 1. Thus, the terms constituting h, in the case |o| < o, in (12.145)) satisfy

1) _ 4 o(ar ma(r)l o ave YL oAy, (12147
fx(TO) + ( ) 9 ’mx(,]_o)| + ( ) Y w(TO) + ( ) ° ( ° )
Of course, A = A(7y) = A(7y). Moreover, by Lemma [12.17
= UVNETRINGS (12.148)
A(7o)

= 1+0(AY?). (12.149)

|7 (70)]
Thus, combining ([12.147)), (12.148)), and (12.149) we see from (12.145)) that h(7) = h(7) +
Ox( A'Y/3). This proves the last remaining claim of the proposition. O

12.5 Proofs of Theorems [6.4] and [6.9]
Let us recall the definition (12.1)) of D., and define for every € > 0,

M. := {r € D. : 79 is a local minimum of 7+ (v(7))} . (12.150)

In the following we split M, into two parts,

M® .= dsuppv

12.151
M(Ez) :=M_\Odsuppwv. ( )

PROOF OF THEOREM [6.4l Combining Proposition [12.3]and Proposition [12.§]shows that there
are constants ¢,, 1,2 ~ 1 such that the following hold:

1. If 7o € MW, then o(7y) # 0 and v, (7 + w) > e1|w|?, for 0 < signo () w < 4.
2. If 7o € MP, then v, (10 + w) > ¢ (va(70) + [w|'/?), for —dy < w < 6.

In the case 1. we see that each connected component of suppv must be at least of length
207 ~ 1. This implies . In particular, since sup suppv < 2 (cf. Theorem , the number
of these components K’ satisfies the bound K’ ~ 1.

In order to prove and we may assume that ¢ < ¢, and |w| < ¢ for some ¢, ~ 1.
Indeed, becomes trivial when Ce® > 2 > supsuppv. Similarly, if (v(79)) + |w| 2 1, then
(v(19)) + ¥(w) ~ 1 and thus the O(---)-term in is O(1). Since v < [|m||g ~ 1, the
expansion ((6.18]) is hence trivial.

Obviously the bounds in the cases 1. and 2. continue to hold if we reduce the parameters
€4,01,02. We choose &, ~ 1 so small that (g,/c;)? < 6, and (g./co)® < 0. Let us define
expansion radius around 7y € M, for every ¢ < ¢,

de(10) =

2 if M(l)
{(S/Cl) o€ (12.152)

(e/c2)?  if 7o e MY,
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and the corresponding expansion domains

i 10< €<, if MO
L(r) = {7'0 +signo (7)€ : 0 <€ < (To)} 1 To € (2), (12.153)
[70 = 0:(70), 70 + 0=(70)] if 9 € M”.
If 7 € I.(r) for some 7y € M., then either v,(7) > ci|T — 70|"? or v, (1) > o7 — 7|3
depending on whether 7y is an edge or not. In particular, it follows that
(v(1)) > ¢, V1 € dl.(1)\Osuppv . (12.154)

This implies that each connected component of D, is contained in the expansion domain I.(7p)
of some 19 € M., i.e.,

D: ¢ (J L(n). (12.155)

To EM¢

In order to see this formally let 7 € D.\M, be arbitrary, and define 7, € M, as the nearest
point of M, from 7, in the direction,

0 := —sign d-(v(1)),
where (v) decreases. In other words, we set
To: =T+ 0&, where & = inf{{>0:7‘—1—9§€Mg}. (12.156)

From ((12.156)) it follows that if 7y € 9 supp v then supp v continues in the direction sign(r7—7p) =
—0 from 7. We show that |7 — 79| < 6.(70). To this end, suppose |1 — 79| > d.(70), and define

T = T + sign(T — 70) d:(70) , (12.157)

as the point between 7 and 7y exactly at the distance 0.(7y) away from 79. Now, 7y ¢ O suppv
as otherwise 75 would not be the nearest point of M. (cf. (12.156])). On the other hand, by
definition we have 71 € 9I(7p). Thus, the estimate ((12.154)) with 7 in place of 7y yields

(v(n)) = e = (v(7)).

Since (v) is continuously differentiable on the set where (v) > 0 and (7y — 7) 9, (v(7)) < 0 by
(12.156) and (12.157)), we conclude that (v) has a local minimum at some point 7 € M. lying
between 7 and 7. But this contradicts (12.156)). As 7 € D.\M, was arbitrary ((12.155) follows.

From Corollary we know that for every 71,175 € Mg), either
‘Tl — 7'2’ Z C3 or ’7’1 — 7'2‘ S 0384, (12158)

holds. Let {7x} be a maximal subset of M such that its elements are separated at least by
a distance c3. Then the set M := dsuppv U {7} has the properties stated in the theorem. In
particular,

D. C U I.(19) U U [% — Ce®, v, + 053} ,

T €0 supp v k

since M +[—Ce3, Ce3] C Up[yn—2C, v,+2Ce%] for sufficiently small & ~ 1. This completes
the proof of Theorem [6.4] O
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Next we show that the support of a bounded generating density is a single interval provided
the rows of S can not be split into two well separated subsets. We measure this separation
using the following quantity

¢s(k) = sup{ ir61£||Sm—Sy||1 ck<7(A) <1-—k, AC%}, k>0. (12.159)
ygEA

LEMMA 12.18 (Generating density supported on single interval). Assume S satisfies A1-5.
and [|m||g < ® for some & < co. Then there exist &, ks ~ 1, such that under the assumption,

Es(ke) < &, (12.160)

the conclusions of Theorem [6.9 hold.

In Section [14] we present very simple examples of S which do not satisfy (12.160)) and the
associated generating density v is shown to have a non-connected support.

PROOF OF THEOREM [6.9] Let &,, k. ~ 1 be from Lemma(12.18] Note that ((6.25) is equivalent
to éS(O) < &, and §S<Hl> < 53("@7 whenever £’ > k. Thus " implies §S<H*> < 55(0) < &,
and hence the theorem follows from the lemma. n

PROOF OF LEMMA [12.18 Since ||m||z < ® Theorem [6.4] and the symmetry (9.12)) yield the
expansion (6.26b)) around the extreme edges £+ where § := supsuppv. In particular, there
exists d; ~ 1 such that

v(—B+w) = n(B-w) = all?, | <4 (12.161)
Let us write

M () = Pu(T)ua(T) +i0:(7)

where p, = signRem, € {—1,+1} and u, := |[Rem,|,v, = Imm, > 0. By combining the
uniform bound ||m|||; < ® with (8.8)) we see that |m,| ~ 1. In particular, there exists e, ~ 1
such that

max{u,, v, } > 2¢,. (12.162)

Since m,(7) is continuous in 7, the constraint ((12.162)) means that Rem,(7) can not be zero
on the domain
K := {7‘ € [—2,2] :supv,(r) < 5*} :
If I is a connected component of K, then there is p! € {—1,+1}, x € X, such that
p(r) = p', Vrel.

We choose €, ~ 1 to be so small that v,(£8 F ;) > &, by (12.161)) and hence supp v is not
contained in K. Furthermore, we choose ¢, so small that Lemma[I2.2] applies, i.e., v, > 0 grows
monotonically in K when II > II,.

We will prove the lemma by showing that if some connected component I of K satisfies,

I=[n,n|CK, where —f+0<n<n<pf-i, (12.163)
then the set

A=A ={zex:pl=+1} (12.164)
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satisfies

m(A) ~ 1 (12.165a)
1S, = Sylli ~ 1, z€A, y¢A. (12.165b)

The estimates (12.165)) imply Eg(ky) > &, with k., = 7(A) and & ~ 1. In other words, under
the assumption ((12.160)) each connected component of K contains either —3 or 3. Together
with (6.26b]) this proves the remaining estimate (6.26a)) of the lemma, and the supp v is a single

interval.
In order to prove (12.165a) we will show below that there is a point 79 € I such that

|o(70)| < Coez, (12.166)

where o := (pf?) was defined in (11.10). Let f_ := inf, f, and f; := sup, f,. As m is uniformly
bounded, Proposition shows that fi ~ 1. Hence, (12.166) yields bounds on the size of A,

m(A) fi = (L= w(4)) f2
T(A) f2 = (1 —m(A)) f2

Solving for 7(A), we obtain

f2 = Coe? f3 + Cpe?
_ A < ——— =
e == T

By making e, ~ 1 sufficiently small this yields ([12.165al).
We now show that there exists 7y € I satisfying ([12.166)). To this end we remark that at
least one (actually exactly one) of the following three alternatives holds true:

(a) The interval I contains a non-zero local minimum 7y of (v) .
(b) The interval I contains a left and right edge 7 € dsuppv and 7 € dsuppv.

(c) The average generating density (v) has a cusp at 7o € I N (suppv\dsuppv) such that
v(19) = o(19) =0.

In the case (a), since m is smooth on the set where (v) > 0, Lemma implies II(7p) < IL,,
and thus holds for Cjy > TIL,. In the case (b) we know that +o(75) > 0 by Proposition
[12.8 Since o(7) is continuous (cf. Lemma [12.1]) there hence exists 7y € (7_,74) C I such that
o(19) = 0. Finally, in the case (c) we have o(7y) = 0 by Proposition [12.§

Now we prove . Since v, < u, < |my| < ® on I, and m solves the QVE we obtain
forevery r € A,y¢ Aand 7 €[

l§i+i§2u3@+uy §2|(u:c+uy)+i(vfc_vy)| _ 1 1

® Ugp Uy |mamy| | [y My My

= 20(S, — S,.m)| < 29[S, — S,

(12.167)

Here the definition ((12.164]) of A is used in the first bound while u, > v, was used in the second

estimate. The bound (12.167)) is equivalent to (12.165b)) as ||S, — S, [l > 1/(29?) ~ 1.
We have shown that |o] + (v) ~ 1. By using this in Corollary we see that v(7) is
uniformly 1/2-Hélder continuous everywhere. O]
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13 Stability around small minima of generating density

The next result will imply the statement of (ii) in Theorem [6.10] Since it plays a direct role in
Part IIT on random matrices, we state it here in the form that does not require any knowledge
of the preceding expansions and the associated cubic analysis. In fact, together with our main
results, Theorem and Theorem the next proposition is the only information we use in
Part III of this work concerning the stability of the QVE.

PROPOSITION 13.1 (Cubic perturbation bound around critical points). Assume S satisfies Al-
A5., [[m|lr < @, for some ® < oo, and g,d € X satisfy the perturbed QVE (6.27) at some
fized z € H. There exists £, ~ 1 such that if

(Imm(2)) < e., and lg —m(2)||» < e.. (13.1)
then there is a function s : H — % depending only on S, and satisfying
IsGlle S 1, s —s(a)lls S J2i—2l?, Va,meHl,  (13:2)
such that the modulus of the complex variable,
O = (s(z),9 —m(2)) (13.3)
bounds the difference g — m(z), in the following senses:

lg =m(2)llz < 1O + [ld]|2 (13.4a)
[{w, g —m())| < lwllzlO] + lwllzldly + (T(2)w,d)|,  YweB. (13.4b)

Here the linear operator T'(z) : B — B depends only on S, in addition to z, and satisfies
1T (2) || zs2 S 1. Moreover, © satisfies a cubic inequality

0 +m 0% +m 6| < |ld% + (1), d) + (1P (2),d)], (13.5)

where ||t%)(2)]|2 < 1, k = 1,2, depend only on S in addition to z. The coefficients, T and o,
may depend on S, g and z. They satisfy the estimates,

Im =
(Imm(2))
|ma| ~ (Imm(z)) + a(z), (13.6b)

|m| ~ (Imm(2))? + &(2) (Imm(z)) + (13.6a)

where the 1/3-Hélder continuous function & : H — [0,00) is determined by S, and has the
following properties: Let Ml = {a;} U {B;} U {~} be the set (6.16)) of minima from Theorem
and suppose 19 € M satisfies |z — 19| = dist(z,M). If 7o € Osuppv = {o,;} U{B;}, then
6'\(042) ~ 3(,6’2_1) ~ (Oéi — Bi—l)l/S (137&)
with the convention By = oy — 1 and agryy = B + 1. If 79 ¢ Osuppv = {7}, then
F(w) < (Imm(w))?, (13.7b)

The comparison relations depend only on the parameters (p, L, ||S||r2_2, ).
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We remark here that the coefficients 7, do depend on ¢ in addition to S as contrasted to
the coefficients p;, in Proposition The important point is that the right hands sides of the
comparison relations and are still independent of g. This result is geared towards
problems where d and g are random. Such problems arise when the resolvent method (cf.
Parrt III) is used to study the local spectral statistics of large random matrices (cf. discussion
in Section || of Part I of this work). In that setup m(z) represents the non-random part of a
vector (function) g(z) consisting of the diagonal elements of the resolvent of a random matrix
whose matrix of variances is given by S. Random perturbations d are also the reason why we
have not simply estimated |(¢t®)(2),d)| < [[t®)]|5]|d||]2 in (I3.5). For example, in Part IIT of
this work the left hand side of this inequality is typically much smaller than the right hand
side due to the cancellations in the weighted average of the random vector d. This effect is
called the fluctuation averaging mechanism [26], 37] and it holds with very high probability.
The continuity and regularity estimates (cf. ) will be needed to extend high probability
bounds for each individual z to all z in a compact set of H.

PROOF OF PROPOSITION [I3.1l Since z is fixed we write m = m(z), etc. By choosing €, ~ 1
small enough we ensure that both Lemma and Proposition are applicable. We choose
s such that © becomes the component of u = (g — m)/|m/| in the direction b exactly as in
Proposition m Hence using the explicit formula for the projector P we read off from
© b = Pu, that
1 b
- - 13.
5 5 Tl (13.8)

It is clear from Lemma and Proposition that this function has the properties ((13.2]).
The first bound ([13.4a)) follows by using ([11.28) and (11.29) in the definition (8.35) of w.

Indeed, more precisely

lg =mlls < Imlizlluls < [mlz(lO]lbls +lIrlls) < 10]+ ldls,

where ||m|lg ~ 1, b = f+ Og(a), r = Rd+ Oz(|0* + |d?), and ||R||%-2, |f]l# < 1, have
been used.
In order to derive (13.4b|) we first write:
(w,g=m) = (Imlw,u) = (Im|w,b)© + (|m|w,r). (13.9)

Clearly, |{|m|w,b)| < |Jw||%. Moreover, using (11.28) we obtain
(Imlw,ry = (lmlw, Rd+O5(|6F+ [d]%) )
= (R'(Imw),d) + O(|mllsllw]a(1OF +lldl3) )

Plugging this into (13.9), and setting T := R*(|m|e ), we recognise ((13.4b)). The bound
As a next step we show that , @ and constitute just a simplified version
of the cubic equation presented in Proposition @l Combining and we see that

720" + 120% + 10| < [(|mlb.d)| + I} + (e )] (13.10)

where the O(|0|*)-sized part of the error £ (u,d) in (11.30) has been included into iz = uz +
O(]©]). Moreover, we have bounded the O(|0||{e,d)|)-sized part of x by a larger O(|(e,d)|)
term. Recall that |©| < e, from ((13.1). Hence taking e, ~ 1 small enough, the stability of the
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cubic (cf. (11.33])) implies that there is ¢y ~ 1 so that |us| + |f3| = |pe| + |us| + O(|O]) > 2¢
applies. Hence the coefficients

Ty = (,u2 + (13 — 1)@) Il{|M2| > Co} + gﬂ{|ﬂ2| < CO}
0 H3 (13.11)
m o= l{{ps| > co} + %1{\/@\ <o},

scale just like s and py in size, i.e., |ma| ~ |u2| and || ~ |, provided e, and thus O] is
sufficiently small. Moreover, by construction the bound is equivalent to ({13.5)) once we
set (M) := |m|b and t? = e.

Let us first derive the scaling relation for 71. Using o € R, we obtain from (11.32d)):

Tl ~ il = [~ (mh 2 + 200 - 20 - 0%)a + O(ad+n),

~ ‘Mﬂ
2

(13.12)
. + (W —0o%)a® + (9(043+7))‘ + ‘aa + (’)(043+?7)‘.

The last comparison follows by expressing the size of u; as the sum of sizes of its real and
imaginary parts. We will now use the stability of the cubic, ¢ 4+ 02 2 1 (cf. (11.33)). We treat
two regimes separately.

First let us assume that 202 < 4. In that case ¥ ~ 1, and we find

ml ~ Lttt lola+O(+n) ~ L+ a2+ ola. (13.13)

In order to get the first comparison relation we have used the fact that ¢ — 0% ~ ¢ ~ 1 and
(fIm]) ~ 1 and hence the first two terms on the right hand side of the last line in can
not cancel each other. The second comparison in holds provided ¢, ~ 1 is sufficiently
small, recalling a ~ (v) < &, (cf. (L1.1), so that the error can be absorbed into the term
n/a+ o’

Now we treat the situation when 202 > . In this case |o| ~ 1, and thus for small enough
€4, we have

ml ~ |20 +n)|+a = Lrar 0@t ~ Lra ~ Dijolaral. (13.04)

Here the first two terms in the last line of (13.12) may cancel each other but in that case both
of the terms are O(a?) and hence the size of || is given by the term |o|a ~ «.

The scaling behaviour (13.6b)) of 75 follows from (11.32b)) using || F||12 12 = 1—(f|m|)n/a ~
1 (cf. (8.18) and (8.3)) and the stability of the cubic,

o] ~ pa] ~ |o| + 3¢ —o®|la ~ |o| +a. (13.15)

The formula (13.6a)) now follows from ((13.14)) and (13.15]) by using o ~ (Imm) and identi-
fying

a(z) == |o(z)]. (13.16)

Since ¢ : H — [0, 00) is 1/3-Hélder continuous, so is &.
In order to obtain the relation (13.7a)) we use (12.94]) and Lemma [12.17] to get

5(r0) ~ A(m)* ~ A(m)",

for 7y € Osuppw such that |o(7y)| < o.. On the other hand, if |o(7y)| > oy, ie., 0(79) ~ 1,

then also A(7y) ~ 1. This proves ((13.74)).
In order to obtain ((13.7b|) we consider the cases v(v;) = 0 and v(v;) > 0 separately. If

v(7y,) = 0 then Lemmall2.12|shows that o(y;) = 0. If v(y;) > 0 then 9, (v(7))|r=, = 0. Lemma
thus yields |o(v;)| < IL.(v(7%))?. Since II, ~ 1 this finishes the proof of (13.7D)). O
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Combining our two results concerning general perturbations, Lemma and Proposi-
tion with scaling behaviour of m(z) as described by Theorem [6.4] we now prove Theo-
rem [6.10] as well.

PrOOF OF THEOREM [6.10l Recall the definition (8.37)) of the operator B. We will show below
that

1
0(2)* + @ (2)*3

1B(2)  lzmz S 2] <4, (13.17)

where ¢ = 0(2) and @w = w(z) are defined in (6.31)). Given (13.17) the statement (i) of
the theorem follows by applying Lemma with @ introduced in the theorem and ¥ :=

(0 4+ w@'/3)~2 < e72, where the constant ¢ € (0,1) is from (6-28). If o > e, or w > e, for some

g, ~ 1, then (ii) follows similarly from Lemma with W ~ 1. Therefore, in order to prove

the part (ii) it suffices to assume that o, w < e, for some sufficiently small threshold e, ~ 1.
We will take ¢, so small that Proposition [13.1] is applicable, and thus the cubic equation

(13.5) can be written in the form
0%+ m0*+mO| < 4, (13.18)

with 6 = §(z,d) < ||d||% given in (6.31c]) of Theorem Combining the definition (13.3)) of
© with the a priori bound ([6.32)) for the difference g — m, we obtain

0] < lIsllzllg = mlle S M@ +p). (13.19)

For the last form we have used also (13.2]). We will now show that if ((13.19)) holds for sufficiently
small A ~ 1, then the linear term of the cubic (13.18]) dominates in the sense that

|m1| > 3|m|[0)], and || > 3|0]7. (13.20)
Let us first establish (13.20) when 7 = Re z € suppv. From ([13.19) and (13.6]) we get
0] S Ae+n"?) (13.21)
im| 2 (0+a)a (13.22)
ms| ~ G +ar. (13.23)

Here we have used the general property v, ~ (v) ~ « that always holds when ||m| < @.
Since 7 € suppv we have w = 7 in (13.21]). Let us show that

o+n<a. (13.24)
To this end, let 79 = 79(z) € M., be such that
|7 — 70| = dist(r, M,,) (13.25)

holds. If 79 ¢ Osupp v, then (d) of Corollary yields (13.24]) immediately (take w :=7 — 71
in the corollary). If on the other hand 79 € dsupp v, then (a) of Corollary yields

2/3 < w'/? T (w+m)?
AN LR VR I

where A = A(7p) is the gap length (12.58) associated to the point 79 € dsuppwv satisfying
(113.25)).

o+ ~ o,
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Combining ((13.24)) and ((13.21]) we get
O] < M.

Using this bound together with ([13.22) and (|13.23]) we obtain (13.20) for sufficiently small
A~

Next we prove (13.20)) when 7 ¢ suppov, i.e., o = 0. In this case (13.19) and (13.6]) yield

0] < Aw?/? (13.26)
|| 2 n/a (13.27)
Iy < 1. (13.28)

By combining the parts (b) and (c) of Corollary we get

Ui -2/3
O R ) o Snw T, (13.29)

where A = A(7) is the gap length ((12.58)) associated to the point 79 € dsuppwv. For the last
bound in ([13.29)) we used w ~ w +n < A 4+ n. Plugging (13.29) into ([13.27) we get

|| > w?/3. (13.30)

Using this together with ((13.26]) and (13.28]) we obtain ((13.20)) also when 7 ¢ supp v.
The estimates ((13.20)) imply

’@‘3 S }Wl@‘ ~ ’@3+7T2@2+7T1@|.

Using (13.18]) we hence get

OF < [mef <9,

from which it follows that

0] < min{%,él/?’}. (13.31)
T

If 7 ¢ suppv we have p = 0 and thus (13.30]) can be written as
|| > 0%+ w3, (13.32)

This estimate holds also when 7 € suppw. If the point 7y = 79(F) € M., satisfying
is not an edge of suppwv, then follows immediately from (d) of Corollary and from
71| 2 a? from (13.22)). In order to get when 7 € suppv and 79 € dsuppv we set
w = |t — 79| and consider the cases w + 1 > oA and w +n < ¢ A for some small ¢y ~ 1
separately. If w+mn > cgA we get

a? ~ (w+77)2/3 ~ w2/3+7]2/3 ~ Q2+772/3, (13.33)

using (a) of Corollary in both the first and the last estimate. On the other hand, if
w—+n < oA for sufficiently small ¢y ~ 1, then

1
6 =0(2) > () = Clro — 2|*3 = AY3 — C(w+n)Y3 > §A1/3, (13.34)

where we have used 1/3-Hélder continuity of & and the relation (13.74) from Proposition [13.1]

For the last bound we have used |75 — z| ~ w + 1 as well. Therefore, we have

Sa ~ Al/ﬁ(w+n>1/2 > 2B L3 > g2 g3, (13.35)
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Here we have used (a) of Corollary twice. Combining (13.33]) and (13.35]) we get

Ga+a® > 0®+ w3, T € SUppv . (13.36)

Using this in (13.22) yields (13.32)) when 79 € 9 supp v.
By combining (13.31)) and ([13.32) we get

O < 7T, (13.37)

with T = Y(z,d) defined in (6.34)). The estimates (6.33) now follow from ([13.4)) using ((13.37]).
We still need to prove ((13.17)). If 7 € suppv we know from (8.40) of Lemma that

1B s S (Fata?) .

~Y

Using ((13.36]) we get (13.17) when 7 € suppv. In the remaining case 7 ¢ supp v ([13.17)) reduces

to
IB™ Y| g S w23, (13.38)

In order to prove this we use (8.40) to get the first bound below:

1 a
1B 2ss < 14+ [|B Yo <1l +—c—— S 14—, (13.39)
L —[|F|l2—2 n

For the second estimate we have used the definition (8.37)) of B and the identity (8.18]). Finally,
for the third inequality we used (f|m|) ~ 1 to estimate 1 — || F||t2_12 = n/c. Using (13.29)) in

(113.39)) yields (|13.38]). This completes the proof of ((13.17]). O

14 Examples

In this section we will present some examples that illustrate why the assumptions, made on S,
are needed for our analysis. Moreover, we give specific choices of S, which lead to the different
shapes of the generating density, described by our main result, Theorem [6.4] The assumptions
A1l. and A2. are structural in nature, while A3 is simply a normalisation, which we will
drop for the upcoming examples. The smoothing assumption A4. was made for technical
reasons. We used it to deduce uniform bounds from spectral information. Here we focus on
the remaining assumptions A5., B1. and B2. Recall that the later two conditions are defined
in the beginning of Section [9] and that they were introduced to prove uniform bounds for the
solution m away and around z = 0, respectively (cf. Theorem . The key character of B1-2.
is that these uniform bounds depend only on the parameters appearing in their definitions.
The simpler result Theorem is a qualitative version of Theorem in the sense that the
uniform bounds can not be expressed only in terms of the model parameters.

Most of the examples here are represented in the special setting where X in the unit interval
and 7 is the restriction of the Lebesgue measure on this interval w.r.t. standard Borel o-
algebra:

(%,B,7) := ([0,1],B([0,1]),dz) . (14.1)
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14.1 The band operator and lack of self-averaging

The uniform primitivity assumption, A5., was made to exclude choices of S that lead to an
essentially decoupled system. Without sufficient coupling of the components m, in the QVE
the components of the imaginary part of the solution are not necessarily comparable in size,
i.e., v, ~ v,, may not hold. No universal growth behaviour at the edge of the support of the
generating density, as described by Theorem [6.4] can be expected in this case, since the support
of v, may not even be independent of x.

The simplest such situation is if there exists a subset I C [0, 1] such that S leaves the func-
tions invariant that are supported on I and also the ones that are supported on the complement
of I. In this case the QVE will decouple and we may apply the developed theory to each of
the resulting equations independently. Assumption A5. also excludes a situation, where the
functions supported on I are mapped to the function supported on the complement of I, and
vice versa. This case has an instability at the origin 7 = 0 and requires a special treatment of
the lowest lying eigenvalue of S.

Another example, illustrating why A5. is needed, is the following S-operator with a small
band along the diagonal:

Sy =€ (x4 y)1{|lz —y| <e}.

Here, £ : R — (0,00) is some smooth function and ¢ a small positive constant. For any fixed
¢ this operator satisfies all our assumptions Al., A2, A4-5. and B1-2.. As ¢ approaches
zero, however, the constant L from assumption A5., as well as [|S]|;2_,4 from assumption A4.
diverge. In the limit, S becomes a multiplication operator and QVE decouples completely,

1
= z+&(x)m;(2).
= @ m(
The solution becomes trivial. Each component m, is the Stieltjes transform of Wigner’s semi-
circle law (1.4), scaled by the corresponding value &(x). In particular, the support of the
components v, of the generating density depend on x.

14.2 Divergencies for special z-values: Outlier rows

Theorem shows that away from z = 0 the solution of the QVE stays bounded if, in addition
to A1-5., assumption B1. is satisfied. We present two examples in which the condition B1. is
violated. In both cases a few exceptional row functions, S,(y) = S;,, cause divergencies in the
corresponding components, m,., of the solution. The first example is so simple that the QVE
can be solved explicitly and thus the divergence can be read off from the solution formula. The
second example is a bit more involved. It illustrates how divergencies may arise from smoothing
out discontinuities in the kernel of S on small scales.
We start with the simple 2 x 2 - block operator:

Sg;) = A{z <6 y>0}+ A {y<dz>d}+1{x>0,y>0}, (14.2)

with two positive parameters A and 6. For any fixed values of A > 0 and § € (0,1/2) this
operator satisfies Al., A2, A4-5. and B1-2.. In fact, the solution has the structure

me(2) = plz) l{x <o} +rv(z)l{x >0}, (14.3)

where the two functions p, v : H — H satisfy the coupled equations

- M),  ——— — i aeu) A (=0 u(z).  (144)
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Figure 14.1: As ¢ decreases the average generating density remains bounded, but the 0-th
component of the generating density blows up at +7y.

Let us consider a fixed A > 2. Then, as we take the limit 6 | 0, the condition B1 becomes
ineffective, while all the other assumptions still hold uniformly in ¢. Indeed, the row functions
(S;O))xe[Qﬂ differ from the row functions (SJ‘;O))IEM. This leads to a blow-up in the components
m,(z) with 2 € [0, 6] at a specific value of z. More precisely, we find |u(£7)| ~ §~/2 with

2\

T0 — .

22— (A 2)

While the Z-norm of m diverges as ¢ approaches zero, the L2[0, 1]-norm stays finite, because
the divergent components contribute less and less. The situation is illustrated in Figure [14.1]

The operator-kernel S even makes sense for § = 0. In this case we get for the generating
measure the formulas,

A4 — 72 (A —2)
TN =270 = 1) {re[-22]}dr + m(cs_m(dﬂ +5To(d7)) ,

vy(dr) = %\/4—7211{76 —2.2]}dr, e (0.1].

vo(dr) =

The non-zero value that vy assigns to 7y and —7y reflects the divergence of m in the uniform
norm at these points.

In the context of random matrix theory the operator S(® with small values of the parameter
0 corresponds to the variance matrix of a perturbation of a Wigner matrix. The part of the
generating density, which is supported around 7y corresponds to a small collection of eigenval-
ues away from the bulk of the spectrum of the random matrix. These outliers will induce a
divergence in some elements of the resolvent of this matrix. This divergence is what we see as
the divergence of p here.

We present a second example of a different nature, which also violates assumption B1.. The
smoothing of discontinuities in S may cause blow-ups in the solution of the QVE (cf. Figure
14.2). This is somewhat surprising, since by conventional wisdom, smoother data implies
smoother solutions. The key point here is that the smoothing procedure creates a few row
functions that are far away from all the other row functions. The following choice of operator
demonstrates this mechanism:

1
SQ(JZ) = 5(7@,333/ +rys,) .
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Here the two continuous functions 7, s : [0,1] — (0, 1] are given by

e = (1+e(z—-0){d—ec<a<s}+1{x>6},
Se =20 {z <0} +RA—e T2 A -D(@—-0){d<az<d+e}+1{x>5+e},

and A > 0, 0 € (0,1) are considered fixed positive model parameters, while € € (0, d) is varied.
The continuous kernel S®) represents a smoothed out version of the 2 x 2-block operator S©
from . Assumption B1. is satisfied for the operator S©) for any fixed ¢ > 0 and for
the limiting operator S(© as well. Nevertheless, as ¢ approaches zero, condition B1. becomes
ineffective, since the constants in this assumption depend on €. This is due to the distance that
some row functions in (Sz(f))xe[(;,e’(;ﬁ] have from all the other row functions.

Let m = m® denote the solution of the QVE corresponding to S®). We will now show that,
even though m(©) is uniformly bounded, the Z-norm of m® diverges as € approaches zero for
certain parameters A and 9.

The solution m = m®) has the form

1
() +U(2)s,

my(z) =
Here, the two functions ¢&) = ¢ = (s,m), ¥ = ¢ = (r,m) : H — H satisfy the coupled
equations

s, (dz) rpdr

#l) = _/3€z+90(z)rx+¢(z)sx’ vle) = _/xZJF%O(Z)’”wJFw(Z)Sl“'

(14.5)

In the parameter regime A > 10 and § < 1/10 the support of the generating density of m(®
consists of three disjoint intervals,

(0)

supp v’ = supp 90(0) = supp w(o) = [_517—061] U [—am&o] U [041:51]-

Inside the gap (ap, ;) the norm |[m®)||5 diverges as € | 0. This can be seen indirectly, by
utilising Theorem [6.4, We will now sketch an argument, which shows that assuming a uniform
bound on m leads to a contradiction. Suppose there were an e-independent bound on the
uniform norm. Then a local version of Theorem would be applicable and the generating
density v of m(® could approach zero only in the specific ways described in that theorem.
Instead, the average generating density (v(¥)) takes small non-zero values along the whole
interval (o, ), as we explain below. This contradicts the assertion of the theorem.

In fact, a stability analysis of the two equations for ¢ and ) shows that they are
uniformly Lipshitz-continuous in e. In particular, for 7 well inside the interval (ag, o1) we have

Imp® (1) + Imy© (1) < Ce.

Thus, the average generating
density takes small values here as
well, (v®(7)) < Ce. On the other
hand, Imy and Im do not van-
ish on (ag, ;). Their supports co-
incide with the support of the gen-
erating density, v®). By Theorem
this support is a single interval
for all ¢ > 0 and by the continu-
ity of ¢ and % in €, every point

Figure 14.2: As e decreases the average generating den-
sity remains bounded. The absolute value of the solution
as a function of x at a fixed value Ej inside the gap of
the limiting generating density has a blow up.
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T € (=B, —a1) U (a,51) is con-
tained in this interval in the limit
el 0.
This example demonstrates that certain features of the solution of the QVE cannot be
expected to be stable under smoothing of the corresponding operator S. Among these features

are gaps in the support of the generating density, as well as the universal shapes described by
Theorem [6.4]

14.3 Discretisation of the QVE
By choosing X := {1,..., N} and 7(i) := N~! for some N € N the QVE ([6.5] takes the form

N
1 ,
__~:z+NjEZISijmj7 Z:L...,N, (146)

and hence this matrix equation is covered by our analysis. Alternatively, we may treat the
discrete equation ((14.6]) in the setting X = [0, 1] and n(dz) = dz. Namely, we interpret the
matrix S = (5;;) as N x N-block operator S with square blocks of equal size that takes the
constant value S;; on the (4, j)-th block,

Suy = Sy l{Nwe[i—1,i), Nyel[i—1,4)}. (14.7)

The value m; is the value of the corresponding continuum solution, (mg)gcp,1), on the i-th
block, i.e., m; = m, for Nz € [i —1,4). This follows from the uniqueness of the solution m and
the fact that both sides of the QVE conserve the block structure.

This translation of discrete QVEs into the continuos setting (X, n(dz)) = ([0,1],dx) is
convenient when comparing different discrete QVEs of non-matching dimensions N. For ex-
ample, the convergence of a sequence of QVEs generated by a smooth symmetric function
f:10,1]> = [0, 00) through the discretisation

g .
Sz] = f(N’N)’ Z,jzl,...7N,

can be handled this way. Indeed, with (my,...,my) the solution of the discrete problem, the
step function m with value m; on the i-th out of N equally sized blocks will converge to the
solution of the continuous QVE with S,, := f(z,y) as N — oo. If the continuum operator
satisfies A5. and B2. (all other assumptions are automatic in this case), then the convergence
of the generating densities is uniform and the support of the generating density is a single
interval for large enough N. This is a consequence of the stability result, Theorem more
precisely of Remark following it and of the fact that (.S;;) %‘:1 is block fully indecomposable,
and the knowledge about the shape of the generating density from Theorem and Theorem
6.9

14.4 The DAD-problem and divergencies at z =0

Assumption B2. is designed to prevent divergencies in the solution at the origin of the complex
plane. These divergencies are caused by the structure of small values of the kernel S,,. At
z = 0 the QVE reduces to

Vg /W(dy) Sy = 1, reX. (14.8)
x
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This equation for v, = Imm,(0) is known as the DAD- or scaling-problem and there is an
extensive literature on its solvability that dates back at least to [57], mostly in the discrete
case, i.e., when S is a matrix with positive entries. If equation does not have a bounded
solution, ||m(z)||# will diverge as z approaches zero.

To formulate simple clear cut statements about the solvability of the DAD-problem and its
connection to the boundedness of the solution of the QVE at the origin of the complex plane,
we consider its discrete analog,

N
1 .
UiNZSijszl, 221,...,N, (149)
j=1
for a solution vector, (vq,...,vy), with positive entries. This equation is equivalent to the

discrete QVE, (14.6), at z = 0. If the DAD-problem (14.9) is not solvable, the solution of the
discrete QVE has a divergence at the origin of the complex plane. Therefore, divergencies in
the solution of the QVE at z = 0 can be understood in terms of solvability of the corresponding
DAD-problem. It is a well-known fact [I3] that the DAD-problem has a unique solution for
a symmetric irreducible matrix (S;;);;_, with non-negative entries if and only if S is fully
indecomposable. This fact is reflected in the assumption B2..

Let us go back to the continuum setting. If assumption B2. is violated the generating
measure may have a singularity at z = 0. In fact, there are two types of divergencies that may
occur. Either the generating density exists in a neighborhood of 7 = 0 and has a singularity
at the origin, or the generating measure has delta-component at the origin. Both cases can be
illustrated using the 2 x 2-block operator S from (14.2).

The latter case occurs if the kernel S, contains a rectangular zero-block whose circumference
is larger than 2. For S(®) this means that § > 1/2. Expanding the corresponding QVE for small
values of z reveals

v(d7) = W I{z < d}do(dr) + O(1)dr.

The components of the generating measure with = € [0, ] assign a non-zero value to the origin.
The case of a singular, but existing generating density can be seen from the same example,
(14.2), with the choice 6 = 1/2. From an expansion of QVE at small values of z we find for the

generating density:
ve(T) = 2NV 1{r < 172} + 0(1).

The blow-up at z = 0 has a simple interpretation in the context of random matrix theory.
It corresponds to an accumulation of eigenvalues at zero. If the generating density assigns a
non-zero value to the origin, a random matrix with the corresponding S as its variance matrix
will have a kernel, whose dimension is a finite fraction of the size N of the matrix.

Assumption B2. excludes the above examples by ensuring that the DAD-problem has a
unique solution and is sufficiently stable.

14.5 Shapes of the generating density

We will now discuss how all possible shapes of the generating density from Theorem can
be seen in the simple example of the 2 x 2-block operator S from (14.2) by choosing the
parameters A and ¢ appropriately. For the choice of parameters A > 2 and 6 = §.(\) with

(A —2)°
N — 3N+ 15A T

de(A) = i
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the generating density exists everywhere and its support is a single interval. In the interior
of this interval the generating density has exactly two zeros at some values 7. and —7.. The
shape of the generating density at these zeros in the interior of its own support is a cubic cusp,
represented by the shape function \Ifigi)n. If we increase ¢ above 0.()), then the zeros of the
generating density disappear. The support is a single interval with local minima close to 7
and —7. and the shape around these minima is described by \Ifigi)n for some small positive p.
Finally, if we decrease ¢ slightly below d.()\) a gap opens in the support. Now the support of the
generating density consists of three disjoint intervals and the shape of the generating density
at the two neighbouring edges is described by Weqe.. The different choices of § are illustrated

in Figure [14.3

d = 9.(8) 1
o s s
0.5
8 1
-4 -2 0 2 4
5 =6.(8) +0.05 1, §=3.(8) = 0.15 1,
0.5} 0.5
“4 2 0 2 4 —4 -2 0 2 4

Figure 14.3: Decreasing ¢ from its critical value 6. opens a gap in the support of the average
generating density. Increasing delta lifts the cubic cusp singularity.
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Part 111

15 Introduction to Part III

In this part we will prove the local law and local spectral universality in the bulk for general
random matrices, H, with independent entries. We show that the diagonal elements of the
resolvent, G(z) := (H — 2)~!, satisfy the approximate self-consistent equation

N

1

— 24+ Y s;Gi(2), i=1,...,N.
Gii(z) ; F]

Q

Here, S = (sij)%zl is the matrix with the variances of the matrix elements of H as its entries.
The stability analysis for this equation, carried out in Part II of this work, is used heavily in
the proof. Nevertheless, this part is completely self-contained and all results from Part II are

repeated when they are needed.

15.1 Set-up and main results

Let H™ € CV*N be a sequence of self-adjoint random matrices. In particular, if the entries of
H are real then H®) is symmetric. The matrix ensemble H = H®) is said to be of Wigner
type if its entries h;; are independent for ¢ < j and centered, i.e.,

Eh;; =0 foral 4,j=1,...,N. (15.1)

The dependence of H and other quantities on the dimension N will be suppressed in our

notation. The matrix of variances, S = (s;;)};_;, is defined through

sij = E|h|*. (15.2)

It is symmetric with non-negative entries. In Part II it was shown that for every such matrix
S the quadratic vector equation (QVE),

N
1
— B :z+Zsijmj(z), forall ¢=1,...,N and z € H, (15.3)
m;(z -
7=1
for a function m = (my,...,my) : H — HY on the complex upper half plane, H = {z € C :

Imz > 0}, has a unique solution. The main result of this paper is to establish the local law
for Wigner-type matrices, i.e. that for large N the resolvent, G(z) = (H — z)~!, with spectral
parameter z = 7 + in € H, is close to the diagonal matrix, diag(m(z)), as long as n > N1
As a consequence, we obtain rigidity estimates on the eigenvalues and complete delocalisation
for the eigenvectors. Combining this information with the Dyson Brownian motion, we obtain
universality of the eigenvalue gap statistics in the bulk.

We now list the assumptions on the variance matrices S = S(V). The restrictions on S
are controlled by three model parameters, p, P > 0 and L € N, which do not depend on
N. These parameters will remain fixed throughout this paper. In the following we will always
assume that S satisfies the following conditions:

(A) For all N the matrix S is flat, i.e.,

< i,j=1,...,N. (15.4)

1
N )

Sij
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(B) For all N the matrix S is uniformly primitive, i.e.,

L P .

(S )ijzﬁ, i,j=1,...,N. (15.5)

(C) For all N the matrix S induces a bounded solution of the QVE, i.e., the unique
solution m of ([15.3)) corresponding to S is bounded,

Imi(2)] < P, i=1,...,N, zeH. (15.6)

REMARK 15.1. The assumption on the boundedness of m is an implicit condition in the sense
that it can be checked only after solving . In Part II we list sufficient, explicitly checkable
conditions on S, which ensure . We also remark that the assumption can be replaced
by si; < C/N for some positive constant C. This will lead to a rescaling of m. We pick the
normalisation C' =1 just for convenience.

In addition to the assumptions on the variances of h;;, we also require uniform boundedness
of higher moments. This leads to another basic model parameter, = (p1, o, - . . ), which is
a sequence of non-negative real numbers.

(D) For all N the entries h;; of the random matrix H have bounded moments,

Elhil* < esi/®, k€N, ij=1,...,N. (15.7)

In order to state our main result, in the next Corollary we collect a few facts about the
solution of the QVE that are proven in Part II. Although these properties are sufficient for the
formulation of our results, for their proofs we will need much more precise information about
the solution of the QVE. Theorems and summarise everything that is needed from
Part II besides the existence and uniqueness of the solution of the QVE. In particular, the
statement of Corollary [I5.2] follows easily from Theorem [18.1]

COROLLARY 15.2 (Solution of QVE). Assume S satisfies assumptions (A), (B) and (C). Let
m : H — HY be the solution the QVE (15.3) corresponding to S. Then m is analytic and has

a continuous extension (denoted again by m) to the closed upper half plane, m : H — EN, with
H:=HUR. The function p: R — [0,00), defined by

p(1) = %Zlmmi(ﬂ, (15.8)

is a probability density. Its support is contained in [—2,2] and is a union of closed disjoint
intervals
K
suppp = U[ak,ﬁk], where  ap < Pr < Qg1 - (15.9)
k=1

There exists a positive constant d,, depending only on the model parameters p, P and L, such
that the sizes of these intervals are bounded from below by

Be—ar > 204 (15.10)

Note that provides a lower bound on the length of the intervals that constitute
supp p, while the length of the gaps, a1 — Bx, between neighbouring intervals can be arbitrarily
small. Figure|[15.1]shows a shape that the density of states typically might have. In particular,
p may have gaps in its support and may have additional zeros (cusps) in the interior of supp p.
For more details on the possible edge shapes see Theorem [6.4] of Part II.
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DEFINITION 15.3 (Density of states). The function p defined in (15.8) is called the density of
states. [ts harmonic extension to the upper half plane

1
in) = — do, = —_-— eR, n>0, 15.11
plrsin) = [ m(r—o)plodo,  m(n) = ooto TR, y>0, (1511
is again denoted by p. With a slight abuse of notation we still write supp p, as in (15.9), for
the support of the density of states as a function on the real line.

The density of states will be shown to be
p(’r) the eigenvalue distribution of H in the large N
limit on the macroscopic scale. For any fixed
values 7, € R with 7 < 75 it satisfies

o } Spec(H(N)) N [71, 2] |
N—o0 Nf;?p(N)(T) dr

/_\/\ % provided the denominator does not vanish in
- - 7 the limit. The identity ((15.12)) motivates the

-1 0 1

— 1, (15.12)

terminology of density of states for the func-
tion p. The harmonic extension of p to H
is a version of the density of states, that is
smoothed out on the scale n. It satisfies the
identity p(z) = = Zfil Imm,(z) not just for
z € R (cf. (15.8)) but for all z € H and it will be used in the statement of our main result,
Theorem [15.6

In fact, Theorem , implies a local version of , where the length of the interval,
[T1, 2], may converge to zero as N tends to infinity. Our estimates and thus the proven speed
of convergence depend on the distance of the interval to the edges of supp p and even on the
length of the closest gap in this case. We introduce a function A : R — [0, 00), which encodes
this relation.

Figure 15.1: The density of states may have
gaps, cusps and local minima.

DEFINITION 15.4 (Local gap size). Let oy, and By be the edges of the support of the density
of states (cf. (15.9)) and 6, the constant introduced in Corollary[15.4 Then for any § € [0,4,)

we set

api1— Ok ifBr—0 <717 < a1+ forsomek=1...,K—1,
As(T) =<1 ifT<a1+06 orT> Pk —9, (15.13)

0 otherwise.

Finally, we fix an arbitrarily small tolerance exponent v € (0, 1). This number will stay
fixed throughout this paper in the same fashion as the model parameters P, p, L and u. Our
main result is stated for spectral parameters z = 7 + inp whose imaginary parts satisfy

n> Nt (15.14)

For a compact statement of the main theorem we define the notion of stochastic domination,
introduced in [23] and [26]. This notion is designed to compare sequences of random variables
in the large N limit up to small powers of N on high probability sets.

DEFINITION 15.5 (Stochastic domination). Suppose Ny : (0,00)> — N is a given function,
depending only on the model parameters p, P, L and i, as well as on the tolerance exponent
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7. For two sequences, p = (™M) n and ¢ = (Y™ y, of non-negative random variables we say
that ¢ 1s stochastically dominated by ¢ if for all e > 0 and D > 0,

Ple™ > Negp™M] < N7P, N > Ny(e, D). (15.15)
In this case we write ¢ < .

The threshold Ny(e, D) = Ny(e, D, P,p, L, i1,v) will always be an explicit function whose
value will be increased throughout the paper, though we will not follow its form. This will
happen only finitely many times, ensuring that Ny stays finite. The threshold is uniform in all
other parameters, e.g. 2,1, 7,..., that the sequences ¢ and ¢ may depend on. Typically, we
will not mention the existence of Ny, it is implicit in the notation ¢ < . As an example, we
see that the bounded moment condition, (D), implies

|hlj‘ < N_I/Z.

Actually, the function Ny depends only on finitely many moment parameters (p1, . .., fpr) in-
stead of the entire sequence p, where now the number of required moments, M = M (e, D, P,p, L,),
is an explicit function.

Now we are ready to state our main result on the local law. Suppose H = H®) is a
sequence of self-adjoint random matrices with the corresponding sequence S = SV) of variance
matrices and p = p¥) the induced sequence of densities of state. Recall that d, is the positive
constant, depending only on p, P and L, introduced in Corollary and Ay is defined as in
Definition 15.4]

THEOREM 15.6 (Local law). Suppose that assumptions (A)-(D) are satisfied and fix an arbitrary
v € (0,1). There is a deterministic function k = k™) : H — (0, 00] such that uniformly for all
2z =1 +in € H with n > N7~ the resolvents of the random matrices H = HY) satisfy

pz) 1 1 k(2)
masx[Goy(2) = mi(2)85] < ([RE + 5+ mi {\/_ Nn} (15.16)

Furthermore, for any sequence of deterministic vectors w = w'N) € CN with max; |w;| < 1 the
averaged resolvent diagonal has an improved convergence rate,

’% ﬁ:wz(Gu(Z’) — ml(z))‘ < min{ \/]1\[_777 %2)} - (15.17)

In particular, for w; =1 this implies

‘—ImTrG ) —mp(z)

< min{\/]lv_n, i&)} (15.18)

The function k satisfies the following bounds. There is a constant § € (0,6,), depending only
on the model parameters p, P and L, such that with A = Ag,

1

k(z) < AT ) (15.19)
If z is not too close to the support of the density of states in the sense that
(A(T)+ p(2)) dist(z, supp p) > all : (15.20)
(Nn)?
then k satisfies the improved bound
K(z) < ] ! (15.21)

dist(z, supp p) (A(7)Y3+ p(2)) * Nndist(z,supp p)V/2 (A(T)1/3 + p(2))1/2 "
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This local law generalises the previous local laws for stochastic variance matrices S (see [26]
and references therein). It is valid for densities p with an edge behaviour different from the
square root growth that is known from Wigner’s semicircular law. In particular, singularities
that interpolate between a square root and a cubic root are possible. In the bulk of the support
of the density of states, i.e., where p is bounded away from zero, the function x is bounded.
The same is true near the edges, unless the nearby gap is small. The bound deteriorates near
small gaps in the support of p.

In applications, the sequence S = S™) may be constructed by discretising a continuous
limit function. As a simple example, suppose f is a smooth, non-negative, symmetric, f(z,y) =
f(y,z), function on [0, 1]* with a positive diagonal, f(x,z) > 0. Then the sequence of variance
matrices,

S(N) __f< )7 i?j::la"wNa

satisfies conditions (A)-(C'). The validity of (C') can be verified by using the criteria proven in
Part II. In this case the solution, m = (my,...,my), of the QVE converges to a limit in the
sense that

max sup |m;(z) —m(i/N;z)| — 0,

where m : [0,1] x H — H is the solution of the continuous QVE,

1
s =t [ fepmpdy,  ae ), el

These continuum versions of the QVE and their stability are analysed in Part II of this work
as well. In particular, the density of states converges to a limit,

1 1
pM(r) — —/ Imm(z;7)dz.
T Jo

We introduce a notion for expressing that events hold with high probability in the limit as
N tends to infinity.

DEFINITION 15.7 (Overwhelming probability). Suppose Ny : (0,00) — N is a given function,
depending only on the model parameters p, P, L and i, as well as on the tolerance exponent
7. For a sequence A = (A™N))y of random events we say that A hold asymptotically with
overwhelming probability (a.w.o.p.), if for all D > 0:

PAM] > 1-NP N> Ny(D). (15.22)

There is a simple connection between the notions of stochastic domination and asymptoti-
cally overwhelming probability. For two sequences A = A™) and B = BW) the statement *A
implies B a.w.o.p.” is equivalent to 14 < 1p, where the threshold Ny, implicit in the stochastic
domination, does not depend on ¢, i.e., Ny(g, D) = Ny(D).

We denote by A\; < .-+ < Ay the eigenvalues of the random matrix H. The following
corollary shows that the eigenvalue distribution converges to the density of states as N tends
to infinity.

COROLLARY 15.8 (Convergence of cumulative eigenvalue distribution). Uniformly for allT € R
the cumulative empirical eigenvalue distribution approaches the integrated density of states,

min ! 1/5
<mn{ sy Yy 00
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Furthermore, for an arbitrary tolerance exponent v € (0,1) there are no eigenvalues away from
the support of the density of states,

rﬁé@( #{i C Ok F 0 < N < Qg1 — 5k} =0 a.w.o.p. (15.24)
where we interpret By := —00, a1 = +00 and 6, is defined as &y = 0k = NY~2/3, as well
as

N7
O = k=1,...,K—1. (15.25)

(Oék+1 - ﬂk)l/SNz/S ’

We define the index, i(7), of an eigenvalue that we expect close to the spectral parameter
T by

i(r) = [N /_ Toé)(w)dw-‘ . (15.26)

Here, [w] denotes the smallest integer that is bigger or equal to w for any w € R.

COROLLARY 15.9 (Rigidity of eigenvalues). Let v € (0,1) be an arbitrary tolerance exponent.
Uniformly for all

K
T € U[Oék + ep_1, Bk — Ek] , (1527)
k=1

where €y = e := N72/3 and the other ¢, are defined as

1 1
— N i — _
e = N mln{N3/5, o —ﬁk)1/9N2/3}’ k=1,..., K -1, (15.28)

the eigenvalues satisfy the rigidity

. 1 1
Py =7 < min R N (15:29)

For m € (a1, 1 + €9) the eigenvalues at the leftmost edge satisfy
iy — 7| < N72/3, (15.30)

and similarly, for T € (B — €k, Bk the eigenvalues at the rightmost edge satisfy

iy — 7| < N72/3. (15.31)

Uniformly for 7 € (By — ek, Qg1 +€x) with some k =1,..., K — 1, the eigenvalues close to the
internal edge satisfy

)\Z(T) < [ﬁk — 25k: ﬁk + 5]6} U I:ak-Jrl — 5k; (077} + 28k] a.w.o.p. , (1532)

where O 1s defined in (|15.25).

REMARK 15.10. The statements (15.30)), (15.31) and (15.32)) are an immediate consequence of
(115.29)) and (15.24). They simply express the fact that the small number of O(N€) eigenvalues,
very close to the edges, are found in the space that is left for them by the other eigenvalues for

which the rigidity statement (15.29)) applies. For an illustration see Figure .
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COROLLARY 15.11 (Delocalisation of eigenvectors). Let w; be the normalised eigenvector of H
corresponding to the eigenvalue ;. All eigenvectors are delocalised in the sense that

1
m?XHuiHoo < —.

VN

THEOREM 15.12 (Isotropic law). Let w,v € CV be deterministic unit vectors and v € (0,1).
Then uniformly for all z = 7+ in € H with n > N1,

N N
Z wiGij(z)vj — Zmz(z)wlv,
i=1

ij=1

@ L min ! @
=< N + N + {\/N_n, N }, (15.33)

where K is the function from Theorem [15.6.

DEFINITION 15.13 (g-full random matrix). We say that H is g-full for some q > 0 if either
of the following applies:

e H is real symmetric and Eh?j > q/N foralli,j=1,...,N;

e H is complex hermitian and for alli,j =1,..., N the real symmetric 2 X 2-matriz,

% =\ E(Rehy;)(Imhy;) E (Im h;;)? )

satisfies 0;; > q/N.

THEOREM 15.14 (Universality). Suppose that in addition to (A)-(D) being satisfied, the matriz
H s g-full. Then for all e > 0, n € N and all smooth compactly supported observables F' :
R™ — R, there are two positive constants C' and ¢ such that for any T € R with p(1) > € the
local eigenvalue distribution is universal,

n

‘EF<(NP()\2‘(T))()\¢(T) - )\i(T)+j))j:1> - EGF<(NPSC(0)()\(N/Q1 - A[N/Q]ﬂ‘))?_l)‘ < CN™“

Here, Eq denotes the expectation with respect to the standard Gaussian ensemble, i.e., with
respect to GUE and GOEFE in the cases of complex Hermitian and real symmetric H, respectively,
and ps.(0) = 1/(27) is the value of Wigner’s semicircle law at the origin.

This paper focusses on random matrices in
the real symmetric and the complex hermitian
symmetry class. The third universality class, IO
the quaternion self dual case can be treated
in a similar fashion.

We introduce a few conventions and nota-
tions used throughout this paper.

CONVENTION 15.15 (Constants and compar- - A -
ison relation). We use the convention that ev- c k‘ Or 5, [ €x
ery positive constant with a lower star indez, -~

such as 0y, ¢, and N, explicitly depends only 5/@ Ot 1

on the model parameters P, p and L. These

dependencies can be reconstructed from the Figure 15.2: At the edges of a gap of length A in
proofs, but we will not follow them. Constants supp p the bound on the eigenvalue fluctuation
¢,c1,Coy ..., 0,01, Oy, ... also depend only on is §, inside the gap and ¢, inside the support
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P, p and L. They will have a local meaning
within a specific proof.

For two non-negative functions ¢ and ¢ depending on a set of parameters u € U, we use
the comparison relation

v 2, (15.34)

if there exists a positive constant ¢, depending explicitly on P, p and L such that p(u) > cip(u)
for all w € U. The notation ¢ ~ ¢ means that both ¥ < ¢ and 1) 2 ¢ hold true. In this case
we say that v and ¢ are comparable. We also write v = o + O(9), if | — | < 0.

We denote the normalised scalar product between two vectors w,u € CV and the average
of a vector by

(w,u) := %ZWW’ (w) = %sz (15.35)

15.2 (Gaussian random matrices with correlated entries

The results of the Subsection can be applied to Gaussian random matrices having depen-
dent entries with a translation invariant correlation structure. Let N € N and consider the
complex self-adjoint random matrix

HWY = (hgv)%,jeqrw) ) (15.36)
indexed by a discrete torus
T =TW .= Z/NZ. (15.37)
We assume that the matrix is centred, i.e.,
Ehi;;=0, VijgeT. (15.38a)

Moreover, we assume that H is Gaussian, i.e., the elements h;; are jointly Gaussian. The
covariances of the elements of H are specified by two self-adjoint matrices A = A™) and
B = B™) with elements a;; € C and b;; € C, 4,j € T, through

— 1
Ehijhy = N(aifk,jfl + by k), Vi, 5,k 1 eT. (15.38b)

Here the subtractions in ¢ — k and j — [, etc., are done in T.
We will say that A decays exponentially if there is a constant v > 0, such that

|aay| < e UHFD Y a y e T, (15.39)

where |z| is the distance of z from 0 on T, i.e., |z| := mingez|x + EN|.
We say that A is non-resonant if

Zeizwxaxo > &, Voelo1], (15.40)
zeT
for some £ > 0.
Let S = S®) := NIT®) he the discrete dual torus of T = TW),
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THEOREM 15.16 (Local law for Gaussian matrices with correlated entries). Suppose A decays
exponentially and is non-resonant, i.e., and hold with some constants v,& > 0.
Let v > 0 be any tolerance exponent. Then the resolvent G(z) = (H— z)™! satisfies the optimal
local law everywhere, i.e., uniformly for all z = 7 +in € H with n > N7 !,

’NTrG - ZW )| < oo (15.41)
where m(z) = (my(2))pes € HE is the unique solution of the QVE
— = z+ Zaqseme (15.42)
fes
and
- . 1 2w (zp—yh)
Ugo = e agy . (15.43)

z,yeT

The solution m is uniformly bounded in N. The density of states is a symmetric function
p=pN R —[0,00), that is uniquely determined by

%Z’%(z) - /_w%, :CH, (15.44)

o€S

and it has the following properties:
(i
(ii

) Single interval support: supp p = [—o, 0|, for some o, ~ 1;
)

(iii) 1/2-Hélder continuity: |p(11) — p(72)| < |11 — |2, for all 7,7 € R;
)
)

Uniform boundedness: ||p|loo < 1;

(iv) Real analyticity away from the edges: |0%p(7)| < kNCo/p(7)%)k, T € (=04, 04);
(v) Square-root shape around the edges of the support: There is Cy ~ 1 such that
p(—o, +w) = plo, —w) = CLw'?+ Ow), w>0, (15.45)
while for any § > 0 we have p(1) 2 6% and —0,+0 <17 <0, — 4.

The off-diagonal resolvent elements inherit the decay from the matriz A, i.e.,

plz) | 1
G, — Qo D S 15.46
Ga(2) = a2 < (/52 + 7 (15.40)
where
1 —i27x
4:(2) = Nze 0mg(2),  xeT (15.47)
peS

decays exponentially

142(2)] < e+ dist(z, {o,, =0, })TVENTV2 2 eT, (15.48)

for some V' < v, satisfying V' ~ 1. Here the comparison relations < depend only on the two
model parameters & and v.
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Note that there are no explicit conditions on the correlation matrix B. However, A and B
are related. For example, if H is real valued then A = B.

We will prove these results in Section There we will also consider correlation matrices
that do not decay exponentially (cf. Proposition [21.1)). We finish with a remark that optimal
local law implies bulk universality:

REMARK 15.17. Suppose H satisfies (15.38|) with a non-resonant and exponentially decaying
correlation matriz A. We also assume that H contains a small standard Gaussian component,
i.e., H can be represented as a sum of two independent Gaussian random matrices,

H = H0+€W,

where € > 0 and W is a standard GUE/GOE matriz. Since H itself is Gaussian, this condition
can be translated into a certain non-degeneracy condition on the covariance matrices A and B,
similar to the q-fullness condition. Then the eigenvalues of H satisfy bulk universality, i.e., the
conclusion of Theorem holds. The proof is similar but even simpler than that of Theo-
rem giwen in Section [20.7; local law and small Gaussian component imply universality.
Since the original matrix H itself has a Gaussian component, no comparison argument and
moment matching are necessary.

16 Bound on the random perturbation of the QVE

We introduce the notation G() for the resolvent of the matrix H"), which is identical to H
except for the removal of the rows and columns corresponding to the indices V' C {1,...,N}.
The enumeration of the indices is kept, even though G(") has a lower dimension.

The diagonal elements of the resolvent, g := (G11, ..., Gyn), satisfy the perturbed quadratic
vector equation

! ) :z—l—Zsijgj(z)—l—di(z), (16.1)

for all z € Hand i =1,..., N. The random perturbation d = (dy, ..., dy) is given by

GG
= thzG hjr + Z |hpil® — sxi) G Z Ski Zk M hyge — Skk Gk - (16.2)
i#]

Here and in the following, the upper indices on the sums indicate which indices are not summed
over. For the proof of this simple identity as well as below via the Schur complement
formula we refer to [26]. As in we will often omit the dependence on the spectral
parameter z in our notation, i.e., G;; = G;;(2), di, = di(2), etc..

We will now derive an upper bound on ||d||, = max; |d;|, provided |g; —m;| is bounded by a
small constant. At the same time we will control the off-diagonal elements GG}, of the resolvent.
These satisfy the identity

(k)
G = GGy S haGE hy — GG h, (16.3)

i?j
for k # [. The strategy in what follows below is that (16.2) and (16.3]) are used to improve

a rough bound on the entries of the resolvent G to get the correct bounds on the random
perturbation and the off-diagonal resolvent elements. Later, in Section [I7 the stability of
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the QVE under the small perturbation, d, will provide the improved bound on the diagonal
elements, G; — m; = g; — m,.

We introduce a short notation for the difference between g and the solution m of the
unperturbed equation 7

=
a
—~
N
N—
Il

max |Gii(2) — mi(2)],
Ao(z) = max|Gy;(2)], (16.4)
A(z) == max (Aa(z), Ao(2)) -

LEMMA 16.1 (Bound on perturbation). There is a small positive constant \., such that uni-
formly for all spectral parameters z = 7 +in € H with n > N77L:

s 1 Im(g(z)) 1
~ +—=,
1+|z]> 1+ |2|? N VN
A

1 Im(g(2)) 1
<1+|z\2( Ny *m)‘

This lemma is analogous to Lemma 5.2 in [26] with minor modifications. For the complete-
ness of this paper, we repeat these arguments. One modifications is that our estimates also
deal with the regime where |z| is large. For the proof of this lemma we will need an additional
property of the solution of the QVE that is a corollary of Theorem [I8.1] where all properties
of m taken from Part II are summarised.

de(2)| 1(A(2) <
(16.5)

Moo 2 )

COROLLARY 16.2. The absolute value of the solution of the QVE satisfies

1

~N —, ZGH’izl,...7N. 166
1+ 2] (16.6)

mi(2))|

PROOF OF LEMMA [16.1l Here we use the three large deviation estimates,

(®) ) (*) .
‘thiGEj)’%’k = (Zskisjk!G%)U : (16.7a)
i i

(k) ; (k) 2

‘thij | = (Zskisﬂwg) ) : (16.7b)
2 1,5

(k)
S = ) G

Since G() is independent of the rows and columns of H with indices in V, these estimates
follow directly from the large deviation bounds in Appendix C of [26]. Furthermore, we use

(k) ) A2 1/2
< (Z%IG% ) , (16.7c)

hij < N7Y2 5, < N°', (16.8)

The latter inequality is just assumption (15.4)) and the bound on h;; follows from ([15.7).
We will now show that the removal of a few rows and columns in H will only have a small
effect on the entries of the resolvent. The general resolvent identity,

Gy — G0 L Gl o (16.9)
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leads to the bound

A ) |Gk Gyl

a® _ g, ]1(
G =Gl (A= 1) = T

s
IL<A< ) < (1+|2))A2. 16.10
o) S 0elAs (610
In the inequality we used that |my(2)| ~ (1 + |z|)~! (cf. Corollary . k| = |mi| + O(A)
and that A\, is chosen to be small enough. We use ((16.10)) in a similar calculation for Gg.) and
find that on the event where A < (1 + |z])~71\,,

i _ oy 10wGs] (16l + O((+ 2DA) (Gl + O((1 + 1))
1) '

= 16.11
ol = Tem ® e+ O((1 + D) Ut

Again using (16.10]) and that the denominator of the last expression is comparable to (1+|z])~*
we conclude

A

G" _ IL<A< - ) < (14 |2]) A2, 16.12

|1] ]’ _1—|—|Z| N( ’Do ( )

provided A, is small. Therefore, we see that it is possible to remove one or two upper indices
from Gj; for the price of a term, whose size is at most (1 + |z|) A2.

We have now collected all necessary ingredients and use them to estimate all the terms in

(16.2) one by one. We start with the first summand. By ((16.7a)) we find

() Lo W I
‘th‘ng)hjk: = Zskisjk|G£j)| < mz ‘GZ(-J-)‘ . (16.13)
i#j i#] i£]

With the help of (16.10)) we remove the upper index from GZ(?) and get

(k)
> i
i#]

For the second summand in ((16.2)) we use the large deviation bound for the diagonal, (16.7¢]),
and find that

<A< A|Z|> ~< (A§+(1+|z|)2A§)1(A§ ) < A2, (16.14)

1+ |7

,  ®
< Z%‘G(k < N2 Z ]G ‘ (16.15)

)

(k)
> (il = s G

By removing the upper index again we estimate

]G(k)u( < 1i*| |) S ] + Mg+ (14 [2]) A2 (16.16)

We use this in (16.15)) and for sufficiently small A\, we arrive at

(k)
A 1
hiil? = 1) GO <A< . ) ~ 16.17
’;(‘ wil” = ki) =1+ 1+ |2)2N (16.17)
The third summand in (16.2)) is estimated directly by
(k)

szkz )\* A2 )\*
; 1(A < < 1AL < A, 16.18
‘Zk ( _1+\z|>_|gk| ( _1+\z|>’” ( )
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We combine the estimates for the individual terms (16.14), (16.17)), (16.18) and (16.8]).
Altogether we conclude that

|dk|IL< < 1i| |> Ao(z)—i-\/%. (16.19)

We will now derive in a similar fashion a stochastic domination bound for the off-diagonal
error term A,. Afterwards, we will combine the two bounds and infer the claim of the lemma.
For the off-diagonal error term we proceed along the same lines as for |dy|, using ((16.3)) instead

of (16.2)). For k # [ we find

Gul* < |gs*|GY| (NQZ!G"”” ) (16.20)

Here, we applied the large deviation bound (16.7bf). With the Ward identity for the resolvent
G(kl),

Z [elals Ims (16.21)

and (|16.10)) for removing the upper index of G” , we get

(ki)

Gul? 1 (A _HA_| |) < (1+|2| (N2 ZI a ) (16.22)

We remove the upper indices from Ggf " and end up with

Ay 1 Im(g) = [1+]] 1
Ao IL<A_1—|—|z|) = (1+|z|)2<\/ Nn +\/ N7 Ao_'_\/_N). (16.23)

The bound remains true without the summand containing A, on the right hand side, since this
term can be absorbed into the left hand side, as its coefficient is bounded by N~7/2, while on
the left A, is not multiplied by a small coefficient. Putting and together yields
the desired result (16.5). O

17 Local law away from local minima

In this section we will use the stability of the QVE to establish the main result away from the
local minima of the density of states inside its own support, i.e. away from the set

M := {7 € suppp: 7 is the location of a local minimum of p} . (17.1)

The case where z is close to M requires a more detailed analysis. This is given is Section [18]
At the end of this section we will have proven the following proposition.

PROPOSITION 17.1 (Local law away from local minima). Let 6, be any positive constant, de-
pending only on the model parameters p, P and L. Then, uniformly for all z = 7 + in with
n > N7t and dist(z, M) > 6., we have

2 o |p(2) 6 1 1
(L4 [zD)"Aa(z) + [[d(2) ][ < (1 +[2]) ny F (1+1z]) N TN

(17.2)

Ao(z) < (14 |2])72 @4_(14_‘4)—4_

1 —2
i RN

-
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Furthermore, on the same domain, for any sequence of deterministic vectors w = w¥) € CV
with the uniform bound, ||wWlls. < 1, we have

[(w,g(2) —m(2))] < (1+ \ZI)S% + (14 )77 (17.3)

o1
+ (L[]

(Nn)?
This proposition shows the local law (Theorem [15.6) away from the set M. Its proof uses a

continuity argument in z. In particular, continuity of the solution of the QVE is needed. The

statement of the following corollary is part of the properties of m listed in Theorem [I8.1]

COROLLARY 17.2. For every i = 1,..., N there is a probability density v; : R — [0,00) such
that m; is the Stieltjes transform of this density, i.e.,
(1) d
mi(z) = / vi() T, z € H. (17.4)
R T—FX

The solution of the QVE is uniformly Hélder-continuous,

Im(z) — m(2)]le < |21 — 2|3, 21,2 € H. (17.5)

~Y

Since the solution can be extended to the real line, it is the harmonic extension to the
complex upper half plane of its own restriction to the real line. Therefore, Imm;(7) = mv;(7)
for 7 € R. The density of states is the average of the probability densities v;, i.e., p = (V).

Since we will estimate the difference, g — m, we start by deriving an equation for this
quantity. Using the QVE for m and the perturbed equation for g we find

1 1
9= T T Sgh+ d; T 2+ (Sm);
(S(g —m)); +d; (17.6)

(2 + (Sg)i + di)(z + (Sm);)

= m;(S(g —m)); + mi(g: — mi)(S(g —m)); +my g; d;

Rearranging the terms leads to
((1 — diag(m)?S)(g —m)). = m;(g; —m;)(S(g —m)); +m; d; + m; (g —my)d; . (17.7)

In the proof of Proposition we will view ([17.7)) as a quadratic equation for g — m and we
use its stability to bound A4 in terms of ||d| . We will now demonstrate this effect in the case
when z is far away from the support of the density of states.

LEMMA 17.3 (QVE stability away from the support). For z € H with |z| > 10, we have
Aa(2) T(Aa(2) < 4127 < |2 771d(2) ]| - (17.8)

Furthermore, there is a matriz valued function T : H — CN*N, depending only on S and
satisfying the uniform bound || T(2)||sosoe < 1, such that for all w € CN and |z| > 10 the
averaged difference between g and m satisfies the improved bound

[(w,g(2) —m(2))[1(Aa(2) < 4]2[7") < |27 (Iwlwlld(2)[5 + (T(=)w,d())]) . (17.9)

PROOF. Since the matrix S is flat (cf. (15.4))), it satisfies the norm bound |[|S||ccs0e < 1. We
also have the trivial bound |m;(z)| < 1/dist(z,suppp) < 2|z|~! < 1/5 at our disposal. This
follows directly from the Stieltjes transform representation (17.4)). In particular,

/(1 — diag(m)*s)~"|| <2, (17.10)

co—00 T
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from the geometric series. By inverting the matrix 1 — diag(m)?S and using the trivial bound

on m in we find
Aa(2) < 417 822 + 12 M) 1) o + 20220 ) . (17.10)

Using the bound inside the indicator function from (17.8) and |z| > 10 the assertion ((17.8]) of
the lemma follows.
The bound for the average, (17.9)), follows by taking the inverse of 1 — diag(m)2S on both

sides of (17.7) and using (17.8) and |m;| ~ |z~ . O

For the proof of Proposition we use the stability of ((17.7) also close to supp p. This
requires more care and is carried out in detail in Part II of this work. The result of that analysis
is Theorem [18.2] Here we will only need the following consequence of that theorem.

COROLLARY 17.4 (Rough stability). Suppose d. is an arbitrary positive constant, depending
only on the model parameters p, P and L. Letd : H — CV, g : H — (C\ {0})" be arbitrary
vector valued functions on the complex upper half plane that satisfy

N
1

—om =t > sigilz) +di(z), z€H. (17.12)
7 j:1

There exist a positive constant \,, such that the QVE is stable away from M,
lg(2) — m(2)[loo L(llg(2) = m(2)[lo < A) S [ld(2)]le, 2 € H, dist(z,M) >4, (17.13)

Furthermore, there is a matriz valued function T : H — CN*N depending only on S and
satisfying the uniform bound ||T(2)]lsosee < 1, such that for all w € CV,

~Y

[(w,g(2) —m())|1(llg(2) —m(2)[o < N) S [Wlsolld(2)lI% + (T (2)w,d(2))],  (17.14)
for z € H with dist(z, M) > 0,.

Furthermore, the following fluctuation averaging result is needed. It was first established
for generalised Wigner matrices with Bernoulli distributed entries in [37].

THEOREM 17.5 (Fluctuation Averaging). For any z € D and any sequence of deterministic
vectors w = wN) € CN with the uniform bound, |W| . < 1 the following holds true: If Ay(z) <
®/(1 + |2])? for some deterministic (N-dependent) ® < N/ and A(z) < N™/3/(1 + |z|)
a.w.o.p., then

1
(w,d(z)) < (1+|z|)_1<I>2+N. (17.15)
PROOF. The proof directly follows the one given in [26]. We only mention some minor necessary
modifications. Let QX := X — E[X|H®)] be the complementary projection to the conditional
expectation of a random variable X given the matrix H®) in which the k-th row and column

are removed. From the definition of d in ([16.2)) and Schur’s complement formula in the form,

1 (k)

K
G = ik —2— ) hii G B (17.16)

i,J
we infer the identity
(k)

1 GitGri
di = —Quo — 5uGii — > s .
k Qkak Sk Gk S,

%
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In particular, we have that a.w.o.p.
1 1
Qi+ Que—| S (14 [2) 7' + (14 [2A2Z.
O+ Q| QD7+ (LA

Thus, proving ((17.15)) reduces to showing

E 3 Qe <l
— wi Qp—— z —.
N &= TR Gy N
In the setting where H is a generalised Wigner matrix and |z| < 10 this bound is precisely the
content of Theorem 4.7 from [26].
The a priori bound used in the proof of that theorem is replaced by

1 |
<A ——, ,
‘Qng]g)‘ Vi (17.17)

for any V' C {1,..., N} with N-independent size. This bound is proven in the same way
as (16.19). Here, the Ny hidden in the stochastic domination depends on the size |V| of the
index set. Following the proof of Theorem 4.7 given in [26] with and tracking the
z-dependence,

—— < 1+ 7,

Gl ()] .
yields the fluctuation averaging, Theorem [17.5

O

PROOF OF PROPOSITION [I7.1l Let us show first that follows directly from by
applying the fluctuation averaging, Theorem . Indeed, provides a deterministic
bound on the off-diagonal error, A,, which is needed to apply the fluctuation averaging to the
right hand side of (17.14). It also shows that the indicator functions on the left hand side of
and @ are a.w.o.p. nonzero. Thus, is proven, provided is true.

The proof of @D is split into the consideration of two different regimes. In the first regime
the absolute value of z is large, |z| > N°®. In this case we make use only of weak a priori bounds
on the resolvent elements and the entries of d. Together with Lemma they will suffice
to prove in this case. In the second regime, |z| < N°, we use a continuity argument.
We will establish a gap in the possible values that the continuous function, z — (1 + |z|)A(z2),
might have. Here, the stability result Corollary [I7.4]is used. We use this gap to propagate the
bound with the help of Lemma in the appendix from |z| = N°® to the whole domain where
|z2] < N°, n> N""! and we stay away from M.

REGIME 1: Let |2| > N° We show that the indicator functions in the statement of
Lemma [16.1] are a.w.o.p. not vanishing. We start by showing that the diagonal contribution,
A4, to A is sufficiently small. The reduced resolvent elements for an arbitrary V- C {1,..., N}
satisfy

G ()] <t < N (17.18)
From this and the definition of d in (16.2)) we read off the a priori bound,
[d(2)[lc < N?77. (17.19)

Here, we used the general resolvent identity ((16.9)) in the form GGy = gr(g; — Ggf )). Since g
satisfies the perturbed QVE ([16.1]) we conclude that uniformly for |z| > N? we have

lge(2)| < 2|27, a.w.0.]. . (17.20)
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With the trivial bound |m;(z)| < 1/dist(z, supp p) on the solution of the QVE we infer that on
this domain the indicator function in ((17.8)) is a.w.0.p. non-zero and therefore uniformly for
2| = N2,

Aa(2) < 12 72d(2)]|oe < NTV2 27, a.w.0.p. . (17.21)

In the last inequality we used the bound on d from (17.19). Thus, for |z| > N? the diagonal
contribution to A does not play a role in the indicator function in the statement of Lemma
6.1l

Now we derive a similar bound for the off-diagonal contribution A,. Using the resolvent
identity for i« = j again and the a priori bound on the reduced resolvent elements, ,
in the expansion formula yields

Gu(2)] < (I9x(2)@(2)] + [Gu(2)Gu(2)) N>, |Gu(2)] < |ge(2)|[N°7, (17.22)
for k # 1. With the bound ((17.20)) we conclude that
Ao(2) = |2| 2N 4 2| P NPT27A(2), |z| > N2. (17.23)

Thus, A, < N73|z|~! on the domain where |z| > N°. We conclude that Lemma applies
in this regime even without the indicator functions in the formulas (16.5). We use the bound

from this lemma for the norm of d and the off-diagonal contribution, A,, to A, while we use
the first inequality in (17.21)) for the diagonal contribution, A4. In this way we get

2 -2 p -2 Ad 1
ZA—{—dOO—<Z — 4+ |Z —_— 4+ —,
2R+ e <[el™ 30+ 7+
2 P Ad 1
Pho <y o =
2l Nn Nn /N

where we also used gy = my + O(Aq). We find for any ¢ € (0,7) that the right hand side of the
first inequality can be estimated further by

(17.24)

Ne o
2N+ [[dfloe < [21724 /2= + N 2P0 + |2 S + —.
200 e < 2172 3+ N O

The term N¢|z|?Aq can be absorbed into the left hand side and by the definition of the
stochastic domination and since ¢ is arbitrarily small the remaining N® on the right hand side
can be replaced by 1 without changing the correctness of this bound. In this way we arrive at

1 1
ZA dlls < |23/~ 6
|2[*Aa + [|d]] || Nnﬂzl +

For the bound on the off-diagonal error term we plug this result into (17.24)) and get

— P 6 1 3 1 1 o 1
A, < Sy g — — —.
= A TR R TR I Ay TET R
REGIME 2: Now let |2| < N° and suppose that d, is a positive constant, depending only

on the model parameters p, P and L. We start by establishing a gap in the possible values of
A. The diagonal contribution, A4, satisfies

A ld(2) 1o
Aa(2)1(Aa(2) < 15 |Z|) ST (17.25)
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according to in Lemma [17.3] (for |z| > 10) and (17.13) from Corollary [17.4] (for |z| < 10),

where A, is a sufﬁ(uently small pos1t1ve constant.
We estimate the norm of d by Lemma and also use the the bound on the off-diagonal
contribution, A,, from the same lemma,

((1 + |Z‘2>Ad + Hd”oo) ]1<A < As ) <(1+ |z])72 m(g) I
(17.26)

: Im(g) 1
)< et TR

Now we use g = my + O(Aq) and that Im(m(z)) = mp(z). With these two ingredients we find
for any € € (0,7) that

(1+ 12\2)/\01(1\ <

((1+ 2)*Aa + 1) 1 (A <

<L )2 e (0 )+ N (L] e
[Graswr s o
The term N7°(1 + |z])2A4 can be absorbed into the left hand side and we arrive at
((1+[2)?Aa + lldllo) T(A < A ) < () L (4|2 + —= . (17.28)
+ 2] Nn Nn /N

For the off-diagonal error terms we plug this into the second bound of (17.26) after using
Im(g) < p+ Aq and get

1 1 1 1
A 1 2 | P L 6= 4 (1 -3 41 2~ (1729
o = D T (1 o)+ (L )y + (LD (0729

In particular, we combine ([17.28)) and ((17.29) to establish a gap in the values that A can take,

—/2
AII(A < - A*M) < i\;'z‘. (17.30)
Here we used n > N7 1,
Now we apply Lemma [C.I] on the connected domain
{z€H: Imz > N""! dist(z,M) > 6., |2| < N°},
with the choices
o(z) = (14 ]2))A(2), ®(z) := N3, z = iN°®. (17.31)

The continuity condition (C.1]) of the lemma for these two functions follows from the Holder-
continuity, ((17.5]), of the solution of the QVE and the weak continuity of the resolvent elements,

|21 — 2|

|Gij(z1) — Gij(22)] < < N2z — 2. (17.32)

(Im2q)(Im 25)
The condition (C.3)) holds since by ((17.2) on the first regime we have a.w.o0.p. ¢(z0) < ®(20).
Finally, (17.30) implies a.w.o.p. ¢1(p € [® — N71, ®]) < ® — N~! and thus (C.2). We infer
that a.w.o.p. ¢ < ®. In particular, the indicator function in (17.28)) and (|17.29)) is non-zero
a.w.0.p.. Thus, (17.28)) and ((17.29) imply (17.2)) in the second regime. m
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18 Local law close to local minima

18.1 The solution of the QVE

In this section we state a few facts about the solution m of the QVE and about the
stability of this equation against perturbations. These facts are summarized in two theorems
that are taken from Part II of this work. The first theorem contains regularity properties of
m. Furthermore, it provides lower and upper bounds on the imaginary part, Im(m) = 7p,
by explicit functions. It is a combination of the statements from Theorem 1.1, Theorem [6.1]
Theorem [6.2] and Corollary [B.] of Part II.

THEOREM 18.1 (Solution of the QVE). Let the sequence S = SV) satisfy the assumptions
(A)-(C). Then for every component, m; : H — H, of the unique solution, m = (my,...,my),
of the QVE there is a probability density v; : R — [0,00) with support in the interval [—2,2],
such that

T —Z

my(z) = /“"wdT, seM,i=1,...,N. (18.1)
R

The probability densities are comparable,
vi(T) ~ (1), TeR,4,j=1,...,N. (18.2)

The solution m has a uniformly Hélder-continuous extension (denoted again by m) to the closed
complex upper half plane H = HUR,

Im(z) — m(2)|le < |21 — 2|3, 21,2 € H. (18.3)

~

Its absolute value satisfies

m;\ 2 ~
)~ 15

Let p: R — [0,00),7 — (v(7)) be the density of states, defined in (15.8). Then there ezists a
positive constant 6, depending only on the model parameters p, P and L, such that the following
holds true. The support of the density consists of K ~ 1 disjoint intervals of lengths at least
20, i.e.,

K
suppp = | J[as 8], where B —a; > 26, and a; < B < i (18.4)
i=1

The size of the harmonic extension, p, up to constant factors, is given by explicit functions as
follows. Let n € [0, 4,].

e Bulk: Close to the support of the density of states but away from the local minima in M
(cf. (17.1)) the function p is comparable to 1, i.e.,

p(t+1in) ~ 1, T € supp p, dist(r, M) > J,. (18.5a)
e At an internal edge: At the edges oy, B;—1 with i =2, ..., K in the direction where the

support of the density of states continues the size of p is

(w—+n)?
Q; _Bi—l +w—|—17)1/6 ’

plai +w+in) ~ p(Bi-1 —w +1in) ~ ( w € [0,0,]. (18.5b)
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e Inside a gap: Between two neighbouring edges B;_1 and o; withi = 2, ..., K, the function
p satisfies

n
@ — Bic1 +n)V0(w +n)t/27

p(Bi-1 +w+in) ~ pla; —w +1in) ~ ( (18.5¢)

for allw € [0, (v — Bi—1)/2].

e Around an extreme edge: At the extreme points oy and Bk of supp p the density of
states grows like a square root |

w+m"?,  wel0,8,],
plag +w+in) ~ p(fx —w +in) ~ n € [=5., 0] (18.5d)
(o] 4 )1/ T

e Close to a local minimum: In a neighbourhood of a local minimum in the interior of
the support of the density of states, i.e., for 1o € M Nint supp p, we have

p(ro+w+in) ~ p(ro) + (lwl + )", we[-d, d]. (18.5¢)

e Away from the support: Away from the interval in which supp p is contained

I _
p(z) ~ % z € H, dist(z, [a1, Bk]) > 0. (18.5f)

The next theorem shows that the QVE is stable under small perturbations, d, in the sense
that once a solution of the perturbed QVE ([18.6) is sufficiently close to m, then the difference
between the two can be estimated in terms of ||d||«. In Part IT it is stated as Proposition [13.1}

THEOREM 18.2 (Refined stability). There are a scalar function o : H — [0,00), three vector
valued functions s,tM) t? : H — CV, a matriz valued function T : H — CN*N | all depending
only on S, and a positive constant \., depending only on the model parameters p, P and L,
such that for two arbitrary vector valued functions d : H — CY and g : H — (C\ {0})" that
satisfy

N
1

_g(z> = z+ Z Sijgj<z> + dz(Z) , z € H, (186)
i =1

the difference between g and m is bounded in terms of

O(z) == [(s(2), 8(2) —m(2))|,  z€eH, (18.7)
in the following two ways. For all w € CN on the whole complex upper half plane:

lg —mle1(flg —mlloe <A) £ O +ldl (18.8a)

[(w.g —m)|L(llg — mlls <) T [W]xO + [Wlsclld]|Z + K Tw,d)]. (18.8b)

The scalar function © satisfies a cubic equation of the form
0" 1m0 + mO[1(g ~ mla <A) £ [dIE + [0 +[¢.d). (189)
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The coefficients m,m : H — C may depend on S and g, but they are bounded in terms of
g-independent functions,

(18.10)
[ma(2)] ~ p(2) +0(z),

for all z € H. Moreover, the functions o, s, t, t® and T have the following additional
properties:

|0(21) = o(2)| + [Is(21) = s(z2)l| S 21— 2|®, 2,z e, (18.11a)

o ()] + lIs(2)lloe + £ ()lloo + 6P (2)loc + IT(2) lsosoe S 1, 2€H.  (18.11b)

At the local minima of the density of states inside its own support, i.e. at the points in M, the
function o satisfies

o(Bic1) ~ (ai_ﬂifl)1/3> i=2,... K,
~ o(Bx) ~ 1, (18.11c¢)
a(r0) < p(0)?, 7o € M\ {a;, B;}.
The function ¢ appears naturally in the analysis of the QVE. Analogous to the more ex-
plicitly constructed function A from Definition [15.4] at an edge the value of ¢® encodes the
size of the corresponding gap in supp p. At the local minima in M\ {a;, 3;} the value of o3 is

small, provided the density of states has a small value at the minimum. In this sense it is again
analogous to A, which vanishes at these internal minima.

—~

2

o Odi)

18.2 Coefficients of the cubic equation

The stability of QVE near the points in M requires a careful analysis of the cubic equation
(118.9) for © from Theorem m For this, we will provide a more explicit description of the
upper and lower bounds from ((18.10f) on the coefficients, 71 and 7, of the cubic equation.

PROPOSITION 18.3 (Behaviour of the coefficients). There are positive constants . and ¢, such
that for alln € [0, 0.] the coefficients, m and 7o, of the cubic equation (18.9)) satisfy the following

bounds.

e Around an internal edge: At the edges «y, B;—1 of the gap with length A := a; — ;1
fori=2,..., K, we have

T (e +w 4 in)| ~ | (Bis — w +1in)| ~ (lw] +n)2(Jw| + 1 + A)VE,
Mo + w +in)| ~ |m(Bic1 —w +in)| ~ (Jw] + 7+ A3, we [—aA,d.].
(18.12a)

e Well inside a gap: Between two neighbouring edges 3;_1 and oy of the gap with length
A:=qa;— fi_1 fori=2,...,K, the first coefficient, m, satisfies

A
Imi(ai —w+in)| ~ |m(Bimt +w +in)| ~ (n+ A)*3, w e |:C*A, 5] (18.12b)

The second coefficient, my, satisfies the upper bounds,

Moo —w+in)| S (n+ A)V3,

T w e |:C*A, é} : (18.12c)
[T (Bic +w+in)| S (n+A)V3,

2
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e Around an extreme edge: Around the extreme points oy and By of the support of the
density of states

o o]~ o)~ e
w € [—04, 04| . .
|mo(1 +w +1n)| ~ |m(fx —w +in)| ~ 1,

e Close to a local minimum: In a neighbourhood of the local minimum in the interior
of the support of the density of states, i.e. for 7y € Ml Nintsupp p, we have

[m1(r0 +w +in)| ~ p(70)* + (lw] +m)*/?,

w € [0y, 0] (18.12¢)

|72 (70 +w +in)| ~ p(10) + (] +1)'/?,
PRrROOF. The proof is split according to the cases above. In each case we combine the general
formulas with the knowledge about the harmonic extension, p, of the density of states
from Theorem and about the behaviour of the positive Holder-continuous function, o, at
the minima in M from (18.11¢|). The positive constant J, is chosen to have at most the same
value as in Theorem [I8.1] We start with the simplest case.

AROUND AN EXTREME EDGE: By the Holder-continuity of o (cf. (18.11a])) and because o is
comparable to 1 at the points o and Sk (cf. (18.11c])), this function is comparable to 1 in the
whole d,-neighbourhood of the extreme edges. Thus, using (18.10) inside this neighbourhood,
we find

Imz
[m1(2)| ~ %ﬂLp(Z), |ma2(2)] ~ 1.

The claim now follows from the behaviour of p, given in Theorem [18.1] inside this domain.

CLOSE TO A LOCAL MINIMUM: In this case p + ¢ is comparable to p. In fact, using the

1/3-Holder-continuity of o (cf. ((18.11al)) and its bound at the minimum, 75 € M, (cf. (18.11c]))
we find

p(z) < p(2)+0(2) S p(z) +p(10)* + |z = 70> ~ p(2),  |z—7| <6 (1813)

In the last relation we used the behaviour (I8.5¢) of p from Theorem [18.1] By (18.10) we

conclude that inside the d,-neighbourhood of 7y,

Imz 9 ~ (s
m@l~ 2oy e )]~ k). (18.14)

Using the upper and lower bounds on p(z) again, gives the desired result, ((18.12€)).

AROUND AN INTERNAL EDGE: First we prove the bounds on |my|, starting from ((18.10]). The
upper bound simply uses the 1/3-Holder-continuity and the behaviour at the edge points of o,

[ma(2)] ~ p(2) +0(2) S p(2) + A2 4 |2 — 72, (18.15)

where 7y is one of the edge points «; or 3;_1. The claim follows from plugging in the size of p
from the two corresponding domains in Theorem , i.e., the domain close to an edge, ,
and the domain inside a gap, ([18.5¢)).

For the lower bound we consider two different regimes. In the first case z is close to the
edge point, |z — 79| < ¢A, for some small positive constant ¢, depending only on the model
parameters p, P and L. We find

ma(2)| ~ p(2) +0(2) 2 ple) + AP = Clz = | ? ~ pl2) + AV,
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provided c is small enough. This bound coincides with the lower bound on 75 in , once
the size of p from is used.

In the second regime, |z — 79| > ¢A, we simply use |m2(2)| 2 p(z) from (18.10). If Rez €
supp p, then the size of p from yields the desired lower bound. If, on the other hand, Rez
lies inside a gap of supp p, then we use the freedom of choosing the constant c, in Proposition
[18.3] Suppose ¢, < ¢/2. Then |z — 79| > c¢A and |[Rez — 79| < ¢.A imply Imz > A and

p(z) ~ (Imz)Y2 > AV 4 |2 — 7|3,

This finishes the proof of the upper and lower bound on |ms| on this domain. For the claim
about |m| we plug the result about |ms| and the size of p into

ml ~ 2o+ o) ma(e)]- (18.16)

WELL INSIDE A GAP: For the upper bound on |ms| we simply use ((18.15)) again, which follows
from and (18.11d). The comparison relation for |m| now follows from again.
For the lower bound, |m| 2 Imz/p and from Theorem are sufficient. This finishes
the proof of the proposition. O

18.3 Rough bound on A close to local minima

In the following lemma we will see that a.w.o.p. A < ¢ for some arbitrarily small constant
¢ > 0. Since the local law away from M is already shown in Proposition [I7.1] we may restrict
to bounded z in the following. From here on until the end of Section (18 we assume |z| < 10.

LEMMA 18.4 (Rough bound). Let A\, be a positive constant. Then, uniformly for all z = 7+in €
H with n > N7, the function A is uniformly small,

A(z) < A\ a.w.o.p. . (18.17)

PROOF. Away from the local minima in M the claim follows from in Proposition . We
will therefore prove that A is smaller than any fixed positive constant in some d-neighbourhood
of M. We will use the freedom to choose the size § of these neighbourhoods as small as we like.

Let us sketch the upcoming argument. Close to the points in M we make use of Theorem
. Using Lemma , we will see that the right hand side of the cubic equation in O, ((18.9)),
is smaller than a small negative power, N—¢, of N, provided A is bounded by a small constant,
A < \,. This will imply that © itself is small and through that the bound on A can be
improved to A < A, /2. In this way we establish a gap in the possible values that the continuous
function A can take. Lemma [C.I]in the appendix is then used to propagate the bound on A
from Proposition [17.1] into the §-neighbourhoods of the points in M.

Now we start the detailed proof from the fact that © satisfies the cubic equation ,
whose right hand side is bounded by C'||d|| for some constant C', depending only on the model
parameters. Note that ||d[|. < 1 as long as A < A, because in this case |m;| ~ 1, |g;| ~ 1
and g satisfies the perturbed QVE with perturbation d. From the definition of © in and
the uniform bound on s from ([18.11b]), we get © < A. Since the coefficient |my| is uniformly
bounded (cf. ), the cubic equation for © implies the three bounds

@ﬂ(A S €1, |7Tl| Z 0161) 5 ||7T—| s (1818&)
1
d||i?
@]1(/\ < E9, |7T2| > CQEQ) 5 @ + H Hl 5 (1818b)
ma| ||V
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OT1(A <N) S |m| +|mi| + |1d]|22. (18.18c¢)

Here, 1,65 € (0,1) are arbitrary constants and C7, Cy > 0 depend only on the model parame-
ters.

Let § € (0,1) be another constant, which we will later fix later to only depend on the model
parameters p, P, and L. We split M into four subsets, which are treated separately,

My(8) = {m € M\ Osuppp: p(m) > 6%}, My(8) = {m € dsuppp: Alr) > 82},
Mj(6) = {r0 € M\ dsuppp: p(ro) <87}, My(8) := {m € dsuppp: A(r) <5},
The function A here is taken from Definition and its value is simply the length of the gap
at the point 79 € dsupp p where it is evaluated. We also define the d-neighbourhoods of these

subsets,
Dy (9) = {z € H: dist(z,M(9)) <4}, k=1,2,34.

As an immediate consequence of the upper and lower bounds on the coefficients, m; and s,
presented in Proposition [18.3 we see that

I (2)] = 6%/3, z e Dy(6), (18.19a)
Im1(2)] < 62, Imo(2)] = 616, z € Dy(9), (18.19b)
Im(2)] < 642, Ima(2)] < 69, z € D3(6) UDy(9). (18.19c¢)

On Dy(d) only the regimes around an internal edge, (18.12al), and around an extreme edge,

(18.12dJ), are relevant. The case well inside the gap, (18.12b)) and (18.12¢]), does not apply for
small enough 4, since A(7y) > /2 but |z — 7| < 9.
Now we make a choice for the two constants 1 and 5. We express them in terms of § as

g =90, gy 1= 05,

We pair the bounds on © from (|18.18]) with the corresponding bounds from ([18.19)) on the
coefficients of the cubic equation. For small enough ¢ the conditions on 7y in (18.18&? and o
in (18.18b)) are automatically satisfied by the choice of €; and €5, as well as the upper and lower

bounds from (|18.19af) and ((18.19bf). Thus, for small enough § we end up with

O(2) L(A(2) < 6) < 6723d(2)]w » 2 e Dy(6),
O(2) L(A(2) < 6Y/%) < 63 + 6712 ||d(2) |7, 2 € Dy(9),
O(2) L(A(2) < A) < Y6+ [|d(2)]13°, 2 € D3(5) UD4(d).

At this stage we use Lemma @ in the form of ||d. < N™?/2 on the set where A < \,/10,
say, and from Theorem @l We may choose A, to be sufficiently small compared to
the constants with the same name from these two statements. Furthermore, we choose ¢ so
small that 6'/° < \,. On the different regimes D (§), we find that

A2)1(A(2) €0) < 62BN/3, z € Dy(d), (18.21a)
aw.op.  AR)L(A(z) <8P < B4 STVENTS D 2 e Dy(0), (18.21b)
A(2) 1(A(2) < \,) S 66 4 N7/T, z € Dg(0) UDy(S) . (18.21c)

The right hand sides, including the constants from the comparison relation, can be made smaller
than any given constant A\, by choosing § = d,, depending only on the model parameters, small
enough and N sufficiently large. Furthermore, establish a gap in the possible values
that A can take on the §,-neighbourhood of any point in M. By Proposition we have the
bound A < N~7/2 outside these §,-neighbourhoods and thus also for at least one point in the
boundary of each neighbourhood. Now we apply Lemma to each neighbourhood and in
this way we propagate the bound A < A, to every point z in the J,-neighbourhood of M with
Imz > N1, ]
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18.4 Proof of Theorem [15.6

According to Proposition the local law, Theorem holds outside the d,-neighbourhoods
of the points in M. It remains to show that it is true inside these neighbourhoods as well. From
here on we assume that z € H satisfies dist(z, M) < §, and Imz > N7, Let 7, € M be one of
the closest points to z in M, i.e.,

|z — 10| = dist(z,M).

When 745 € dsupp p we denote by 6 = (1) € {1} the direction that points towards the gap
in supp p at 79. In case 1y € dsupp p we make the arbitrary choice 0 := +1, i.e.,

-1 if 7 € {ay},
0:=<¢+1 if 9€ {ﬂz},
+1 if 7o e M\ dsuppp.

For z = 1y + Qw + in with n € (0,0,] and w € [—J,, d,] we will then prove the local law in
the form

plz) 1
A ~ T 18.22
) < o+ - e, (18.220)
[(w,g(z) —m(2))] < Ew,n), (18.22D)
where the positive error function £ : [=d., d.] x (0, d,] — (0,00) is given as the unique solution

of an explicit cubic equation in below.

To define £ we introduce explicit auxiliary functions 7, 7 and p that are comparable in
size to the corresponding functions 71, my and p. The reason for using these auxiliary quantities
for the definition of £ instead of the original ones is twofold. Firstly, in this way £ will be an
explicit function instead of one that is implicitly defined through the solution of the QVE. The
function £ is explicit in the sense that there is a formula for the solution of the cubic equation
that defines it and the coefficients are given by the explicit functions 7y, T and p. Secondly, £
will be monotonic of its second variable, n. This property will be used later. The definition of
the three auxiliary functions will be different, depending on whether 7 is in the boundary of
the support of the density of states or not.

e Edge: If 7y € Osuppp, i.e. 79 is an edge of a gap of size A := Ay(7p) in the support of
the density of states or an extreme edge. Then we define the three explicit functions

1/2
(A(Ifl|w+| 1)77)1/6 , we [-4.,0],
plw,n) = (A +77)1/Z(w +)t/2° we [O’C*A] (18.23a)
= o lA 2]
((|w] + n)Y2(|w] + 7+ A)E, € [-d., 0],
Fwn) = @EEA+Y, € [0,e.A], (18.23D)
(&4, [ 4]
\
((Jw] + 7+ A)3, w e [-4,,0],
Folw,m) = LA )3 w € [O,C*A}A, (18.23¢)
\(A—H])US, wE [C*A’E}
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Here, ¢, is the constant from Proposition [18.3]

e Internal minimum: If 7, € M\ dsupp p, then we define for w € [—d,, .| the three

functions
plw,n) = p(ro) + (Jw| + )", (18.24a)
Tiw,n) = p(ro)” + (Jw] +7)*?, (18.24b)
Ta(w,m) = p(ro) + (lw] +m)'?, (18.24c)

By design (cf. Proposition and Theorem [18.1)) these functions satisfy
p(ro+ 0w +in) ~ plw,n), |me(T0+ 0w +in)| ~ Tp(w,n), (18.25)

except in one special case where the second bound does not hold, namely when k = 2, 7y €
dsupp p and w € [¢,A, A/2]. In this case only the direction |ms| S Ty is true (cf. (18.12d)).

We fix a positive constant £ € (0,7/16). The value of the function £ at (w,n) is then defined
to be the unique positive solution of the cubic equation

E(w,n)® + Ta(w,n)E(w,n)? + T1(w,n)E(w,n) = N (18.26)

+ :
N1 Ny (Nn)?
We explain shortly what the relationship is between the £ defined by (18.26]) and the function
k that appears in the statement of Theorem [15.6] By the definition of 7y, T and p we find
a function &, satisfying the bounds (15.19)) and (15.21)) from the statement of Theorem [15.6]
such that

~ 1 K

< 9e _ - - ]
EN mm{\/N_n,Nn}, (18.27)
for any N > Ny, where the threshold Ny here depends on ¢ in addition to p, P, L, u and
~. Indeed, we may simply define x by the right hand side of (|15.19) whenever is not
satisfied and by the right hand side of whenever is satisfied. The inequality
(118.27)) is verified by plugging its right hand side into (18.26)) in place of £ and checking that
on each regime the resulting expression on the right hand side of is smaller than the
resulting expression on the left hand side of . The factor of N in ([18.27) can be
absorbed in the stochastic domination in . Thus becomes and j15.17) of
Theorem [15.6]

Before we start the proof of the local law , let us motivate the definition of £. As a
consequence of Lemma, in the statement of Lemma the indicator function is a.w.o0.p.
non-zero. Thus, uniformly in the §,-neighbourhood of 7, we have

+ (g — 1
llle + Ao = \/%nm”w—n. (18.28)

Here we used Im(g) < p+ |(g — m)| and p = n. Since at the end the local law implies
|(g — m)| < &, heuristically we may replace |(g — m)| in by €. In this case, from the
fluctuation averaging, Theorem [17.5, we would be able to conclude that for any deterministic
vector w with bounded entries,

£ P 1
2 = P -

Up to the technical factor of N7/4 the right hand side coincides with the right hand side of the
cubic equation defining £. On the other hand, the right hand side of the cubic equation ({18.9))
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for the quantity © from Theorem is of the same form as the left hand side of (|18.29).
Therefore, we infer
E p 1
0% + 10* + MO < — + — + . 18.30
Nn — Nn o (Np)? (1830
We will argue that on appropriately chosen domains out of the three summands in the cubic
expression in © always one is the biggest by far. Therefore, the error function £, defined by
(118.26)), is essentially the best bound on © that one may hope to deduce from ((18.30)). Indeed,
since O is by definition an average of g — m, we expect © < £.
We will now prove ([18.22)). To this end we gradually improve the bound on ©. The sequence
of deterministic bounds on this quantity is defined as

Dy =1,  Ppyy = max{ N @, N*€}, (18.31)

where ¢ € (0,€) is a fixed positive constant. From here on until the end of this section the
threshold function Ny from the definition of the stochastic domination (cf. Definition as
well as the definition of ’a.w.o.p.” (cf. Definition may depend on ¢ in addition to p, P,
L, v and ~. At the end of the proof we will remove this dependence. The following lemma is
essential for doing one step in the upcoming iteration.

LEMMA 18.5 (Improving bound through cubic). Suppose that for all z € 19 4+ [—0s, 64 +
i[N7715,] and some k € N the quantity © fulfils

p(z) +(I>k(wa77) 1
No  @ne

!@(2)3 + m(2) O(2)? + m1(2) @(z)| =< (18.32)

Then ©(z) < ®pi1(w,n).

We will postpone the proof of this lemma until the end of this section. First we show how
to use this result in the proof of the main theorem. Fix an integer £ > 0 and assume that
O + [(g — m)| < Py is already proven. For k = 0 this follows from the rough bound on A in

Lemma A <1 = ;. Then we see from (|18.28)) that

p+ Py 1

. (18.33)
Nn Nn

||d||00 + Ao <

The right hand side is a deterministic bound on the off-diagonal error A,. We apply the
fluctuation averaging, Theorem [17.5 to the right hand side of the cubic equation (18.9). In
this way we see that the hypothesis ((18.32]) of Lemma is satisfied. Therefore, the bound

on O is improved to
O(z) < Ppi1(w,n). (18.34)

In order to improve the bound on |(g —m)| as well, we use the bound from Theorem
for averages of g—m against bounded vectors. Since by Lemma/[I8.4] the deviation function
A is bounded by a small constant, the indicator function in (|18.8b]) is a.w.o.p. mnon-zero.
Choosing w = (1,...,1), we find that

(g —m)| £ O+ [+ (W), awop. (18.35)
where w = Tw is a bounded, [|[W|, < 1, deterministic vector. Together with the bound
(118.33]) we apply the fluctuation averaging again,

+ @ 1 .
(g — m)| < (I)k+1+pN77k n N SNTZD + Bpyy S Dpyy (18.36)
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This concludes one step in the iteration, i.e., we have shown © + |(g — m)| < Py ;.
We repeat this step finitely many times and each time improve ®;, by a factor of N ¢ until
it reaches its target value N%°€ and is not improved anymore. At that stage we have

O+ |(g —m)| <. N*¢.

The subindex ¢ indicates that the threshold Ny from the stochastic domination may depend
on . But since € was arbitrary, we infer © + |(g — m)| < £, where now and until the start
of the proof of Lemma below the stochastic domination is e-independent. By (|18.28]) we

conclude
ld|lee + Ao < 1/ +—+5 (18.37)

For the bound on the diagonal contribution, A4, we use ((18.8a)) to get

Ag S O+ |d]|e < 1/ +—+8

Finally, with the help of (18.8b)), (18.37)) and the fluctuation averaging, we prove the bound on
averages of g — m against any bounded, ||W||s < 1, deterministic vector,

p 1 p 1
(w,g—m)| < —+ ——4+0 < —4 ——+&.
Nn ~ (Nn)? N7 (Nn)?

This finishes the proof of Theorem [15.6| apart from the proof of Lemma [18.5| which we will
tackle now.

O

PROOF OF LEMMA [I8.5] The spectral parameter z = 75+ w-+in lies inside the §,-neighbourhood
of 79. We fix w € [—d.,,] and show that the claim holds for any choice of n € [N*~! 4,] We
split the interval of possible values of n into two or three regimes, depending on the case we are
treating.

e Edge: If 75 € Osuppp is an edge of a gap of size A := Ay(7p), then we define

(|| 4 n)*/? 5
> N0
w|+ 7+ A6 = k()

(Jwl| +n)/? 5
(|C<)| +7]+A)1/6 S q)k(wun) S N2 (|w| +77+A)1/3 7

D3(w) = {77 e [N7L6]: (lw + 1+ A)Y3 < N2, (w, 1) }

Dy (w) := {776 [N7"16,] : (

Dy(w) = {77 €[N 6, N°°

If any of the two regimes ID;(w) with [ = 2,3 consists of a single point only, then we set

Dy (w) = 0.
e Internal minimum: If 7 € M\ dsupp p, then we set Dy(w) := () and define
Di(w) = {n € [N7L8]: plmo) + (] +m)* = N"2@u(w,n) ]

Dy(w) 1= {n € [N77,6]: o) + (| +m)"® < N720y(w,m) }.

v

If D3(w) consists of a single point only, then we set D3(w) := 0.
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Figure 18.1: The continuous function © cannot cross the forbidden areas.

In the cubic equation , used to define the error function &, the coefficients 7; and 7
on the left hand side are monotonously increasing functions of 7. The linear and the constant
coefficient of £ on the right hand side are monotonously decreasing in 7. Thus, £ itself is a
monotonously decreasing function of 7. From this fact and the definition of the regimes Dy, Do
and D3 we see that Dy = [y, d,], Dy = [n2, n1] and D3 = [N7~1 ] for some 7,1, € [N7714,].
Here, we interpret Dy = 0 if 1, < 1o and Dy = () if n, < N77L,

Now we define a z-dependent indicator function

1(N=®(w,n) < O(r0 + 0w +in) < N~y (w,n)) if 7€ Di(w)
X(w,n) = IL(N_4€<I>k(w,T]) < O(rg+0w+1in) < N_?’E(I)k(w,n)) if ne€ Dy(w) . (18.38)
L(N™=®y(w, ) < O(19 + fw +in) < x(w,n)) if n € Dy(w)

This function fixes the values of © to a small interval just below the deterministic control
parameter ®,. We will prove that © cannot take these values, i.e. y = 0 a.w.0.p.. Figure
illustrates this argument. Compared to Figure 6.1 in [26] we see that instead of two there
are now three domains, D;(w), Dy(w) and Ds(w), to be distinguished. The reason for this
extra complication is that is cubic in ©, compared to the quadratic equation for [v] that
appeared in the proof of Lemma 6.2 in [26]. To see that x = 0, first note that the choice of
the domains, D;, ensures that there is always one summand on the left hand side of the cubic
equation for © which dominates the two others by a factor N, whenever x does not
vanish. In fact, by construction we have:

CLAIM: The random functions © and yx satisfy a.w.o.p.

(©(2)° + Taw, m) O(2)* + T (w, ) O(2)) x(w,n) < |O(2)° + m2(2)O(2)* + m(2) O(2)|.
(18.39)

We will verify this fact at the end of the proof of this lemma. Now we will simply use it. By
the definition of the indicator function y we have Oy > N~"®, Using the assumption (18.32)
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of the lemma and ((18.39) we conclude that

- - R P 1 -
3 2 8¢ o 8e
(RP+mR*+mR)x < N No + No + R a.w.o0.p., R = N 5, .

Here we gave up one factor of N¢ to get an inequality instead of the stochastic domination. By
the choice of ¢ we have 8¢ < /2. Thus, we see from the cubic equation, , defining &,
and from its monotonicity property that a.w.o.p. N=%®,x < £. But by the definition of ®,
in (18.31])) we know that ®, > N8E. Together these two inequalities imply

x(w,n) =0, ne [N 6], a.w.o.p. . (18.40)

Now we successively, for [ = 1,2, 3, apply Lemma on the connected domains 7 + 6w +
iD;(w) with the choices ¢ := © and

N=%qy(w,n) if =1, To+0w+1id, if =1,
O(19+ 0w +1in) 1= § N30, (w,n) if =2, 2= 70+0w+in if [=2,
Dy (w,m) if =3, To+0w+in, if =3,

where as explained after the definition of Dy, Dy and D3 above we have Dy = [y, d.], Dy = [n2, 7]
and D3 = [N7~1 n,]. The condition of the lemma is satisfied because of the definition of
O in , the Holder-continuity of the solution of the QVE, the weak Lipschitz-continuity of
g with Lipschitz-constant N2 and the Hélder-continuity of s from . The gap condition,
, holds because of and the definition of x and ® for an appropriate choice of the
exponent Ds.

The condition, ¢(z) < ®(2) a.w.o.p., necessary for the application of Lemma |C.1] on
the first domain, 75 + 0w + iD; (w), is obtained form Proposition . With Lemma [C.1] we
propagate the bound to all z € 7p+0w+iD; (w). Now we apply Lemmaon the second domain
70+ 0w + 1Dy (w), provided Dy(w) is not empty. The bound for the new zg = 79+ 0w +im
is obtained from the previous step. Finally, we apply Lemma to 7 + 6w + iD3(w), in
case it is not empty, with the new choice zy = 79 + 6w + iny. Altogether, we applied the
lemma at most three times. Through this procedure we prove that a.w.o.p. O(z) < ®(z) for all
z € To+0w+i[N771 4,]. On the third domain, 75+ 6w +iDs(w), we use that a.w.o.p. x = 0 (cf.
(18.40)) and thus a.w.o.p. O(z) < N°®,. Altogether we showed that in the d,-neighbourhood
of 70,

a.W.0.]. O(z) < N0, < Bpyq.
This finishes the proof of Lemma up to verifying the claim (|18.39)).

PROOF OF THE CLAIM: For the proof of this inequality one verifies cases by cases that on D
the term 7,0 ~ |m;|© is bigger than the two other terms, 7,0% and ©2 by a factor of N¢. If Dy
is not empty then the term ©3? is the biggest in that regime. If D, is not empty, then |my| ~ 7
and 7,072 is the biggest term by a factor of N¢.

As an example we demonstrate these relations in a few cases:

e Well inside a gap: If 75 € Osuppp and w € [c,A, A/2] then Dy(w) = 0. We now
check that on D;(w) the linear term in © is the biggest while on D3(w) the cubic term
dominates. First, let 7 € Dy (w). Then the following chain of inequalities hold,

710 ~ 1|0 ~ (A+1)*30 > N (A+7)Y38,0 ~ N*7,0,0 > N 1020,

Here, we used ([18.25)), (18.12b)), the definition of D;(w) and ((18.23¢) in the form 7y ~
(A +n)'/3. By definition of x and since 7, 2> || for k = 1,2 we also get

N7, 0x > N°m©O?y > N°|m|6?%y, N 1¢®20y > N*60°y.
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We conclude that on D;(w) the linear term in © dominates the others,
TOx = N¢(©° + 1,02 .
Suppose now that 1 € D3(w). In this case, using the choice of the indicator function Y,
0%y > N 59,0°y > N *020y.
By definition of D3(w) and we find that
N==®,0% > N°(A+n)20% ~ N°7, 0%, N 2020 > N*(A+n)*?0 ~ N*7,0.
Altogether we find that the cubic term dominates the two others,

@3X Z Na(%ggz +7NT1@)X

e Inside a gap close to an edge on Dy: If 75 € Osuppp, w € [0,c.A] and 1 € Dy(w),
then we will show the quadratic term in © dominates the two other terms. We have

Im2|©% ~ T 0% ~ (A4n)30? > N7%0,07

where in the inequality we used the definition of Dy(w). The choice of x guarantees that
®,x > N3*0Oy. Thus, the quadratic term is larger than the cubic term by a factor of
N¢. On the other hand

(A+n)30%x > N7 (A+n)Y3d,0 > N (w+n)Y2(A+7)Y°0 ~ N°F© ~ N°|m|©.

Here, in the first inequality we used the indicator function y and in the second inequality
the definition of Dy(w). Altogether, we arrive at

702y > N°(0%+7,0)y.

e Internal minimum on Dy: If 79 € M\ dsupp p and 7 € D (w), then the linear term is
the biggest,

m|© ~ 710 ~ (p(r0)* + (lw] +n)**) © 2 N7 (p(r0) + (lw| +n)') 1,0

Here, we used and the definitions of 7 and D;(w), respectively. Since ®;x >
N%©y and by the definition of 7, this shows that the linear term is larger than the
quadratic term by a factor of N4¢. In order to compare the linear with the cubic term we
estimate further. By definition of D; (w),

N72(p(10) + (Jw| +7)/*) @O > N 07O
Again we use the lower bound on &,y and get
N ®?0y > N*0%y.
Thus we showed that on the domain D (w)
TOx 2 N (O +7,07%) .

The other cases are proven similarly. This completes the proof of (|18.39)).
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19 Rigidity and delocalisation of eigenvectors

19.1 Proof of Corollary

Here we explain how the local law, Theorem is used to estimate the difference between the
cumulative density of states and the eigenvalue distribution function of the random matrix H.
The following auxiliary result shows that the difference between two probability measures can
be estimated in terms of the difference of their respective Stieltjes transforms. For completeness
the proof is given in the appendix. It uses a Cauchy integral formula that was also applied
in the construction of the Helffer-Sjostrand functional calculus (cf. [21I]) and it appeared in
different variants in [37], [28] and [36].

LEMMA 19.1 (Bounding measures by Stieltjes transforms). There is a universal constant C > 0,
such that for any two probability measures, v1 and vy, on the real line and any three numbers
i, M2, € € (0,1] with e > max{ny,ne}, the difference between the two measures evaluated on the
interval |11, o] C R with 7y < T satisfies

i ([r1, 7)) = va([m, 7)) < C (a([m —m, ] U, o+ m2]) + 1+ Jo+ J5) (19.1)

Here, the three contributions to the error, Jy, Jo and J3, are defined as

T1

. . 1 [* .
Jl = / dw <ImmV1 (w + 1771> + |ml/1*1/2<w + 1771)‘ + 77_/ d77|mV1*V2(w + 177>|> )
, 1

1= m

T2+1n2 1 2e
Jo 1= / dw (Imm,,1 (W+1m2) + [my, (W + i) + 77_/ dn|my, ., (w + in)|> , (19.2)
2

T2 P!
T2+1M2

2e
Jg = dw/ dnlmy,, v, (w+1in)|,

1
€ T1—M
where m,, denotes the Stieltjes transform of v for any signed measure v.

We will now apply this lemma to prove Corollary with the choices of the measures

N
1
v (dw) == p(w)dw, vo(dw) = NzéAi(dw). (19.3)
As a first step we show that a.w.o.p. there are no eigenvalues with an absolute value larger
or equal than 10, i.e.,
#{i: |\ >10} =0 a.W.0.p. . (19.4)

We focus on the eigenvalues A\; > 10. The ones with \; < —10 are treated in the same way. We
will show first that there are no eigenvalues in a small interval around 7 with 7 > 10. In fact,
we prove that for v € (0,1/3),

#i:T<N<TH+N'} < N7, (19.5)

For this we apply Lemma with the same choices of the measures v; and v as in (19.3)) and
with

m o=y =g = N, T =T, Ty =T+ N (19.6)

Theorem and the Lipschitz-continuity of (g) with Lipschitz-constant bounded by N?, as
well as the uniform 1/3-Hélder-continuity of (m) imply that

sup (g +n)) — (m(w -+ in)| < 1 + N1 (197

137



where the supremum is taken over w € [1 — N*"! 7+ 2N and n € [N""!,2N""!]. Plugging
this bound into the definition of .J;, J; and J3 from and using and the fact that
p =0 in this regime shows the validity of (19.5).

We conclude that a.w.o.p. there are no eigenvalues in an interval of length N~! to the right
of 7. By using a union bound this implies that

#{i:10< N\ <N} =0 a.w.0.p. .

The eigenvalues larger than N are treated by the following simple argument,

Thus ((19.4) holds true.
Now we apply Lemma to prove ([15.23). In case || > 10 the bound ((15.23)) follows

because a.w.0.p. there are no eigenvalues of H with absolute value larger or equal than 10.
Thus, we fix 7 € (=10, 10) and make the choices

n = Mg = N'y_l’ T = —107 Ty (= T, e :=1. (198)

Again we use (15.17)) from Theorem [15.6, the Lipschitz-continuity of (g) and the Holder-
continuity of (m) to see that uniformly for all n > N1

. . 1 1
sup (gl —w+1n)) — (Mm(711 —w + 17 < =+ .
w€[07n1]|< (1 )> < (1 )>‘ N (NU)Q

Here we evaluated A(7y) = 1 and thus x <+ (Nn)~'. With J; defined as in (19.2)) we infer
Ji < N~'. Theorem also implies the bound

. ) 1
sup_sup [(g(w+in)) — (m(w+in)| < .
w€[—20,20] ne(l,2]

since in this regime x < 1, thus showing that J; < N~!. We are left with estimating the three
terms constituting Jo. The first and second of these terms are estimated trivially by using the
boundedness of their integrands. Therefore, we conclude that

'/ p(w)dew — L _13\? METH L Ny R, (19.9)

where the error term, R, is defined as

N1 2
1 1
R(r) == N7 | dw [ dymi - (19.10
) [0 [ i s ey w0

This expression is derived by using the bound on k for the integrand of the third
contribution to Js.

To estimate R further we distinguish three cases, depending on whether 7 is away from M,
close to an edge or close to a local minimum in the interior of supp p. In each of these cases we
prove

: 1 1
R(1) < mln{ NN+ o)) N } (19.11)
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AwAY FROM M: In case dist(r,M) > §,, with ¢, the size of the neighbourhood around the
local minima from Theorem [18.1} we have A3+ p ~ 1 and thus the n-integral in (19.10)) yields
a factor comparable to N~'log N. Thus, R(1) < N~%.

CLOSE TO AN EDGE: Let dist(7, {ag, Br}) < 0.. Then from the size of p at an internal edge,
at the extreme edges and inside the gap (cf. (18.5b)), (18.5d]) and ([18.5¢) from Theorem [18.1})
we see that

AT+ w2 + p(r + w+1in) ~ (A(T) + dist(7, {aw, Bx}) + 7})1/3

for any w € [0, N7"!] and n € [N?~1,2]. With this the size of R is given by

2 . 1 1
Rir) ~ /Nwd” ““”{ Nn(A ) + dist(r, (s B)) )73 <Nn>1/2} '

Integrating over n yields that

. log N 1
Rir) = m{ N{A) + dist(r, {on )P N4/5} |

Now ([19.11]) follows by using the size of p from Theorem again.

CLOSE TO AN INTERNAL LOCAL MINIMUM: Suppose |7 — 79| < 4, for some 15 € M\ 9 supp p.
Then using the size of p from ([18.5¢)) of Theorem we see that

2 1 1
R(1) ~ / d min{ ; } :
( ) N n NU(P(TO) + |T _ To|1/3 +,71/3) (Nn)1/2

The bound (|19.11]) follows by performing the integration over 7.

This finishes the proof of (19.11). We insert this bound into (19.9) and use that v was
arbitrary. Thus, we find

#{i: —10< X\ <7}
d _
[ o =5

< min{ N(A(T)1}3+P(T))’ N14/5}.

This finishes the proof of since there are no eigenvalues below —10.

Now we prove . Let 7 € R\ supp p. Suppose that for some k = 1,..., K we have
|7 — Bk| = dist(7,0supp p). The case when 7 is closer to the set {ax} than to {fx} is treated
similarly. Suppose further that

T > g+ 0,

where 0, are defined as in and 6, = N?"%/3. Note that there is nothing to show if
k > 1 and the size of the gap, ap — [r_1, is smaller than 24y, i.e., if such a 7 does not exist.
In particular, we have oy — 1 = A(1) 2 N~12. We will show that a.w.o.p. there are no
eigenvalues in an interval of length N=%/3 to the right of 7, i.e.

#li:T<N<T+ N’2/3} =0 a.W.0.]p. . (19.12)

We apply Lemma with the same choices of the measures v; and v, as in (19.3]). Addi-
tionally, we set

m o= 1 = ¢ = N~2/3, T =T, T =T+ N3, (19.13)
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We use the local law, Theorem [15.6] to estimate the differences between the Stieltjes transforms
of the two measures for the integrands in the definition of the three error terms, J;, Jo and J3

from (19.2). By the definition of ; the condition ([15.20)) is satisfied inside the integrals and
we use the improved bound, (15.21)), on k. Indeed, we find

1 L 1
NOA(T)Y3 - N2/3 5;/2A(7_)1/6’

sup [(g(w + in)) — (m(w +in))| <

where the supremum is taken over w € [ — N=2/3 7 + 2N~%/%] and n € [N~%3 2N~2/3]. With
this, the definition of d; and the size of p from - and m we infer

J++J3 < N_1_7/2.

From this (|19.12)) follows. The claim, (|15.24]), is now a consequence of a simple union bound
taken over the events in ((19.12)) with different choices of 7. This finishes the proof of Corol-

lary [15.8] ]

19.2 Proof of Corollary

Here we show how we get the rigidity, Corollary [15.9, from Corollary [15.8, Fix a 7 € [ay, Ok].
We define the fluctuation to the left, 6_, and to the right, d,, of the eigenvalue A, as

T+0 T+
04 (1) = inf{5 >0:2+ ‘#{z i < T+5}—N/ p(w)dw‘ < N/ p(w)dw}(19.14a)

T—0 T
d_(1) := inf{ d>0:1+ ‘#{2 N < T—0}— N/ p(w)dw‘ < N/ p(w)dw } (19.14b)
—o0 T—0
We show now that with this definition,
Nigry € [T =0_(7), 7 +64(7)]. (19.15)

We start with the upper bound on \;;). By definition of i(7) we find the inequality

T+§+ T+5+
#{i )\<)\Z(T}—Z(T)<1+N/ dw—l—i—N/ dw—N/ dw.
The definition of §, = 0, (7) implies that

By monotonicity of the cumulative eigenvalue distribution, we conclude that Ay < 7+ d,4.
Thus, the upper bound is proven.
Now we show the lower bound. We start similarly,

By definition of §_ we get
#i: N < N} 2 1+limui)nf#{i N <T—0_—¢}.
&
Here the lim inf is necessary, since the cumulative eigenvalue distribution is not continuous from

the left. We conclude that A,y > 7 —d_ — ¢ for all € > 0 and therefore the lower bound is
proven.
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Now we start with the proof of (|15.29)). For this we show that for any 7 that is well inside
the support of the density of states, i.e., that satisfies (|15.27)), we have

5_(r)+6.(r) < 8,

. 1 1
o= minl ey (8

If 7 is in the bulk, i.e., dist(7,M) > §,, then § ~ N~! and thus ((19.16)) follows from (15.23)).
We distinguish the two remaining cases, namely whether 7 is close to an edge or to a local
minimum inside the interior of supp p.

CLOSE TO AN EDGE: Suppose that 7 € [B; — 0., Bx — €x). The case when 7 is closer to {ay}
than to {fi} is treated similarly. By the definition of & in (15.28) and by the size of p from

(18.5d]) and (|18.5b]) in Theorem we see that ¢, 2 N70. Using Corollary we find for
any € € (0,7/2) that

T+NE§
‘#{z: N <7+ N°O) —N/ p(w)dw‘ < min {(A(r) + B — 7)"/3, N5}

On the other hand

T+NE§ N1+55 . 1/2
N / NG iﬁgk —Tr)m 2 N min {(A(7) + B — )71 NYY

Here we used the size of p from Theorem [I8.1] the definition of § and Sy — 7 > &;. Since £ was
arbitrary we conclude that d,(7) < §. The bound, §_(7) < 4, is shown in the same way.

CLOSE TO INTERNAL LOCAL MINIMA: Suppose |7 — 79| < 6, for some 7 € M\ Jsupp p.
Then by (18.5¢) with A(7p) = 0 and the definition of ¢ in (19.16)) we have

1 1
§ ~ min { (PP 1 7 — 7o|2PN )
We apply from Corollary and, using again, we get
T+NE§
‘#{z : N <7+ N} — N/ p(w)dw’ < min {(p(70)® + |7 + N6 — o)) 73, N1/5}.
- (19.17)
On the other hand we find

T+N§
N/ p(w)dw ~ N6 (p(10)2 + |7 — 10| + N°6)Y/3. (19.18)

We will now verify that for large enough N,
N¢/% min {(p(10)® + |7 + N%6 — o)) 73, N1/5} < NY5 (p(10)® + |7 — 70| + N¥6)V3. (19.19)

We distinguish three cases. First let us consider the regime where p(7)% + |7 — 79| < N73/°,
Then we have § = N=3/5 and

N5 (p(10)® + |7 — 70| + N26)V3 ~ NEBNS,

Now we treat the situation where, N=%/° < p(79)% + |7 — 79| < N*/273/5 In this case

N > Ne/2NV/5,

Nte§ S 4|1 — 7| + N%O)V3 >
(p(70) |7 — 7ol )z (p(70)3 + |7 — 1)1/3 =
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Finally, we consider p(70)? + |7 — 79| > N3/273/5 Then for large enough N we find on the

one hand
1

(p(10)? + |7 = mo|)1/3”

min {p(70)3 + |7+ N°§ — To|)*1/3, N1/5} ~

and on the other hand

NE
N8 (p(7)% + |7 — 10| + N°6)/3 > )
(p( 0) | 0| ) ~ (P(To)3 + |7_ _ 7_0|)1/3
Thus, (19.19) holds true and since € was arbitrary, we infer from ((19.17) and ((19.18) that
d4(7) < 0. Along the same lines we prove 0_(7) < 6. Thus (19.16) and with it ((15.29) are

proven.
The statement about the fluctuation of the eigenvalues at the leftmost edge, (15.30)) follows
directly from ((15.29) and (15.24) in Corollary [15.8 Indeed, for 7 € [ay, a7 + &9) we have

Aitr) < Ai(ar+eo) and from (15.29) with A(7) = 1, as well as p(a; + €g) ~ 55/2, and from the
definition of 9 we see that

Aifarteo) < Q1+ &0+ N2 < 74 oNTY3 a.w.0.p. .

On the other hand, (15.24) shows that a.w.o.p. A > a3 — N7"%3. Since v was arbitrary,

(115.30) follows. The rigidity at the rightmost edge, (15.31]), is proven along the same lines.
The claim, ((15.32), about the remaining eigenvalues follows from a similar argument. For

T € (Br — €k, y1 + €k), as a consequence of (|15.24)), we have
Aitr) € [NiBr—en) B+ 0k] U [0kr1 = Oy Mg 1 4en)] a.w.o0.p. .

From ({15.29) and the definition of €5, we infer Ajg, _c,) > Bpx—2¢€r a.w.0.p., as well as Aj(q, , ,42,) <
Q11 + 2¢; a.w.0.p., which finishes the proof of ((15.32)).

O

19.3 Proof of Corollary [15.11

The delocalisation of eigenvectors is a simple consequence of the local law, Theorem [15.6| The
following argument is taken from [26]. We use the resolvent identity,

"\ |2
|7

Gii(z) = Z |§j(i)z

where u; = (u;(1),...,u;(N)) is the eigenvector corresponding to the eigenvalue \;. We eval-
uate this at z := \; + iN?~! with v > 0 as in the statement of Theorem m The local law
implies the boundedness of G;;(z) which then implies

1\ |2
Uil _ .
12 (Gu(2)] > “A7(_>’z’ = Ny ()P,
J

Where we kept only a single summand from the resolvent identity. Since v > 0 was arbitrary
we conclude

lu;(i)] < N7V2
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20 Isotropic law and universality

20.1 Proof of Theorem [15.12]

Given the entrywise local law, Theorem the proof of the isotropic law follows exactly as
Section 7 in [12], where the same argument was presented for generalised Wigner matrices (this
argument itself mimicked the detailed proof of the isotropic law for sample covariance matrices
in Section 5 of [12]). The only difference is that in our case G;;(z) is close to m;(z), the solution
to the QVE, which now genuinely depends on ¢, while in [12] we had G;; = my. for every i,
where my. is the solution to . However, the diagonal resolvent elements played no essential
role in [12]. We now explain the small modifications.

Recall from Section 5.2 of [12] that by polarisation it is sufficient to prove for ¢2-
normalised vectors w = V. We can then write

N N N
ZU_iGijUj —Zmi|vi|2 = Z(G” —mi)|vz~|2+Z, Z = ZU_iGijUj~
i,7=1 i=1 i i#£j

The first term containing the diagonal elements G;; is clearly bounded by the right hand side
of by Theorem [15.6] This is the first instant where the nontrivial i-dependence of m;
is used.

The main technical part of the proof in [12] is then to control Z, the contribution of the off
diagonal terms. We can follow this proof in our case to the latter; the nontrivial i-dependence
of m; requires a slight modification only at one point. To see this, we recall the main structure
of the proof. For any even p, the moment

p/2 p
ElzP=E Y ... % (H@mebmmvbmﬂ I1 @blezklbm%) (20.1)
b117#b12 bp1#bp2 k=1 k=p/2+1

is computed. Using the resolvent identity (and a similar one for the reciprocals of
the diagonal elements) we successively expand the resolvents until each of them appears in
a maximally expanded form, i.e. until no further by, or by can be added as an upper index
to them by these resolvent identities (see Definition 5.4 of [12]). Next we use to each
maximally expanded off-diagonal resolvent entry and to the reciprocals of the diagonal
entries. In this way, only resolvent entries of those minors appear that do not contain any by;
index as rows or columns; in other words, the v-indices and the G#)-indices are decoupled; only
explicit h-terms represent the connections between them. We can now take partial expectation
for the rows and columns of these h-terms. In this way we guarantee that v-indices are paired,
i.e. the 2p-fold summation in effectively becomes a p-fold summation. This renders the
uncontrolled ¢*-norm of v to an ¢>-norm which is one by normalisation. Along this procedure
we need to replace reciprocals of diagonal resolvent entries 1/Gj; (that arise from (16.9)) by
their deterministic approximation 1/m;, see the analogous formulas (5.41)—(5.42) in [12]. Here

we use the self-consistent equation ((15.3)) to conclude from ((17.16|) that

()

1 1 ,
T + hi; + siim; — Z(hiang)hbi - Siamaéab>- (20.2)
k43 (A CL,b

Taking the inverse of this formula and expanding around the leading term 1/m; ~ 1, we get
a geometric series expansion for Gj;. The terms h;; < N™Y2 and s;m; < N7! are negligible.
The term in the square bracket is small by the large deviation estimates f and
by the fact that the local law Theorem applied to the minor H yields that G%) is close
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to m’, the solution to the self-consistent equation for the minor. Finally, this latter is close to
m, by the stability of , since for any fixed i, the (N — 1)-vectors (m! ), and (mg)azi
satisfy almost the same self consistent equation, with an additive perturbation of order 1/N
between them. The proof in [I2] did not use the spe01ﬁc form of the subtracted term s;,m404p
in (20.2]), just the fact that the subtraction made c)) applicable for the double summation
in (20.2)). After this slight modification, the rest of the proof in [12] goes through without any
further changes. O

20.2 Proof of Theorem [15.14]
For the proof of Theorem [15.14] we follow the method developed in [33] 36, 26]. Theorem 2.1

from [34] was designed for proving universality for a random matrix with a small independent
Gaussian component and densities of state that may differ from Wigner’s semicircle law. The
main theorem in [34] asserts that if local laws hold in a sufficiently strong sense then bulk
universality holds locally for matrices with a small Gaussian component. We remark that a
similar approach was independently developed in [47] that can also be easily used to conclude
bulk universality from Theorem but here we follow [34]. In Section 2.5 of [34] a recipe was
given how to use this theorem to establish universality for a quite general class of random matrix
models even without the Gaussian component, as long as uniform local laws on the optimal
scale are known and the matrix satisfies a condition as in Definition [[5.13] that allows for an
application of the moment matching (Lemma 6.5 in [36]) and the Green’s function comparison
theorem (Theorem 2.3 in [36]). Following this recipe it remains to show that the local law,
Theorem [15.6] holds for all matrices with the same variance matrix as

H, = ¢ '?Hy + (1 — e H)Y?U,

for all t € [0,7T] and T is a small negative power of N, i.e., T = N~°. Here, U is the standard
Gaussian ensemble (GUE or GOE), Hy has independent entries and is independent of U and
H7 has variance matrix S. The bounded moment condition (D) is automatically satisfied for
H; by the construction of Hy.

The variance matrix of H, is

S, = e 'Sy + (1—e"S¢,
where Sq is the variance matrix of the standard Gaussian ensemble and Sy is given by
Sy = ef'S— (e = 1)Sq.

Since condition (A) is simply a normalisation, it suffices to verify (B) and (C') from (|15.6)
and for the variance matrices S;. The uniform primitivity, assumption (B) is satisfied
because S is g-full (cf. Deﬁnition and T' < 1. In particular, the matrices S; are uniformly
q/2-full. This also implies the boundedness of the corresponding solutions, m®, to the QVE
in a neighbourhood of the origin, z = 0, by Remark in Part II. The validity of (C) away
from z = 0 follows from Remark in Part IT and from the L*-bound,

N

1 N2 <« 3

— - < —, eH,tel0,T].
N 07
This bound holds for the solution of the QVE that corresponds to very general variance matrices
and is part of the statement of Theorem [6.1]in Part II. The 3 in this bound replaces the original
2 in order to compensate for the potentially violated normalisation of the variance matrices.

This shows that Theorem can be applied to H; and thus universality is proven. O
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21 Gaussian translation invariant model

In this section we will prove that Theorem [I5.16] applies for dependent Gaussian random ma-
trices introduced in Subsection [5.21
Let A denote the integral operator acting on functions A : [0, 1] — C via

1
Ah(¢) = / a(p,0)h(0)do, (21.1)
0
where the kernel @ : [0,1]*> — C is defined as
N-1
Zi(qb, 9) = Z A ek(gzﬁ) 6_1(9> , 0,0 € [0, 1] , (212)
k=0

and e, : R — C is the exponential function ey (¢) := ¢'?™*¢. Here, we identified T with the set
of integers {0,1,2,..., N — 1}. We remark that a(¢,0) > 0 for all ¢,0 € [0,1]. This follows

from ([15.38D]) and the Bochner inequality (cf. ([21.11)) below). Note that agy = N~'a(¢,0) if
¢,0 € S and we consider S as canonically embedded in [0,1]. For k € N let a*(¢, 6) denote the

kernel of A*.
The following proposition is a generalisation of Theorem [15.16| to polynomially decaying
correlations.

PROPOSITION 21.1 (Generalisation to good correlation matrices). Let H and A be related by
(15.38b)). Assume that A is good in the sense that

(i) There is a > 0 and L € N such that (a%)(¢,0) > a for every ¢,0 € [0,1];

(ii) There exists an integer f > 1 such that

D (L [z +[y))Plas| < 1. (21.3)

x?y

(iii) The integral operator A is block fully indecomposable: There exist two constants ¢ > 0,
K €N, a fully indecomposable matrixz Z = (Zij)i[,(j:p with Z;; € {0,1}, and a measurable
partition D := {Dj}]K:1 of [0,1], such that for every 1 <i,j < K the following holds:

1

K Y

Then the conclusions of Theorem hold except that the exponential decay of off-diagonal

resolvent elements (15.48)) is replaced by the weaker decay:

|D;| = and  a(¢,0) > ©Z;;, whenever (¢,0) € D; x D;. (21.4)

1g(2)] < (1+]2))77, zeT. (21.5)

~

If A satisfies (15.39) and (15.40) then the comparison relations (cf. Convention [15.15))

hold w.r.t. the model parameters v,£. On the other hand, if A is good then L, o, 3, K, ¢ are
considered as model parameters.

The proof of Theorem [15.16| splits into three relatively independent parts. In the first
part we show how to make H into an almost Wigner type matrix by changing basis. In the
second part we describe how the proofs for Wigner type matrices are modified in order to
accommodate some extra dependence of the transformed matrix. In the third part we show
that the assumptions on the correlation matrix A imply that the QVE has a bounded
and sufficiently regular solution m using the general theory developed in Part II of this work.

Finally, in Subsection [21.4 we combine these steps with the main results of this paper to prove
Theorem [15.16
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21.1 Mapping H into Wigner type matrix by change of basis

The (discrete) Fourier transform of a matrix T = (¢;;); jer is another matrix T = (too)s0es
defined by

T 1 i2m (pxz—0y)
t¢9 = N Z € ta:y . (216)
z,yeT

Since the mapping T +— T corresponds to the conjugation by the unitary matrix F = (fyy)zyer,
with elements

1 .
for = ™™ (2L7)

the matrices T and T = FTF* have the same spectrum,
Spec(T) = Spec(T). (21.8)

The next result shows that the discrete Fourier transform maps Gaussian translation invariant
random matrices into Wigner type random matrices with an extra dependence.

DEFINITION 21.2 (4-fold correlated ensemble). A random matriz H indezed by a torus is 4-fold
correlated if h;; and hy; are independent unless

(k7l) S {(ivj)v(jvi)7(_i>_j)’(_jv _2)} (21'9)

LEMMA 21.3 (Fourier transform). Let H be a (not necessarily Gaussian) random matriz satis-

fying . Then the elements of its Fourier transform H satisfy
Ehy = 0 (21.10a)
E Tosihi = Gsj 0 050 + by 611 05 (21.10b)
for every i, j, k.1 € S. If additionally H is Gaussian, then H s 4-fold correlated.
We remark that if A is good, then implies a;; < N~1.

PROOF. The proof of (21.10) is a straightforward computation. We omit further details. From
(21.10b]) we see that covariances between Re h;;, Im h;; and Re hy, Im hy; can be non-zero if and

only if (21.9) holds. Since H is Gaussian this implies the statement about the independence. [

The following result shows a practical way to construct real symmetric random matrices with
translation invariant correlation structure. A similar, but slightly more complicated convolution
representation exists for complex Hermitian random matrices.

LEMMA 21.4. Suppose a real symmetric matriz A satisfies the following Bochner type condition
Z Gij Gi—k,j—1 Gk = 0, (21.11)
6,4,k 1T
for any matriz Q = (¢;j)i jer, and define a symmetric filter matriz R = (r;;); jer, by
1 —i2m(zxp—yb ~
ray = D €T g (21.12)
$,0€S
If W is GOFE random matriz, then the random matric H with elements,
hij = Z Ti—k,j—1 Wkl » (21'13)
kIET

has the correlation structure (15.38]) with B = A.
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21.2 Local law for 4-fold correlation

In this subsection we sketch how to prove a local law for the elements of the resolvent
G(2) == (H=2)", (21.14)

much the same way as we did for the Wigner type matrices. Indeed, the analysis is the same
as before, but due to the extra correlation between (¢,0) and (—¢, —6) we have to remove
both the rows and columns corresponding to indices ¢ and —¢ from H in order to make it
independent of a given row ¢. We state a local law for a general self-adjoint random matrix
with independent entries apart from a possible correlation of the entries with indices (i, j) and

THEOREM 21.5 (Local law for 4-fold correlation). Let H = H* = (hyj);jer be a self-adjoint

4-fold correlated random matrix with centred entries. Let S be its variance matriz, defined as

in (15.2)). Suppose H satisfies assumptions (A)-(D) and
]Ehijhfj,fi - 0, 7 7& j . (2115)
Then the conclusions of Theorem [15.6 hold for the resolvent elements of H.

PrOOF. We sketch the proof of Theorem by following the proof of the local law, Theo-
rem [I5.6] for random matrices without the 4-fold correlation and pointing out the necessary
modifications. For simplicity we restrict to bounded values of z, i.e., we assume |z| < 10,
say. The independence of the entries of H was used in the proofs of Lemma [16.1] and of the
fluctuation averaging, Theorem [I7.5] We will now show, how these two results are established
for the 4-fold correlated case.

ADAPTATION OF LEMMA [16.1}  The diagonal resolvent elements G;; = g; still satisfy the
perturbed QVE (16.1). This equation is derived using the Schur formula (17.16) with the
perturbation

(k)

1,7 i

We will derive a different representation for d, from which we will establish the bound

1
‘dk’ ﬂ(A < )\*) < AO + \/_N . (2117)

This is in analogy to in the proof of Lemma m To apply large deviation estimates in
expressions such as we expand the resolvent elements Gz(f) such that their dependence
on both A; and hj, in the sum becomes explicit.

If kK = —k then we can proceed as in the standard case. In the case k # —k we split the
sum into parts according to whether the summed over indices ¢, 7 coincide with —k, k or not:

(k) (k]
> G b =Y G
i, i,

(k) (k)
+ Ny g (Z G(_k;z,jhjk> + (Z hmek_)k) h_pp — hk,ka@;,_khfk,k .
j i
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Here, the upper index [k] on the sum indicates that it runs over all indices except k and —k.
Then we use the resolvent identity (16.9)) for removing the —k index from Gg?) and find

(] [K] (K] (]
> G hyy, = Z hii Gy, + —o— & (Z G k) (Z %) jhjk) : (21.19)
1] J
Now we apply the general resolvent identities
(k) (k)
G G;
k k k ik

to all the terms in the parenthesis of (21.18) and (21.19). With the notation G = G-k

we arrive at the result

> (k) & [k] L (Grk (k) Gk
%;hkic;ij hje = Y hiGiihye + o k( o +hk,_kG_k,_k)( G bt oy, G k)

%.J —k,—
G_ ik Gr,—k

—h_
G MG

— Py, — ik G b

Therefore, we have shown that the diagonal resolvent elements satisfy the perturbed QVE
(16.1) where the error vector d is given by

(%] k]
di, = Z hii G I + Z |hm| — Spi)G E’f} + Z Ski(Ggﬂ — Gii) — hy
i#£] %
1 G G_s
— 50 Ge — S0k G—pie + ™ _k< Gk;: n hk,kG%’_k) ( G Y b, GY) k)
G_ G
— N —k L ko bk hk,—kG(,k;;,kh—k,k-

G G ( )
21.21

Then we follow the strategy of the proof of Lemma [I6.1, We estimate the first two terms
by using large deviation bounds. The other summands are bounded directly in terms of A, and
inverse powers of NV using the still valid bound for removing upper indices. In this way
we arrive at (21.17)).

To estimate the generic off-diagonal elements, Gy with k£ # [ and k& # —[, we modify
the proof of Lemma in a similar fashion. Starting from the identity we remove

the indices —k and —! from the resolvent elements Ggﬂ) there. For that we use the resolvent
identity (16.9). Afterwards we use (21.20) in the same way as we did for dj, apply the large

deviation estimate and arrive at

Im(g) N 1
VN’
Finally, we treat the special off-diagonal elements, Gy _j, separately. The case k = —k is
already dealt with in the diagonal case so we assume here k # —k. From (16.3]) we get

|G| LA < \) <

]
Grk = GG haGlhy i — G (21.22)
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The entries of H appearing in the sum are independent provided j # —i. Thus we split the
double sum into two parts,

K K g
S hGi by =Y haGEh e+ hihi G (21.23)
ij i#—j i

Here the first term on the right hand side can be bounded using the large deviation estimate
as in the proof of Lemma m For the last term on the other hand we use . In
particular, the family of random variables (hy;h_; _1); are centred and independent. Thus, we
can apply another large deviation estimate and find

1 1 (%] - 1/2
< (wler)

Altogether we see that also the resolvent elements G, _j are small,

,—

Mo
> huihoii Gi

Im{g) 1

Gr_k|[IA<)\,) < | —+ —.
|k,k’< = ) NU \/N

Therefore, the analog of Lemma [16.1]is proven.

ADAPTATION OF THEOREM [I7.5] The fluctuation averaging is proven again following closely
the arguments in the proof of Theorem 4.7 in [26]. One simply changes the equivalence relation
given within the proof in the following way: For a given k = (ki,...,k,) € T? and r,s €
{1,...,p} we define r ~ s if k. = ks or k, = —ks. This means that for each ’lone index’
k one removes the index —k in addition to k£ from the other resolvent elements within the
same monomial. For a more detailed description of the necessary modifications see the proof
of Theorem 4.6 in [3].
Finally we explain the proof of the isotropic law under the 4-fold correlation structure.

ADAPTATION OF THEOREM [I5.12} As we explained in the proof of Theorem [15.12] the main
step is to estimate a high moment of Z via a resolvent expansion that decouples the set of
indices by; of the vector v from the indices of resolvents of maximally expanded minors. In
this way, by taking partial expectation of the expanded rows and columns, we collapse the 2p-
fold summation in to a p-fold summation. The same procedure works under the 4-fold
correlation structure with two minor modifications. First, we change the definition of being
maximally expanded; we require that whenever we build a minor H® by removing the k-th
row/column, we also remove its companion index —k. This will guarantee the independence
of the expanded rows and columns from the remaining resolvents of minors. Second, when we
perform the partial expectations, more pairing may occur, since an expanded matrix element
hey may be paired not only with hy, but also with h_, _, and h_; _,. This results in not more
than three times as many terms as before, but the 2p-fold summation is still reduced to a p-fold
summation. To illustrate this difference, as a toy second moment calculation (cf. (5.1) of [12])
without the 4-fold correlation we have

EY S (G o) (dehen G hugos)

a#b cAd =y
1
=> [val* [ "B 55 D IGE P S v,
a#b Ty
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where only the a = d, b = ¢ index-pairing is possible. With the 4-fold correlation a may be
paired with —d and b with —c as well. This gives additional terms of the form

> ([val® + loallo-al) (Jos]* + o3 Jo—s])

a#b

but with a simple Schwarz inequality they all can be estimated by powers of /2.-norms. With
these two modifications, the original proof of the isotropic law goes through. O

21.3 Properties of QVE

In this subsection we show that a good correlation matrix A implies that the corresponding
QVE has a well behaving uniformly bounded solution everywhere. Then we prove
that an exponentially decaying and non-resonant correlation matrix is good. Finally, we show
that the quantity g,_,(z) describing the limit of the off-diagonal resolvent elements G,_, (cf.
(15.46])) has the right decay properties in |z — y|.

Recall the definition (21.1)) of the integral operator A. We consider the continuous version,

1 =
P = z+ Am(z), (21.24)

of the discrete QVE ([15.42)).

In the following we will use several results from Part II of this work on the properties of the
general QVE defined on a probability space (X, 7) with an operator S in two different setups.
When we discuss the discrete QVE the setup is

1 ~ ~
X =8, mi=a d)zegéd, and S:=NA ie., Sg:=Nag. (21.25a)

For the continuous QVE (21.24]) the setup is

X:=00,1, w(dp):=d¢ and S:=A ie., Syp:=a(,0). (21.25b)
In the sequel LP-norms and the scalar products are understood in the appropriate probability
space (X, ).

LEMMA 21.6 (Good correlation matrix implies bounded solution). If A is good then the con-
tinuous QVE (21.24) has a unique and uniformly bounded solution m(z) : [0,1] — H that
satisfies

sup (|7(2:0)| +|0,i(z0)) S 1,  VzeH. (21.26)
#€[0,1]

Furthermore, the discrete QVE (15.42)) also has a unique bounded solution m that is close to

m 1n the sense that

1 1
iz )] < mi
zléys)|m¢(z) m(z;¢)| < mln{ JN dist(z, {0n —o ] 2N

PrOOF. We will first consider the continuous QVE. A straightforward computation using the

definition (21.2)) yields

}, VzeH. (21.27)

N-1

(¢, 0)| + |05(6,0)| < 27 > (1+a])|ag,| < 1. (21.28)

z,y=0
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For the norm of an operator from L?[0, 1] to L>°[0, 1] we find
1
ANz g = ess sup/ [a(g,0)Pd0 < 1. (21.29)
¢ 0

Next we show that m(z) is uniformly bounded for z # 0. Indeed, using (21.28)) we get

|a(¢r, @) —al(ps, ®)|la < Colpr — ¢af, Vo, 02 €10,1].

From this it follows that

1
lim inf / 4o, =
==0siefo] o (e+[[aler, o) —alge, o)l2)?
This bound together with makes it possible to apply (i) of Theorem 4.1. The theorem
shows that ||m(2)]| < C(0) for any |z| > ¢ with C(§) depending on 6 > 0

Now we apply the results of Part II using the setup (21.25b). The property (iii) of A in the
definition of goodness (cf. Proposition is equivalent to property B1. in Part II. Hence
by (ii) of Theorem [9.1] from Part II of this work m(z) is uniformly bounded in some co-sized
neighbourhood of z = 0. Combining this with the uniform bound away from z = 0 we get the
uniform bound for |m(z; ¢)|. In order to estimate also the derivative 9ym(z; ¢) we differentiate

the continuous QVE (21.24)) and get

Q.

1
O (25 6) = (= 6)’ / 40 7i(=: 0) 0,30, ) (21.30)
0
Using (21.28)) and the uniform boundedness of m we finish the proof of (21.26)).
In order to prove the boundedness of the solution m as well we consider (15.42) as a
perturbation of (21.24). Given m we first embed S into [0, 1] canonically, and define piecewise
constant functions

= Mmpy-1 LN¢J (Z)

9(2; )
t(¢,0) == Nan-1|ng|,N1|N0O| »

(¢,6)
for every ¢,0 € [0, 1]. Notice that t(¢,0) = a(¢,0), when ¢,0 € S. Together with (21.28]) this

implies

(21.31)

In terms of these quantities (15.42)) can be written as
1
—— =2+4Ty, (21.33)
g
where T is the integral operator with kernel (¢, ). We clearly have
1 ~ ~
—— =z+Ag+d, where d:= (T — A)g. (21.34)
g

The function d is a small perturbation of the continuous QVE. To see this we use (21.32) to
get

Id]loo < T = Allrzsi<llglls S N 7Hgll:- (21.35)

~v

Clearly, ||T'||12-1~ ~ 1 as well. Hence, we know from the general theory (cf. the bound
of Theorem [6.1|in Part II) that ||g(z)||2 < 2/|z|. Using (21.32]) we see that for sufficiently large
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N the operator T is also block fully indecomposable with the same matrix Z and the partition
D as A. Thus we get ||g(2)]|2 < 1 for all z by (ii) of Theorem in Part II. Combining this

with (21.35)) yields
ld(2)]lo S N7F. (21.36)

We show that this implies that also the solutions g and m are close in the sense of (21.27)).
For this purpose we use Theorem [6.10] from Part II. By the rough stability statement of that
theorem we find

lg(2) = ()l (g(2) = M(2)lloo < A) S N5 dist(z, {0, —0u}) > o, (21.37)

where ¢ is an arbitrarily small constant. This means that we get stability as long as we stay
away from the edges o, and —o, of the support of the density of states. The necessary initial
bound inside the indicator function is satisfied for large enough values of |z|, since

lg(2)lloe + I()le S |27, |2l = Cr.

Here (] is a sufficiently large constant. This bound follows from the Stieltjes transform rep-
resentation of both the solution of the discrete and the continuous QVE (cf. Theorem of
Part II). We use continuity of g and m in z and to propagate the initial bound from
the regime of large values of |z| to all z € H with dist(z, {o., —0.}) > ¢y. In particular,
remains true even without the indicator function, i.e.,

lo(2) = (e S N7L dist(z, {ow —0.}) > co. (21.38)
It remains to show ([21.27)) close to the edges. We restrict to the case |z — o] < c¢g, close
to the right edge. The left edge is treated in the same way. For the following analysis we use
Theorem in the continuous setup (cf. Proposition in Part II). The theorem yields
lg = il (g — Fille < X) S ©+ N1, (21.39)
where the quantity © = ©(z) > 0 satisfies
0% + 10>+ mO|1(flg— Ml <A) S N7 (21.40)
By (18.10)) the coefficients of the cubic equation satisfy

|y | ~ g+p, and || ~ 1,

because o ~ 1 if ¢y is sufficiently small. From ((18.5d)) in Theorem we see how p behaves in
the neighbourhood of the right edge. Thus, we infer that for small enough A, and z = o, +w+in,

OL(llg = Mllee < A) < [mal + N7~ (|] )2+ N2,
Plugging this back into (21.39)) yields
lg = lloo (lg = Afloc < A) < (o] + )2 + N7V2,

By choosing the size of the neighbourhood, ¢q, around the edge small enough we ensure that
this bound implies a gap in the possible values of the continuous function z — ||g(z) —m(2)]|co-
Since on the boundary, |z — 04| = ¢, the initial bound, ||g — M|l < A, holds by (21.38)),
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it propagates to all z with |z — 0,| < ¢o. Thus and (21.40) remain true without the
indicator functions.

It still remains to bound © in (21.39). Since |m| ~ 1, we may absorb the cubic term in ©
in (21.40). We find that © satisfies

©*+ @0l S N, Jw| ~ (o] + )2, (21.41)

where @ = 7, /(75 + ©). Now we distinguish two cases. First let (|w| 4+ n)/? < Cy N~'/2 for
some sufficiently large constant C5. Then (21.41]) implies

1 1 1
O < — < min , .
~ VN {\/N (|W|+77)1/2N}

If on the other hand (|w| +n)Y/? > Cy N~'/2 then (21.41)) implies

1
-1/2\ <«
O1(O <N /) < —(|w|—|—77)1/2N' (21.42)
By choosing C5 large enough this becomes
1

QIO <N ) < — .
©=N = 00w

In particular, there is a gap in the possible values of © which allows us to propagate the bound

© < N2 from the boundary of the neighborhood of the edge to all z with |z — o.| < co.

Thus, (21.42)) holds without the indicator function and we see that

1 1
O < min , )
~ { VN (] +n)1/2N}

Using this bound in (21.39) without the indicator function proves the bound (21.27)) at the
right edge. O]

LEMMA 21.7 (Non-resonant and exponentially decaying correlation matrix is good). If A sat-
isfies (15.39) and (15.40|) then A is good. In particular, the constants L, «, 5, K, ¢ depend only

on the model parameters &, v.

The proof of this lemma relies on the following technical result that is proven in the appendix.
Let us denote the complex strip of width v > 0 by

R, = R+i(—v,+v). (21.43)

LEMMA 21.8 (Jensen-Poisson bound). Suppose f : R, — C is an analytic function satisfying

swp|f(Q)] < € and / F(@)]do > 1. (21.44)

CeRy

Then for every € > 0 there exists 6 > 0 depending only on €,v,Cy such that

o€ l0,1]:|f(@) 2o} > 1—¢. (21.45)

PROOF OF LEMMA 2T.7l The non-resonance condition ((15.40) guarantees that the L'[0,1]-
norms of the row functions 6 +— a(¢, ) are uniformly bounded from below. Indeed, since
a(¢,8) > 0, we have

1
(s, o)l = / W(6,0)d0 = 3 eay > €. (21.46)
J
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The conditions (i) and (iii) of the good correlation matrix for A rely on the following
property of a: For any ¢ > 0 there exists § > 0 such that

{60 €[0,1]:a(¢,0) >6}| > 1-2, Vo¢el01]. (21.47)

This property of @ follows by applying Lemma to f(¢) = a(¢, () with ¢ fixed.
The condition (i) holds with L = 2. Indeed, choosing ¢ = 1/3, we see that

52

P00z [ a6.0un00 2 T,

since the measure of the connecting set

D(¢,0) := {¢:a(d, ) >0} N{p:a(p,0) >4},

is at least 1 —2e = 1/3 by ([21.47) and the union bound.
Next we show that A is a block fully indecomposable operator. To this end we pick § > 0
and € > 0 such that (21.47) holds. From (21.28]) we see that

[a(¢1,601) — a(¢2,02)] S |d1 — @2 + (61 — b2, (21.48)
for every ¢1, ¢a,01,05 € [0,1]. Let K € N be so large that

1
. provided |¢p; — ¢po| + |61 — bs] < %

N S

|@(61,601) — @(es,0)] <

Let us define a partition D = {Dy}—; of [0,1] and a matrix Z = (z;);5_;, by
D ko1 & d 1 a(p,0) >4 (21.49)
=|—,= a i = a ,0)>0 ¢ :
A A e 00D xD,"
Clearly, we have
- J
a(¢, 6) > 5 Zij s ((b, 6) € D,L X Dj . (2150)

We will now show that Z is FID by proving that if there are two sets I and J such that z;; = 0,
forall i € I and j € J, then

I +]J] < K —1. (21.51)
Denoting D; := U;e1D;, we have a(¢,0) < ¢ for (¢,0) € Dy x D;. Thus (21.47) implies

1 J
% = |D[| S g, and % = |D[| S E. (2152)

Choosing € < 1/3 we see that ||+ |J| < (2/3)K, and (21.51]) follows. Since Z is a FID, matrix
we see that A is block fully indecomposable. O

LEMMA 21.9 (Decay of correlations). If a non-resonant correlation matriz A is exponentially

decaying, then q.(z), defined in (15.47), also decays exponentially in |z| such that (15.48)) holds.
If A is good, then (21.5) holds instead.
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PROOF. Recall that m(z) is the bounded solution of the continuous QVE (21.24). We will first
prove the appropriate decay properties for the quantity

G(2) = (en,m(2)), TE€Z, (21.53)

instead of for ¢,(z).

Let us first assume that A is non-resonant and exponentially decaying. From it
follows that @ from has an analytic extension to the complex strip R, (cf. (21.43)) where
v > 0 is the exponent from . We will now show that g,(z) decays exponentially in this
case. To see this we consider the function I'(z) : R, — C, defined by

P(25¢) = — ( " / (G dym(z:6) das)_l. (21.54)

In particular, it follows that m(z;¢) = I'(z;¢) for every ¢ € [0,1]. Because a is uniformly
continuous and the expression inside the parenthesis on the right hand side of is bounded
away from zero by a constant of size (sup,||m(z)||o) ! there exists a constant v/ < v such that
IT(2;¢)| < Cp for ¢ € R,. Since @ : R%, — C is analytic also I'(z) : R, — C is analytic. For
any z € Z we thus get by a contour deformation

1
eQﬂylzax(Z) _ 627I'1/’1'<ex’,ﬁ;11(2>> _ / efi27rx(¢>+iy/)f‘(z;¢)d¢
0 (21.55)

1
- / T (26 — /) do,
0

where the integrals over the vertical line segments joining +1 and +1 — i/ cancel each other
due to periodicity of the integrand in the horizontal direction. Since x € Z was arbitrary taking
absolute values of (21.55) yields the exponential decay,

|@(2)] < (Csulé) 1T(2; C)]) e 2mlel < Cpe VIl reT. (21.56)
eRr,/

Next we prove that if A is good, then also g,(z) decays like |z| = for large |z|. To this end
let O denote the derivative w.r.t. the variable in [0, 1]. Using e,(¢) = €!>"*? we get

[2*1q:(2)] = (2m) 7" (0%eq, m(2))] = (2m) " [(ew, 0*m(2))] < [[0"(2)]|e, V€ Z. (21.57)

Thus we need to show that ||0°m(2)]|e < 1 uniformly in z. The proof is by induction on the
number of derivatives of m. It is based on

i 0) = o (o [ avii(z0)0,a16.9) )
which follows from (21.30)), and the following consequence of (21.3):

B i
max sup |dha(4,0) < 1. (21.58)
I=0" g.0€00,1]

Now we will show that ¢,(z) inherits its decay properties from ¢, (z) so that

)+ —— ,
Vdist(z, {0, —0.}) N

|@(2)] < g2(z

zeT. (21.59)

155



This implies the estimates ((15.48)) and (21.5) under the corresponding assumptions on A,
respectively. Indeed, for any = € {0,1,2,..., N — 1} we have

1
—i2wrxd >~ (.. do — —i27x0
/0 e m(z; ¢)do N E e me(z)

}a/z(z> - %c(z)} <

oeS
N-1 (J+1)/N . . J
S Z/ e—127r:c¢7:":L(Z; ¢) o e—lQTFJJij/N(Z)‘ (2160)
= JiIN

< 1+
~ dist(z, {o., —0.})1/2N’

where we have used (21.27) and (21.26]). This proves (21.59)) for x < N1/2.

For large x > N'/? we bound the size of ¢, = ¢,(2) using the summation of parts

N— -2

1 —i2mx <> 1 ! —i2nxL 1
==y e gy = = (m<j+1>/N—mj/N)kZ:0e TN+ O(ﬁ>’

7=0 J=1

=

where we have dropped two boundary terms of size O(N~1). Here |mj41yn — mj/n| < C/N,
while the geometric sum is O(N/z) = O(N'/?). Thus estimating each term in the sum over j
separately shows that |g,(z)] < N~V2. O

21.4 Proof of Theorem [15.16)

PROOF OF THEOREM [[5.16] AND PROPOSITION R1.Tl. Let H be a Gaussian random matrix
with translationally invariant correlation satisfying for a good correlation matrix A. In
particular, if A is non-resonant and exponentially decaying with parameters v and £ then A
is also good with the parameters L, «, 3, K, ¢ depending only on v and ¢ (cf. Lemma .
From now on we consider the case where A is good.

Since A is good Lemma implies that the corresponding QVE has a bounded
solution m = (mg)ges. Moreover, since @ = a™¥) : [0,1]> — [0,00) is a continuous function

(uniformly in N) and |[Nagp — a(¢,0)| S Nt for ¢,0 € S (cf. (21.32))) we see that

C
sup inf a — Upoo| < — + sup inf / (¢1,0) —a(pa,0)|dO < )
DCS¢1€DQEZS‘ ¢1,0 2, | N Dco1]¢1€D | ‘

Now we apply the general theory from Part II of this work in the discrete setup (21.25al).
Theorem [6.9) of Part IT implies that p has the properties (i-iii) and (v) stated in Theorem [15.16]
The property (1V follows from (ii) of Theorem [6.2] of Part IL

By Lemma [21.3| the Fourier transform H of H has the correlatlon structure In
particular, H has the 4-fold symmetry. Moreover, from we read off that

Eheoh_gs =0, V$,0€S, ¢+0.

Hence, Theorem with H playing the role of H and S := A yields the averaged local law
(15.41). Note that we have k(z) < 1 in since supp p is a single interval and hence
A(z) = 1 whenever 7 = Re z is close to the edges +o..

In order to get we use the isotropic local law (Theorem . Indeed, fix two

arbitrary elements x and y of T and define two unit vectors v and w of C* by setting

Vg 1= N—1/2el27rm¢ and wp 1= N—1/26127ryc9’
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for every ¢,0 € S. From (21.6) and (15.47)) we see that
Gay(2) = (v,G(2)w)  and  q,(2) = (v, diag(m(z))w) .

Thus the isotropic local law ((15.33) implies ((15.46). Furthermore, if A is non-resonant and
exponentially decaying then ¢,(z) decays exponentially by Lemma This proves ([15.48]).
On the other hand, if A is good then Lemma says that g, (z) satisfies (21.5)). This completes
the proof. m

A Appendix Part I

A.1 Non-centred diagonal entries

In this section we will discuss a generalisation to the model introduced in Section [2l This
generalisation concerns assumption 2., namely that the entries of the random matrix, H, are
centred. In general, relaxing this assumption leads to a matrix equation for all N? resolvent
entries instead of the vector equation (4.9) that only involves the diagonal entries of G. But
if the assumption Eh;; = 0 is dropped only on the diagonal, then our theory can be applied
essentially unchanged.

THEOREM A.1 (Non-centred diagonal). Let H be a real symmetric random matriz that satisfies
assumptions 1., 8. and 4. and suppose that the off-diagonal entries are centred,

Ehi; = g(i/N)dy;, ,7j=1,...,N,

where g : [0,1] — R is a Hélder-continuous function with Hélder-exponent 1/2. Then the
conclusions of Theorems|15.6/ and [15.14) hold, except that m solves the equation

— = z—g(x)+/0 S(x,y)m(y;z), T € [0’1]’ z € H, (A'l)

instead of (6.5)).

The reason for the extra term, g(z), in the QVE as compared to can be seen
from the resolvent expansion carried out in Section 4.1} Indeed, the term —hyy in the Schur’s
complement formula (£.4]), was considered part of the error dj, because it satisfied |hp.| < N7V/2,
However, now hy; is not centred anymore and thus satisfies

1
e — g(k/N)| =< JN
Thus the diagonal resolvent entries now almost fulfil the modified QVE .

Other than the derivation of the QVE the proof of Theorem requires a change only
in the argument from Section that leads to the L]0, 1]-bound on m. The modification of
this argument we present here is simpler than the original argument. In particular, it does not
require a separate treatment of the neighbourhood of z = 0. The drawback of this approach is
that it cannot be applied in the general setting that is considered in Part II of this work where
the kernel s(z,y) is block fully indecomposable.

The original argument fails because in the z on the left hand side is replaced by
z — g(x) which cannot be inverted for z # 0. The new argument that we use to prove Theorem
has three steps. First we prove an L![0, 1]-bound for m. Then this bound is used to show
that m is uniformly bounded away from zero. Finally, we prove the L2[0, 1]-bound by making
use of the lower bound on |m].
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The operator F', defined in , still satisfies the bound sup Spec(F') < 1. The argument
leading to this conclusion only makes use of the imaginary part of the QVE, which remains
unchanged if z is replaced by z — g(z). The spectral bound on F' is used in the following simple
argument, where we evaluate the quadratic form corresponding to F' on the constant function

1> /Ol(p(z)l)(g;) _ /01 /Ols(x,y)\m(x;Z)Hm(y? z)|dzdy > H}fs(uav)(/ol Im(; z)|dx)2.

Thus, m(-; z) is uniformly bound in L![0, 1] uniformly in 2 on a compact set of the upper
half plane. From the QVE ([6.5]) and the boundedness of the kernel s, we see that this L![0, 1]-
bound implies a uniform upper bound on the inverse of m. Therefore, m is bounded away from
Z€ero.

Finally we evaluate F(z) again on the constant function and use that the spectral bound
implies a bound on F'(z) as an operator on L?[0,1] as well,

1 oplopl
12 (PR = [ [ [ a2 2l imus ) Ps(e. ws(u ) dudzdy.
o Jo Jo
On the right hand side we make use of the uniform lower bounds on |m| and s and find

1
nf, , s(u, v)? inf, |m(z; 2)|>

1
/ Im(u; 2)*du < -
0 i

B Appendix Part 11

B.1 Behaviour of Im(m)

COROLLARY B.1 (Scaling relations). Suppose the assumptions of Theorem are satisfied.
There exists a positive threshold € ~ 1 such that for M, defined as in the statement of that
theorem, and any n € (0,¢|, the average generating density has the following growth behaviour
close to the points in M.:

!
)

(a) Support around an edge: At the edges oy, 31 withi=2,..., K

(w +n)"/?
(o = Bic1 +w+n)l/67

(Imm(a; +w+in)) ~ (Imm(Bi_1 —w +in)) ~ w e [0,¢].

(b) Inside a gap: Between two neighbouring edges B;—1 and o; withi=2,... K’

)

. U 1 !
(mmtrsin) ~ g (g ) 7€ e

(c) Support around an extreme edge: Around the extreme points aq and g of suppv:

(w+n)'?,  weloe],
(Imm(ay +w+1in)) ~ (Imm (B —w +in)) ~q 1 w € [—¢,0]
(Jw] +n)t/2’ o

(d) Close to a local minimum: In a neighbourhood of the local minima {~y} in the interior
of the support of the generating density,

(Imm(yx +w +1n)) ~ (v()) + (Jw| + )3, w € [—e, ¢].
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All constants hidden behind the comparison relations depend on the parameters (p, L, ||S||12— 2, ).

PROOF. To prove the lemma, we will use Theorem [6.4]and the Stieltjes transform representation
of the solution of QVE. We start with the claim about the growth behaviour around the points
{7%}. By the description of the shape of the generating density in Theorem and because of
Urnin(A) ~ min{ A%, |A|'/3} (cf. (6.13D)), we have for small enough ¢ ~ 1:

V(e +w)) ~ pr +min{w?/p}, [7]"3} ~ pp + |3, w € [-2¢,2¢].

The constant pj, is comparable to (v(7yx)) by (6.19¢)). Thus, we find

o v(7))dr 2e r|M3dr
(mmtcrsrind) = 2 [t ammy < v [ @i weted

The claim follows because the last integral is comparable to (|w| + 1)'/? for any € ~ 1.

Let us now consider the case, in which an edge is close by. We treat only the case of a right
edge, i.e., the vicinity of g; for i = 1,..., K'. For the left edge the argument is the same. Here,
Theorem [6.4] and Weqge(A) ~ min{ A2, A2} (cf. (6.13a))) imply for small enough e ~ 1:

(B —w)) ~ min{ ATV WY w e [0,2¢].
The positive constant A is comparable to the gap size, A ~ «; 1 — 3, if 5; is not the rightmost

edge, ie., i # K'. In case i = K’, we have A ~ 1. Let us set € := ¢ in case i = K’, and
¢ :=min{e, (i11 — Bi)/2} otherwise. Then we find

1 /°° n{v(r))dr 2€ min{ A=Y671/2 7173}

I i I = - ~ d7 TSyl
<mm(6+w+177)> _00772+(5i+w_7—)2 77 0 772+(w+7-)2 T U)G[ E g]

T
The contribution to the integral in the middle, coming from the other side «;,; of the gap
(Bi, ir1), is not larger than the last expression, because the growth of the average generating
density is the same on both sides of the gap. For the last integral we find

n ~
’ 6 Oa 9
7 min{ATVOFU2 A (& o 0) (e )12 wel0e]
0 P+ (w+T) (lwl +n) we e
B+l + ) O
This holds for any € ~ 1 and thus the claim of the lemma follows. m

B.2 Proofs of auxiliary results in Section [7]

PROOF OF PROPERTY 3 OF LEMMA [Tl Let ((1,¢(2) € K be a location of the maximum of
D restricted to K. If ({1, (3) is an extreme point, the claim is shown. Suppose therefore that
(¢1, ) is not an extreme point of K. It is easy to see that in this case there exists (wy, ws) € C?
such that ({1 +7wi, (o +7Tws) € K for values of 7 in a closed interval [« 8], with 0 in its interior,
such that ({; + aws, (o + aws) is an extreme point of K.

Since ({1, (2) is a local maximum of D, the function

o(1) := D(G1 + 1wy, (o + Twa), (B.2)
has a local maximum at 7 = 0, and thus fulfils
$(0) =0 and $(0) < 0. (B.3)
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Here the dot denotes the derivative with respect to the argument 7. We will show that this
already implies that ¢ is constant on [«, 5]. The maximum is therefore also attained at ({; +
awy, (s + aws), which was assumed to be an extreme point of K. This proves Property (3| of
the lemma.
We shorten the notation by writing
Im w;

05 = Tm(, (B.4)

for j = 1,2. First let us assume w; = wy. Using the definition of D from ([7.1)) we get
1 ¢ — G

(1 + QlT)(l + QQT) (Im Cl)(Im (:2)

Now we compute the first and second derivative,

o) = —ot0) (13 + T2 ).

14017 14 001

¢<T>=2¢(7)<( ¢ ., 4 01 05 )

L+oi7)?  (I+07)*  (I+o7)(1+ 027)

(1) = (B.5)

From the evaluation of these functions at 7 = 0 and (B.3)) we see that ¢(0) = 0 or p; = g2 = 0.
In both cases we can easily conclude that ¢(7) is constant.
Therefore, we may now assume w; # wo and write ¢ in the form

lwi —wel®  [€° +27Re& + 72 G — G
p(r) = : = : (B.6)
(ImG)(ImG) (1+ o17)(1 4 027) w1 — Wo
We take the first derivative
. 2Re& + 271 01 02
= — — . B.7
#(7) <|§]2+27Re§+72 1+ o7 1+Q27') #(7) (B.7)

First we treat the case £ = 0, i.e. (; = (5. In this case the second derivative, evaluated at
7=0,1s

w1 — wal?
(Im ¢1)(Im G5)
But this contradicts (B.3]). Therefore, we have & # 0. In particular, ¢(0) > 0. We compute the

second derivative, evaluate it at 7 = 0 and use ¢(0) = 0. This way we find
_ »(0)
€1

Now we use the identity,

3(0) = 2 > 0. (B.8)

3(0) (21€P — @Re&)? + (o1 + 02)°Ie]* — 2010l (B.9)

2Re€ — (01 + 22)[¢]* = 0, (B.10)

coming from ¢(0) = 0 and (B.7)). We plug this into and get

5(0) = 2 T£(|0) (1 - orsle]?). (B.11)

Since ¢(0) > 0, we have, in addition to (B.10)), the condition

1—o010/¢)> < 0. (B.12)
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We solve (B.10) for go and plug the result into (B.12]) to get

2 I 2

Thus Im¢ = 0, and

Re& 1
1 €2 €
Plugging this back into yields that ¢ is constant. O]

PROOF OF LEMMA [7.6l Recall that 7 is a generic bounded symmetric operator on L? =
L2(X;C) that preserves non-negative functions. Moreover, the following is assumed:

Jhel? st |ha=1, Th<h, and e:= in£h$>0' (B.13)
TE

We show that ||T'||;212 < 1. Let us derive a contradiction by assuming || 7|22 > 1. We
have

T"h < h, Vn e N. (B.14)
Indeed, Th < h is true by definition, and if 7"h < h for some n > 2, then also
T""'h = Th—T(h—T"h) < h,

since T'(h — T™h) > 0 because of h —T"h > 0.
Now, the assumption ||T'|| 212 > 1 implies:

Jue B st |ula=1, w>0, and (u,Tu)>1
Since T is positive (u,Tu) < (|u|,T|u|) so we may assume uw > 0. Moreover, by standard
density arguments we may assume ||ul/g < oo as well.
Since (u,T'u) > 1, we obtain by inserting u-projections between the 7"s:
(u, T™u) > (u, Tu){u, T" 'u) > -+ > (u,Tu)* = o0  asn— o0 (B.15)
The contradiction follows now by combining (B.14]) and (B.15):
(hyu) > (T"h,u) = (h,T"u) > (h,u){u, T"u) . (B.16)
The left hand side is less than ||hl|2]julls = 1. On the other hand, since h > ¢, v > 0 and

|lull2 = 1 we have (h,u) > 0. Thus (B.15)) implies that the right side of (B.16]) approaches
infinity as n grows. O

B.3 Proofs of auxiliary results in Section

PROOF OF LEMMA [8.6l First we note that A is bounded away from zero by
h=Th > 5/7r(dx) ha (B.17)
x
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Let u be orthogonal to h in L2. Then we compute

(u,(1£ T)) = %/ﬁ(dm)/w(dy) Txy< "y \/h:>

S h :p
> — — + 2
> 552 W(dx)/ (dy) hy hy (u . + u h uxuy)
= é m(dz) u

where in the inequality we used T, > ¢ > £h,h,/®?* for almost all z,y € X. Now we read off
that

/xw(dx)ux (. < (1-5) Jul}  end /xﬂ(d:r;)ux (T > —(1-5,) Il

This shows the gap in the spectrum of the operator T O

PROOF OF LEMMA [B.9 Proving the claim (8.43)) is equivalent to proving that

T
10 =Tyl > P2 Gapy |1 o U e, Vwer?. (B19)

To this end, fix w € L? with ||w||, = 1. We decompose w according to the spectrum of 7,
w = ah+ fu.

Here u and h are both normalised and orthogonal to each other. The coefficients, o and 3, can
be assumed to be non-negative and satisfy a? + 32 = 1. During this proof we will omit the
specification of norms, since every calculation is in L2. We will show the claim in three separate
regimes:

(1) 48 = |1 = | T[|(h, UM
(it) 48 < [1 = |T(|<h, UR)|'* and |1 = ||T|| (h,UR)| = 1~ [(h,Uh)[?
(iii) 48 < |1 —||T|| (h, UR)|*/? and |1 — ||T'|| (h, UR)| < 1 — |(h,Uh)|?
In the first regime, (i) the triangle inequality yields
| = Tywl 2wl = |Tw| = 1= (|7 + 6| Tul?) "
We use the simple inequality, 1 — /1 — 7 > 7/2, valid for every 7 € [0,1], and find

20[(U = Tywll = 1=o®|T|° = B Tul* = L= |T|* + B*(|T]1* — I Tul®)

>
> 1—||T| + B*||T| Gap(T) .

The definition of the first regime implies the desired bound.
In the second regime, (ii), we project the left hand side of (B.19)) onto the h-direction,

(U =Tl = [(1=UT)w| = [(h, 1 = UT)w)| = [a(h, (1 =UT)h) + B (h, (1 = UT)u)|.
Using the orthogonality of h and u, we find

(U = Tw|l = a|t =T, Ul = BI{UL, Tu)].
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We will now use that since 5 < 1/2, the coefficient o > \/5/2 > 1/2 is bounded away from
zero in this regime. Furthermore, we estimate

[(Uh, Tu)* < ||Tull® sup |[(Uh, v)[* < UR|* = [{Uh, )" = 1= |[(h, UR)[*,
where the supremum is taken over normalised vectors v with (h,v) = 0. By the definition of
the second regime we see that
Ap[UR, Tu)| < |1 =T (h, UR)|.

We conclude that i
(U =T)w|| > Z\l — ||T||{h, UR)| .

Finally, we treat the last regime, (iii). Here we project the left hand side of (B.19) onto the
orthogonal complement of A and get

U = T)wl| = sup (v, (U = T)w)| = sup |a(v, (U = T)h) + B(v, (U = T)u)|,

where again the v’s are normalised and orthogonal to h. We conclude that

U = Thw| = sup (al{v, UR)| = Bl{v, (U = T)u)|) > o sup |{v, Uh)| — B sup[{v, (U = T)u)|.

We use a > v/3/2 and sup, |(v,Uh)|?> = 1 — |{(h,Uh)|?, as well as the definition of the third
regime to see that
\/_

3 2
a sup|(v, UR)| =" |1 = T (b, UR) [

On the other hand

1/2

§sup|(v, (U = Tyd] < 26 < 3|1~ |T] (b, UB)[

Therefore, we arrive at

V3 -1

I =Tyl > Y22 U= T, OR[> 1= T, URY].
In the last inequality we used that |1 — ||T|| (h,Uh)| < 2.
[
B.4 Variational bounds when Rez =0
PROOF OF LEMMA [0.71 Applying Jensen’s inequality on the definition of J,, yields,
Jy(w) > (w, Sw) — 2 log (w) + 2n(w) . (B.20)

The lower bound shows that the functional J, is indeed well defined and takes values in
(—00, +00]. Evaluating J, on a constant function shows that it is not identically +oo.

Next we show that J, has a unique minimiser on the space LY (cf. definition (9.15])) of
positive integrable functions. As the first step, we show that we can restrict our attention to
functions, which satisfy the upper bound w < 1/n. To this end, pick w € LL, such that the set
{z : w, > n~'} has positive m-measure, and define the one parameter family of Lﬂr—functions

w(t) = w — 7(w—n"1),, 0<7<1, (B.21)
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where ¢ := max{0, ¢}, ¢ € R. It follows that w(7) < w(0) = w and J,(w(7)) < oo for every
7 € [0,1]. We will show that

Jy(min(w,n7")) = Jy(w(l)) < Jy(w). (B.22)

For this we compute

é%waﬁq)—-—2<(Swﬁj+--—5%5)(w—475+>- (B.23)

Since w > 0 and therefore Sw > 0, the integrand is positive on the set of z where w, > 1/n.
Thus, the derivative is strictly positive for 7 € [0,1). We conclude that the minimiser
must be bounded from above by 7!

Now we use a similar argument to see that we may further restrict the search of the minimiser
to functions which satisfy also the lower bound w > n/(1+n?). To this end, fix w € LY satisfying
Jp(w) < oo and ||wl]le < n~t. Suppose w < n/(1+n?), on some set of positive T-measure, and
set

w(T) == w + ( —w>+7, (B.24)

L+ n?
so that w = w(0) < w(r), and J,(w(7)) < oo, for every 7 € [0, 1]. Differentiation yields,

= Ji(w(r)) < 2 <(% + - w<17> ) ek w)+>, (B.25)

1

where the term 1! originates from ||Sw(7)||z < ||S||z-%||w(T)|lz < n7'. Since n™! +n =
(n/(1+n*))7Y, and w < n/(1 + n?) on a positive set of positive measure, we again conclude
that J,(w(1)) < J,(w).

Consider now a sequence (w™), ey in L that satisfies

_ n (n) 1
= < < —. .
nh_)rgoJ( n)) %fjn(w) and T S w'™ < . (B.26)

Obviously, w(™ also constitutes a bounded sequence of L2 . Consequently, there is a subse-
quence, denoted again by (w(”))neN, that converges weakly to an element w* of Li. This weak
limit also satisfies
U s o]
<w, < —, VreX. (B.27)
L+7? U

In order to conclude that w* is indeed a minimiser of .J,, we will show that J;, is weakly continuous
in L2 at all points w* satisfying the bounds (B.27). To this end, we consider the three term
constituting .J, separately. Evidently the averaging u + (u) is weakly continuous. For the
quadratic form we first compute for any sequence w™ converging weakly to w*:

}<w(n), Sw(n)> — (w* Sw*ﬂ < (Hw(n)H2 + Hw*Hz) Hs(w(n) —w")]|s. (B.28)

Since the L?-norm is lower-semicontinuous and |[w*||s < ||w*||z < n~!, we infer

2
lim sup !(w("), Sw™) — (w* Sw*)‘ < — limsup HS(w(") —w”)
n—oo

n—oo 77

HT (B.29)

Using the L?-function, S, : X — [0,00),y — Sy, we obtain:

15 =) = [ w(de) | [ () Sy 0 = ),
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Here the weak convergence of w™ to w* implies Al := |(Sz(w™ — w*))> — 0 for each z
separately. The uniform bound [h§"| < [|S,[[2]Jw™ — w*||3 < 2(]jw™ |3 — [|w*||2)||S||%_, , , and
the dominated convergence then yield:

/W(dx) ’(Sm(w(”) - w*)>‘2 = /W(daz) AW — 0, as n — 00.
x x

Hence the last term of converges to zero as n goes to infinity, and we have shown that
the quadratic form is indeed weakly continuous at w*.

Finally, we show that also the logarithmic term is weakly continuous at w*. Applying
Jensen’s inequality yields

)~ g = (o ()] < ()|

where the last average converges to 1 by the assumed weak convergence of w™ to w* and since
1/w* € L? by the lower bound in (B.27).

We have proven the existence of a positive minimiser w* € L! that satisfies . In order
to see that w} = v,(in) for a.e. = € X we evaluate a derivative of J,(w* + Th)|,—o for an
arbitrary h € Z. This derivative must vanish by the definition of w*, and therefore

1
(Sw*), +n — i 0, for m-a.e. x € X. (B.30)

xT

Since Sw, with w € L2, is insensitive to changing the values of w,, for z € I, whenever I C X is
of measure zero, we may modify w* on the zero measure set where the equation of is not
satisfied, so that the equality holds everywhere. Since equals QVE at z = in Theorem
implies that has v(in) as the unique solution. We conclude that w} = v,(in) for a.e.
x e X. O]

PROOF OF LEMMA [9.8 Since Z is FID, the exists by the part (ii) of Proposition[9.3|a permu-
tation o, such that

7 = (sz)K— Zz] = Zw—(]) y

27j_1 ’

has a positive main diagonal, i.e., Zi = 1 for every i. Let us define the convex function
A:(0,00) = R, by

1
A(T) = %T%—log;,
where ¢ > 0 and K € N are from B2. Clearly, lim, 4., A(7) = co. In particular,

A(r) > A, (B.31)

where |A_ | < 1, since ¢ and K are considered as model parameters,
Using Z; = 1 and sz Wy(j) > 0 in the definition (9.23) of J(w), we obtain

Z A(wiwg(i)) < % Z ( wizz‘wa(z‘) - log[wi wa(z‘)]) + % Z wizjwa(j) = j(W> - (B.32)
i i i#j

Combining the assumption J(w) < ¥ with the lower bounds (B.31)) of A yields

wkwg(k) ad 1, 1 S k S K. (B33)
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Using (B.31]) together with (B.32)) and the hypothesis of the lemma, J (w) < U, we obtain an
estimate for the off-diagonal terms as well:

(p ~ ~
17 Y wiZijwey < J(w) =Y Mwiwy) < W+ KA. (B.34)
i#j i

Since we consider (¢, K, V) as model parameters, the bounds (B.33]) and (B.34]) together yield
M = ’LUZZ wa(]) < 1. (B35)

This would imply the claim of the lemma, max; w; < 1, provided we would have Z:i > 1 for all

Z]N

i, 7. To overcome this limitation we compute the (K — 1)-th power of the matrix M formed by
the components (B.35]). This way we get to use the FID property of Z:

- o \K-1 ~ ~
(MK 1)1']- = <—> ZwiZiilwo(il)wilZiligwa(iQ)wigZi2i3wa(i3)---wiK,QZiK,ija(j)

K/ =~
el (B.36)
@ \K-1 ) K-2 g1
> (E) (mklnw;cwa(k)) (Z° )ij wito(y) -

Since Z is FID also Z is FID, and therefore mini,j(zKil)ij > 1 (cf. the statements (i) and

iii) of Proposition [9.3)). Moreover, by B.33)) we have (ming, wiwe)* 2 ~ 1. Thus choosing
(k)
j =071(4), so that w;w, ;) = w?, (B.36) yields

DS Mg
This is O(1) by (B.35)). This completes the proof. O

B.5 Cubic roots and associated auxiliary functions

PROOF OF LEMMA [12.7] AND LEMMA [12.15] Let p, : C — C, k € N, denote any branch of
the inverse of ¢ — (¥ so that pe(CQ)F = (. We remark that if pj, is the standard complex power
function (cf. Definition then the conventional notation ¢'/* is used instead of p(().

The special functions (ID and ¢, appearing in Lemma [12.6| and Lemma [12.13] respectively,
can be stated in terms of the single function

(¢) == ps(p2(1+C*) +¢), (B.37)

by rotating ¢ and ® and choosing the functions p, and ps appropriately. For example, if
[Re(| < 1,ie., ¢ € Cy (cf. ([12.101)), then ®(£i¢)* = £iP+(¢), with the standard definition of
the complex powers. In order to treat both the lemmas in the unified way, we hence consider
the generic function that is analytic on a simple connected open set D of C such that
+i¢ D.

Straightforward estimates show that

[©(¢) = 2(&)] < Orl¢ —¢[? (B.38)
and
¢ =724+ ¢+ when [¢] <2
0:P(Q)| < C B.39
0:(0)] < g{w/g s (B39
The roots Qa((’) defined in both and are of the form:
Q(C) = Oélq) (wlg) + Oégq)( ((,UQC> . (B40)
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Here ®) and & satisfy (B.37) but with different choices of branches and branch cuts for the
square and the cubic roots. The coefficients oy, ag, wy,wy € C satisfy |ay| < 2 and |wy| = 1 for
k=1,2.

The perturbation results of Lemma and Lemma (12.15 now follow from (B.39)) and the

mean value theorem:

[(C+7) = (O] < 7] sup [0B(C+py)]- (B.41)

0<p<

Indeed, Lemmafollows directly by choosing D = {¢ € C : dist(¢,G) < 1/4} with G defined
in , and v := . Since ( € G C D the condition for ¢; = 1/12 guarantees that
(+ &€ D. As dist(£i, D) = 1/4 the estimate follows using (B.39) in (B.41]).

In order to prove we consider the case ( =i(—60+ ) and v = ip'\, where 6 = +1,
IA — 26| > 6k, and |p/| < k, for some k € (0,1/2). We need to bound the distance between
the argument ¢ + p~y, of the derivative in to the singular points +i from below. Assume
0 =1 w.l.o.g. Then the distance of { 4+ pv from —i is bounded from below by

¢+ py+i] 2 A/2,
since |pp/| < k < 1/2. Similarly, we bound the distance of { + py from +i from below
[C+py—i] = 200+ U+ pp YA =2)] > |1+ pi )N = 2)| = 2p[p'| > &+ [\ =2[/2,

where for the last estimate we have used the assumption |\ — 20| = [A —2| > 6. These bounds
apply for arbitrary 0 < p < 1. Hence they can be applied to estimate the derivative in (B.41)

using (B.39). This way we get
|W (¢ +4) — @B ()] < Cur™min{ NV INY2}|1].

Applying this in (B.40)) yields (12.110)). O

B.6 Holder continuity of Stieltjes transform

LEMMA B.2 (Stieltjes transform inherits regularity). Let v > 0, and assume v : R — R is a
Hélder-continuous function with Hélder-exponent v, supported on [—2,2], i.e.,

v(72) —v(m)| < Cile —nl”, V1,1 eR, (B.42)

for some positive constant Cy. Let € be its Stieltjes transform,

£z = /2 I/(T)dT‘

o T —Z

Then there is a constant Cs, depending only on v, such that

1€(21) — &(20)] < O (C'1 + SU£|IJ(T)|) |21 — 22]”, V oz, 2o € H, |21],]22] <4. (B.43)
TE

PROOF OF LEMMA [B.2l We start by writing £ in the form

E(w+1in) = /R (”(:)__w”(_“”fg I i (w) | (B.44)

We divide the proof into two steps.
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First we assume that the two points for which we compare the values of ¢ have the same
imaginary part, i.e. we want to show that for every wy, we € [—4,4] and n > 0 we get

(w2 +in) — §(wi +in)] < C(Cr+ sup v(T)) | B2 — EA|”, (B.45)

where the constant C' only depends on . With the formula (B.44) we estimate the difference
between £(ws + in) and &(w; + in) by splitting the integral into five pieces,

§(w2 + 1?7) — 5(&11 + 177) = iﬂ'(V(u.}Q) — V(wl)) -+ [1 — IQ + I3 + [4 + I5 ,
where we introduced

V\T) — V(W
5 /dTU—MW—mswrwm,
W —wy — 17

Iy = /dTLMIl(\T—wﬂ < Jwa —wil),

w—uwp —1in

Is = /dT%MV—WH > Jwz = wnl), (B.46)
L )~ @) — )
la= /d (T —wy —in)(T —wy —1in)
[ ) — () — )
e R e ey

Now we establish, one by one, the following bounds on these five integrals:

]1(’&)2 —(U1’ < |T—(U1’ < 10),

I(|7 — wy| > 10).

4C 2C
|| < Tl|w2—w1|7= |12 §71|W2—w1|77 13| < 7Chwy —w|”,
B.47)
20, (
I < ————|wy — w1, |I5] < 8 sup v(7)|ws — wil”.
I € b =l ] <8 s o) s -l

All these estimates follow simply by pulling the absolute value into the integral. For Iy, Is and
1, we then used that Holder-continuity of v. The integral in I3 can be performed explicitly.
Finally, for I5 we used that v(7) = 0 in the integrand, because v is supported on [—2,2] only.
The contribution of the imaginary part, 1, to the absolute value was not used in any of the
estimates. Putting everything together yields the result .

Now we consider the second case when the real parts of the two point, that we evaluate &
on, are the same. We will show that for any |w| < 4 and 1, A > 0 we have

[§(w +in) = lw+iN)] < C'Ciln = A7, (B.48)
where the constant C’ only depends on . This time the representation (B.44]) yields
f(w+177)—£(w+1)\) = Jl—J2+J3, (B49)

where the three integrals J;, J; and J; are given as

I e /mww—wrsm—w,

T—Ww—17
Jy = /w% 1(r—w|<|n—=A]), (B.50)
) —v(w))

— [ gt = N7
Jy 1= /d (

T—w—1in)(T —w —1iA) L =l > = A

Simply using the Holder-continuity of v after pulling the absolute value into the integral yields,
201 201 201

Al < —In=A", Rl < —Ih=A", |Js] < = A" (B.51)
g g 1 =7
Now, we combine the two cases (B.45]) and (B.48]) to finish the proof. O
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C Appendix Part III

LEMMA C.1 (Bound propagation). Suppose C1, Dy, Dy, D3 and 1 are positive constants, de-
pending explicitly onp, P, L, i, v and possible on additional parameters in some set V. Suppose
further that the threshold function Ny from Definition[15.7 depends on the same parameters. Let
D) C H be a sequence of connected subsets of the complex upper half plane with only polyno-
mially growing diameter, sup{|z; — 2| : 21,20 € DM} < NP1 Let o = (0™)(2) : 2 € D)) yey
be a sequence of non-negative random functions and ®) : D) — (N=P3 o00) a sequence of
deterministic functions on these sets. Suppose they satisfy the following conditions:

o Uniformly for all z1,z, € DO

P (21) = oM (2)] + |20 (21) — @M (25)] < CLNP2|zy — 2 (C.1)

e Uniformly for all z € DW)
awop.  1(¢™ e [@M() = NP o)) = 0. (C2)

o There is a sequence zéN) € DW) such that

a.w.o.p. cp(N)(zO(N)) < CID(N)(ZO(N)). (C.3)
Then the sequence ¢ satisfies the bound
a.w.0.p. forall zeDW) = M(z) < dWM(z). (C.4)

PrOOF. We will not carry the upper index N in this proof. First we choose a grid G C D with
the following properties

e The number of points in G is polynomially large, i.c., |G| < Co NP4,

e The grid is connected and sufficiently dense in D, i.e., for any two points 21, 2z € G there is
a path (2)K, C G, such that max{|zx — 2|, |zi;1 — 2|} < NP5 foralli=1,..., K —1.

Here, the positive exponent Dj is choose sufficiently large such that Oy NP2=5105 < N=DPs /9,
Then an upper bound on the positive constants D, and Cs is determined by the choice of Dj
and the diameter of D, i.e., by D;.

Now let z € G. Then we find a path (z;)X, in G that connects zy with zx,; := 2z in the
sense of the second property of G. We may assume the length of the path, K, to be bounded
by |G|. Inductively we show that for all i =0,..., K + 1

a.Ww.0.D. o(z) < ®(z) — N~ Ps.

For ¢+ = 0 this follows from and . For all other i it follows by induction using
the continuity condition (C.1]), which implies |¢(zi11) — @(2:)| + |®(2i41) — (2;)| < N~P2 /2.
This shows that if ¢(z;) < ®(z;) — NP3, then p(241) < ®(z;11) and with even that
©(zi11) < ®(zi41) — NP2 In particular, ¢(z) < ®(2) — N~ a.w.o.p..

Using a union bound we infer that

a.w.0.p. forall z € G o(z) < ®(z) — NP5,

By (C.1) and since G is sufficiently dense in D this bound extends to all z € D and the lemma
is proven. ]
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PROOF OF LEMMA [I9.1] For f,x compactly supported on R the Cauchy integral formula
holds true,

=1 0:F(o i) (1 L [ i) +Ue) il DD,

2 T—0 —1n T o T—0—1n

flo+in) == (f(o) +inf'(0))x(n).

For a signed measure v on R this implies the formula

/Rf(T)I/(dT) = Re/Rf(T)l/(dT) = —%(Il(u) +Ig(l/)+lg(y)),

where the three integrals I;, Is and I3 are given as

1) = [ @) xmInm,(o +indods.
L(v) = R2f(U)x’(n)Immy(UJrin)dOdn,
B = [ @)X @Rem, (o +in)dody.

and m,, is the Stieltjes transform of v.
Now we choose f > 0, such that f|[r, 7] =1 and f|R\ [1n — 1, 72 + 12) = 0. Furthermore,
we assume that the derivatives of f satisfy

£ =mnllle S0t IMm = memlle S 02
1N+l S ity I M2 )l S 7

The function x > 0 is chosen to be symmetric and such that x|[—¢,¢] = 1, x|R \ [—2¢,2¢] = 0,
as well as ||X'||cc < e7!. Here the constant ¢ is chosen to satisfy € > max{n;,n.}. We now
derive bounds on Iy (v — 1s) for k =1,2,3.

We split the integral, I, into the contributions,

L(v) = Ill<( )+ILL>(V>+Il,2,<(V)+IL27>(V))a
mn
Lia<(v / / dnn f"(o)Imm, (o +in),
T1—

2e
s (v / / Ay (o) x(n)Imm, (o + in)
T1—N1 m
7'2+772
(v / / Ay (o) mm, (o + i)
72+772 2e
Tas (v / / dyn (o) x(n)Imm, (o + in) .
n2

For a positive measure v the function n — n Imm, (o + in) is monotonously increasing. Thus,
we estimate

)] < max |f"(r = o) / A Ty (o + i)
T1—M

o€l0,m

§/ do Imm, (o + i), v>0.
T1

-mn
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We conclude that
T1

[111,<(v1 — 1) S/ do (2Immy, (o +im) + My, -, (o +im1)]) - (C.5)

T1—N1
In the same way we find

T2+1M2

[I19<(1hn —1o)| < / do (2Imm,,1(0 +1ing) + |my, (0 + in2)|) ) (C.6)

T2

For the treatment of [; ; ~ we integrate by parts, first in ¢ and then in 7,

T1 2¢e
Lis(v) = —771/ do f'(c)Rem, (o + iny) / dn/ do 8, (nx(n)) f'(o)Rem, (o +in).

1—71

We use max,, [x(n) +nx'(n)] < 1 and maxyeon |/ (11 —0)| S np ' In this way we estimate for
V=1 — Vo,

11,1,>(V1 - VQ) 5/

T1—"

2e
mwmmw—/m/wmwww (7)

Going through the same steps we also arrive at

To+m2 1 2¢e To+m2
Ab@rwﬁ5/1<wmmww+wﬂ+;/ m/ dolmy, (o +in).  (C.8)
2

T2 72 T2

We continue by estimating 5 from above.

1 7'2+172 2e
=l 5 1 [ e [ dalm, (ot in). (©9)

1—"M1

Finally we derive a bound for I5. We split the integral into two components,

I3(v) = 2(Ls1(v) + Is2(v)),

Lon(v / - / dnn f'(0) X (n)Rem, (o + i)

7’2+772
I3 (v / / dnnf'(o)x'(n)Rem, (o +in).

We arrive at the bound

2e 7'2+7]2 2e
[3(V1_V2 S _/ / dn’mm va 0’+177 ’+ / / dn‘mul l/2(0-+”7)‘
T1— €

We combine this with the estimates from (C.5)), (C.6), (C.7), (C.8) and (C.9)). Altogether we

have

‘/Rf(T)(Vl(dT)—VQ(dT))‘ < S+ o+ J5,

where the three terms on the right hand side are given by

el 1 2e
Boi= [ o (o i)+ bl i)+ - [ gl (o4 i),

1= m

2412 1 [
hi= [ o (im0 4 ) 4 o il 4 dnim o+ in)).
2 Jng
TQ+772 2e
Jyo= L / do [ dnpms o +in)]
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Now we use this bound for the smoothed out indicator function to derive a bound on the
difference of number of eigenvalues in the interval |7y, 75| and the predicted number, given by
the integral over the density of states. We use

allrnl) < [ rman) + [ £7)oa(r) - ). (C.10)
for f defined as above. Then we get
vallr ) < vl ml) + on(m = o] Ul e+ ) + | [ (7)) = ).
Similarly we use
nllrnl) 2 [ Frmdn) = wnlln = o n U s + ).
to get the bound
il ml) 2 (i) = | [ ) 0aldr) = n(dr)| = vl = m ) U+ )

Together, the two bounds imply

|V1([71,7'2]) - VZ([TlaTQ])| ,S Vl([Tl - 771,7'1] U [7'2,7'2 + 772]) + L+ I+ Js.

O
PROOF OF LEMMA 21,8 Let us denote the v/3-neighbourhood of [0, 1] +irv/3 by
K := {¢ € C:dist(¢,[0,1] +i(v/3)) < v/3}. (C.11)
We remark that f is analytic on K since K C Ry, /3. For the same reason f satisfies
(&) = FOI <G =(], & CeK. (C.12)
Since [0,1] C IK we have
[{o€(0,1]:1f(9) <8} < |[{C€dK:[f(C)| <3} (C.13)

We will prove by estimating the size of the set on the right.

Let us denote the complex unit disk by D := {¢ € C: |{| < 1}, and let {; € K be arbitrary.
By the Riemann mapping theorem there exists a bi-holomorphic conformal map ¢, : C — C
satisfying

(I)CO (D) =K and (I)CO (0) = CO . (C14)

Since the simple connected sets I and K have smooth boundaries the conformal map @,
extends to the boundary, such that ®(0D) = 0K, with uniformly bounded derivatives. In
particular, we have

< 09¢,(0)] < C3(¢o), ¢eD, (C.15)



with the constant C3({y) < oo independent of f, in fact it depends only on ¢, only through the
distance dist((y,0K). From the second estimate of (21.44)) we know that there are points on
OK where |f| > 1. Hence using the continuity (C.12)) we may choose (s € K such that

| f(Co)| = % and dist(¢o, OK) > mm{ 2102 V} (C.16)

Here v/3 is the maximal distance between a point in K from oK.
Let log, be the positive and negative parts of the logarithm, so that log7 = log, 7 —log_7
for 7 > 0. Using Chebyshev’s inequality we get

1
(¢ e 01101 <8} < = [ Tom 10 lad.

By parametrising the boundary of K using the conformal map ®., we get

1 2m . .
(e e 01101 <8} < 5 [ om 170 ()] 00 (el

Using (C.15) to bound the derivative and writing f:: [ o®¢, we get

C3(C0) 7T
{¢Ce 0K : £(0)] <6} < g_5/0 log_| F(e™)|dr . (C.17)

We will now bound the last integral using the Jensen-Poisson formula,
0 70 = 5 [ 1o e)ar > tow

o = — o e T — og —

g 2 J, g 2 g ;]

where «;’s are the zeros of f in the unit disk D. The last sum is always non-negative since
la;| < 1 and can be dropped. By splitting the integral into positive and negative parts we
obtain an estimate for the integral on the right hand side of (C.17))

27 - 1 2 - .
/0 log_|f(e'7)|dr < 2mlog |f(0)| +/0 log, |f(e')|dr

< 2mlog?2 + 27 log sup|f(w)]
webh

< 27log2CY,

where we have used ((C.16]) to get the second inequality. For the last bound we have used

| f(w)] = | f(Pe,(w))| < C4. Plugging this into (C.17) and recalling (C.13|) we get

27TC3 C()) 10g 201
log(1/0)
This finishes the proof as C5({y) and C} are independent of 4. O

[{g€0.1): 1f(@) < 8}] <

D German translation

This section contains a translation of the following content of this thesis into German:
e Structure of this work (Struktur der Arbeit)

e Introduction (Einfiihrung)
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D.1 Struktur der Arbeit

In dieser Arbeit beweisen wir das Gesetz der lokalen Eigenwertstatistik und verifizieren die
Universalitdtshypothese fiir selbstadjungierte Zufallsmatrizen mit unabhéngigen Eintrigen. Die
Arbeit hat drei Teile. In Teil I prasentieren wir eine padagogische Einleitung in die Problemstel-
lung und skizzieren die Beweisstrategie, indem wir uns auf ein vereinfachtes Modell beschrénken.
In den Teilen IT und III stellen wir die wissenschaftlichen Neuheiten dieser Arbeit vor und geben
die vollsténdigen Beweise an. Von leichten Modifikationen abgesehen stimmen Teil IT und IIT
in Inhalt und Formulierung jeweils mit [I] und [2] iiberein. Einige Paragraphen aus der Ein-
fiihrung in Teil I konnen ebenfalls [1] und [2] entnommen werden. Die Hauptresultate aus Teil I,
Theoreme [2.1} 2.2 und sind Vereinfachungen der Theoreme [6.2] und [6.4] in Teil II, sowie der
Theoreme [15.6{ und [15.14]in Teil III, und somit auch der entsprechenden Resultate aus [I] und
[2]. Teil I beinhaltet Beweisskizzen dieser vereinfachten Theoreme, welche der Beweisstrategie
der entsprechenden allgemeineren Versionen aus Teil II und III folgen. Die Présentation in
Teil I, welche nicht in [I] und [2] zu finden ist, ist zu empfehlen, um einen Uberblick iiber
die relevanten Mechanismen ohne technische Details zu erhalten. In Teil II analysieren wir
die quadratische Vektorgleichung (QVE). Diese Gleichung erscheint auf natiirliche Weise bei
der Anwendung der Methode der Resolventenentwicklung und wird von den Diagonaleintragen
der Resolvente der zugrunde liegenden Zufallsmatrix erfiillt, wenn die Grofe der Matrix nach
Unendlich strebt. Sehr detaillierte Informationen iiber die Losung dieser Gleichung sowie deren
Stabilitdat unter Storungen sind fiir die in Teil 11T dieser Arbeit durchgefiithrten Untersuchun-
gen unentbehrlich. In jenem Teil zeigen wir die Konvegenz der Resolventeneintréage gegen die
Losung der QVE und beweisen die Universalitat der lokalen FEigenwertstatistik. Die Resultate
in [1] und [2] sind in Zusammenarbeit mit Laszlo Erdés und Oskari Ajanki entstanden.

Apart from minor modifications Part II and III coincide both in content and writing with [I]
and [2], respectively. Certain paragraphs concerning the background of the problem in Section
of Part I can be found in [I] and [2] as well.

D.2 Einfiihrung

In seinem Paper [64] filhrte Wigner selbstadjungierte Zufallsmatrizen, H = H*, mit zentri-
erten und unabhéngig identisch verteilten Eintrégen - abgesehen von den durch die Symmetrie
vorgegebenen Restriktionen - ein. Er bewies, dass die empirische Dichte der Eigenwerte mit
wachsender Grofse der Matrix gegen die nach ihm benannte Halbkreisverteilung konvergiert
und stellte die Hypothese auf, dass die Verteilung der Abstdnde zwischen aufeinanderfolgen-
den Eigenwerten universell sei und daher mit jener {ibereinstimme, welche durch das Gaufsche
Ensemble derselben Symmetrieklasse (GOE/GUE/GSE) vorhergesagt wird.

Die Eintrage der Matrizen dieser Ensembles sind - von der Symmetrie abgesehen - unab-
héngig und folgen der Standard-Gaufs-Verteilung. Aufgrund der Invarianz dieser Ensembles
unter ihrer grofen Symmetriegruppe ist es moglich die gemeinsame Verteilung aller Eigenwerte
explizit zu berechnen. Thre Dichte beziiglich des N-dimensionalen Lebesgue-Mafes ist gegeben
durch

PN Aw) = ewg [ 16— AylPe NE R
i#]
wobei [ die Werte 1, 2 oder 4 annehmen kann, je nachdem, ob die zugrundeliegende Zu-
fallsmatrix der reel und symmetrischen (GOE), komplex Hermitschen (GUE) oder symplek-
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tischen (GSE) Symmetrieklasse angehort, N die Grofe der Matrix bezeichnet und cy g eine
Normierungskonstante darstellt. Die global Eigenwertdichte (1-Punktfunktion) dieser N -
Teilchen-Verteilung ist das Integral der Funktion p) iiber die N — 1 Variablen X, ..., Ay. Fiir
die oben beschriebenen Standard-Gaufsschen-Ensembles ist diese Dichte Wigners beriihmtes
Halbkreisgesetz,

pee(N) 1= %\/@ ), . (D.1)

Im Falle dass = 2 ist, kann die angemessen normierte k-Punktfunktion, die durch Inte-
gration der Dichte p™) iiber N — k Variablen entsteht, als Determinante geschrieben werden,

N —k)! N 3
%det([(( Jis A)))

N
Pé )()‘17---a)\k> = ij=1"
Der Kern K™) ist hierbei explizit durch orthogonale Polynome gegeben. Das asymptotische
Verhalten dieser Polynome impliziert, dass im Limes grofer N die lokale Eigenwertstatistik
einer GUE-Matrix sich einem determinantalen Punktprozess annéhert, deren Korrelationen
durch den Dyson-Kern,

1 K(N)</\—|— ) L& ) sinw(xl—a:g)’ N s o0,

Np() Voo A TNy T T — )

gegeben sind. Dieser Kern ist universell in dem Sinne, dass er unabhéngig von der Position A
im Spektrum ist, sofern die Eigenwertdichte dort nicht verschwindet, also p(A) > 0 gilt. Ein
dghnliches Argument fiir 5 = 1 und § = 4 zeigt dass auch hier die lokale Eigenwertstatistik durch
einen determinantalen Punktprozess beschrieben werden kann. Hier miissen jedoch sowohl
die Kernfunktion K™®) als auch ihr Limes durch eine 2 x 2-matrixwertige Funktion ersetzt
werden und eine allgemeinere Klasse spezieller Polynome kommt im Beweis zum Einsatz. Die
ersten Resultate dieser Art, welche die Universalitit der Gaufsche Ensembles im Inneren des
Spektrums mit mathematischer Rigorositéit zeigen, wurden von Dyson, Mehta und Gaudin in
den 60er Jahren bewiesen.

Wigners revolutionére Einsicht war es, dass dieses Universalitdtsphdnomen weit iiber diese
einfachen Modelle hinaus Giiltigkeit besitzt und in einer breiten Vielfalt physikalischer Sys-
teme beobachtet werden kann. Wie im Rahmen der Gaufsschen Ensembles bestimmt auch
dort nur die zugrundeliegende Symmetrieklasse die lokale spektrale Statistik. Obwohl sich
diese Hypothese bis jetzt jedem Versuch eines rigorosen Beweises widersetzt hat, wird allge-
mein davon ausgegangen, dass auch die lokale Statistik der Spektra zufilliger Schrodinger-
Operatoren im delokalisieren Regime und der Quantisierungen klassisch chaotischer Systeme
durch die Theorie der Zufallsmatritzen (RMT) beschrieben werden kann. Die von RMT
vorhergesagten statistischen Eigenschaften konnen in diversen Systemen beobachtet werden,
die von der Verteilung der Nullstellen der Riemannschen-(-Funktion [6] und niederenergetis-
cher Vibrationen grofser Molekiile [20] tiber Neutronenresonanzen in schweren Atomkernen [49)
bis zu den Eigenwerten des Dirac-operator in der QCD [63] reichen. Obwohl fiir keines dieser
Beispiele das Universalitdtsphiénomen mathematisch erwiesen ist, gab es im letzten Jahren-
zehnt wesentliche Fortschritte im Verstdndnis jener Mechanismen, die zu diesem Phénomen
fithren. Diese Fortschritte machen es moglich heutzutage Universalitét fiir eine breite Klasse
an Zufallsmatrixmodellen, einschliefslich Wigners urspriinglichen Modells, zu beweisen

Wigners Universalitdtshypothese folgend, sollte die lokale Eigenwertstatistik von grofsen
selbstadjungierten Zufallsmatrizen mit unabhéngig identisch verteilten Eintragen universell sein
und somit nicht von den Verteilungen der Eintrage abhéngen. Diese Hypothese, die auch unter
dem Namen Wigner-Dyson-Mehta Hypothese bekannt ist, konnte in den vergangenen Jahren in
einer Reihe von Arbeiten gezeigt werden. Das stirkste Resultat fiir Wigner-Matrizen im Inneren
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des Spektrums ist Theorem 7.2 in [24], siche auch [35] und [59] fiir eine Zusammenfassen der
geschichtlichen Abfolge, sowie in engem Zusammenhang stehende Ergebnisse. Tatséchlich lésst
sich die Drei-Schritt-Strategie zur Universalitiat, welche in [33], [36] 26] entwickelt wurde, auch
auf erweiterte Wigner-Matrizen anwenden, in denen die Eintrédge unterschiedliche Verteilungen
besitzen konnen, solange die zugehorige Matrix der Varianzen, s;; := E|h;|?, stochastisch
ist, also solange > ;sij = 1 unabhéngig von ¢ gilt. Die Stochastizitdt von S garantiert, dass
die Eigenwertdichte im Limes dem Halbkreisgesetz geniigt und die Diagonalelemente G;; der
Resolvente G(z) = (H — 2)~! mit Im z > 0 nicht nur deterministisch, sondern auch von i
unabhéngig werden. Storungstheorie bis zur zweiten Ordnung legt nahe, dass diese Elemente
asymptotisch einem System selbstkonsistenter Gleichungen gentigen,

N
1
_G” ~ z+ ; Sij G]’j . (DQ)

Falls die Matrix der Varianzen die Stochastizitdtsannahme der erweiterten Wigner-Matrizen
erfiillt, so vereinfacht sich dieses System zu einer quadratischen Gleichung fiir eine einzige
numerische Grofe

=2+ my.. (D.3)
mSC

Hier ist mg. &~ G;; der gemeinsame Wert aller Diagonalentrage im Limes N — oco. Die Losung

der Gleichung (D.3]) ist die Stieltjes-Transformation von Wigners Halbkreisverteilung,

mee(z) = /R Pe(T)dT. (D.4)

T—Z

In dieser Arbeit lassen wir allgemeine Varianzmatrizen zu, die nicht der Stochastizitatsan-
nahme geniigen miissen. Die dazugehorigen allgemeinen selbstadjungierten Zafallsmatrizen mit
unabhédngigen Eintrdgen nennen wir vom Wigner-Typ. Wir zeigen, dass das System selbstkon-
sistenter Gleichungen (D.2)) nach wie vor Giiltigkeit besitzt, dass sich dieses jedoch nicht wie
oben beschrieben zu einer einzigen Gleichung vereinfachen lasst. In der Tat bleiben fiir jedes
gegebene z in der oberen komplexen Halbebene

H:={z€C: Imz > 0},

die Eintrage G;;(z) der Resolvente auch im Limes grofer N vom Index i abhingig und kon-
vergieren gegen die Losung m; = m;(z) der quadratischen Vektorgleichung (QVE)

N
1
_—— = id i .:17...,N7 .
mi z—i—jzlsjmj i (D.5)
fiir N komplexe Zahlen my, ..., my € H. Die Relevanz dieser Gleichung in dem hier dargestell-

ten Zusammenhang wurde bereits von Girko [41] erkannt, siche auch die Arbeiten sowohl von
Helton, Far und Speicher [43], as auch von Anderson und Zeitouni [5]. Eine tief gehende Anal-
yse der Gleichung jedoch, die ihre Nutzung im Beweis der Universalitdtshypothese erst moglich
macht, wurde vor der vorliegenden Arbeit nicht durchgefiihrt.

Hauptaufgabe in Teil II dieser Arbeit wird es sein eine detaillierte Analyse dieses Sys-
tems nichtlinearer Gleichungen zu prasentieren. Eine Vielzahl qualitativer und quantitativer
Aspekte sind dabei betrachtenswert. Wir werden uns jedoch vor allem mit drei Punkten au-
seinandersetzen: (i) Regularitdt der Losung in der Nédhe der reellen Achse mit der Ausnahme
einiger weniger singulérer Punkte; (ii) Klassifikation dieser Singularitéten; (iii) Stabilitdt der
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Losung von unter kleinen Stérungen. Wir zeigen, dass der Limes von N~!Tr G, nim-
lich die Grofe (m) := + >, my, die Stieltjes-Transformation einer im inneren Thres eigenen
Trégers analytischen Wahrscheinlichkeitsdichte p auf der reellen Achse ist, welche nicht mit der
Halbkreisverteilung iibereinstimmt. Diese Funktion p stellt asymptotisch die Eigenwertdichte
der Zufallsmatrix H dar und wir klassifizieren die Klasse an Funktionen, zu der p gehort, in-
dem wir ihr Aussehen in der Néhe des Randes ihres Trégers angeben. Dieses ist in der Form
von entweder quadratischen oder auch kubischen (cusp) Singularitédten beschrieben und durch
eine einparametrige Familie expliziter Formfunktionen, welche zwischen diesen beiden Verhal-
tensweisen interpolieren, wenn sich eine Liicke im Tréger von p schliefst.

In Teil IIT dieser Arbeit beweisen wir die Universalitdt im Inneren des Spektrums fiir all-
gemeine Matrizen vom Wigner-Typ. Dieses Resultat erweitert Wigners Vision des Univer-
salitdtsphanomens, indem es dieses fiir eine erheblich umfangreichere Klasse an Zufallsma-
trixensembles nachweist als bislang studiert wurden. Insbesondere zeigen wir, dass die lokale
Eigenwertverteilung - wie erwartet - vollstédndig von der globalen Eigenwertdichte unabhéngig
ist. Ein solches Resultat war bereits zuvor sowohl im Rahmen allgemeiner 5 - Ensembles [14]
(siehe auch [II] und [54]) als auch additiv deformierter Wigner-Ensembles mit einer globalen
Dichte, deren Tréger sich auf ein einziges Interval beschréinkt, bekannt [48]. Unser Ergebnis gilt
fiir sehr allgemeine Varianzmatrizen und erlaubt auch asymptotische Eigenwertdichten, deren
Tréger sich iiber mehrere Intervalle erstreckt (Wir betrachten jedoch keine Zufallsmatrizen mit
nichtzentrierten Eintragen, abgesehen von einer kleinen Exkursion in den Bereich von Matrizen
mit nichtzentrierten Elementen entlang der Diagonalen in Appendix .

Die Allgemeinheit der zuldssigen Dichten ist die wesentliche Neuheit in dem von uns be-
trachteten Modell. Vorangegangene Methoden (siehe [26] fiir eine pedagogische Darstellung)
nutzen in hohem Mafte das explizite Halbkreisgesetz und besonders das Wachstumsverhalten am
Rand, das durch eine quadratische Singularitit gegeben ist. Der Drei-Schritt-Strategie folgend,
zeigen wir zunéchst die Konvergenz der Resolvente gegen die Diagonalmatrix diag(my, ..., my)
mit einer optimalen spektralen Auflosung n = Im z > N1, also knapp oberhalb der typischen
Absténde zwischen den Eigenwerten. Mit der Moglichkeit von kubischen Singularitdten und
kleinen Liicken im Tréager der Eigenwertdichte p - und damit im Spektrum der Zufallsmatrix -
erscheint eine zusétzliche charakteristische Lénge in der Analyse, die kontrolliert werden muss.
Im zweiten Schritt zeigen wir spektrale Universalitdt fiir Matrizen vom Wigner-Typ, welche
zusétzlich iiber eine kleine unabhéngige Gaufsche Komponente verfiigen. Dies geschieht mit
Hilfe der Dyson-Brownschen Bewegung (DBM). Die zuerst fiir den Zweck des Beweises der Uni-
versalitit von Wigner-Matrizen in [32, B3] eingefithrte Methode des lokalen Relaxationflusses
verwendet entscheidend, dass die globale Dichte entlang des Flusses der DBM unveréndert dem
Halbkreisgesetz folgt. In [34], und unabhéngig in [47], wurde daher eine neue Methode en-
twickelt, in der die DBM lokalisiert wird und damit die lokale Universalitdt in der Néhe einer
festen Energie 7 bei nichtverschwindender Teilchendichte gezeigt werden kann, vorausgesetzt
die Teilchen haben eine geringe Fluktuation um ihre erwarteten Positionen. Diese Annahme
kann unter Benutzung des ersten Schrittes in unserem Drei-Schritt-Programm verifiziert wer-
den. Da Zufallsmatrizen eine der wesentlichen Motivationen fiir die Entwicklung dieser neuen
Methode in [34] waren, sind die Resultate bereits derartig formuliert, dass sie sich direkt auf
unsere Situation anwenden lassen. Schliefslich wird im dritten Schritt ein storungstheoretis-
ches Argument verwendet, um die Annahme der kleinen Gaufschen Komponente zu entfernen.
Dieses benutzt, die Green-Funktion-Vergleichsmethode, welche zuerst in [36] Verwendung fand
und im Wesentlichen ohne Modifikationen iibernommen werden kann.

Am Ende von Teil III wenden wir unsere Resultate an, um Universalitdt fiir Gaufssche Zu-
fallsmatrizen mit korrelierten Eintrdgen zu beweisen. Die meisten mathematischen Arbeiten,
die sich mit dem Universalitdtsphénomen in Zufallsmatrixensembles auseinandersetzen, betre-
ffen entweder Wigner-Matrizen oder invariante Ensembles, in denen die Korrelationsstruktur
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der Matrixelemente sehr spezifisch ist, da das Wahrscheinlichkeitsmaf auf dem Raum der selb-
stadjungierten Matrizen die Form

PM(dH) = cye  TVHEIH,

hat. Da die allermeisten bis heute etablierten Methoden fiir die Untersuchung von Wigner-
Matrizen entwickelt wurden, nutzen sie zu einem erheblichen Ausmafs die Unabhéngigkeit der
Matrixeintrage. Nur wenige Resultate, die auch Korrelationen erlauben, sind bekannt, siche
[46, 106], 19, [15] fiir den Gaufschen Fall. Die globale Eigenwertverteilung wurde in einem bes-
timmten nichtgauftschen Modell mit (angemessen) schwach korrelierten Eintrdgen mit Hilfe der
Momentenmethode als Wigners Halbkreisverteilung in [53] identifiziert und unter Benutzung
der Resolventenmethode in [42]. Ein &hnliches Ergebnis fiir Kovarianzmatrizen wurde in [51].
gezeigt. Alle diese Arbeiten geben nur die makroskopische Eigenwertdichte an und betrachten
Modelle, in denen die Korrelationen geniigend schwach sind, so dass diese Dichte mit der des
unabhéngigen Falls iibereinstimmt. Eine allgemeinere Korrelationsstruktur mit einer nicht-
trivialen Eigenwertdichte wurde in [5] untersucht, doch auch in diesem Fall beschrénkt sich
das Resultat auf die makroskopische Ebene, siche auch [50]. Wir erwéhnen einen weiteren,
sehr neuen Beweis fiir die die Universalitdt von Adjazenzmatrizen d-regulirer Graphen [10] 9],
welchen eine von den vorher genannten Beispielen vollig unterschiedliche Korrelation zugrunde
liegt, da hier in jeder Zeile und Spalte die Zahl der Einsen konstant ist.

In unserer Arbeit nutzen wir die einfache Tatsache, dass die (diskrete) Fourier-Tansformation
Gauftscher Zufallsmatrizen mit gewissen translationsinvarianten Korrelationsstrukturen beinahe
unabhéngige Eintrige haben (abgesehen von einer zusitzlichen Symmetrie). Da die Varianz-
matrix im Fourier-Raum typischerweise nicht stochastisch ist, sind bisherige Resultate iiber
erweiterte Wigner-Matrizen nicht anwendbar. Die in dieser Arbeit ausgearbeitet Theorie je-
doch kann verwendet werden, um Konvergenz der Resolvente und Universalitat zu zeigen. Die
off-diagonalen Resolventeneitréige sind in diesem Fall nicht vernachléssigbar (anders als im un-
abhéngigen Fall) und diese Eintrége erben ihre Abklingeigenschaften von den Korrelationen der
Eintrage der Zufallsmatrix.
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List of symbols

P - underlying probability measure

E - expectation with respect to P

N - dimension of random matrix

z - spectral parameter = 7 +in

C - complex plane

H - complex upper half plane

S - variance matrix with entries s;;

S - operator with kernel s(z,y) or Sy,
S - variance profile function in Part I
m - solution of discrete QVE

m - solution of QVE

me. - otieltjes transform of semicircle law
p - density of states in Parts [ and III
Psc - semicircle law

H - random matrix with entries h;;

HY - H with indices in U deleted
G - resolvent of H with entries G;

GWU)  _ resolvent of HU)

Ak - eigenvalues of H

u - eigenvector of H with entries u;

d - random error of discrete QVE

d - perturbation of QVE

F - operator with kernel |m|s(s, y)|m,|
f - Perron-Frobenius eigenvector of F
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(X,8,m)

()
-1l
-2
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|-l
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‘I}edge

\Ilmin

probability space with elements z, v, . ..
bounded measurable functions on X
functions in & with values in H

function space LP(X, )

average of a vector or a function
supremum norm

L2-norm

L'-norm

operator norm from % to itself

operator norm from L? to &

generating measure / density

shape function at an edge

shape function at internal local minimum
inequality up to constants

norm defined in ([6.12)

classical position in Part 1

location of internal minima of (v) in Part II
left edge

right edge

operator |m|?/m? — F

eigenvalue of B close to zero

eigenvector of B with eigenvalue /3
model parameters for block FID in Part II

model parameters for no outlier row in Part II
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Spec(-) - L%-spectrum of an operator

Gap(-) - spectral gap of an operator

g - solution of perturbed QVE in Part II

© - scalar from split g —m = |m|(©b+r)

[y, po, i3 - coefficients of cubic in Part 11

Lk - bounds on moments in Part I and Part III
Q - solution of cubic in normal coordinates

Q - roots of reduced cubic

A - gap size

< - stochastic domination

M - local minima of p

¢,C,cp,Cr - constants depending on model parameters
ol - tolerance exponent in Part III

o - scalar quantity (f?sign Rem) in Part II

o - absolute value of ¢ in Part II

o - 0 from Part II in Part III

Y, T - rescaled coefficients of the cubic

T - discrete torus

S - dual discrete torus

L.p - model parameters from uniform primitivity in Part II
g - vector of diagonal resolvent entries

Aq - distance between g and m

Ao - size of off-diagonal resolvent elements

A - maximum of Ay and A,

p, P, L - model parameters in Part III
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an expression that is bounded by C¢

a function that is bounded by C'¢ in ||+ || z-norm

an operator that is bounded by Cy in || -|| % %-norm
an operator that is bounded by C'y in || -||r2_,12-norm

functional defined in (|9.16|)
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