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Zusammenfassung

Nachdem 2004 zum ersten Mal Graphen-Flocken isoliert werden konnten,
hat sich das Interesse an der Quantenmechanik flacher Systeme merklich ver-
starkt. In Graphen, also einer einzigen Schicht von Kohlenstoffatomen, wel-
che in einer reguldren hexagonalen Gitterstruktur angeordnet sind, wird die
Dynamik von Ladungstrigern nahe der Bandkante durch den masselosen
Dirac-Operator in Dimension Zwei beschrieben.

Wir untersuchen das Spektrum des zweidimensionalen masselosen Dirac-
Operators Hp, der an ein externes elektromagnetisches Feld gekoppelt ist.
Genauer gesagt liegt unser Fokus auf der Charakterisierung des Spektrums
o(Hp) fir Feldstrukturen, die durch unbeschrinkte elektrische und magnet-
ische Potentiale beschrieben werden. Wir beobachten dabei, dass die Ex-
istenz von Liicken in o(Hp) abhiingig ist vom Quotienten V?/B im Un-
endlichen, also vom Verhéltnis des elektrischen Potentials V' zum magnet-
ischen Feld B. Insbesondere erhalten wir eine scharfe Schranke an V2/B,
unterhalb welcher o(Hp) rein diskret ist. Dartiberhinaus zeigen wir im Falle
der Unbeschriinktheit von V2/B im Unendlichen, dass Hp fiir eine grofe
Klasse von Feldern B und Potentialen V keine spektralen Liicken aufweist.
Letzteres fithrt zu Beispielen von zweidimensionalen masselosen Dirac-Oper-
atoren mit dichtem reinem Punktspektrum. Wir erweitern die Ideen, ent-
wickelt fiir Hp, auf den klassischen Pauli-(und magnetischen Schrédinger-)
Operator in Dimension Zwei. Es stellt sich heraus, dass auch solche nicht-
relativistische Operatoren mit einem stark repulsiven Potential Bedingun-
gen an B und V zulassen, unter denen Liicken im Spektrum auftreten
oder nicht. Ahnlich wie im Falle des Dirac-Operators konnen wir zeigen,
dass dort im Allgemeinen keine Liicken existieren, falls |V| das Magnet-
feld B im Unendlichen dominiert. Damit ist es insbesondere moglich, das
Spektrum des Pauli-(und magnetischen Schrodinger-)Operators fiir einige
grundlegende, rotationssymmetrische Felder komplett zu charakterisieren.

Betrachten wir beim Dirac-Operator Hp den Bereich eines wachsenden
Quotienten V?/B, so ereignet sich dort ein Ubergang von Punktspektrum
zu kontinuierlichem Spektrum. Da ein solches Phidnomen insbesondere hin-
sichtlich der Dynamik interessant ist, behandeln wir in einem zweiten Teil
dieser Arbeit die Frage, unter welchen Bedingungen ein ballistisches Aus-
breiten von Wellenpaketen bei zweidimensionalen Dirac-Systemen moglich
ist. Um die Fragestellung zu prazisieren: Reichen Aussagen iiber die Art
des Spektrums aus, um festzustellen, ob das zeitliche Mittel

/ ), [x[2p (1)) dt

sich wie T verhilt? Hierbei bezeichnet 1) (t) die Zeitentwicklung eines Zu-
standes 1 unter dem Operator Hp. Wir kénnen dies positiv beantworten,
zumindest unter gewissen Symmetriebedingungen an das elektromagn. Feld.
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Abstract

After 2004, when it was possible for the first time to isolate graphene flakes,
the interest in quantum mechanics of plain systems has been intensified
significantly. In graphene, that is a single layer of carbon atoms aligned in a
regular hexagonal structure, the generator of dynamics near the band edge
is the massless Dirac operator in dimension two.

We investigate the spectrum of the two-dimensional massless Dirac op-
erator Hp coupled to an external electro-magnetic field. More precisely, our
focus lies on the characterisation of the spectrum o(Hp) for field configura-
tions that are generated by unbounded electric and magnetic potentials. We
observe that the existence of gaps in o(Hp) depends on the ratio V?/B at
infinity, which is a ratio of the electric potential V' and the magnetic field
B. In particular, a sharp bound on V2/B is given, below which o(Hp) is
purely discrete. Further, we show that if the ratio V2/B is unbounded at in-
finity, Hp has no spectral gaps for a huge class of fields B and potentials V.
The latter statement leads to examples of two-dimensional massless Dirac
operators with dense pure point spectrum. We extend the ideas, developed
for Hp, to the classical Pauli (and the magnetic Schrédinger) operator in
dimension two. It turns out that also such non-relativistic operators with a
strong repulsive potential do admit criteria for spectral gaps in terms of B
and V. Similarly as in the case of the Dirac operator, we show that those
gaps do not occur in general if |V is dominating B at infinity. It should be
mentioned that this leads to a complete characterisation of the spectrum of
certain Pauli (and Schrodinger) operators with very elementary, rotationally
symmetric field configurations.

Considering for the Dirac operator Hp the regime of a growing ratio
V2 /B, there happens a transition from pure point to continuous spectrum.
A phenomenon that is particularly interesting from the dynamical point of
view. Therefore, we address in a second part of the thesis the question un-
der which spectral conditions ballistic wave package spreading in two-dimen-
sional Dirac systems is possible. To be more explicit, we study the following
problem: Do statements on the spectral type of Hp already suffice to decide
whether the time mean of the expectation value

T
o RCONERIO

behaves like 727 Here 1)(t) denotes the time evolution of a state ¢ under the
corresponding Dirac operator. We can answer that question affirmatively,
at least for certain electro-magnetic fields with symmetry.
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Chapter 1

Introduction and Motivation

Originally, Paul Dirac introduced in [Dir28] his famous equation for de-
scribing free electrons consistently with the special theory of relativity,
which had been established 23 years before. As in the Schrédinger the-
ory this advanced equation ought to be of first order in time ¢, and there-
fore, by the equivalence principle, be also linear in the momentum opera-
tors p1,po,ps. In addition, it should concord with the relativistic energy-
momentum relation
E%(p) = ¢*p? + m?c!

for a particle with mass m via first quantisation. Dirac saw that this was
possible if one requires the wave function to be a four-component vector on
which a matrix-valued wave equation acts. His observation resulted in the
Dirac equation

—10(-,t) = Doy( -, ).

Here Dy denotes the Dirac operator
Dy = ca - (—iV) +mc?p

in dimension three, where c is the speed of light (often set to 1). For the
4 x 4—Dirac matrices o, oo, a3, 8 we choose the representation

o 0 a; . - 12><2 0
Oéz—<0_i 0), i€{1,2,3}, B—( 0 _12X2>

in terms of the Pauli matrices

0 1 0 —i 1 0
=1 0) 27\ o) 97 \o0 -1)

The four-component character of the wave function includes naturally in-
ner degrees of freedom for the electron like the spin, which was introduced
years before because of experimental phenomena. The immediate success
of the theory might be traced back to the fact that the eigenvalue problem
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(Do + V)¢ = E, applied for the Coulomb potential V', leads directly to
the fine structure of the spectrum of the hydrogen atom. This fine struc-
ture had been explained before by a more ad-hoc implemented spin-orbit
coupling. As pointed out in [Dir28], such an interaction of the spin with
the angular momentum is naturally incorporated in the matrix structure of
Dyg. Surprisingly, besides the spin, Dirac’s ansatz comprises a further degree
of freedom of an electron: In view of the symmetry of the spectrum of Dy
with respect to 0, the equation describes also particles with the same mass
as electrons, but negative kinetic energy. In particular, this energy can be
arbitrarily low. Initially, in [Dir28], Dirac disregarded these solutions as a
bare mathematical artefact, than ascribing them a physical meaning. How-
ever, soon after the introduction of the equation this was seen as a problem
since such an operator would model a particle that would become faster
and faster by lowering its energy. As discussed in [Dir30], one can resolve
this discrepancy between that property of Dy and the classical quantum
mechanical picture by arguing that the states assigned to the negative part
of the spectrum are occupied. Then the Pauli principle for fermions would
prohibit that electrons can accelerate by radiating energy. Implementing
such a virtual or hidden “sea” of electronsﬂ (the so-called Dirac sea) implies
that an occupied state with negative energy can also get excited, leaving a
hole. Such an unoccupied state should be perceptible by the absence of a
negative charge. Although Dirac was hesitatingﬂ to postulate a new particle
(as a missing electron of the sea), already four years later a “positive elec-
tron” was discovered, the so-called positron, the first anti-particle. Hence,
the introduction of this matrix-valued differential equation can surely be
seen as the birth of modern particle physics and it is still the corner stone
for the description of fermions in quantum field theory. Subsequently, also
mathematicians started to investigate properties of Dirac’s operator, which
turned out to be a powerful tool for tackling problems in pure mathema‘cicﬂ

While the interpretation of positrons as missing electrons of the virtual
Dirac sea might be quite abstract, a similar concept in solid state physics is
crucial for describing electronic properties in condensed matter. In solids,
the energy levels of single atoms form energy bands that are usually sepa-
rated by band gaps. At temperature zero, states of the bands are occupied
by atomic electrons up to a certain energy, called the Fermi energy. The
position of this Fermi energy relatively to those of the bands and gaps is
decisive for the electronic features of the material and responsible for its
classification as conductor, semi-conductor or isolator. By absorbing en-
ergy, an electron can occupy an energy level above this Fermi energy, now
contributing to electronic transport, while it leaves behind an unoccupied
site, considered as a hole. Such holes can, in analogy to those of the abstract

1Or more general a “sea” of fermions.
2He initially interpreted such a hole as a proton.
3A very well known example is the Atiyah-Singer index theory in global analysis.
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Dirac sea, be seen as positive charge carriers. However, the description of a
filled virtual sea of electrons used by Dirac, as well as the union of occupied
states up to the Fermi energy in solid state physics (also called Fermi sea) re-
mains problematic: Introducing a sea of electrons, i.e. a background source
of particles, out of which one can generate the “relevant” charge carriers
requires a mathematical language able to deal with an indefinite number of
particles (and a corresponding indefinite number of holes in the background
source). Since operators in classical quantum mechanics model systems
with a fixed particle number, a further quantisation was introduced, the
so-called second quantisation. This formalism is based on the construction
of a Hilbert space, where one doesn’t consider the indistinguishable parti-
cles itself, but merely the occupation numbers of certain quantum states,
e.g. energy levels {E, },en. This Hilbert space is generated out of a single
“vacuum” |0) by a set of creation and annihilation operators al and a,
associated to the quantum number n € N, which are defined through their
property to increase or decrease the particle number of the n—th state by
one. In that framework the Dirac or Fermi sea is naturally incorporated as

a state
i)y = ][ allo),
EnSEF

generated out of the vacuum by applying creation operators up to a zero
point or Fermi energy Er. Applying further creation operators &l on |F),
with F,, > Ep, then results in the occupation of free electron states, while
the annihilation operators a,,, with E, < Er, create holes in the sea. Within
that language it is also convenient to introduce positrons (or more general
antiparticles) as proper particles by performing a particle-hole transforma-
tion, i.e. by redefining the creation/annihilation operators as well as the va-
cuum and the vacuum energyﬂ How important the concept of a background
source of particles and the second quantisation in solid states physics is was
highlighted in [BCS57]. In that theory of superconductivity one uses the
creation of electron pairs out of a Fermi sea in order to describe the ener-
getic favourability of a superconducting state. Also many other problems in
condensed matter physics are treated nowadays in the language of second
quantisation, as for example the tight-binding approximation for determin-
ing the band structure of a solid where the atoms are arranged in a periodic
structure.

The tight-binding method for lattice problems assumes that the eigen-
states of the corresponding Hamiltonian are strongly localised around the
lattice atoms, hence “perceive” barely the neighbouring atoms. From the
mathematical point of view, this means that the second quantised Hamilto-
nian of the lattice electrons has a nearly diagonal representation if one writes
it in terms of creation and annihilation operators of the lattice sites 1, ..., V.

4 See Chapter 5 of [GRI6] or Chapter 2 of [AS10] for a detailed explanation.
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More precisely, suppressing spin and band indices, the Hamiltonian reads

N
Hy, = > éltie,,.

,j=1

Here the overlap or hopping coefficients ¢; ; are only non-zero for i = j, or
if the lattice sites r; and r; are next neighbours. It means that the inter-
action between two states, localised in r; and r;, is neglected if they are
not close to each other. This extremely simplified ansatz for the description
of periodic solids leads to energy-momentum relations, which depend only
on the arrangement of the atoms. One of the exactly solvable plain lattice
structures is the honeycomb lattice, first discussed in [Wal47]. This atomic
arrangement has drawn great attention in the last ten years thanks to the
discovery of isolated graphene ﬂakesﬂ In the honeycomb lattice every atom
has three nearest neighbours, whose directions differ by a rotational angle
of 120° (see Figure 1). In order to write the Hamiltonian Hyp, in momentum
space one needs a Bravais lattice, i.e. a periodic arrangement of points,
which corresponds to a discrete group of translations that is generated itself
(as a Z—module) by two primitive vectors.

S
-

Figure 1: Honeycomb array with primitive vectors aj, as

Since the honeycomb structure is not of Bravais type, one has to use a little
gimmick: The arrangement can be divided in two sub-lattices, consisting of
atoms A and of atoms B, such that pairs of atoms A-B form the basis of a
Bravais lattice with primitive vectors aj,as (see Figure 1). Consequently,
the creation and annihilation operators have to be considered as vector-
valued with two components, that means

SFirst observations of electric properties of this flakes are described in [NGM™04].
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CR, = (dTR, ) IA);) and ¢ = <C}Ri>,

T 7 T 0 bRZ
where R; denote the site of the i—th basis. In addition, the hopping elements
t;,; then become 2 x 2—matrices. This two-component character of the
basis implies an inner degree of freedom, like the spin of an electron, and is
therefore called pseudo-spin. Keeping in mind that each atom A and each
atom B is of the same sort, one assumes that the inner-atomic interactions,
corresponding to the diagonal entries of ¢; j, have the same value (which has
the meaning of a zero point energy ¢p). With a suitable Fourier transform
(see Appendix , we obtain the tight-binding Hamiltonian in momentum
space

o= 5 i (5, ) (3),
k%;B (- ) (k) e by
where the summation runs over the first Brillouin zone Vg and ((k) ex-
presses the energy-momentum relation. Within the first Brillouin zone there
are two non-equivalent roots K, K’ of the function ¢, which correspond to
points where the two energy bands Ey(k) = ¢y £ |((k)| meet each other.
For momenta k near one of these roots, i.e. for |k — K| small, one can
expand ¢ and neglect second order terms. This linearisation around the the
points K, K’ results in a Hamiltonian, which describes lattice electrons with
momenta near the band edge. Up to unitary equivalence, it has the form of
the two-dimensional massless Dirac Hamiltonian

Dy = Z @L(’UFO' -k + eo)ﬁlk
keVvy

in the second quantised form. The positive real constant vy is called the
Fermi velocity and o denotes the matrix-valued vector (oy,02). The two
components of Wy represent in that case not the spin degree of freedom, but
the one due to the degeneration of the basis. Although this relation between
the tight-binding Hamiltonian of the honeycomb lattice and the Dirac op-
erator is known since the 1960s, a mathematically rigorous statement about
the approximation was established only recently in [FW12] and in [FW14].
Using Floquet-Bloch theory for the ordinary two-dimensional Schrédinger
operator —A + €V}, with an arbitraryﬁ honeycomb-periodic potential V},,
there it was shown that for almost every € € R the desired double-cone-like
behaviour for the two band functions F4 (k) holds around two points K, K’
within the Brioullin zond’} In addition, in [FW14] the authors demonstrated
that in the case of a double-cone-like behaviour near the point K, the fol-
lowing Dirac-like description of the time evolution is valid: For K one has

5 With some constraints on the regularity and on a Fourier component of Vj,.
" The precise statement is given in Theorem 5.1 of [FW12].
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two linear independent Bloch statesﬁ ®;, &, associated to the eigenenergy
Ep(K), i.e. two linear independent solutions of the eigenvalue problem

(—A+W)® = Ey(K)®, O(- +v)=eEVP(.) forallveA,

where A = Zaj @ Zas denotes the Z-module generated by the lattice vectors
aj,as. Since ®; and P5 span the space of Floquet-Bloch eigenstates asso-
ciated to the energy Ey(K) and the point K of the first Brioullin zone, one
can consider a state ¢ € L2(R?,C) to be spectrally localised around K if it
has the form ¢ = 3., ) a;®; with coefficients «; € S(R?,C) of Schwartz
type. Such a wave package has a Dirac-like behaviour in the sense that for
¢ sufficiently small the rescaled state

¢ (x) = Y da;(0%)®;(x)

j=1,2

has approximately the time evolution

¢ (-, t) = e ATV~ TR N 50(5-,66)D5(-).  (L.1)
j=1,2

Here (- ,t) = (a1, 2)( -, t) denotes the time evolution of the initial coeffi-
cients a = (ay,az) € S(R?,C?) under the two-dimensional massless Dirac
operator

Dog = e 029 401 (~101) — 09(—i10s)] €' /273

)

with a fixed phase 6 € [0,27) and propagation speed v > 0. The approxi-
mation is good for times of order 0 < ¢t < O(6-2%¢) (with € > 0 arbi-
trarily small) in the sense that one has, for times 0 < t < O(§~2+¢), uniform
Sobolev-bounds of order O(§*%) (for some s > 0) on the error term. Those
ultimate results on a mathematically rigorous derivation of the Dirac-like
behaviour of initial states, spectrally localized at the Fermi edge Fy(K), so
far only give a description of the charge carriers without any additional ex-
ternal electro-magnetic field. However, for the evidence of isolated graphene
flakes the unusual phenomena of the charge carriers in presence of external
fields were crucial
One remarkable feature of a particle that is described by the Dirac oper-
ator, moving under an external electric potential, is pointed out in [Kle29].
Essentially Klein observed that for Dirac particles a potential well V' has in
general no confining effect like in the classical case (i.e. in the Schrédinger
theory). More explicitly, consider the one-dimensional Dirac operator with
a step potential
Rwell = 01(—1837) + m0203 + Uo(l — ]l[

—96071‘0])7

8 They correspond to the degeneracy of the basis.
9As one can read off the observations in [NGM™04].
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with positive constants m,vo,zo and the characteristic function 1j_; 4
on the interval [—zg,zp]. Then the spectrum of hye includes the union
(=00, v9—mc?)U(vg+mc?, o), on which it is purely absolutely continuouﬂ
In particular, there are no bound states for energies E € (0,vg — mc?),
independent of how large vy > mc? might be. In the case m = 0 there
are no bound states at all and the spectrum of hyep is purely absolutely
continuous, which is obvious since hyep is then unitarily equivalent to the
free operator o1(—i0,) via the unitary map

U = exp <i o1 /0 v(s)ds).

Here v = vg(1 — 1|_4,,4]) denotes the potential function. Similarly, a classi-
cal trapping potential v, i.e. a potential with v(z) — oo as |x| — oo, has no
confining effect on a Dirac operator on the line or half-line (even with mass
term). Indeed, various mathematical works as [Tit61], [Erd63] and [Sch97]
discussed conditions for such trapping potentials, under which the spectrum
of the one-dimensional Dirac operator is still purely absolutely continuous
(and covers the whole real line). For a higher-dimensional Dirac operator
Dy coupled to a trapping potential V', a decomposition into one-dimensional
operators can be used (if V' satisfies certain symmetry, see Subsection
to deduce the continuity of the spectrum also in higher-dimensional cases.
Even without such symmetries and a corresponding reduction, the absence
of eigenvalues in the spectrum of Dy + V has been verified for a large class
of trapping potentials in [Vog87] and [KOYO03] (treating only dimension 3).

Besides the effects of purely electric fields on charge carriers, a key evi-
dence for the detection of single layer graphene was a peculiar quantum Hall
effect (as highlighted in [NJZT07]), induced by a magnetic field B : R? — R
pointing in the direction perpendicular to the layer. To incorporate such a
magnetic field into quantum mechanics of plane systems, one substitues the
classical momentum operator —i V by the magnetic momentum operatorﬂ
—iV — A, where the vector potential A : R> — R? generates the magnetic
field B via B = curl A = 91 As — 02 A1. For the description of graphene it is
common to perform this substitution directly in the approximated Hamil-
tonian for electrons near the band edgdﬂ i.e. one uses the magnetic Dirac
Hamiltonian

DA::a-(—iV—A)

in R? in order to describe their kinetic energy. Unlike electric potentials,
vector potentials A do alter the spectrum of the two-dimensional Dirac op-
erator significantly: “Sufficiently strong” magnetic fields B generate eigen-
values and even spectral gaps, which allows to compare the spectrum of D

!0 This can be seen by considering generalized eigenfunctions, c.f. [Wei03] or [T1t61].
"1 Tn the physics literature known as Peierls substitution (due to [Pei33]).
2 Tn order to explain effects like the integer QHE in graphene (see [(GS03]).



8 CHAPTER 1. INTRODUCTION AND MOTIVATION

directly with spectroscopic measurementﬂ In order to precise “sufficiently
strong” let us recall some well-known properties of the spectrum o(Da) of
the magnetic Dirac Hamiltonian:

e Assume that B(x) — 0 as |[x| — oo, then o(Da) = R. If B is rota-
tionally symmetric and decays not too fast, then o(Dy) is pure point,
i.e. 0(Da) has neither a singular continuous part nor an absolutely
continuous part

e Assume that B(x) = By = const., then o(Da) = {+v/2nBg|n € No}.
Each eigenvalue is infinitely degenerate.

e Assume that B(x) — oo as |x| — oo, then o(Da)\{0} consists only
of eigenvalues of finite multiplicity. The kernel ker(Dy ) is in general
infinite dimensional.

One may observe that magnetic fields, strong enough to generate eigen-
values, tend to widen the gaps between eigenvalues of D with increasing
strength at infinity. If we couple now the magnetic Dirac Hamiltonian in
dimension two to a trapping potential V : R> — R, only little is known on
how the spectrum changes. For getting an idea of how the spectrum of the
operator

Hp =Da+V

depends unusually on the behaviour of the potential V at large values of
|x|, we discuss shortly some known results on this problem:

Assume that B and V are rotationally symmetric functions on R?, i.e.
they can be written as B(x) = b(|x|), V(x) = v(|x|) with functions b and v
on the half-line. Since changing the gauge does not alter the Spectrumlﬂ of
the operator Hp, we may assume that A has the form

Alx) = A1) (‘””2), A(r) =+ /0 " b(s)sds.

1 T

Due to the rotational symmetry of A and V, we can decompose Hp as a
direct sum of Dirac operators on the half-line, i.e. Hp is unitarily equivalent
to the direct sum ®kez+1/2 hy of operators

k
hy == —i010, + 01 ( — A> + .
T

For the operators hy on the half-line it is rather easy to see that, roughly
speakinglﬁ, if A(r) — oo as r — oo and

limsup |v(r)/A(r)| < 1, (1.2)

r—00

133uch comparison has been realized in [SMP'06].
4 Originally pointed out by [MS80].
15See Section [2.2.1] for a detailed explanation.
16 . . .
The precise statement can be found in Section
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then o(hy) consists only of eigenvalues of finite multiplicity. On the other
hand, in [SY98] it is shown that for strong scalar potentials V', i.e. if v(r) —
oo as 7 — oo and

limsup |A(r)/v(r)| <1, (1.3)
r—00
the spectrum of each hj is absolutely continuous and includes the whole
real line. Consequently, since

ou(Da+V)= |J oullu), (1.4)
k€Z+3

where # denotes the absolutely/singular continuous or the pure point part
of the spectrum, also o(Hp) is purely absolutely continuous and covers
the whole real line in case . As one may observe, classical trapping
potentials do not only lack of a confining effect when coupled to Dy. They
are even able to dissolve eigenvalues and spectral gaps of the magnetic
Dirac Hamiltonian Da. Thus, such trapping potentials have (according
to the RAGE theorem, see below) a deconfining effect on Dirac particles.
In view of conditions , and relation , apparently the ratio
between A and v is crucial for the type of the spectrum of the operator Hp.
A fact which also has been observed in [GMR09] in context of proposing
devices for manipulating the electronic properties of graphene by varying
the external field. Nonetheless, if V' (and hence v) is small compared to A
(case ), it is unclear how the spectrum of Hp, then given by the closure
of the eigenvalues, looks like. A first guess is indicated by the discussion of
o(Da) as a function of the strength of B at infinity. Since strong magnetic
fields tend to produce spectral gaps and eigenvalues of finite multiplicity, it
is reasonable to investigate the spectrum of Hp with respect to the relation
of B and V. One part of this thesis is dedicated to the latter question.
Roughly speaking, our resultﬂ in Chapter [3| are stating the following:

e If V2/|B| < 2 at infinity, then o(Hp) is purely discrete. Moreover,
the bound 2 is necessary for the discreteness of the spectrum.

e If V2/2|B| is unbounded at infinity, then o(Hp) has no gap.

For trying to grasp this deconfining effect of a scalar potential V', we look
at a non-relativistic model of a spin—% particle in dimension two. Considering
again a magnetic field B pointing in the perpendicular direction of a plane,
the kinetic energy of a non-relativistic spin—% particle within that plane

is given by the Pauli operator Pa := Di. The operator Pa has, as the
square of the magnetic Dirac operator, a similar spectral dependency on
the strength of B as Da. Thus, “hard” magnetic fields B also tend to
produce and widen spectral gaps of Pa. More precisely, as above, we have:

7 Already published in a slightly different form in [MS14].
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e Assume that B(x) — 0 as |x| — oo, then o(Pa) = [0,00). If B is
rotationally symmetric and decays not too fast, then o(Pa) is of pure
point type.

e Assume that B(x) = By = const., then 0(Pa) = {2nBy|n € Ny}.
Each eigenvalue is infinitely degenerate.

e Assume that B(x) — oo as |x| — oo, then o(Pa)NR™ consists only of
finitely degenerate eigenvalues. ker(Pa) is in general infinite dimens.

In the last case, i.e. if B(x) — oo as x| — oo, one may use the operator
inequality@ Pa > 2B, holding on the orthogonal complement of ker(Pa ),
to observe that such strong magnetic fields have a trapping effect on wave
functions orthogonal to ker(Pa). In presence of an additional electric po-
tential V : R? — R, the Hamiltonian of the non-relativistic spin-% particle
in the plane is then given by

Hp =Pa+V=[o-(-iV-A)]"+V.

Positive (trapping) potentials V' would only enhance this effect of the mag-
netic field B, leading also to a purely discrete spectrum (see, e.g. [KMS05]).
If we consider an “anti-trapping” potential V instead, i.e. V(x) — —o0 as
|x| — oo, the situation is quite different: The particle lowers its energy
by staying in a region where the potential is small, thus it tends to escape
any compact set of the plane. As a consequence, one expects that such a
repulsive potential counteracts the trapping effect of a strong field B. It is
reasonable to assume that for (sufficiently strong) negative potentials V' this
results in a similar spectral behaviour as that of Py with a comparatively
weaker magnetic field. In this thesis we confirm that guess by verifying

thadT_gL

e If V < 0 but |V|/B < 2 at infinity, the spectrum o(Hp) is purely
discrete. In particular, there are gaps between the eigenvalues of finite
multiplicity.

o If the quotient V/B converges to —oo (as |x| grows), at least in some
direction, then there is no gap in o(Hp).

Within the classical frame of a spin—% particle it is perspicuous that an anti-
trapping potential V' can destroy the trapping effect of strong magnetic
fields; Mere energetic considerations suggest that. Nonetheless, one can use
this non-relativistic picture for trying to interpret naively our results con-
cerning the spectrum of the Dirac operator Hp = Da + V, coupled to a
trapping potential V: The spectrum of the magnetic Dirac operator Dy is

symmetric with respect to 0, meaning that also with magnetic field one can

18The precise statement is given by Proposition M
19 Disregarding some additional constraints on B and V.
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associate a Dirac sea to the operator Da. Interpreting a missing particle
of this sea as a positive charge carrier, a potential well V' would have a
repulsive effect on such a hole. This point of view allows a similar inter-
pretation of the deconfining effect of a classical trapping potential on Dp
as of the deconfining effect of a repulsive potential on the Pauli operator Py .

For practical purposes, a considerable part of the research on graphene
focuses on transport properties of charge carriers near the band edge. Es-
pecially the possibility of ballistic movement of these carriers over macro-
scopic distances has attracted much interest over last years (see [MGM™11],
IKLR10] and [PSJWGOT7]). In mathematical physics, a way to classify the
type of dynamics of a charge distribution |1|?(-) is given by the scaling
behaviour of the expectation value

(), [xI*e(1)) = (e, |x[Pe™ y) (1.5)

in time ¢t. Here the Hamiltonian H, self-adjoint on a Hilbert space H,
describes the system in position space. Ballistic behaviour is then identified
by
(), [x[p(t)) Z Cyt®

for some constant Co > 0. In general, spectral properties of an operator
H do not suffice to characterise the dynamics of the system. The RAGE
theorem states, though, that spectral information about H has certain im-
plications on how a spatial charge distribution [¢|?(-) evolve in time (as
long as H is locally compac@. This theorem establishes the following
relations:

b E€Ry(HH < lim sup 1 gx>my ()] =0,

R—o0 ¢

. 2
bePe()H = sup lim |[Lyq<my(®)]” =0,

and

1 T
Y € Pao(H)H & P (H)H <= sup lim / 1<y (8)]| *dt = 0,

where

Py (H) = orth. projection on the subspace associated to oy, (H),
P,.(H) = orth. projection on the subspace associated to ga.(H),
P.(H) = orth. projection on the subspace associated to os.(H),

and 1x denotes the characteristic function on a set X (c.f. Chapter 5.2 of
[Tes09]). Hence, the spectral characteristics of H give us a first impression

20 A property which is satisfied by the operators considered here (see Chapter .
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on how a charge distribution behave in time: Does it stay locally concen-
trated or does it spread out into the whole space. In particular, the link
between P, (H)H and the time evolution of ||1yx>ryt(t)]| justifies the
connotation of “confining system” for operators that satisfy Py, (H) = idy.
An interesting fact is that even if for ¢ € P, (H)H the time evolved dis-
tribution % (¢) remains uniformly localised in some bounded region, this
does not necessarily mean that the expectation value is bounded in
timﬂ Indeed, in [DRJLS95] there are pointed out examples of quantum
mechanical operators in position space with only pure point spectrum (i.e.
P, (H) = idy) admitting that ¢t~ G=9) (s(t), |x|?¢(t)) — oo as t — oo for
some given 1 (here 6 > 0 can be arbitrarily small). This result shows that
it is possible to have almost ballistic behaviour in systems without any con-
tinuous part in the spectrum. In particular, it manifests that the quality
of the spectrum is by far not enough for a canonical categorisation of the
dynamics. Nevertheless, at least ballistic behaviour can be ruled out for
a large class of (discrete and continuous) Schrédinger operators without a
continuous part in the spectrum, as pointed out in [Sim90]. In Section
we shall see that Simon’s argument applies also for a huge class of Dirac
operators, excluding dynamical propagation in absence of continuous spec-
trum. In [BMST15] there are obtained even time-independent bounds on
for two-dimensional massless Dirac operators with pure point spec-
trum. However, this result requires so far the rotational symmetry of the
field configuration.

On the other hand, if the spectrum of an operator H has a non-trivial
continuous part, i.e. Psc(H)H® Pac(H)H # {0}, the RAGE theorem implies
only that

0# vy €Pc(H)H = lim (1), [x]*¥(t)) = o0,

T
04 ¢ € Pu(HYH ® Pac(H)H =»7m11£<wmm&w»w=w.

The latter conclusion does not approach the limiting behaviour of the orig-
inal expectation value (|1.5)), but the one of the Cesaro mean

T
(o). xPoo)), = 7 [ . o) (1.6)

which is only a time average. Surprisingly, for the time mean lower
bounds in terms of powers of T' can be obtained by investigating the reg-
ularity of the spectral measure p,, associated to 1) € Ps(H)H @ Pac(H)H.
As explained in [Gua89] and [Com93]|, such lower bounds rely on decay fea-
tures of the Fourier transform of i, originating from the regularity of si,,.
Afterwards, in [Las96], this idea was extended to a refined decomposition

21 Assuming that one starts with (1, |x|?¢) < oco.
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of the (singular) continuous measure to obtain sharper results on dynam-
ical quantities of type . Concerning the question of ballistical lower
bounds for , it turns out that for ¢ € P,.(H)H, i.e. for states associ-
ated to the most regular part of the spectrum, lower bounds of order T%/¢
(where d is the dimension of the position space) can be deduced. Even if
this does not straightforwardly lead to the desired result for operators H
in dimension two, it enables us to obtain a lower bound for of order
T? in some important cases: Under the assumption of certain symmetries
on the electro-magnetic field, a decomposition of H into a family of one-
dimensional operators allows to deduce a lower bound of the desired scale.
Nonetheless, one problem remains in order to use the technique of [Gua89]
and [Com93] for establishing the link between the continuity of the spec-
trum and the dynamical behaviour: A proper Hilbert-Schmidt bound for
the operator product

]lX]l[fE,E]<H) = ]lx(X)]l[,E7E}(H), for £ > 0, (17)

in terms of the volume of the bounded set X C R? is necessary. For free op-
erators, i.e. operators of the form H = f(—iV), this is a direct consequence
of the Seiler-Simon inequality. As shown in [Sim82], also in many cases of
(magnetic) Schrodinger operators with external potentials it is possible to
obtain such bounds for by using semi-group properties and perturba-
tion theory. Since we focus on Dirac operators coupled to potentials that are
allowed to have a singularity at infinity, simple perturbational arguments
do not work here. Instead, we demonstrate that for one-dimensional Dirac
operators of type

hy = —i010, + 02 (k = A) +v  on L*(R*,C?), (1.8)
r

with k:EZ—F%, or
h=—-i010, —09A+v on L2(R, (CQ) (1.9)

it is possible to employ operator transformations for deriving Hilbert-Schmidt
bounds on of the right scale. These transformations, applicable as long
as |A| < |v| at large values (or |v| < |A| at large values), originate from a
representation of Lorentz boosts that are capable to modify electro-magnetic
fields by changing the reference frame (c.f. Chapter 11 of [Jac99]). To be
physically more explicit, we may consider a one-dimensional Dirac operator
like as the description of a particle in the plane having no momentum
in the second, perpendicular direction (in particular this momentum is a
conserved quantity due to symmetry). In this second direction of symmetry
one can perform a Lorentz boost into an inertial frame where the electro-
magnetic field is described by (A’,v"). One of the most important properties
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of the Dirac equation, namely the Lorentz covarianc@ states that in the
new inertial frame the particle, now possessing a non-trivial momentum in
the direction of the boost, is again described by the Dirac equation with po-
tentials (A’,v’). Since in the boosted frame the momentum in the direction
of the boost is again conserved, the particle there is effectively modelled by
a one-dimensional Dirac Hamiltonian A" with potentials (A’,v’). The ener-
gies F and E’ of the particle in the different inertial frames are of course
not equal, hence the two Hamiltonians h and A’ cannot simply be unitarily
equivalent. However, there is an invertible map that maps E to E’. There-
fore, also h and h’ should be connected via an invertible operator deriving
from a representation of the corresponding Lorentz transformation. Such
invertible operators can be used to establish resolvent identities between h
and A/, even if we deal with a non-constant boost velocity S(x) (which is of
course no longer of Lorentz type). Deducing Hilbert-Schmidt bounds for

11 —g g (h),

with £ > 0 and I C R bounded, from resolvent relations between h and h’
is probably just one application of this idea. However, we restrict ourselves
here to use this relation just for obtaining some interesting examples of two-
dimensional Dirac Hamiltonians that admit ballistic wave package spreading
for states associated to the absolutely continuous part of the spectrum.

Finally, we should mention that within this work several mathematical
problems, which appeared throughout our project on the massless Dirac
(and Pauli) operator in dimension two, could not be solved. Some of them,
concerning the spectrum, are pointed out in the end of Chapter 3. Further
questions on the dynamics of Dirac systems are addressed in [BMST15].
Also in the context of impurities in graphene, such as magnetic dots or point
charges, there is an ongoing interest in mathematical issues affiliated to the
magnetic Dirac operator in the plane with perturbations (see [EDMSS10],
[MS12] and [KS12]). The huge motivation for the investigation of the Dirac
operator during the last years can surely be traced back to the possibility of
using graphene as a experimental playground for Dirac-like phenomenons.
This was highlighted in the case of the Klein tunneling through potential
barriers: Until direct measurements by [YK09] the effect was barely seen as
a Gedankenexperiment of Klein.

Declaration concerning already published material: Many results pre-
sented within this thesis have already been published in a slightly different
form in the research papers [MS14], [Meh15], [MS15] and [BMST15]. The
introduction of each chapter provides more information on the relevance of
those publications for the content therein. Further, the concerned lemmata
and theorems are tagged with corresponding references.

228ee Chapter 3.3 and 4.1 of [Tha92] for a detailed discussion.



Chapter 2

Basic Features of Dirac and
Pauli Operators

In this chapter we discuss the mathematical setup, required for our in-
vestigations. Essential points of the discussion on Dirac operators on the
(half-)line are results of [MS15], though, it is thematically convenient to
place them here.

2.1 Dirac Operators on the Line and Half-Line

2.1.1 Self-Adjointness and Local Compactness

Let us define now the one-dimensional Dirac operators we are working with
and discuss some of their basic properties.
For A,v € L2 (R,R) we consider the operator

loc

h=o01(—i0;) —0o9A+v  on L*(R,C?), (2.1)
which is densely defined and symmetric on
Do(h) := {¢ € Dmax(h) | ¢ has compact support in R}, (2.2)
where
Dax(h) := {¢ € L*(R,C?)| ¢ abs. cont., hyp € L*(R,C?)}. (2.3)

As it is known from Sturm-Liouville theory (see Chapter 15 of [Wei03]),
the operator h is in the limit point case at +oco. Hence, h is essentially
self-adjoint on Dy(h) and the domain of the self-adjoint extension is given
by Dmax(h). We denote this extension again by h.

Proposition 2.1. The subspace C§°(R,C?) C L*(R,C?) is dense in Dy(h)
with respect to the h-graph norm || - ||n. Therefore, h is also essentially
self-adjoint on C§°(R, C?).

15
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Proof. First note that C§°(R, C?) is a subset of Dy(h). Let ¢ € Dy(h) and let
I be a compact interval that contains the support of . Since ¢ € Co(R, C?)
and (v — 024) is locally square-integrable, we have

—io1¢ = hp — (v —09A)p € L*(R,C?),

implying that ¢ € HY(R,C?). Let (¢n)nen C C°(R,C?) be a sequence of
mollifiers of ¢ whose support is also contained in I. We estimate

le = eallh = lle = @all + 12(e = )|

< lle = @nllfn + (v = 024) (¢ — @)
< lle = enllin + (v = 021113 | — nllZ-

I?

By the H'-convergence of mollifiers, we know that ||¢ — ¢p |3, — 0. More-
over, the Sobolev inequality in dimension one (c.f. Chapter 8 of [LLOI])
implies that ||¢ — ¢nl|% — 0 as n — oo. Hence, ¢, converges to ¢ in the
graph norm of h as claimed. O

Proposition 2.2. Any multiplication operator M € L?(R,C%*2) with com-
pact support is h-bounded. Moreover, h is locally compact, i.e. for any com-
pact interval I C R the operator product 17(h —i)~! is compact.

Proof. Let x € C§°(R, [0, 1]) be a smooth cutoff function, which equals 1 on
the support of M. For ¢ € C§°(RT,C?) we have

M|l = [|Mxe| < [M]l2llx¢llo < 1M/ (xe) 12+ Ixell?,  (2.4)

where we used the Sobolev inequality in the last step. Since the function
W= (09A —v)1 is square integrable, we obtain

supp(x)
| —1010:(x@)I| < [[hxell + [[(024 — v)x ¢

< lhell + IX llso el + W l2lxell 0

< lhell + IX ol + W NIz v/ 2l (o) [l xeel]

< [Ihll + I o llell + W ll2 (ell ) Il + €~ Hixel)

for any € > 0, implying that

(1= elWl2) 1) | < llhell + (I lloo + €W lI2) leoll.— (2.5)

By choosing e small enough, together with proves the first claim.
Further, let I C R be a compact interval and x; € C3°(R,[0,1]) be a
smooth cutoff function on I, i.e. 1;x; = 17 on R. By the Kato-Simon-Seiler
inequality (see [SS75] or [Sim79]), we know that ((—io10,) —i)~'1

supp(x1)
is compact. Hence, using the resolvent identity
1 1 1 1
— =——((—-1010 —xrh
NG T T i =1 N T ar(miayy =1 (A k)
1 1
—— = ((gA— —io1y,
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and the boundedness of

1
h—i’

((02A —v)xr —i01X])

1

as shown above, we deduce that also x7(h—1)7" is a compact operator. [

For establishing the Dirac operators on the half-line assume that A,v €
L2 ([0,00),R). It k € (Z + 1) U{0}, we set

hi = 01(—10;) + 02 (i — A> +v on L*(RT,C?). (2.6)

A priori hy, is defined as a symmetric operator on the dense subset
Do(h) := {¢ € Dmax(hi) | ¢ has compact support in RT}, (2.7)
with the maximal domain
Dimax (b)) = {¢ € L*(RT,C?) | ¢ abs. cont., hpp € L*(RT,C*)}.  (2.8)

Remark 2.3. Analogously as for the operator h, one shows that C$°(RT, C?)
is a dense subset of Dy(hy) with respect to the hy-graph norm.

As above, hy is in the limit point case at +oo for any k € (Z+ 1) U {0}
due to Korollar 15.21 of [Wei03]. Concerning the endpoint 0 we distinguish
two cases:

Proposition 2.4. Let |k| > %, then hy is in the limit point case at 0.

Hence, hy is essentially self-adjoint on Dy(hy) and on C(‘)’O(R+,(C2).

Proof. It suffices to show that there is a solution for the eigenvalue problem

hip = A, (2.9)

with A € R, which is not square-integrable at 0. According to Theorem 1 of
[ES08] (see also [Tit61]), there exists for k > % a unique solution 7 of (2.9)
with the asymptotic behaviour

7(z) = (0(1),1 4+ 0o(1)TzF as x—0.

(Let us note that [ES08, Theorem 1] is only stated for A = 0. However,
the same argument works provided that A is integrable at zero.) Let 7 be
a linear independent solution of such that the Wronski determinant
W(r,7) := 17 — 271 = 1. Assume that liminf, ,o|7(z)|z¥ = 0, then
clearly liminf, ,o W (7,7)(x) = 0, which is a contradiction. Hence, T can

not be square-integrable at 0. An analogous argument holds if k£ < —%. O
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Since for |k| > % the operator Ay is in the limit point case at both
endpoints, we know that Dpax(hi) equals the domain D(hy) of the self-
adjoint extension. As usual, we consider hy to be the extension on D(hy).

If £ = 0, we know that the operator hg is in the limit circle case at 0.
Therefore, according to Sturm-Liouville theory (see Satz 15.12 of [Wei(3]),
one has a one-parameter family of self-adjoint realisations of hg with corre-
sponding domains

D*(ho) = {¢ € Dmax(ho) | iii%(gol(x) cosa — pa(z)sina) =0},  (2.10)

where a € [0,27). For practical purposes, we work with the self-adjoint
realisation on D(hg) := D°(hg) and denote, as before, the resulting operator
by the same symbol hg.

Remark 2.5. Let xy € C>®°(R™,[0,1]) be a smooth function, supported away
from zero with bounded first derivative. By the characterisation of the do-

mains of self-adjointness (2.8) and (2.10)), together with the fact that k/x
is bounded on the support of x, we observe that

XD(hi) € D(ho) (2.11)
whenever the two operators have the same potentials A and v.

Now we want to discuss conditions under which the operators hj for
k # 0 are locally compact. Technically, the main difference between h and
hi is the k/z singularity at 0, which is not square-integrable (not even
integrable), hence it cannot simply be controlled by —io10; via the Sobolev
inequality. However, the Hardy inequality on the half-line

00 00 T 2
/0 |¢’(w)2dw21/0 ‘90(2” da (2.12)

x

enables us to treat the term 1/z as a perturbation. More precisely, consider
hy when A = v =0, then for ¢ € C§°(RT,C?) we have

lll7, = <<01(—13z) + 02];) @, 01 ((_iax) + U2];) 90>

k 2

e (2.13)

k
— 1P + el - {proa Ty ) +

1 2

> 12+ lel? + 2 - 18D 1o

Thus, by applying one concludes that if |k| > %, the H'-norm on the
half-line can be bounded by the hyg-graph norm. In particular, for |k| > %
any LP-perturbation can be controlled by the hj-graph norm whenever p >
2. The value |k| = 1 is not covered by this argument since it corresponds to
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the critical constant of the Hardy inequality. To treat this critical value, we
use the Hardy-Sobolev-Maz’ya inequality on the half-line, proven recently
in [FL12]. This inequality allows us to control also LP-perturbations for
p > 2, meaning that we have to impose slight restrictions on the regularity
of the potentials A, v in the following results.

Lemma 2.6 (Theorem 1 of [MSIH]). For |k| > 1 consider hy with A =
v = 0. Then any multiplication operator M € LP(R* C?*?), with p > 2,
18 infinitesimally hy-bounded. In addition, any multiplication operator M €
L2(R*,C?*?) is infinitesimally hy-bounded whenever |k| > %.

Proof. For p € C§°(R*,C?) we estimate

2

k
—¥
T

k
ol = 11+ l? = {2 ) +

2

1
> 12+ el + 2 = 14D 3o .14
—a(lkl—1/n2 1|1 2
N e

Using the Sobolev inequality [¢||2, < &|¢||®> + &~ 1[|¢’||? on the half-line,
valid for any x > 1, we deduce

lelln, = (1= pk)sllelz + (1= &)l
1

) (e o I

where pu(k) := e 4(H=1/2* ¢ (0,1]. Note that for k| = % the first term
on the right hand side of equals zero. By the Hardy-Sobolev-Maz’ya
inequality on the half-line (c.f. Thm. 1.2 of [FL12]), we obtain for ¢ € (2, 00)
and 6 = (1 —2¢™!) a constant ¢y (depending only on ) such that

z)e(nsoH?)l‘@

2 VT
+ (1 =0)e =]l

11
allel? < (112 - 1 |3

111
<a(Ie1P- 1|2

for any € € (0,1) (here we apply the Young inequality in the last step).
Combining this with (2.15]), we conclude that

pulk)collelly + (1= p(k))rebllol3, < bllellr, + cle s, O)l*. (2.16)

For M € LP(R*,C?*2), with p > 2, we choose # = p~!, hence p~ ' 4¢~ 1 = L.

2
Then ([2.16)) yields
IMel? < IMIGllellg < IMI5(e(k)eo) ™ (bllellf, + cle,x, 0)lll?)
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with € € (0,1). If |k| > & and M is an L*-function, we use again (2.16)
(dropping the first term) to conclude

-1

IMel* < [M3lel% < )HMH%HsDII%k + (e, k) o).

(= ()

The last two inequalities imply the claim since hy is essentially self-adjoint
on C§°(R*,C?) as remarked in Proposition O

Corollary 2.7. For|k| > 1 consider hy, with A,v € L, ([0,00),R) for some
p > 2. Then any multiplication operator M € L*(R™ C?*?) with bounded
support is infinitesimally hy-bounded whenever s > 2. If |k| > %, then the

same holds true for p,s > 2.
Proof. Let x € C*°(R™",[0,1]) be a smooth cutoff function, which equals 1

on the support of M and vanishes for large z. By Lemma [2.6] we find for
any € € (0,1) a constant ¢, such that for ¢ € C§°(RT,C?) it holds that

Mol = [[Mxel| < e

i k
(imion ot x| +edol. )

Set W := v —09A € L! ([0,0),R). Using again Lemma we find a

loc

constant ¢ > 0 such that

_ k
H(_max +a2x>xs0H < Ihxell + 1IWxel
1 . k
§\|hkx<ﬂ||+§ —1013x+02; x|l + cllell
ras K )
thkgoH—i-i —10133;—1—02; xe|| +ellell,

where é = ¢ + ||X/|lco. Combining this with (2.17)) results in the statement
of the corollary. O

Theorem 2.8 (Corollary 4 of [MSI5]). For |k| > 1 consider hy, with A,v €
L¥ ([0,00),R) for some p > 2. Then hy, is a locally compact operator, i.e.

loc
for any bounded intervall I C (0,00) the product 1;(hy —1i)~! is compact.

Proof. Let I C (0,00) be bounded and x; € C*°(]0, c0), [0, 1]) be a smooth

cutoff function on I, i.e. x7(z) =1if x € I, and x;(z) = 0 if dist(z, I) > 1.
We use the reference operator

1
hiet = 01(—10z) + o2 on LQ(R+, (Cz),
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which is known to be locally compact (see e.g. [Sch95]), and prove that the
right hand side of the resolvent difference

1 1 1 1
2 2 : 2 2 :
— — hy — 2 (hop —
XI href i hk —i XI hk —i (( k I)XI XI( ref 1)) href —i
1 9 . , 1
e ((v o9 A)XT 2101)(1)(1) Toog — i
1 1 3 1
k—1 142 1
+( )hk—i:E 1XT02T -

is a compact operator. Since Ayt is locally compact and (v—o94)x7, afix I,
and 2i o1/ are relatively hg-bounded (see Corollary, it suffices to show
that

1
href — 1
is compact. To this end recall that by the singularity 2 is bounded
with respect to hfef in the sense of quadratic forms. Because exponentiating

to the power a € (0,1) is operator monotone, we conclude that the com-
position 3/ 4|href —1 \*3/ 4 is bounded. Therefore, the resolvent identity

(2.18)

XI1T - = T — XTI x —\—101X :
Prer — 1 Prer — 1 Prer — 1 ! Prer — 1
s 1| < 1 ) 1 |a
= | sgn : S XTI
href —1 href —1 href —1
s 1 . p 1
1 —
o href —1 ( 101XI) href —1

leads to the compactness of (2.18) as soon as |hyer — i|~/4x; has that
property. With the integral representation of the 8-th root, i.e. by writing

’ : % ( : >é
- XI =\ —= ) XI
Rref — 1 hl?ef—{—l
- B(I 1)1/00 L as (2.19)
878 0 hfef—l-s—i-l sl/8

(here B(x,y) denotes the beta function), this missing component is evident:
Since the function

1 1
+1—|—8X131/8

(0,00) > s — 2

ref

is continuous and absolutely integrable (with respect to the operator norm
on L?(R*,C?)), integral can be seen as a Bochner integral in the
Banach space of compact operators, equipped with the operator norm of
L?(R*,C?) (see e.g. Appendix E of [Cohl13]). O

Remark 2.9. If |k| > %, then Theorem 1s also wvalid for potentials
Ajve L2 ([0,00),R).

loc
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2.1.2 Usual and Unusual Potential Transformations

In this subsection we want to discuss some unitary/non-unitary transfor-
mations on L?(R,C?) and on L?(R*,C?), which help to establish relations
between different Dirac operators in dimension one. As in Subsection [2.1.1]
we assume A, v to be at least locally square-integrable.

Proposition 2.10. For k € (Z + %) U {0} the operator hy is unitarily
equivalent to the operators

o2(—10;) + o1 (A - i) +v on L*(RT,C?) (2.20)
and
01(—10;) + o3 <A - k) +wv on L*(RT,C?), (2.21)
x

with domains

%(1 - ldg)D(hk) and %(1 + lO’l)D(hk)

respectively. The statement is also valid for h and corresponding operators

on L*(R,C?).
Proof. Using the commutator properties of the Pauli matrices, we compute

1 . 1 . 1. .
ﬁ(l —i03) 01 \/5(1 +io3) = 5(10103 —i0301) = 09,
1 . 1 . 1, .
ﬁ(l —1io03) 09 \/5(1 +io3) = 5(10203 —io30y) = 01,
and
1 . 1 . . .
ﬁ(l +ioy) oy \/5(1 —io1) = 5(io102 —io901) = —03.

Consequently, we get

\}5(1 —io3) hy \}5(1 +io3) =02(—10;) + 01 (A— :IZ) +

on (1 —io3)D(hy) and

1 1 k
—(1+ioy)hy—=(1—1i01) =01(—10;) +0o3( A—— ] +0
i) (1= i0n) =10, + o (4~ £
on 1(1+io1)D(hy). O
Remark 2.11. Note that (2.21]) means that hy (as well as h) is unitarily

equivalent to a one-dimensional Dirac operator with a mass term and a pure
scalar potential.
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As already remarked in the introduction, the (massless) Dirac operators
in dimension one with pure scalar potentials are completely solvable:

Proposition 2.12. Assume that A = 0. Then h and hg are unitarily equiva-
lent to the corresponding free operators, i.e. to o1(—i0,) on the correspond-
ing domains, via the map

Uelta) = exp (i1 [ os)as) pte)

on L2(R,C?) and on L*(R*,C?) respectively.

Proof. We first note that
[U*¢](z) = [U_ISD] () = exp <—i01 /Oﬂc v(s)ds) ()

holds on L?(R,C?) and on L?(R*,C?) respectively. Hence, U is a unitary
operator on both Hilbert spaces. We only proceed with the case of hg since
the one of h is completely analogous. First note that the (matrix-valued)

function
exp (—ial/ v(s)ds>
0

is absolutely continuous, so for ¢ € D(hy) we know that U*¢ is absolutely
continuous (see e.g. Chapter VII of [Els05]), i.e. one can compute

Uo1(=i0.,)Up = o1(=i)¢’ + o1(=i)(io1)ve = hop. (2.22)

Therefore, o1(—i0,)Uyp € L*(RT,C?) and because [Uy]1(0) = 0 we have
Uy € D(o1(—101)). Similarly we get the inclusion U*D(o1(—101)) C D(hg).
Further, by (2.22)), the equation U*o1(—10;)U = hg holds on D(hg). O

Corollary 2.13. Assume that A = 0. Then for bounded intervals I C R
and Iy C R the operators 17(h—1i)"tand 11,(ho—i)~! are Hilbert-Schmidt
with Hilbert-Schmidt norms

k&
k

Proof. Note first that due to (the proof of) Proposition we have the
identity

1
h—i

1
< —=VI, (2.23)
Hs V2

1

< VI (2.24)
HS

I -
O ho —i

1 1 1
o MGy 1 Y TV G

U,
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which holds analogously for hg. Thus, using the Kato-Seiler-Simon inequal-
ity (see [SS75] or Chapter 4 of [Sim79]), we deduce that 1;(h — i)~ ! is
Hilbert-Schmidt with
1
—=VHI.

1
1 < <
‘ Hs V2w 2 V2
For the operator hy we use the resolvent kernel of o4(id,) on L*(R*,C?),
which can, due to Section 15.5 of [Wei03], be computed as follows: If one

has a fundamental system 71(z, - ), 72(2, ) of the ODE [02(i0,) — z|T = 0,
then, for z € C\R, the kernel is given by

1
h—1i

1 1
Lo (=i0,) —

1

le—i

I (117]l2

HS ’

1 ( ) Zik:l mzk(z)Tj(le)Tg(z,mz) if x1 > 29 >0,
———(z1,712) = S

09(10;) — 2" Z?,k:l m;k(z)Tj(E,xl)Tg(z,xg) if xog > 21 > 0.
Here the 2 x 2 matrices m™*(2),m™(z) are given in terms of complex coef-
ficients mq(z), mp(2), chosen such that m,(2)m1(z, - ) + 72(z, - ) satisfies the
boundary condition at 0 and that my(2)71 (2, - )+72(z, - ) is square-integrable
at oo. Using the fundamental system

COS 2 —sin zx
mi(z,7) = sinzz /’ ma(2,7) = coszx /)’

we obtain that mg(i) = 0, mp(i) = i and therefore (by the formula of
[Wei03]) the explicit resolvent kernel

(i sinhzo — coshxy
e ™1

] ) for 1 > z92 > 0,
sinhxs 1 coshzo

1
oai0,) —1 ) =

isinhzy sinhaxy
e "2
—coshzyp 1coshx

> for zo > x1 > 0.

Since 17,(w1)(02(i0;) — 1)~ (z1,72) is square-integrable as a function on
R* x RT, we deduce with Proposition that 17,(ho — i)' is Hilbert-
Schmidt with HS norm

1 1 2
1| =||1—
’ Ioho—i ‘ 10218) HS
1 2
/ / |:[].[0 .171 W(Il,fﬁz) ((C) dI‘ldl'Q
Mo

- / 117, (z1)? / e 2e1—22] Qoo day
0 0

< ol



CHAPTER 2. BASIC FEATURES OF DIRAC AND PAULI OPERATORS 25

Now we want to present a method to connect (massless) one-dimensional
Dirac operators with different potentials (A,v) and (A, 7). More explicitly,
we consider classes of potentials (A, v) for which one can establish a relation
to a one-dimensional Dirac operator with a (almost) pure scalar potential
#/ (almost) pure magnetic potential A. We first discuss the possibility to
reduce h/hj to a Dirac operator with (almost) pure scalar potential, for
what we introduce the classes:

Assumption 2.14 (AS1). A,v € L2 (R,R) such that A = A; + Ay, v =

loc

v1 + va, where Ay, vy have compact support and As, vy € CH(R,R) fulfill
i) vy is supported away from 0 and supp(Asz) C supp(ve),

i) [ Aa/talloe < 1,

iii) the derivative (Agy/vy) is bounded on R.

Assumption 2.15 (AS1'). A,v € L ([0,00),R) for some p > 2 such

loc

that A = A1 + Ay, v = vy + v9, where Ay,v1 have compact support and
Ag,v9 € Cl(R+,R) fulfill

i) vy is supported away from 0 and supp(Az) C supp(va),
ii) [|[A2/vollee <1,
iii) the derivative (Asy/vy) is bounded on [0, 00).

We remark that condition ii) is essential for the transformation we use.
As we already mentioned in the introduction, Lorentz boosts can manip-
ulate two-dimensional electromagnetic field configurations which one may
describe by (A4,v). Since Ly = e™?%/2 represents the Lorentz boost in direc-
tion n € R?, we study the behaviour of h and hj under the transformation
¢?29/2 on the corresponding Hilbert spaces:

Let a < oo, then for § € C'((a,0),R) we obtain

e 020/25 0020/2 _ omo205 (cosh @ — oy sinh 6)o;

by the commutator and multiplication properties of the Pauli matrices.
Therefore, we have
e~ 72024, (—i 896)6020/2 = 6_029/2016020/26_029/2(—i 836)6029/2
= (cosh§ — oy sinh0)oy (— 19, —ic2)  (2.25)
= cosh (1 — o9 tanh@)al( — 10, — iag%l)

on C§°((a, 00), C?). For potentials (v, A) belonging to class (AS1) or (AS1’),
condition ii) allows one to define the bounded function

6 = tanh™' 3 := tanh™! (AQ> = tanh ™! <AQ> € C'((a,00),R) (2.26)

V2 v
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for a = —oo or a = 0 respectively. We set, as common in physics literature,

v = coshd, i.e. =1 = /1 — 2. For a Dirac operator h on L?(R,C?) with
(A,v) satisfying (AS1) we use and obtain

e 02012 e020/2 _ £roy < —i0, — 10292,> + <1 - UQAQ>U — 094

! (227

=M [01(—18:13) +v/y =1+ 028)0241 + 032]

on C§°(R, C?), where the multiplication operator M := y(1—02f3) is bounded
on L%(R,C?) with inverse M~! = (1 + 02/3). Respectively, the operator
hi, with potentials (A, v) satisfying (AS1’), transforms as

/
e=20/2p, 67292 — M [01(—1893) +v/v+ (14 028)02 (ZZ - Al) + 0302]

on C§°(RT,C?). As above, we use the abbreviation M = v(1—a3/3), though,
in this case the operator M acts on L?(R*,C?). Summarising, we have the
identities

e 202pe?20/2 — NMp and e 722 he?202 = My, (2.28)

on C§°(R,C?) and on C§°(RT, C?) respectively. The operator

_ /

0
h:=01(-103) —v(1 + 028)02A1 +v/vy + 035 on L*(R,C?)

is of type (2.1) with a bounded perturbation term 03%, hence essentially
self-adjoint on C§°(R,C?). Similarly,

/

- k 0
hi = 01(=10;) + (1 + 02f8)02 <x — A1> +v/y+o3y on L*(RY,CY)

is of type (since Ag = 0 in a vicinity of zero and therefore /3), perturbed
by a bounded operator. So for k € Z + % also hy, is essentially self-adjoint
on C§°(RT,C?). As a consequence, the operators M h and Mhy, are closed
on the corresponding domains D(h) and D(hy).

Theorem 2.16 (Lemma 1 of [MS15]). Consider the operator h with poten-
tials satisfying (AS1), and for k € Z + % the operators hy with potentials
satisfying (AS1'). Then the domain relations D(h) = D(Mh) = e~"2%/2D(h)
and D(hy) = D(Mhy,) = e=2/2D(hy,) hold true. Further, we have for any
z € o(h) = o(Mh) that

(Mh = 2)™" = =2 (h — z) 71072,
as well as for any z € o(hx) = o(Mhy) that
(Milk I (2*"2’6?/2(/%/1c — 2)716020/2.
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Proof. We give the proof only for the operator h. The argument for hy is
completely analogous since in this case we have C§°(R™, C?) as a common
core for hy, and Mhy,. The equality D(h) = D(MAh) is a direct consequence
of the bounded invertibility of M, following from ii) of (AS1). We note
that C}(R,C?), consisting of C'!'-functions with compact support, is also
contained in D(h) and in D(h), hence it is also an operator core for h and
h. Further, the first relation of is also valid on C¢(R,C?) (which
is an invariant subspace under the transformation e/ 202). Therefore, we

deduce, for ¢ € C3(R,C?), that
le= ey < ™| il (2:29)
e[l < e[ cllelln - (2:30)
If ¢ € D(h), we choose a sequence (y,)neny C Ca (R, C?) that converges to ¢

in the h-graph norm. By (2.29), the sequence (e=720/2 ) en C C}(R,C?)
is Cauchy in the M h-graph norm. Hence,

lim e~720/2¢p, = ¢7720/2¢, ¢ D(MD).

n—oo

The inclusion D(Mh) C e~72%/2D(h) follows similarly by using estimate

(230)) instead of (2.29) . To derive o(h) = o(Mh) and the resolvent identity
for z € o(h), first note that for any z € C we have the operator identity

e 02 (h — 2)e”?? = (Mh — 2) on D(Mh) = e~ *?D(h).  (2.31)

Recall that z € o(h) iff h — 2 : D(h) — L*(R, C?) is bijective with bounded
inverse, which holds (due to (2.31)) iff Mh — z : D(Mh) — L*(R,C?) is
bijective with bounded inverse. Hence, the resolvent sets are equal. In this
case, i.e. z € g(h), it is easy to see that

(Mib o 2)71 _ 679/202(11 - 2)7169/20'2.
]

Now we want to discuss the second class of potentials (A, v), for which
one can establish similar relations as in Theorem [2.16] but to operators with
an almost vanishing scalar potential. As one may guess, this is possible when
v < A at large values in order to use a similar transformation as above with
a reciprocal “boost speed” 0, ~ v/A. We introduce:

Assumption 2.17 (AS2). A,v € L2 (R,R) such that A = A; + Ay, v =

loc

v1 + vo, where Ay, vy are compactly supported and Aa, vy € CH(R,R) fulfill
i) As is supported away from 0 and supp(ve) C supp(As),
ii) [lva/Azllee <1,

iii) the derivative (vy/As)" is bounded on R.
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Assumption 2.18 (AS2). A,v € L ([0,00),R) for some p > 2 such

loc

that A = A1 + As, v = vy + vg, where Ay,v1 are compactly supported and
A, ve € CHRT,R) fulfill

i) As is supported away from 0 and supp(ve) C supp(As),
i) [lv2/Asleo <1,
iii) the derivative (va/As)" is bounded on [0, 00).

Analogously as in ([2.26)), we define for potentials (A, v) satisfying (AS2)
or (AS2)

0, = tanh™! B, := tanh™* (jf) = tanh ™! (j) € C'((a,00),R),
2

with ¢ = —oo or a = 0 respectively. Note that 6, is bounded. Further, we
set 7,1 = /1 — B2 and M, = v.(1—0283,). The latter is again an invertible
matrix function with inverse M ! = ~,(1 + 0203,). For an operator h with
potentials of class (AS2) we obtain

/

0
6_020*/2h6029*/2 = M, [gl(_j az) — ng/fy* + ’y*(l + 026*)01 + 035*

on C3(R,C?). Note that
A~ 9/
h:=01(—=10;) — 02 A/ Ve + 7 (1 + 028:)v1 + 035*

is again essentially self-adjoint on C§°(R,C?) and has (beside the residual
terms 7, (1 4 o20)v1, 036, /2) only the magnetic potential A/v.. If hy is
coupled to potentials of type (AS2'), we obtain

6—029*/2hk6029*/2 — M*]Alk
on C3(R*,C?), with the operator

. k k
hk: = 0'1(—1833) + ()] <,17 — A/’Y*> + M*_lvl + UQ(M*_l — 1); + 0'35*

on L?(R*,C?). Since M, = 1 in a vicinity of 0, we see that oo(M* — 1)%
is bounded. So hy, is again essentially self-adjoint on C§°(R™, C?) for every
keZ+ % Analogously to Theorem one proves

Theorem 2.19. Consider the operator h with potentials satisfying (AS2),
and for k € Z—l—% the operators hy, with potentials satisfying (AS2"). Then the

domain relations D(h) = D(M,h) = e~2%/2D(h) and D(hy,) = D(M*fzk) =
e~720-/2D(hy,) hold true. Further, we have for any z € o(h) = o(M.h) that

(Muh— 2)71 = =020-/2(p — )~ 1¢0204/2.
as well as for any z € o(hi) = o(M.hy) that
(M*ilk — 2)71 — 6*0'249*/2(}.“g _ Z)fleO'QH*/Z'
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2.1.3 Spectral Properties

In this last part of the first section we shortly present some (partially known)
facts about Dirac operators on the line and half-line. In particular, we
focus on spectral features of h and of the hy’s for potential functions A and
v that are allowed to grow at large values. Some of them are immediate
consequences of the previous theorems on potential transformations.

)

First of all, we consider the case A = 0, i.e. the operators h and hj with
purely scalar potentials v. Since the operators o1(—id;) on L?(R,C?)
and o1(—i0,) on L?(R™, C2) have purely absolutely continuous spectrum
covering the whole real line (see Satz 15.31 of [Wei03]), we deduce from

Proposition that
Tac(h) = dac(ho) =R, 0sc(h) = 0sc(ho) = 0, Upp(h) = Upp(hO) = 0.

For k # 0 the spectrum of hy has not that canonical structure. Indeed,
even for potentials v with bounded support eigenvalues can occur if |k| >
% as shown in [Sch10]. However, assuming certain additional regularity
on v, this can only happen at points of o(hg) = R that lie in the limit
range of v, i.e. in the range of v at oo; Outside that limit range of v
the spectrum remains purely absolutely continuous (see Theorem 4 in
[Sch10] for the precise statement). In particular, if v(z) — oo as © — oo
this implies again the absence of pure point and singular continuous

spectrum for hy.

Now assume that v = 0. Because the potential function A describes
in our considerations a magnetic field, we are particularly interested in
statements when A% grows at (4)oc.

For h assume that A satisfies the regularity conditions of Assumption
Then for ¢ € C§°(R, C?) with supp(¢) Nsupp(4;) = ) we compute

1heol|* = ((o1(=182) — 02A2) @, (01(—10:) — 0242) )
= (¢, @) + (A2, A2p) + (=i ¢, —i03420) — (—i 034200, —1¢')
= <S0/7 QOI> + <A2§07 A290> - <§07 0-3A/290>
> (Asp, A2p) — (i, 03 450).
In the case of hy assume that A satisfies the regularity conditions of

Assumption Then for ¢ € C§°(R*, C?) with supp(¢) Nsupp(A1) =
() we obtain (c.f. Chapter 7.3 of [Tha92])

k
[hiel|? > (Asip, Asp) — (p, 03 Abp) — 2<xso,Ast>~

By Remark of the Appendix, we conclude that if
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o A3(z) — 0o as |z| — oo,
o Al(z)/A3(x) — 0 as |z| — oo,

then the operators h and hy, with k& # 0, have purely discrete spectrum,
i.e. o(h), o(hg) consist only of eigenvalues of finite multiplicity.

3) Unlike scalar potentials v, strong off-diagonal potential functions o9 A do
produce eigenvalues and spectral gaps. In view of the discussion in the
previous subsection for preparing Theorem [2.19] it is plausible that the
quality of the spectrum of A and hj does not change as long as v is small
compared to A at (+)oo. Let us make that precise:

Consider h and h; (with & # 0) coupled to potentials (A,v) of class
(AS2) and (AS2) respectively. Then, by Theorem we know that
(using the notation of Subsection

(h—i)"! is compact <= (M,h—1i)"! is compact,

which analogously holds for hj and hy. In view of D(h) = D(M.,h),
the closed graph Theorem (see Chapter 4 of [Wei0(]) implies that the
operators (h—i)(M*hA—i)*1 and (M,h—i)(h—1i)~! are bounded (here
h can be replaced by hy). Hence, we deduce that

(h—i)™' s compact <= (h—1i)"! is compact,

(hy —i)~! is compact <= (kg —i)7! is compact.

The operators h and izk have, beside the bounded residual terms o036, /2
and oo( M1 — 1)&, only a magnetic potential. As in 2), we see that if

o (A3/7.)%(x) — 00 as |z| = oo,
o (Ao/7.)(2)/(A2/7)*(x) — 0 as [z] — oo,

the operators h and hy have compact resolvent. This enables us to
generalise the case v =0 to

Corollary 2.20. Consider the operators h and hy, with k # 0, coupled
to potentials (A,v) that satisfy Assumptions cmd respectively.

Assume that

a) A2(x) — oo as |z| — oo,
b) Ah(z)/A3(x) — 0 as |z| — oo,

then h and hy, have compact resolvent, i.e. o(h) = ogisc(h) and o(hy) =
Udisc(hk)-

We remark that one can also obtain Corollary by a more direct
argument (see Appendix A of [MS14]). This second argument bypasses
potential transformations, so one can see that the statement of Corollary
holds true, even if one weakens the regularity condition on vo and
drop the boundedness of (vy/A2)".
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4) Finally, we have a look on the quality of the spectrum of h and hj when
v is large compared to A. The discussion on potential transformations
suggests that for potentials (A4,v) with |A] < |v| at oo (c.f. Assump-
tions and , the operators h and hj should also be spectrally
related to operators with an almost pure scalar potential. Deducing this
from the resolvent identities of Theorem is not that canonical as in
case 3) above. However, there exist already results confirming that if v
dominates A at large values, the spectrum of h and hy is again purely
absolutely continuous. These are immediate consequences of the Gilbert-
Pearson theory (see e.g. Section 15.7 of [Wei(3]), which gives the abso-
lute continuity of the spectrum due to the boundedness of the solutions
of the corresponding ODE. In our context this technique leads to

Proposition 2.21. Consider the operators h and hy,, with k # 0, coupled

to potentials (A,v) that satisfy Assumptions and [2.15 respectively.
Assume that

a) |va(z)] — 00 as z — o0,

b) (Az/v2) is integrable at oo,

then o(h) = o(hx) = R is purely absolutely continuous, i.e. og(h) =
opp(h) =0 and osc(hg) = opp(hy) = 0.

A proof of this statement is given in [SY98] for even more general con-
ditions and also for Dirac operators on the (half-)line with mass terms.
We remark that the additional condition on the integrability of (As/vy)
also means that the term 036’ /2 of h and hy, can be seen as an L'-per-
turbation. In addition, one also needs condition a) of Proposition m
to exclude eigenvalues for hj with pure scalar potential (i.e. A =0).

2.2 Dirac and Pauli Operators in Dimension Two

2.2.1 Self-Adjointness and Gauge Invariance

In this section we establish the mathematical setup for the massless Dirac
operator and the Pauli operator in dimension two.
Let A € LV (R%2,R?)and V € L{ (R2%,R), with p,q € (2,00). The mag-

loc loc
netic Dirac operator on L?(R?, C?) is a priori given by

Day=[o- (-iV—A)]y, € C&R?*,C?), (2.32)
and the massless Dirac Hamiltonian on L?(R?, C?) by
Hpi := [Da + V], Y € C°(R?,C?). (2.33)
For such weak regularity conditions on A the magnetic field

B =curl A = 81142 — 62A1 (2.34)
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is in general defined in distributional sense. Due to [Che77], the operators
DA and Hp, as defined in (2.32)) and (2.33)), are essentially self-adjoint. As
usual, we denote the self-adjoint extensions of Da and Hp by the same
symbols and their domains by D(Da) and D(Hp) respectively.

Remark 2.22. For any given A € L (R?,R?) and V € L] (R? R), with

P, q € (2,00), the self-adjoint operator Hp on L?(R% C?) is locally compact.

Proof. For R > 0let xg € C§°(R?, [0, 1]) be a smooth characteristic function
on the ball of radius R, i.e.

() 1 for |x| <R,
X) =
xR 0 for |x| >R+ 1.

The right hand side of the resolvent identity

1 1
DA V1 XX
1 1
- = [g-A- o (—i
DA+V—1[(U Vixe =0 ( 1VXR)]DO—i

is compact since due to the Kato-Seiler-Simon inequality, we know that the
product W(Dg — i)~! is compact whenever W € LP(R? C?*2) for some
p > 2. Consequently, also the operator (Da + V — i) !xg is compact. [

Since the physics of the described system should depend on the magnetic
field B and not on the vector potential A, we briefly discuss the gauge in-
variance of Hp: Assume that the two vector potentials A, A € Lfoc(RQ, R?),
with p > 2, generate the same magnetic field, i.e.

curl A = curl A = B.

Then, as shown in [Lei83], there exists a gauge function I' € I/Vlif(RQ,]R)
such that

A=A+VI.

Let Ve Ll. (R%,R) be a given scalar potential. Using a local approximation

of I' by smooth functions (with respect to the W!P-norm), one can verify
that e 'FC5°(R?,C?) C D(Da + V) and that

' (Da +V)e 'y = (Dx + V) (2.35)

holds for ¢ € C§°(R?,C?) (see [KS12] for a detailed calculation). Because
Dj +V is essentially self-adjoint on C5°(R?, C?), we conclude that

e 'D(Dg +V) CD(Da +V) (2.36)
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and that (2.35) is also valid for ¢ € D(D4; + V). It is easy to see that
even “=" holds in (2.36), thus the two operators Da +V and D; + V are
unitarily equivalent.

The Pauli operator without an electric potential can, for A € L | (R2,R2)
and p > 2, be simply defined as the square of the magnetic Dirac operator,
ie. Py = Di. Clearly, it is a self-adjoint operator on the natural domain
{tp € D(DA)| Da% € D(Da)}, and since C§°(R?, C?) is an operator core of
Dy, it is also a form core for Pao. We remark that it is possible to define the
magnetic Pauli operator Pa for even more singular vector potentials than
L% by using proper quadratic forms (see [EV02]). However, we deal with
strong negative scalar potentials V' and therefore we cannot use quadratic
form methods to define the full Pauli Hamiltonian. Instead, we establish the
self-adjoint operator P +V on L?(R?, C?) by using essential self-adjointness

on a nice core:

Proposition 2.23. Assume that A € CH*(R2 R?) for some o € (0,1), i.e.
assume that the derivatives of A are locally (uniformly) a-Hélder continu-
ous. In addition, let V € C%(R?,R) satisfy the lower bound condition

V(x) > —cx*+d, xecR? (2.37)
for some constants ¢ > 0, d € R. Then the densely defined operator
Hpp=[lo- (-iV=AP+V]y, ¢ eCP(R,C)
1s essentially self-adjoint.

A proof of this Proposition can be found in [Iwa90] or [Mehl5]. Note
that condition on the maximal growth rate of the negative part of V'
is the same as for the classical Schrodinger operator —A + V. Therefore,
(2.37)) cannot be relaxed or dropped. The regularity conditions on A and V'
are quite strong compared to those in the magnetic Schrodinger case (see,
e.g. Chapter X of [RS75] or Chapter 1 of [CFKS87]). This results from
the fact that the proof of Proposition does not rely on quadratic form
techniques, which involve the diamagnetic inequality for —iV — A. Instead,
one proves Proposition by arguing that ker(Hj +1) = {0}, requiring
more regularity on the potential functions. One might be able to extend this
method up to potentials A € Ly, with div A, curl A € Ly, and V' € Ly,
but still that is much compared to the regularity conditions on the magnetic
Schrédinger operator. Anyway, for our purposes we are contented with Pro-
position [2.:23] even if this remains an interesting problem.

Remark 2.24. For V = 0 the self-adjoint operator Hp, given by Proposi-
tion coincides with the operator square of Da, i.e. also DQA 1S essen-
tially self-adjoint on C$°(R?,C?).
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Remark 2.25. The self-adjoint operator Hp on L*(R?,C?), given by Propo-
sition |2.23, s locally compact.

The statement of the last remark can easily be verified using a compari-
son argument as in the proof of Remark the local compactness of Da
implies immediately the one of Di, hence one may compare the resolvents
of Hp and Di.

Remark 2.26. If A, A € CY%(R2,R?) are two different gauges of the same
magnetic field B, then the operators Hp = Pp +V and Hp = Pz +V on
L?(R2,C?) are unitarily equivalent.

2.2.2 Supersymmetry, Zero Modes and Landau Levels

In this subsection we want to point out some particular features of the mag-
netic Dirac operator D and of its square Pp, the magnetic Pauli operator.
As in the definition of D, assume that A € L (R% R?) for some p > 2.

loc
First, let us briefly recapitulate the relation between the positive and neg-

ative part of Da and describe the structure of ker(Da). To this aim, we
introduce the following orthogonal projectors on L?(R?, C?):

I =100 (Da), o:=1g03(Da), Hi:=1e)(Da) (238)

Further, we set Hé := id —1IIp, which denotes the projection onto ker(D A)l.

Since the self-adjoint operator Da on L?(R% C?) has an off-diagonal
structure, we can write

0 d*
Dalcgerec2) = (d 0 >, (2.39)
with the closable operators
d:= (—181 —Al)—i-i(—iaQ—AQ) on CSO(RZ,(C),

and

d* = (=10 — A)) —i(=i02 — A3)  on CJ°(R?,C).

As usual, we denote also their closures by d and d*. The notation already
indicates that d* is the adjoint operator of d, which is a direct consequence of
the essential self-adjointness of Da [ geo(r2 c2) (see Section 5.2.2 of [Tha92]).

We extend identity (2.39) to

Da = (2 ‘é) on D(Da) = D(d) & D(d*),  (2.40)

and remark that

ker(Da) = ker(d) @ ker(d*), ker(Da )b = ker(d)t @ ker(d*)*,
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(7 0 1 0
w3 0) w0 )

Obviously, 7, 7, denote the orthogonal projections onto ker(d), ker(d*), and
analogously 7+, mi the orthogonal projections onto ker(d)*, ker(d*)*. Due
to the off-diagonal matrix structure of D4, one has the same structure for
the signum of Dy, i.e.

as well as

DA (O s*

m = s 0 ) on ker(DA)J‘.

sgn(Da) =

Since sgn(Dy) is an involution on ker(Da ), the maps
s: ker(d)t — ker(d*)*, s* ¢ ker(d*)t — ker(d)* (2.41)

are unitary and adjoint to each other. Taking the square of (2.40]) results
in the diagonal operator

D4 = (d;d dfl) on D(D}) = {t € D(Da) | Dath € D(Da)}.

The diagonal entries d*d and dd* are self-adjoint on the domains D(d*d) =
{¢p € D(d)|d¢ € D(d*)} and D(dd*) = {¢ € D(d*)|d*¢ € D(d)} respec-
tively. Considering the operator identity Di = sgn(DA)Disgn(DA) on
ker(Da )" by components, we get

d'd 0 s*dd*s 0

for 1) = (¢1,99)T with o1 € D(d*d) Nker(d)* and ¢ € D(dd*) Nker(d*)*.
In particular, d*d e (gyr and dd” [yey(g+)+ are unitarily equivalent and satisty

o(d*d)\{0} = o(dd*)\{0} (0, 00).

The operators d*d and dd* are useful for diagonalising the matrix struc-
ture of Da. Indeed, using the Foldy-Wouthuysen transformation (see, e.g.
[KS12] for an explicit computation), one can see that DA is unitarily equi-
valent to

(0" Jar)

We conclude

Proposition 2.27. The positive and negative part of the self-adjoint oper-
ator Da admit the unitarily equivalent representation

I DALY & Vd¥dlyep(gyr  and  II_DAIl = _\/ﬁrker(d*)l

in terms of d*d and dd*. In particular, —11_DaIl_ and 114 DIl are uni-
tarily equivalent, hence the spectrum of Da is symmetric with respect to the
oTigin.
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One can even gain a bit more information on the spectrum of Dy if one
looks at the (formal) commutator of d and d*: For ¢1,¢2 € C§°(R?,C) we
obtain

I
[M]

(d* 1, d" o) ((=10; — Aj)p1, (=10; — Aj)da) + (¢1, Boa),

<.
I
—_

(don,ddo) = > ((—i10; — Aj)d1, (—10; — Aj)d2) — (é1, Bda),

]

<.
Il
-

with B = curl A, as defined in , considered as a distribution. Com-
bining both identities, we deduce that

(d*¢1,d" p2) — (dg1,dd2) = (¢1,2B2) (2.43)
for ¢1, 2 € C5°(R?,C) and observe
Proposition 2.28. For A € LY (R%? R?), with p > 2, assume that B =

loc

curl A € L (R2 R) is bounded from below. Then

loc
IDATIE G2 = [[d*sm o + ld | = (STIg 6, 2BST1E )
for ¢ € C§°(R%,C?), hence also for 1 € D(Da). Here S denotes the map
L 0 on ker(d)* @ L*(R?,C)
0 id e

This proposition states that the operator D3 on Il3 L%(R%, C?) can be
considered as bounded from below by 2B (up to unitary equivalence). Simi-
larly, we deduce the lower bound —2B5 on H(J)-LZ(RZ, C?). As a consequence,
the next corollary is also true if the assumptions hold for — B instead of B.

Corollary 2.29. For A € L (R? R?), with p > 2, assume that B =

loc

curl A € L (R2 R) is bounded from below. If B > By > 0 on R?, then

loc
(= V/2B0,0) U (0, V/2By)  o(Da).

Further, if B — 0o as |x| — 0o, then DaIlg on I3 L?(R2,C2) has compact
resolvent, i.e. 0(Da)\{0} consists only of eigenvalues of finite multiplicity.

Now we take a closer look on the kernel ker(Da) = ker(D3%) of the
operator Da. To this aim, it is convenient to work with the notation of
complex calculus, i.e. we set z = x; + iz and use the differential operators

1 1
Oni= 5 (01 —10y),  0:i= (01 +id),

We can write d and d* as

d:—Qiaz—(A1+iA2), d* :—2182—(A1—iA2).
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To employ this compact notation, suppose that curl A € L{ (R? R) for

loc

some ¢ € (1,2]. Then, as shown in [EV02], one can find a solution ® €
VVif(RQ, R) of the Laplace equation

AP = curl A. (2.44)

Since A := (—0,®,0,®) € L? (R?,R) (see, e.g. [KSI2]) satisfies curl A =

~ loc
curl A, we may assume that A = A in view of the gauge invariance of Da.

A simple calculation shows that
d=e"(—2i0;)e? and d* =e®(=2i0,)e”?
hold on C§°(R?,C?). So the essential self-adjointness of D allows us to
rewrite ker(Da) in the following way:
¢ € ker(Da) & (Dath, ) =0 Vb € CF(R?,C?)
& (e®(-2i0.)e ®¢,1) =0 V¢ € C°(R?,C),
(e7®(=2105)e%p,02) =0 V¥ ¢ € C3°(R?,C)
= ageq)wl =0, 8Z€_¢¢2 =0,

where the equations in the last line have to be seen in the sense of distribu-
tions. We obtain

-3
ker(Da) = { <C:)12€@¢’ ) € LQ(RQ,(CQ) | wy,ws are entire in x7 + iacg} )

(2.45)

Note that the right hand side of (2.45)) does not depend on the solution ®
of the Laplace equation ([2.44). This representation of ker(Da ) is useful to
prove (see, e.g. [RS06])

Proposition 2.30. Let & € W29(R%R), with ¢ € (1,2], be a potential

function for the vector potential A, i.e. assume that A = (—02®,0:P). If
the positive and negative part of B = curl A satisfy

/ [B]; d%z = oo, / [B]_ d*z < oo,
R2 R2

then the space ker(d) = {we™® € L?(R?,C) |w is entire in x1 +ixy} is in-
finite dimensional.

To close this paragraph, we want to discuss an example of D that is
completely solvable: The Landau-Dirac Hamiltonian denotes D in the case
B = By = const. Let us only discuss the case By > 0. Using the potential

function ®(x) = B2(2? + 23), generating the vector potential

0
4
A =50 (72
2 I
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we can write (with the complex calculus notation)

d=-2i(0; + 5ez),  d*=-2i(0, - Bz). (2.46)
The commutator relation (2.43) reads as [d,d*] = dd* — d*d = 2By on
C§°(R%,C), hence the self-adjoint operators dd* and d*d differ only by the
constant 2By. Therefore, we have

o(dd*) = o(d*d) + 2By C 2By, 00),

and by the unitary equivalence of d*d[yq,(q)r and dd* [yep(g+)1 we know that
o(d*d) C {0} U[2By, 00). Iterating this argument leads to

o(d*d) € {2nBy|n € No},  o(dd*) C {2nBy|n € N}. (2.47)

For showing equality in (2.47)), note that any function

Q) = "™ 47 = (a) +imy)"e T @),

with m € Ny, satisfies €, € ker(d). In addition, using (2.46)), we have

(@] (2) = (i Bo)"z"=me™ %, z€C,
for any n,m € Ny. Obviously, (d*)"*1Q,, € D(d) and
dd* (d°)" Q= 2(n + 1) Bo(d*)" D (2.48)

holds for any n,m € Ny, i.e. (d*)"€,, is an eigenfunction of the operator
dd* for the eigenvalue 2(n + 1) By. Consequently,

o(dd*) = o(d*d) + 2By = {2nBy |n € N}

and each eigenvalue is infinitely degenerate. Thus, Proposition [2.27] implies
that

U(DA) = Uess<DA> = { + v/2nBy ’ nec No}.

A simple computation shows that for any m € Ny

o = <_¢27%?&?>"519m> and i, = <\/%*(§‘()2:119m>

are (not normalised) eigenfunctions of D4 associated to the values —v/2n B
and /2n By respectively.
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2.2.3 Two-Dimensional Systems with Symmetry

There are two important types of symmetries in dimension two that allow
a decomposition of the operators Hp and Hp in a family of (Dirac and
Schrodinger) operators on the (half-)line: The invariance of the system un-
der rotations of the plane and the invariance of the system under translations
in one distinct direction (for example the zo-direction). To discuss a few
consequences of this two symmetries, we assume here that A € C1*(R? R?)
(and therefore curl A = B € C*(R? R)), and that V € C%(R% R) for some
a € (0,1), even if a part of the following considerations is also valid for less
regularity.

Assume that the considered system in dimension two is invariant under
rotations, i.e. the electro-magnetic field configuration is invariant under
rotations of the plane. Then we can write B(x) = b(|x|) and V(x) = v(|x|)
for x € R?, where b,v : Rt — R are sufficiently regular. To perform the
polar decomposition, suppose that A is in the radial gauge

Ax) = Al (_”32>, A(r) = 2 /0 Cb(s)sds.  (2.49)

|X| Il T

Let Hp be the self-adjoint operator given by ([2.33)). As carried out in Chap-
ter 7.3 of [Tha92] (or in Section 6 of [KS12]), one can find a unitary map

U: I(R*,C) — @ L(R',CY
ke Z+1

such that
UHpU* = @ Q@ = P M,

keZ+1 keZ+1

where, for k € Z + %,
k
hy = 01(—=10,) + 09 (r - A) 4+v  on LQ(R+,(C2)

and Q = 1/v/2 (1 —io3) (c.f. Proposition [2.10). Recall that we have already

discussed the half-line operators hy, in Section[2.1] The decomposition is also
valid for bounded functions of Hp, i.e. for x € L>°(R,C) we have

X(Hp) = @ x(hw). (2.50)
k€ Z+3
Hence, the spectral family of Hp satisfies
Lo )(HD) = P L—oopn (),
ke Z+3%
with A € R, resulting in

ou(Hp) = U ou(hy) for # € {pp,sc,ac}.
ke Z+1
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From the spectral properties of the hj, (see Subsection [2.1.3) we deduce

Corollary 2.31. Let b,v € C%([0,00),R), wz’th a € ( 1), be the radii-
dependent notation of B,V . Suppose that A(r) = 1 fo s)sds and v satisfy
Assumption [2.18 and, in addition, that

a) A%(r) — 0o asr — oo,
b) A'(r)/A%(r) — 0 asr — oo.
Then os.(Hp) = cac(Hp) = 0, i.e. Hp has only pure point spectrum.

Corollary 2.32. Let b,v € C%([0,00),R), wz’th a € ( 1), be the radii-
dependent notatzon of B,V . Suppose that A(r) = 1 fo s)sds and v satisfy
Assumption [2.15 and, in addition, that

a) |v(r)] — oo asr — oo,
b) (A/v)" is an integrable function.
Then Usc<HD) = O'pp<HD) = @ and O'(HD) = O'ac(HD) =R.

Analogously, in the case of rotationally symmetric fields we decompose
the two-dimensional Pauli operator Hp (defined in Proposition as
UHpU* = @jeZ gj, with

—2 4+ 1A 0
gj = T + r2 (j+1)2_l —|—A2 2A+O'3A/+’U
0 Bt

5 4
on L?(R*,C?) (see Chapter 7.3 of [Tha92]). Again we conclude
ou(Hp) =|Joulg;),  for # € {pp,sc,ac},
JEZ

Note that the half-line operators g; are well-studied in Sturm-Liouville the-
ory. For our purposes we just want to point out:

Remark 2.33. Let b,v € C%([0,00),R), with a € (O 1), be the radii-
dependent notation of B, V. Suppose that A(r) = 1 fo s)sds and v satisfy

a) A%(r) — 0o asr — 0o,

b) A'(r)/A%(r) — 0 asr — oo,

c) limsup,_, . [v(r)]/A%(r) < 1

Then o,.(Hp) = 0sc(Hp) =0, i.e. Hp has only pure point spectrum.

This remark can easily be proven by using the results from Chapter 13.4
of [Wei03]. Further, one can apply the Gilbert-Pearson theory to deduce
that if (roughly speaking, for precise conditions see [Sto92])
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e v(r) — —oo as r — oo,

o limsup, ., A%(r)/Jv(r)| <1,
then o (Hp) = opp(Hp) = 0 and 0ac(Hp) = R.

Now suppose that the electro-magnetic field configuration obeys a trans-
lational symmetry in one distinct direction. For B(x) = B(x1) we choose
the Landau gauge

A(x) = <A((;1)>’ A(xl):/oxlB(s)ds. (2.51)

If V has the same direction of symmetry, meaning that V(x) = V(z1), we
can perform a Fourier transform in the xo-direction. This results in the
direct integral representations

@ @
Hp = /R ne)de,  Hp= /R 9(€) de (2.52)
with the one-dimensional fiber Hamiltonians
h(€) =01(—i0,) +o2(E —A)+V on L*R,C? (2.53)

and
g = -2+ (- A +03B+V on L*R,C3).

Again, this fiber decomposition holds for any bounded function of Hp and
Hp, so for any x € L>®(R,C) we know that

(&) (&)
(Hp) = / X(h(©)de,  x(Hp) = / We@)de.  (2.54)

R R

The investigation of h(§) and g(§), with fixed £ € R, is rather elementary (as
already seen in Chapter . Hence, one can use Theorems XIII.85 and
XII1.86 of [RS7§| to find intervalls of purely absolutely continuous spectrum
of Hp and Hp. For applications later on we just give one specific example
(which follows from the discussion in Section .

Corollary 2.34. Let B,V € C*(R,R), with o € (0,1), be translationally
invariant in the direction of xa. Suppose that A = fo B(s)ds and V satisfy
Assumption [2.14 and, in addition, that

a) |V(z)] — oo as |z| = oo,
b) (A/V) is integrable at +oc.
Then os.(Hp) = opp(Hp) =0 and 0(Hp) = 0ac(Hp) = R.

There are other examples of translationally symmetric field configura-
tions, where the fiber-decomposition is helpful to deduce absolute continuity
of the spectrum. We only mention the examples discussed in [Iwa85] and
[BMR11] for the magnetic Schrodinger operator; Configurations which may
also be of interest for the Dirac/Pauli operator (in dimension two).
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Chapter 3

Results on the Spectrum of
Two-Dimensional Dirac and
Pauli Operators

In this Chapter we present new results on the structure of o(Hp) and o(Hp)
for potentials V' and magnetic fields B = curl A that do not decay at infin-
ity. As already discussed in the introduction, we show that the existence of
spectral gaps in o(Hp) and o(Hp) depend on the relation of the functions
B and V at oo. These results do not require certain symmetries such that
a decomposition of the operator (as illustrated in Subsection would
be possible. However, the theorems we present in Section and are
useful to determine completely the spectra o(Hp), o(Hp) for very basic,
rotationally symmetric field configurations. To demonstrate this we discuss
in Section [3.3] very natural examples of two-dimensional Dirac and Pauli op-
erators with dense pure point spectrum. Before we start, let us remark that
the main results, presented in this Chapter, have already been published in
[MS14] and [Mehl15] in a slightly different form.

3.1 The Essential Spectrum of Two-Dimensional
Dirac Operators with Potential Wells

For B,V € C(R% R) and A € C'(R? R?) such that curl A = B, the two-
dimensional magnetic Dirac operator Dp is given by and the massless
Dirac operator Hp by . In this section we focus on the dependency
of 0ess(Hp) on the quotient V2/B (at large values) for growing potentials
V, i.e. for potentials V' such that |V (x)| — oo as |x| — oo. Unlike for non-
relativistic operators (see next section), the results do not depend on the
sign of V.

43
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Theorem 3.1 (Theorem 1 of [MS14]). For A € C'(R?,R?) suppose that
B =curl A € C(R%,R) and V € C'(R? R) satisfy

|V (x)| — o0 as |x| — oo, (3.1)

’VV‘?}((})() —0 as |x| — oo, (3.2)
2(x

ILI:|1—S>EOP 2‘|/BEX§| < 1. (3.3)

Then Hp has compact resolvent, i.e. oess(Hp) = 0.

This theorem states that if V' remains small compared to B, the eigen-
values do not accumulate. The notion “V remains small to B” is expressed
by condition quantitatively. A similar statement on the discreteness
of the spectrum of Hp was already proven in [Suz00]. However, the result
there requires the constant in to be % instead of 1 since the proofs are
based on different methods. We discuss the sharpness of this constant after
the proof of Theorem

In order to prove this first theorem, we note that by — and the
local boundedness of B and V', we may assume that both satisfy the global
conditions

V() =1/5, (3-4)
IVV(x)] <[V (x)], (3.5)
V3(x) < 2(1 - )| B(x)] (3.6)

for x € R? (see Appendix B) . Here n € (0,1) is a constant and § € (0, 3)
is fixed, but can be made arbitrarily small (by altering B and V inside a
sufficiently large compact set). The purpose of this global assumptions is
that 0 becomes an isolated eigenvalue of Da since (due to Corollary
the operator Da then has the spectral gap (—289,0) U (0,25p) C o(Da),

with
Bo = (26y/T—n )" (3.7)

This spectral gap enables us to express the operators IIy and sgn(Dp) in
terms of contour integrals of the resolvent of D4, which is required for the
following estimates on commutators of V' and functions of Da:

Lemma 3.2 (Lemma 3 of [MS14]). Let V € C'(R% R), B € C(R? R) and
A € CY(R2,R?) such that B = curl A. Assume that (3.4)—(3.6]) hold for
5 €(0,%) and n € (0,1). Then we have:

a) The operators [IIg, V=V, V [y, V'] are well-defined on C§°(R?,C?)
and they extend to bounded operators on L*(R?,C?) with

|V g, VL || [Ty, V] V| < 462, (3.8)

The same holds true if we replace H& by Ip.
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b) HeD(V), Iz D(V) € D(V).

c) The operator V [y, V=] maps C§°(R?, C?) into D(Da). Moreover, we
have
| DAV Mg, V|| < 4. (3.9)

Lemma 3.3 (Lemma 4 of [MS14]). Let V € C}(R% R), B € C(R? R) and
A € CY(R? R?) such that B = curl A. Assume that (3.4)—(3.6) hold for
§ € (0,%) and n € (0,1). Then [sgn(Da)Py", V=] maps L?(R? C?) into
D(V) and

|V [sgn(Da)Iy, V|| < 462 (3.10)

The proofs of these claims can be found in Appendix [Bl Both lemmata
are necessary to reduce criteria (B.1)) (from the Appendix) to hold only on
each of the subspaces IIyD(Hp) and g D(Hp).

Proof of Theorem [3.1 In view of the discussion above we assume, w. 1 0.g.,
that the global conditions . ) hold for B and V. By (3.4) and
the continuity of V, we know that V' is either strictly positive or strlctly
negative. To simplify the notation, suppose that V' is positive, even if the
proof is valid for both signs. In addition, it suffices to show the statement
for positive B. Otherwise, if B is negative, one has to interchange the role
of d and d* in the following lines.

For ¢ € C§°(R?, C?) we know that Iy, IIg-th € D(V), hence we compute

1Hpy|? = [|(Da + V) (o + I3 )|
= |[VIyy + (Da + V)30
= [|(Da + V)G9 ||* + 2Re((Da + V), VIIgy) + ||V IIe||?
= [[(Da + V)59 ||* = 8|V TT ||

(3.11)
+ 2Re(VIIow, DaTlg o) + [V |2 — (1 — 8)||VIIg .

Let us estimate the terms of (3.11) in blocks. Lemma 3.2 ¢) yields

VIV 1V eh, DATIZ )|
= |[(IV), DAIIg ) + (V [Io, V'] Vb, DALI§ )|
= [(V [, V7] Vb, DaTIg9))|
40 [Vl |l
482 V|2, (3.12)

[(VIIgeh, DATIg )]

<
<

where ([3.4)) is used in the last inequality. Further, employing part a) of the
same Lemma results in

[VIgy| < [Vl + ||V [Og, VT Vel < (1 + 462V,
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and therefore
Vo[ — (1 —8)|[VvIigy||* > (6 — 126%) | V). (3.13)

For the remaining terms of (3.11]) we use the weighted Young inequality (for
numbers) to obtain

1(Da + V)TIg|? — 6| VTTg |
> (1— &) | DATIE G| + (1 — e~ — 8)|VIIE 9|12,

where € € (0,1) can be chosen arbitrarily. Hence, in view of inequalities

(3.12)) and (3.13]), it suffices to show that
DTG w||” + =2 Vi o* = 0 (3.14)
for § > 0 sufficiently small and for a corresponding ¢ € (0,1). We set

Ce i= _7(1_&:15)_5) > 0.

Recall the statement of Proposition [2.28] i.e.

|DATIG | — cos [VIT 0] > [VEBSTI o  cos[VITE ], (315)

s 0
§= (0 id>'

Note that ker(d*) = {0} since B is strictly positive, which means that the

isometry
« (s 0
=1 )

is defined on full L?(R?, C?). In particular, the operator

with

VsV o

Vs vl = ( 0 0

> on L?(R?, C?)
is well-defined and operator bounded by

8* —1
V[Sgn(DA)H(inl} = <V[swf, V—l] V[ bv ]>

Using Lemma [3.3] we conclude that

[V[S*, V7| < ||V [sen(Da)g, V|| < 46 (3.16)
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With this commutator bound we can proceed at (3.15)) and obtain

IDATIG ]| = ces| VI 4|
> ||VRBSTg | — cos|[VS'V VST
> ||V2BSTg¢||” = ceg|| (S* + VS5, V1] )ViSTIg v
> ||V2BSTI||* — cos(1 +45%)? |V STig o
> [1— (1= n)ees(1 +120%)]||V2BSTIF 9%,

where condition (3.6)) is applied in the last line. Choosing e =1—§ 3 results
in

1
1-62
for ¢ sufficiently small. Putting all together, we have

(1= n)ees(1 +1262) = (1 —n) (1462 —8)(1+126%) <1

IHpy|* > (6 —206%)|VY|?, ¢ e C5°(R?, C?)
for § > 0 sufficiently small. Hence, Lemma yields the statement. O

One may read off the proof of Theorem that the growth restriction
on V is of technical necessity. Therefore, in what follows we only focus
on condition (3.3). It is quite obvious that if the quotient V?/2B is not
strictly smaller than 1 at oo, the spectrum of Hp can not longer assumed
to be discrete: For a suitable 1) € L?(R?, C?) we compute

(Do +V)(Da — V)¢ = (Di = V)¢ + o(V)h
_(d*d+2B-V? 0
- 0 dd* — 2B —V?2 ¥.

Hence, if ker(d) or ker(d*) is large enough, we may obtain points in the
essential spectrum. Let us concretise that in the case B > 0 with

Theorem 3.4 (Theorem 2 of [MS14]). For A € C3(R?,R?) suppose that
B =curl A € C*(R?%,R), with B> By >0, and V € C*(R? R) satisfy

|V (x)| — o0 as |x| — oo, (3.17)
IVV/V]|ew <00 and [|[AB/Blls < 00, (3.18)
(V= 2B)/V||s < o0. (3.19)

Then oess(Hp) # 0.
Remark 3.5. Note that conditions (3.17) and (3.19) are equivalent to

V2(x) c
‘QB(X)_ ‘_W(X)|_>O as |x| — oo,

for some constant ¢ > 0.
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Lemma 3.6 (Lemma 5 of [MS14]). Assume that the conditions of Theorem
are satisfied. Let ® € C?(R%,R) be a potential function for A, i.e. A =
(—02®,0:P) and B = AdD. Define the subspace

Y= {we_q) € LQ(R2,(C;Bd2z) | w is entire in x1 + 1562}. (3.20)
Then, for any Q € Y we have
a) Q € D(d*)ND(V) and ||d*Q|| = ||v2BQ|.
b) (d*Q,—VQ)T € D(Hp).

Proof. By the definition of Y and Remark [3.5] it is easy to see that J) C
D(V). Further, Y C ker(d) since B is bounded from below by some positive
constant. Let x € C$°(R?,[0,1]) be a smooth cutoff function, i.e.

1, for |z| <1,
X(w)={ !

0, for |x| > 2.

For Q € Y and n € N set Q, := x(5)Q € C§(R?, C). Note that Q, — Q in
L? (Rz, C; dex) as n — oo by dominated convergence. Using the commu-

tator identity (2.43)), we get

1 2
Q2 = 1d2l?+ 2|VBE|* = - || — 00x) () @ +2]| VB

n

for any n € N. In particular, the sequence (d*Q,)nen is Cauchy with re-
spect to the L?(R% C)-norm. The closedness of d* implies that € D(d*).
Clearly, after taking the limit we have that ||d*Q| = H\/2BQH.

To verify part b), we pick Q € Y and set ¢ := (d*Q, —=VQ)T. For ) €
C§°(R?,C?) we compute

o =( (o) (58)) +((02)-(59)
() (Cent ™))

Since, due to assumptions (3.18]) and (3.19)), the functions (i V + 02V)Q
and (2B — V2)Q are square-integrable, we deduce from the definition of the
adjoint operator that ¢ € D(H})) = D(Hp). O

Proof of Theorem[3.4, Let Y be defined as in Lemma We use Propo-
sition to ShOWAthat dim)Y = oco. To do so we work with the modified
potential function ® := & — %ln B. Since

(VB AB _ , AB

Ad = B == ——
T "o 7 5B
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Proposition [2.30] implies that
V= {we*&’ € L*(R*,C) | w is entire in 21 + iz}

is infinite dimensional. By the isomorphism Y 3 Q — vVBQ € Y, we deduce
that also ) is infinite dimensional. Let us consider the subspace

X = { (_‘i;%) € L*(R%4,CYH | Q¢ y} C D(Hp).

Then from Lemma [3.6] follows that
|(70) || = 1aan+1ven = vagial.

i.e. the linear map Y > Q +— (d*Q, —VQ)T € X is injective and there-
fore an isomorphism again. In particular, it holds that dim X = oco. For

Y = (d*Q, —VQ)T € X we estimate

1Hpy |l = H(V d*> (—dQ>H

iV + 0 V 2B — V?
s e = (5L 5w
Hence, ||Hpv|| < c||¢|| for » € X and since dim X = oo, we conclude that
Hp cannot have only eigenvalues of finite multiplicity. O

We want to emphasise that for Theorem we require 2B ~ V2 to be
satisfied globally (c.f. condition ) It is even possible to weaken this
global condition, i.e. it suffices that 2B ~ V?2 holds only around certain
points in R?, in order to obtain o.ss(Hp) # 0. To demonstrate this we need
some further restrictions on the class of admissible magnetic fields B and
potentials V.

Definition 3.7. A function f : R? — R wvaries with rate v € [0,1] on a set
X C R? if there is a constant C > 0 such that for all x € X it holds that

[f(x+y)| < Clf),
whenever 'y € R? satisfies |y| < +|x|".

Very natural examples of this definition are power-functions, which vary
with any rate v € [0, 1] on certain sets:

Example 3.8. Functions of type fi1(x) = c|x|® and f2(x) = c|z1|®, with
¢,s € R, vary with any rate v € [0,1] on R?\B1(0) and on R?\[-1,1] x R
respectively.
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Theorem 3.9 (Theorem 3 of [MS14]). Let B,V € C(R?,R) be continuously
differentiable outside some compact set X. Assume that there is a sequence
(Xn)neny C RA\X, with |x,| — 0o as n — oo, such that |VV|,|VB| vary
with rate 0 on (Xn)nen. If there exist constants k € N and € € (0,1) for
which holds that

[V (xn)| — o0, (3.21)
VB(x,)  VV(xy)

Bl Vo= " (322

. (3.29)

V(xn)
as n — 00, then 0 € gess(Hp).
Remark 3.10. Note that (3.21) and (3.22) imply

‘;Bg;r‘ ‘< V)

—0 as n — o0,

for some constant ¢ > 0, meaning that a certain rate of convergence is
required for V2/(2|B|). However, we see that condition (3.3)) in Theorem
3.1| is quite sharp.

In Theorem the condition V2 ~ 2|B| needs to hold only locally
because the proof is more constructive than the one of Theorem More
precisely, for proving Theorem [3.9] we construct directly a Weyl sequence
for 0 out of functions that are localised around the points of the sequence
(Xn)nen. Let us concisely describe how the construction of a Weyl sequence
originates from the fact that V2/(2|B|) attains integer values on the x,,’s:

Supposing that our approximated eigenfunctions (which form the Weyl
sequence) are strongly localised, they “perceive” B and V only locally, hence
we can treat them like constants V,, = V(x,), B, = B(x;,). Now recall that
we can determine the spectrum and eigenfunctions of the Dirac-Landau
Hamiltonian, i.e. of the Hamiltonian DA, with the constant magnetic field
By, = curl A,,, explicitly (see Section [2.2.2)). For a Gaussian-like localised
eigenfunction 1)y, associated to the Landau eigenvalue I}, = sgn(k)+/2|kBy)|
we then obtain

[Da + V]¢r = [Da, + Va]tr = [sen(k)/2[kBy| + Vi ]y = 0.

This idea is flexible enough to find also other points in the essential spec-
trum: Suppose that we want to construct a Weyl sequence for an arbitrary
value £ € R. Then the analogous crossing condition for the values of B,
and V,, would be sgn(k)\/2|kBy| = E — V,,, or written in a different way

V2 E\?
n 1— — N 3.24
2B, < vn> € (3.24)
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for n € N. Since we consider potentials V' growing at oo, the value of
E is irrelevant whenever (V2/2|B|)(x) passes through “sufficiently many”
intervalls of type (ky, — 0, kn + ) as |x| — oo (where 6 > 0 and (ky,)nen is a
sequence of natural numbers). In particular, if V2 grows stronger than 2|B|
at infinity, this considerations result in

Theorem 3.11 (adapted from Corollary 1 of [MS14]). Let B,V € C(R?* R)
be continuously differentiable outside some compact set X. Assume that
there is a continuous path v : RT — R?\ X, with |y(t)| — oo as t — oo,
such that |VV|,|VB| vary with rate v € [0,1] on Im(v). If there exist con-
stants €, A\, k, Bg > 0 for which holds that

Vi)
2ABOO)

IVB('Y(t)” IVV (y(t))] (v(1)) 1+
( SO ) (2|B(y(t))|> — 0,  (3.26)

’}/ 1+4¢
’2y< e ) — 0 (3.27)

(3.25)

as t — oo and, in addition,

Bo < |B(v(t))| < Aexp ( V2(v(t)))

BOW) (3.28)

fort € (0,00), then o(Hp) = 0ess(Hp) = R.

Remark 3.12. One may observe that and impose constraints
on the growth rate of the quotient V2 /|B| along the path ~. They arise from
the local approximation of B and V' by constants. Anyway, they give us a
scope, which leads to some very interesting examples (see Section .

Remark 3.13. To expect from the derivatives of B and V to vary with
some rate v on certain sets may look unnatural. However, also the moduli
of the gradients of the functions given in Example vary with any rate
v € [0,1] on the corresponding sets. Hence, this should not be considered as
a strong impediment.

For the proofs of Theorem and we have to cement our idea of
considering B and V to be locally constant: For a sequence (X, )nen C R?
we use the notation V,, := V(x,) and B,, :== B(xy,). Since it is necessary to
compare also magnetic vector potentials locally, we define, for any n € N,

1
A, (x) = /0 By A (x —%p)sds = 3B, A (x — Xy,),

>
2
5

I

1
/0 B(x, + s(x — x,)) A (x — Xp,)sds.
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Here the wedge product aAv of a scalar a € R and a vector v = (vy,v2) € R?
is given by a A v := a(—vy,v1). The vector potential A, is a generator of
the given magnetic field B = curl A. As pointed out in Subsection [2.2.1] we
therefore find for each n € N a gauge function I',, € C?(R?,R) such that

VI,=A-A, onRZ% (3.29)
On the other hand, the potential A, generates the field
curl A, = B, on Rz,

i.e. the operator Dy, is (up to gauge) the Dirac-Landau Hamiltonian for the
constant field B,. For any n € N we obtain the corresponding off-diagonal
components d,, and d; through

0 d
b= (2 %)

For the explicit form of dy, and dj, we refer to Subsection [2.2.2]

By the discussion above, we need for a sequence (kj)nen of natural
numbers eigenfunctions for the (positive and negative) k,-th Dirac-Landau
level of the operator Dy, . For B,, > 0 we already know how they look like

(c.f. end of Subsection [2.2.2)): If B,, > 0, we set

~ *\Rn _éTnlx_xn‘Q
P (x) 1= < (d)"ne ) x € R2, (3.30)

Eo(ds o= 2 bexol”

with E,, := —sgn(V,,)v/2k,By,. Note that zﬁn has the explicit form

Do(X + Xn) = ( (i Bp(21 —i:m))kne_Tn‘;[ x|2>. (3.31)

E, (i Bp(z1 —img))kn—te™ 4"
It holds that

[DAn+ Vn] 72)71 = ( —sgn(V)V/ 2k, By, + Vn)T/A)n

It B,, <0, the roles of d,, and d}, interchange, i.e. we must use

N n— %‘X*XWP
T,ZJn(X) — (En(dn)k 16 )7 x € RQ, (332)

(dn)k"e% [x=xn?

with E, := —sgn(V,,)\/2k,|By|. The explicit form of zﬂn in this case can
easily be calculated with (2.46]) and is given by

~ 3 1 kn—1 ﬁ‘xﬁ
(x4 30,) = [ Pl ‘IB"(””‘1+_””2))]€ R (3.33)
(=i Bp(z1 +ixg))krea Xl
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Consequently, also in the case B, < 0 we obtain

[Da, + Vi]tn = (= sen(Vi)v/2ka|Ba| + Vi) . (3.34)

So (3.34) holds in both cases, i.e. for any n € N. Since we need Weyl
functions with compact support, pick x € C§°(R?,[0,1]) such that x(x) =1
for |x| <1 and x(x) = 0 for |x| > 2. We rescale our cutoff functions and

set
Xn(x) == X <X — X">,

Tn

with (not yet chosen) localisation radii 7, > 0. Then our Weyl functions
are given, for every n € N, by

P (x) := Ty (%) (x), x € R2 (3.35)

The choice of the radii r,, depends on the mass concentration of the ﬂA)n’s
around their centers x,,. More precisely, the 7,’s ought to be large enough
such that ||| does not vanish as n — oo.

Lemma 3.14. For n € N let ¢, be given by (3.30) or ([3.32) (depending
on the sign of By,), and 1, be given by (3.35). Then we have the norm
estimates

[l < [lhnll? = 252727 | By o~ ! (3.36)
1, - 1 o0

Jonll = Sl (1= [ sesas). (@)
2 Ful S\ B2 /2

Proof. Using the explicit representations (3.31]) and (3.33)), we compute

. o0 _|Bnl 2
10nll2 < [[dll? = 27r|Bn|2’“"/ s¥ne™ 2 " ads
0

Shn1 [ 2(kn—1) —|Bnl2
+ 4Amky| By | / §2kn =)= 5" 54
0

o0 [e.9]
= ok Flg| B, b1 </ shre~sds + kn/ sk"_le_sds>
0 0

= 2k t2r| B, |1k, .

On the other hand, we can bound |1/, ||> form below like

Tn _IBnl 2
nll? = [ | + [ton]® > 27r\Bn|2’“"/o st 2 sds

o0
= 2’7“""r17r|Bn|k"_1 k! / sfre=3ds
|Bnlr3 /2

1, - 1 o[
>l (1= [ seas)).
2 Pl J1Bair2 /2
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Proof of Theorem[3.9. For the given sequence (x,)neny C R? let us agree
the short hand notation B,, = B(xy) # 0 and V,, = V(x,,) as above. Here
we employ the t,’s (defined in (3.35))) as Weyl sequence with k, = k and
Ty = |Bn\(€_1)/2 for n € N. Note that there is an N > 0 such that r, < i
for n > N, while |x,|] — oo as n — oo. So we can consider the ,’s
to be linearly independent (otherwise extract a subsequence with mutually
disjoint support). Since |B,| — 0o asn — oo (c.f. Remark[3.10]), we observe

that
1 > kn —s 1 > k_—s
= steds = o5 s"e *ds — 0 (3.38)
knl B2 /2 kU Bae 2

as n — oo. Due to Lemma we may assume N > 0 to be so large that
for n > N we have

1nll* < 4140 % (3.39)
Applying Hp to 9, results in

eI (DA + V)i = (D + V)Xuthn
= Xn(DAn+ Vn)lﬁn - i(o' : vXn)@/A}n (3'40)
+to- (An - An)X?ﬂ&n + (V - Vn)XnQ;n

for n € N. We have to estimate the r.h.s of (3.40)). First of all, the eigenvalue
equation (3.34)) implies

I(Da,+ Va)bul® = |[Val — V/2K[Bul[l[¢n]|* < €[ (V7 = 2K|Bul)/ Var| Il

for some ¢ > 0. Thus, using (3.39)) and condition (3.23]), we conclude that
(DA, + Vi)¥n|?/||tbn||? vanishes as n — oco. Further, we apply (3.36) and
(3.39) to estimate

I(o - V) dall® < 72V xloc / () d2x
rn<|xX—Xn|<2ry,

oo
< |Bn’1€HvXH002k+27an|k1/ Skefsds
|Bnlc/2

U B _
<l IV el Bal o [ steds
*J|Bn|¢/2

for n > N. It is easy to see that

B, 1=e sfe™*ds — 0
| Byl
| n|€/2

as n — oo and therefore ||(o - Vxn)Unll/||tn| — 0 as n — co. For the two
remaining terms of (3.40) we need that |VB| and |VV| vary with rate 0 on
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(Xn)n>n- Since |V B| has this property, we find a constant C' > 0 such that,

whenever n > N and |x — x,| < 2r, < %, we have

(A — &) X)xa(x)[2 < [VB(E[2(2r)" < 1602V B(x,) 7

n’
where |&, — x,,| < 2r,. In particular, we obtain

HU (A, — An)X?ﬂZ’nH2
[4n 2

for n > N. Similarly, we use that V' varies with rate 0 on (x,)n>n for esti-
mating

1V = Vi)xa®nll?> 22 2o elVV(x)] [ VENTE
<ACH|VV (%)) < 4C - .
”d’nHQ ’vn‘g_za |Bn‘

In view of (3.22)) we deduce, after dividing through ||/, ||, that also the last
two terms of the right hand side of (3.40|) vanish as n — oo. Therefore,
(¥n)nen is a Weyl sequence for 0. O

(2 VB2

< 64C?|VB(x,)|*rl = 64 B
n

Proof of Theorem[3.11, Let E € R. We conclude from that there is
a sequence (Xp)neny C R? such that (V(x,) — E)? = 2n|B(x,)| for n > N,
where N € N is assumed to be sufficiently large. Let us abbreviate again
V(xy) by Vi, and B(xy) by B,. Consider ¢, given by (3.35), with &k, = n

and
/2n1+5

for n > N. Since the function s™e~%/2 is bounded by (2n)"e", we obtain

L [% n=sg <2(2n)”6*%"1+57"
s"e *ds <

1
< exp <n In(2n) — §n1+5 - n)

n! Joi+e n!

Therefore, we may assume N to be so large that

1 oo

s"e fds < (3.42)

N

TL' nlte

for all n > N, meaning that (in view of Lemma (3.14))

[nl|? < 4|32 (3.43)

whenever n > N. Applying Hp to 1, yields
e [DaA+V = Eln = [Dg +V — E]xutn
= Xn [DAn+ Vn - E]'L&n - i(U : vXn)lzn

- N . (3.44)
+o- (An - An)an/)n + (V - Vn)ann
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for n € N. We have to show that, after dividing through ||4,||, the terms
on the right hand side of (3.44)) vanish as n — co:
Since |V;,| — o0 as n — oo, we know that (at least after increasing V)
sgn(Vy,) =sgn(V, — E) for n > N. As a consequence, (3.34) implies that
[Da,+ Vo — E)tbn = sgn(Vo) (|Ves — E| — \/2k[By|)thn = 0
for n > N. For the second term of (3.44]) we need a bound on the radii r,,.
Keeping in mind that E/|V,| — 0 as n — oo, we may assume that

V2
< ooy 4
= onlB,| = (343)

for all n > N, hence (3.28)) leads to

T;2 < n7(1+€))\€4/@n < \edrn

N | =

This estimate, together with (3.36)), results in

o0

HWVMWWSMMWNﬂmwﬁquffm

nlte

1
< 4[| Vx| |so[¥0n]* exp <nln(2n) - §n1+5 —n+ 4/@11)

for n > N. Thus, ||(¢ - VXn)Unl|?/||¥n]|? = 0 as n — oo. For the remaining
terms of (3.44)) we observe that, due to the definition of r,, and bound (3.45]),

we have

74721 2 nlte 92+¢ ( Vnz >1+6
|Xn|2y B | B |Xn|2y B |Bn||Xn|2V 2|By|

Here v € [0,1] is given by the theorem. In view of condition (3.27) we may
consider N to be so large that r,/|x,|" < 1 for n > N. Since |[VV/| and
|V B| vary with rate v € [0, 1] on (x,,)n>n, we deduce (by applying the mean
value theorem) that

o (Ay = An)xnthnl|” < CP IV B(x0) Prd [0 |2

|VB(XTL)| VnQ e 2”1/} H2
[Bnl  \2|Bx] !

< 26+2602

for n large enough. Note that we applied again (3.43|) and (3.45). Analo-
gously, we argue that for n sufficiently large it holds that

IV = Vi) xadull* < C2IVV (x0) P74 |

'W“”(ijm%w

< 25+2€CQ
- Va 2B,

Hence, condition (3.26)) implies that last two terms of (3.44) are of order
o([|[¥n]|?) as n — oo, i.e. [|Hptnll/||¢n] — 0 as n — oo. O
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3.2 The Essential Spectrum of Two-Dimensional
Pauli Operators with Repulsive Potentials

Now we consider the non-relativistic Pauli operator Hp in dimension two
coupled to a magnetic field B that points in the direction perpendicular to
the plane and a potential V' such that [V| grows at oco. As in the defini-
tion of the Pauli operator (see Proposition , let us assume that A €
C1*(R% R?), hence B = curl A € C%(R% R), and V € C*(R?,R) for some
a € (0,1). In addition, let the growth condition on the negative part
of the potential V' be satisfied.

Unlike in the case of the Dirac operator Hp in dimension two, the oper-
ator Pa, describing the the kinetic energy in Hp = Pa +V/, is non-negative.
This designated sign of the kinetic energy operator implies that the proper-
ties of Hp depend crucially on the sign of V. Trapping potentials, i.e. poten-
tials with V(x) — oo as |x| — oo, have a classical confining effect: The
expectation value (¢, Hpt) is growing if the localised state 1 is removed
more and more from the origin. In terms of o(Hp) this manifests in the
discreteness of the spectrum, i.e. one obtains, independently of B, that
o(Hp) consists only of eigenvalues of finite multiplicity with spectral gaps
in between them. The latter is an immediate consequence of the local com-
pactness of Hp and a simple resolvent comparison argument (alternatively
one can argue with Proposition . However, if we consider an “anti-trap-
ping” potential, i.e. a potential V' with V(x) — —oo as |x| — oo, such an
elementary argumentation is not possible to deduce the type of o(Hp). In
particular, one cannot ignore the influence of the magnetic field B: Recalling
Proposition [2.28] strong magnetic fields can raise the value

(Y, Hpy) = (¢, Patp) + (1, V), (3.46)

while V' has the contrary effect. Whether necessarily has to leave a
fixed energy interval for states localised far away from the origin depends
on the interplay between B and V. Again, there is a dependency of o(Hp)
on the quotient V/B, similarly as in the case of the Dirac operator Hp.

Theorem 3.15 (Theorem 1 of [Mehl5]). Assume that V' is continuously
differentiable outside some compact set X and that

V(x) — —o0 as |x| — oo, (3.47)
VV(x)

‘ Vx) —0 as |x| — oo, (3.48)
: V(x)

lim sup < 1. 3.49
|x| =00 2B(X) ( )

Then oess(Hp) =0, i.e. Hp has only discrete spectrum.

For the next theorems recall Definition from the previous section.
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Theorem 3.16 (Theorem 2 of [Mehl5]). Let B,V € C*(R2,R), with o €
(0,1), be continuously differentiable outside some compact set X. Assume
that there is a sequence (Xn)nen C R2\X, with |x,| — 00 as n — oo, such
that |VV|,|VB| vary with rate 0 on (xp)nen. If there are constants k € N
and € € (0,1) for which holds that

V(xp) — —00, (3.50)
[VB(xn)[?  |VV(xn)[”
[ Bo) "2 7 [V ()2
V(xn) + 2k|B(xp)| — 0 (3.52)

— 0, (3.51)

asn — oo, then 0 € gess(Hp).

Theorem 3.17 (Theorem 3 of [Mehld]). Let B,V € C%(R? R), with o €
(0,1), be continuously differentiable outside some compact set X. Assume
that there is a continuous path v : RT — R2\ X, with |y(t)| — oo ast — oo,
such that |VV|,|VB| vary with rate v € [0,1] on Im(v). If there are con-
stants €, A\, k, By > 0 for which holds that

VO@®)

SBGE] ™ (3.53)
O |VB DI (IVGaO))
( )| )( B2((1)) ) —0 35
’y(t 1+6
’21/ < (7( > — 0 (3.55)

ast — oo, and, in addition,

By < |B(1(£))] < Aexp (

V(1)
By (1) D (3.56)

for allt € RY, then oess(Hp) = R.

The proofs of Theorems|[3.15 are given in the mentioned reference.
They are based on the ideas that were already used to prove Theorems
and However, since the Pauli operator Hp is a second-order
operator, the commutator and localisation estimates for Hp are much more
laborious. Further, approximating B and V locally by constants within the
second-order operator Hp leads to the constraints and on the
growth rate of V/B, which are different to those for the operator Hp (c.f.
and (3.26)). As we will see in the next section, (3.51) and (3.54) pose
an interesting limit on the applicability of Theorem and Unlike in
the case of Hp, one can apply Theorem and for power-like growth
only up to the order |x|?, which corresponds to restriction on the
growth of the negative part of V' for assuring essential self-adjointness.
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Having a look on the proof of Theorem [3.17] one observes that the
constraints on the growth of V/B (or on V2/B in Theorem [3.11)) are due
to the fact that one only uses a zero-order approximation for B and V. A
question arising from that observation is, whether one can weaken by
considering higher order Taylor expansions of B and V. It would mean to
construct Weyl functions that are closer to the solutions of the eigenvalue
Problem Hpvy = E. A first-order approximation of V', i.e. writing locally
V(x) = Vb(x0) + VV(x0) - (x — x0), leads to

Theorem 3.18 (Theorem 4 of [Mehlh]). Let B = By > 0, and V €
C*(R?,R), with o € (0,1), be two times continuously differentiable outside
some compact set X. Assume that there is a continuous path v : RT — R?,
with |y(t)| — oo ast — oo, such that the matriz norm of the Hessian matriz
|[Hess(V)||2x2: R? — R vary with rate v € [0,1] on Im(y) C R\ X. If there
is a constant € > 0 for which holds that

V((t) — —oo, (3.57)
[Hess(V)[l2x2(y()V (4(£))] T — 0, (3.58)
1 1+e€
RO V@) —0 (3.59)
as t — oo, and if
lim sup YV )P < (2By)?, (3.60)

then oess(Hp) = R.
Remark 3.19. Even if conditions (3.58)) and (3.54)) (for B = By) are

not comparable in general, our main examples (see Section show that
Theorem [3.18 is indeed an improvement of Theorem[3.17

For the proof of Theorem [3.18 we first have to discuss the Pauli operator
with a constant magnetic field By and a constant electric field & in a certain
direction. Since B(x) = By, we assume that A is in the rotational gauge,

ie. . % <_£2>

With this gauge P is invariant under rotations of the plane. More precisely,
for R € SO(2,R) consider the unitary map

Ur : L*(R%,C?) — L*(R?,C?), U(-) = YR,

which represents the rotation R in L*(R?,C?). Then U,,EIPAUR = Pp, so
we get

Up'(Pa +V)Ur = Pa + Vg,
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with Vr(+) = V(R-). Such a rotation enables us to change the direction
of the constant electric field. Therefore, we assume that V' has the form
V(x) = Vo + & (1 — (), with constants Vp, &, ¢ € R. To construct approxi-
mative solutions of the eigenvalue problem Hp1 = E, we want to use the
symmetry of V' (and therefore of the system) in the zo-direction. Hence, we
consider the Landau gauge A for By, given by A( ) = Bopzx1éz. Coupled to
the vector potential A the Hamiltonian Hp has the form

PA +V = —(9% + (—182 - Bol’l)2 —o3Bg+V

N (3.61)
=d*d+ By — 03By + Vo + &(z1 — Q),

where a?, d* read

~

d:—ia1+i(—i82—Box1), d*:—ial—i(—iaQ—Boml).
Observe that one can rewrite Hp as
PA+V:*(9% (*182*Boﬂfl)2*0330+vb+go($1*<—)
=~ + Bi(z1 — & (—id — 5%))° (3.62)
2
+B (- 102_%) &oC — 03By + Vo + (230) :

Because of the symmetry in zs-direction, we are able to perform a Fourier
transformation with respect to that direction and obtain

(&)
Py +V = / h(€)de,

R

i.e. a direct integral representation on L?(R¢, L*(R, C?)), with

h(g):_af_'_Bg(xl_BLo(g 2%)0))2+%?)(€ QSBPo)
— & —03Bo+ Vo + (2%)0)2
=~} + B3 (21— 0)* + & — &C — 03By + Vo + (230)2'
&0

Here we use the notation ¢ = Bio(f 35 ). Since h(¢) is the Hamiltonian
of the harmonic oscillator (up to a shift), we set

1 9 12
V 2m /T

where ¥,,, for n € Ny, denotes the n-th Hermite polynomial. The normalised

functions
_ 1 &o
@50771’5(1’1) = %/Bio (gbn(\/BiD(ﬂjl OBO (5 2BO))>

Pn(x) =
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satisfy the equation

h(&)eeone = <2nBo + 50(3%)(5 2%]0) — ) +Vo+ (QBO) )sOgo,n,g-
To obtain a wave function with momentum £ in the direction of xo, we set
€i£x2g05‘0’n75(x1). (3.63)
Applying Hp to 1g, n¢ leads to the differential equation
[Pa + V]veone
= (20Bo+ &0 (3 (6 - 5) — ) + Vo + (%)) eome:

with £ € R and n € Ny. In addition, for every £ € R and n € Ny, it holds
that

Veomg(T1,T2) 1=

(3.64)

‘wé’o,nf = [_ 101 —1Bo(z1 — B%({ 230)) T1 230}1@50, £
—i\/2nBoYgyn-1,¢ +1 ﬁd)&),n,f , (3.65)

d*begne = | ~101+iBolar - (€~ F)) — 1 5 | vepne
= iv/2(n+ 1) Botgonire — 1 Ve me - (3.66)

Proof of Theorem [3.18 Tt suffices to find a Weyl sequence for E = 0 since
condltlons - ) hold also for the potential Vg =V — E. Applying

and ( -, we find a sequence {y,}neny C Im(7y) satisfying
2
V(ya) = —2nB, — (V5R=) (3.67)

for n > N, with N € N large enough. In addition, we can find rotations
Ry, € SO(2,R) such that VVr, (x,) = |VVg, (x,)|é1, where x,, := R, typ.
Let us introduce the short hand notation

Vi i =V(yn) = Vg, (xn), (3.68)
= IVV(Yn” = ‘van(Xn)L (369)
&n = Bown1 + 55 (3.70)

Pick x € C§°(R, [0,1]), with x(z) =1 for |z] <1 and x(z) = 0 for |z| > 2.
To localise around the points x, = (zp 1, iL‘mQ)T, we set

Xn,]( ) X(m)v j:172a

with 7, = y/nl*t¢/By, and define
Y (%) 1= Xn,1 (1) Xn2(22) Ve, im0 (T1, T2)

N e xm><F¢n(F( fcn,l)))_

- Tn Tn 0
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The representation
n!
_(_1\n _1\k1+k2 k1
da(e) = (<" Y s (DR )
k14+2ko=n

of the n—th Hermite polynomial (see [AS64]) leads to the estimate |, (z)| <
(n+1)2"n!|z|™ for x € R, implying that

00 1 2 00
/ | () 2da < (n+)2”n!/ 22 dr — 0 as n — oo.
Vnlte 4 Vnlte

In particular, in view of the symmetry of |¢,|?, we have

T
. < 20 / () 2dz < Jton?
VT

2vnlte
< 4rn/ | () Pdx < 41y
—2V/nlte

for n € N sufficiently large. By setting I'(x) = %azlxg, equations (3.61)),
(3.64]) and (3.67) imply, together with the choice of &, that

HpUr,e " = U, e " [P4 + Vr, ] tn
= URne_iF(CZ*dA"ﬂn - Xn,an,Qd*dwc‘}n,n,fn) +
URne_iF(VRn — Vn — 5n(x1 — l‘l’n))'lﬂn.

To estimate the localisation error

(3.71)

(3.72)

d*dn — XnaXnod de, ne, = (—iXn201Xn1 + Xn,182Xn,2)CZ*¢Sn,n,£n +
(—iXn201Xn1 — Xn,1(92Xn,2)Cz¢£n,n,§n +
(= Xn20TXn1 — Xn,103Xn,2) Ve s
we apply and , resulting in
(= i Xn.201Xn.1 + Xn102Xn.2)d "V, mg |
< V2(n+1)Bo |[( = i xn201Xn1 + Xn102Xn,2) Ve, mtt.en |
+ 2%10 | (= ixXn201Xn,1 + Xn,102Xn,2) Vennen ||
< 2v/2(n+ 1) Bory, IX lleo V2 sl + G5 X oo V270 |0

< 2v2|X lloo (Boy/ 212 + G-/ 728 ) v/

H ( - an,281Xn,2— Xn,laQX”,Q)dwgnvnvfn H
< V2080 [[( = 1 X201 X1 = X 102Xn,2) Ym0 |
+ 2%0 (= ixn201Xn1 = Xn,102Xn2) Ve, ne |

< 2V2||X oo (Boy/ 3 + 5/ 38 ) i
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The last term of the localisation error can be bounded like
(= xn.207Xn1 — Xn103Xn.2) Venmen || < 2V2 X loon 2/ -

Since, due to (3.67)) and (3.60), we have

g \!
Vi, =2nBg|1— n 3.73
n 0( WLB%) (3.73)

for n € N large enough, and therefore &,/vnltec — 0 as n — oo, we con-
clude with norm estimate (3.71)) that

ch*a?z/)n - Xn,an,ZCZ*Cwsn,n,gnH/HwnH — 0 asn— oo. (3.74)

For the remaining term of (3.72) we expand Vg, up to second order: The
definition of V}, and &, (see (3.68) and (3.69))) implies, for any x € R?, that

‘ [VRn (X) - Vn - gn(xl - wl,n)] ¢n(X)‘
< HHeSS(VRn)ngg(nm,mnﬂx - Xn’2|¢n(x)’a

where 7z 2, € [X,Xp]. Due to the fact that R, are rotations, we have
|Hess(Vr,, )ll2x2(-) = |[Hess(V)|lax2(Ry - ) for any n € N. Now recall that
|Hess(V)||ax2 varies with rate v along Im(vy) and observe that (by
and (3.73)) 7n/|xn|” — 0 as n — oco. Thus, we find a constant C' > 0 such
that for n € N large enough it holds that

[Hess(Vr,,)[l2x2(n) < C|Hess(Vr,,)[[2x2(xn)

whenever n satisfies |n — x,,| < 2r,,. Assuming that N € N is large enough,
we conclude

HURne_iF [V'Rn —Vn = gn(xl - xl,n)] ¢nH
< 4C|[Hess(V)||2x2(Rnxn) 72| [4bn|

1+e€
< 40| Hess(V)llaxa(ya) (1) lenl

for n > N. Now condition (3.58)) states that the right hand side of the last
inequality vanishes as n — 0o, i.e. (Ur,e T4, )nen is a Weyl sequence for
the value 0. Ul

Remark 3.20. One may observe that in the proof of Theorem we
actually show that the upper component of Hp satisfies o(d*d+ V) =R. It
is easy to see that also o(dd*+V') = R under the conditions of the Theorem.

Remark 3.21. The idea of the proof of Theorem [3.1§ is also useful to
improve the statement of [3.9 for Hp in certain directions. However, we do
not precise the statement in this work.
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3.3 Applications and Open Questions

3.3.1 Systems with Rotational or Translational Symmetry

In this small paragraph we want to point out basic examples of electro-
magnetic field configurations, where our Theorems lead to new insights.
Even if there are far more examples, for which the results are applicable,
we concentrate on the most important ones.

First recall that for every s,c¢ € R the power functions fi(x) = c|x|*®
and f2(x) = c|x1|® vary with an arbitrary rate v € [0, 1] along the half-line
L:={x€R? |z >2,29=0} (c.f. Example . Further, we know that

V()| = eslx[*7!, [[Hess(f1)]l2x2(x) = s max (1,5 — 1)[x|*7,
IV fa(x)] = eslaa*™,  [[Hess(f2)[l2x2(x) = es(s — 1)|21[*72,

for x € RT x R. Hence, also |V f1], [[Hess(f1)||2x2, |V fo| and |[Hess(f2)]|2x2
vary with rate v € [0, 1] on the set L. Since, in addition, if ¢ # 0 one has

VAikx)| 1 IV f2(x)] 1

=s5—, =5
fi(x) ] fa(x) 1]
for x € L, we can use Theorems and to conclude

Corollary 3.22. Let s,t > 0 and bg,vg # 0. Assume that B and V' are of
form B(x) = by|x|*, V(x) = vg|x|'. Then we have:

a) o(Hp) is purely discrete, i.e 0ess(Hp) = 0, if 0 < 2t < s, orif 0 < 2t = s
and |vg|? < 2|bo].

b) 0 € gess(Hp) if 0 < 2t = s and |vo|? = 2bok for some k € N.

c) o(Hp) =R if 0 < s < 2t < s+ 1. Together with Corollary we
conclude that in this case Hp has dense pure point spectrum.

Other examples are magnetic fields B and potentials V' that are trans-
lationally symmetric with respect to the xs-axis:

Corollary 3.23. Let s,t > 0 and bg,vg # 0. Assume that B and V' are of
form B(x) = bo|z1|®, V(x) = vo|z1|t. Then we have:

a) 0 € gess(Hp) if 0 < 2t = s and |vg|? = 2bok for some k € N,
b) o(Hp) =R if0<s <2t <s+1.

Note that the second statement on systems with translational symmetry
carries even more information: If we investigate the fiber decomposition of
Hp (see (2.52)), we may deduce that ouc(Hp) = R in case b) of the last
corollary (c.f. Theorem XIII.86 of [RS78]).

Let us proceed with the Pauli operator Hp. Analogously as above, we
conclude from Theorems [3.15(3.18
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Corollary 3.24. Let 0 < s,t <2 and vg < 0 < |bg|. Assume that B and V
are of form B(x) = bo|x|*, V(x) = vo|x|'. Then we have:

a) o(Hp) is purely discrete, i.e oess(Hp) =0, if 0 <t <s, orif 0 <t =s
and |vg| < 2by.

b) 0 € oess(Hp) if 0 <t = s and |vg| = 2bok for some k € N.

¢) o(Hp) =R if 0 < 3s < 3t < 2(s+ 1). Using Remark[2.33, we conclude
that in this case Hp has dense pure point spectrum.

d) o(Hp) =R if s =0 and 0 < t < 1. Using Remark[2.35, we conclude
that in this case Hp has dense pure point spectrum.

Corollary 3.25. Let 0 < s,t <2 and vo < 0 < |bg|. Assume that B and V
are of form B(x) = bo|z1|*, V(x) = volx1|t. Then we have:

a) 0 € oess(Hp) if 0 <t = s and |vo| = 2bpk for some k € N.
b) o(Hp) =R if0<3s <3t <2(s+1).
c) o(Hp) =R ifs=0and 0 <t < 1.

Remark 3.26. We observe that in part c) of Corollaries cmd the
condition 3s < 3t < 2(s + 1) does necessarily require that t < 2, which is
exactly the critical exponent for assuring the essential self-adjointness of the
operator Hp.

3.3.2 Magnetic Schrodinger Operators

We briefly discuss another important operator from quantum mechanics,
where our results can be applied: The magnetic Schrodinger operator in dim-
ension two. Our results allow us to point out new, very simple examples of
rotationally symmetric electro-magnetic field configurations, where this op-
erator has dense pure point spectrum. Some further examples with periodic
potentials V' are discussed in [Hoe97].

For the definition of the operator let B,V € C(R? R). Assume that A €
C1(R2?,R?) generates the magnetic field B, i.e. B = curl A, and that V satis-
fies the lower bound condition as for the Pauli operator. We set

Hsy:= [(-iV — A+ V] = [Hp — 03B

for ¢ € C§°(R?,C?). The operator Hg is essentially self-adjoint on the given
core (see [CEKS8T]), so let us use the same symbol for the self-adjoint exten-
sion on L?(R% C2). For pointing out our examples of magnetic Schrédinger
operators with dense pure point spectrum, resulting from our discussion on
Hp and Hp, we consider the analogue of Theorem for Hg:
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Theorem 3.27. Let B = By > 0, and V € C(R?,R) be two times contin-
wously differentiable outside some compact set X. Assume that there is a
continuous path v : RT — R2, with |y(t)] — co as t — oo, such that the
matriz norm of the Hessian matriz |Hess(V)||ax2 : R? — R varies with rate
v € [0,1] on Im(y) C R2\X. If there is a constant € > 0 for which holds
that

V(v(t)) — —oo, (3.75)
[Hess(V) [laxa (v(E)|V (v(£)[' T — 0, (3.76)
; 1+4e€

e VO —0 (3.77)

as t — oo, and if
< (2By)?, (3.78)

then oess(Hg) = R.

We note that this theorem is a direct consequence of Remark since
Hg =d*d+ Bp+ V in this case. Also for non-constant magnetic fields one
can obtain statements similar to those of Theorems [3.153.17] However,
we leave this branch of applications with:

Corollary 3.28. Assume that B(x) = By > 0 and that V has the form
V(x) = vo|x|t, with vg < 0 and t € (0,1). Then o(Hg) = R and the opera-
tor Hg has dense pure point spectrum.

3.3.3 Further Questions on the Spectrum

To close this chapter, let us propose some further questions, which raised
along our studies of the spectra of quantum Hamiltonians in dimension two.

One of them one may notice while going through Corollaries [3.22] and
of the previous subsection: Our results lead to a complete determi-
nation of the spectrum of Hp and Hp in the case of magnetic fields and
potentials of the form B(x) = bg|x|*, V(x) = vg|x|!, but only for a certain
scope of exponents s and t. While one can read of Corollary and Re-
mark that o(Hp) and o(Hp) are of pure point type when ¢t € [0,s+ 1)
and when ¢ € [0, 2) respectively, our results do only state that:

e The set of eigenvalues of Hp is dense in R if 2t € (s,s+ 1).

e The set of eigenvalues of Hp is dense in R if 3t € (3s,2(s+ 1)) and if
s=0,te(0,1).

So far, we still cannot say whether this holds also true for the powers t €
[(s+1)/2,s4 1) in the case of Hp, and for the powers t € [2(s+1)/3,2) in
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the case of Hp. In view of the results on o(Hp) for t > s+ 1 (see Corollary
and in view of the argumentation in the introduction, one may suggest
that the answer of this questions is positive.

A further problem, targeting another direction, is how sensitive these
examples of dense pure point spectrum are with respect to small pertur-
bations of V' (that are not spherically symmetric). It is known that for
certain operators of this spectral type even rank one perturbation do suf-
fice to alter the spectrum completely (c.f. [DRMS94]). Hence, it would be
interesting to see whether already a destruction of the rotational symmetry
of V on a compact set can generate a continuous part in the spectrum of
these operators.



68

CHAPTER 3. RESULTS ON THE SPECTRUM OF Hp AND Hp




Chapter 4

Time Evolution of Dirac
Systems in Dimension Two

In this chapter we investigate how the density distribution |¢|?(-) of a state
1) spreads with time assuming that the time evolution is governed by the
Dirac wave equation in dimension 2 + 1. In particular, we are interested in
the relation between the spectrum of the corresponding Dirac operator and
the possibility of ballistic behaviour.

To be more precise, we assume, as in the definition of the Dirac operator
in Subsection that A € Lf (R%R?) and V € L? (R? R) for some

loc loc
p > 2. Since we only consider Dirac systems in this chapter, let us use the

notation
H:=Hp=o-(-iV—-A)+V  on L*R?C?.

As usual, we assume that the time evolution v (t) of a state ¢ € L?(R?, C?)
is given by the Dirac wave equation

—i0w(t) = Hy(t),  ¢(0) =¢.

Due to the self-adjointness of H, we can define the unitary time evolution
operator e on L?(R?,C?) and obtain the time evolved state via

() = ey,

As mentioned in the introduction, the RAGE theorem already states that
the time evolution of the expectation value

(W), Lyx<my¥(t))

depends sensitively on whether one starts with ¢ € Po,(H)L?(R?, C?) or
with ¢ € Pa.(H)L?(R2?,C?), i.e. whether 1) belongs to the subspace associ-
ated to the point spectrum of H or to the one associated to the absolutely

69
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continuous spectrum of H. The results of this chapter confirm that the
occurrence of ballistic behaviour, meaning that

(xtp(t), xtp(t)) ~ Cyt® (4.1)

holds for some Cy, > 0, also depends on whether ¢ € P,,(H)L?*(R% C?) or
Y € Poo(H)L?*(R%,C?). However, while can be ruled out in general for
initial states that satisfy ¢ € Pyp(H)L?*(R?,C?) (see Section, we obtain
ballistic dynamics for ¢ € Pa.(H)L?(R?, C?) only in the Cesaro mean and
only for certain electro-magnetic potentials. The precise statements on the
latter point, presented in Section were already published in [MS15].

4.1 Heisenberg Picture and Bounds on the Prop-
agation Velocity

We shortly recapitulate some facts concerning the time evolution of the
multiplication operator x on L?(R?,C?). To do this we work with the reg-
ularised operator

on L*(R? C?),

X
X\ = ——7>
SR EEpYPP

with A > 0. Note that for any 1) € D(x) we have x 1) — x? in L%-sense as
A — 0. Since x) and

o x (o-x)
14 Ax|? 14+ Ax|? 1+ A|x|?

i[H,x)] = (4.2)

are bounded, we know that for ¢» € D(H) both components of x)v are in
the domain of H. Hence, for ¢ € C§°(R?,C?) we can compute

d

% 6itHX)\e—itH1/} — eitH[i H7 X)\]e_itHw7

or equivalently
eitkaefitHw _ x)\w — /t eiSH[i H, X}\]efius ds
0
for any t € R. Formula implies that
/teiSH[iH,x,\]eiSHd5—>/teiSHo'eiSHds as A — 0,
0 0

where t € R, which leads to

Proposition 4.1. The operator e *H maps D(x) into D(x). In addition,
for ¢ € D(x) one has the representation

t
x(t)h = el xe 1 tHy = Xw—i—/ e Hae 50y ds.
0
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Similarly, one can use a regularisation of the multiplication operator |x|"
on L?(R?, C?), with n € N, to deduce

Proposition 4.2 (c.f. Theorem 8.5 of [Tha92]). For anyn € N the operator
e maps D(|x|") into D(|x|"). In addition, for any ¢ € D(|x|") one has
. . t . .
eltH|x‘n€fltHw — ‘X’nw + n/ 615H|X‘n72(0_ . X) e*lSH,lp ds.
0
We can derive immediately an upper bound on the propagation speed
by applying the last proposition inductively.

Corollary 4.3. Let n € N and ¢ € D(|x|"/2). Then one can find a constant
Cn(v) > 0 such that

|/~ | * < C(@) (1 + [£])"
for allt € R.
This corollary states that the wave package spreading under the Dirac

time evolution cannot be super-ballistic.

4.2 Pure Point Spectrum and Absence of Ballistic
Behaviour

We show in this section that the expectation value
(x1p(t), x2b(t)) (4.3)

is at most of order o(t?) if H has only point spectrum (within the energy
interval where 1 is supported). Of course, this upper bound is quite weak
compared to the ones which can be achieved for more specific situations (see
discussion at the end of this section). However, it is valid without any fur-
ther conditions. As pointed out in [Sim90], one can use the representation

t t
x(t) = x +/ dHge sl 45 = x +/ o(s)ds
0 0

on D(x) to show

Theorem 4.4. Let I C R be an open interval. Assume that o(H) NI =
opp(H) N I. Then for any ¢ € D(x) N 1;(H)L*(R?,C?) we have

tl2<¢(t),x2w(t)> —0 as t — oo.
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In view of the integral representation of x(¢) we can write

t
@) x0(0) = JyGebx) +2me (1 [ <x¢,a<s>¢>ds)

/ / (s)¢) duds, (4.4)

so we have to show that (4.4) vanishes as t — co. To do so, we first consider
this quadratic form on eigenfunctions of H.

Lemma 4.5. Let I C R be an open interval such that o(H)NI = opp(H)NI .
If 1,9 are eigenstates of H associated to an eigenvalue E € I, we have

(,o9) =0.
Proof. Let X € C*® (RQ,RQ) be such that

if x| <1
X(X) _ {X 1 ’X| —

22X if [x|>2.
x|

For R > 0 we define the bounded multiplication operator xp := R X (x/R)
and
: o if x| <R
op:=0-Vxp= (0 -VX)[(= ) = N
f = )(R) {o if |x| > 2R.
Since for i) € L?(R?,C?) one can estimate
(o~ or)ll < Mixgesmdl —0  as R oo,
we conclude that
Py = i Py = lim i(, [H,xglY) = 0.
<7!)70-¢> RgI;o <¢50R¢> Rl—l;{1>ol<w’ [ 7XR]71Z)> 0
O

Lemma 4.6. Let I C R be an open interval such that o(H)NI = opp(H)NI.
Denote by {Ep}men C I the set of eigenvalues of H within I. If 1y and
are eigenstates of H associated to eigenvalues Ey, € I and E; € I, we have

lim 1 /t /Ot (o (u)r, o(s)Y) duds = 0.

Proof. Using that id = 1;(H) + Lg\;(H) on L*(R? C?), we can split

t12/0t /Ot (o (u)r, o (s)yr) duds
t2/ / w)tr, L (H)o (s)ir) duds

v [ [ (ot satmotsi) duds.

(4.5)
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Note that
t pt
/0 /0 (o (u)n, Ly (H)o (s)¢hr) duds
/ / )y, € EZ)RR\I(H)U¢z>duds

- /0 (o (), (1B ) (H — B))~ Ly (H)oray) du

hence

t2// ¢k’1R\I( Jo (3)7/}l>duds — 0 ast— 0.

For the other term of (4.5 we use the representation 17(H) = > >°_ 1 [¢hm) (¥,
where 1, is the eigenstate associated to E,,, to obtain

/ot /ot (o(w)r, Li(H)o(s)¢r) duds

- t ot
- Z /0 /0 <U(u)¢k’wm><¢m,‘7(5)¢l>dUds
m=1
- t ot .
— Z /0 /0 elu(Ek*Em)els(Em—Ez)duds<U¢k’wm><wm70¢l>. (4.6)
m=1

Now, if F,, = E} or F,, = E;, we know by Lemma that <a¢k, 7/)m> =0
or <1/’ma 0'¢l> =0. If E,, # E, and E,, # Ej, we can integrate, getting

t t
0 JO
1

" (BEp— En) (B, — En) (e

it(Ek—Em) _ 1) (eit(Em—El) _ 1)
and therefore

1 t t .

2/ / et $(Br=Em) lu(BEm=F1) 4, ds — 0 as t — oo.
Summarising, we see that for any m € N it holds that

t ot
tlg/o /0 <U(U)¢k,¢m><¢m,0(s)wl>duds — 0 ast— oo.

The inequality

5 [ otamntm) (o6 ducs| < v (s
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allows us to apply the dominated convergence theorem in (4.6]) since the
right hand side of it is summable in m. We deduce that

t2// w)bg, L1(H)o(s)) duds — 0 as t — oo.
O

Proof of Theorem[.4) As in Lemmal[d.6] let us denote by {Ep, }men the set
of eigenvalues of H within I (counting multiplicity). The corresponding
normalised eigenfunctions {,, } men form an orthonormal basis of the sub-
space ILI(H)LQ(R2 C?). We write 1 = Y ;2 105@[); € 1;(H)L*(R?,C?) and
set YN = Zl 1y for N € N. From Lemma {4.6| follows that

/ <0'(u)¢N, 0'(5)1/1N> duds

N N
~Y Y e qg&// wW)ibe, o (s)r) duds = 0

for any N € N. We choose € > 0. Then there exist N € N and 7" > 0 such
that [|¢ — ™| < ¢/3 and

t12/0t /Ot <a(u)wN,a'(s)¢N> duds

for all ¢ > T'. Hence,

5 [ [ oot duas

5 [ [ et oty auas

+t12/t/t\<a<u>(w—w>7a<s>w>!duds
o [ [ KotwnY. o) =) duds

€ 1
<som [ [ oot
l [ o ()N ||l|e(s — M) ||duds
v [ [ low o) @ - v¥)aua

<e+e+e
4o 4 s —¢
-3 3 3

for t > T'. Thus, we see that

// 1/1>duds—>0 ast — oo.

<e¢€/3
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Let us briefly point out that if H has pure point spectrum, there exists
also the possibility to use (uniform) decay properties of the eigenfunctions
to obtain upper bounds on . If the decay is strong enough, these bounds
can even be time-independent. Within our framework, let us consider the
case of a rotationally symmetric field configuration. Then a decomposition
of H into operators hj on the half-line enables us to gain information on
the eigenfunction-decay via the eigenfunctions of the hy’s. This suffices to
deduce (almost) dynamical localisation, i.e. time-independent bounds on
, for many cases in which o(H) is of pure point type. For the precise
statement recall that if B € C(R% R) and V € C}(R% R) are rotationally
symmetric, we can write B(-) = b(| - |), V(-) = v(] - |) and use the gauge
to obtain the decomposition

QUHUQ= P hn,

keZ+3i

with the operators hy, as defined in (2.6). Recall that Q = 1/v/2(1—i03) and
U:L*(R%C% — P L?(R*,C?) are unitary maps. Due to Corollary

JEZ+5
[2.31] we know that if

|A(r)| — 00 as r — oo, (4.7)
_ v(r) vy’ .

hgs(gp ‘A(r) <1, <Z) is bounded, (4.8)
A'(r)

A2 —0 as r— oo, (4.9)

then H has pure point spectrum. For such a system we even have

Theorem 4.7 (Theorem 1.1 of [BMST15]). Consider the Dirac operator H
with rotationally symmetric B(-) =b(|-|) and V(-) =v(|-|). Suppose that
the potentials A(r) = r_lforB(s)sds and v fulfill (.7)—({.9). If for given
constants E,m > 0 the state ¢ € 1i_p g(H)L*(R?, C?), with decomposition
Q*UY = ®kez+%9@k” satisfies

> [E™lexl? < oo, (4.10)
kEZ+3
then .
sup H|x|56_ltH1/)H2 < 00. (4.11)
>0

The proof of this theorem can be found in the given reference. Keeping in
mind that U is essentially a Fourier transformation in the angular variable,
condition is a mild constraint on the regularity in the angular variable
of ¢ (considered in polar coordinates). It is necessary since the decay of the
eigenfunctions of the operators hx, which is exploited in the proof, is not uni-
form in k. Condition is therefore required to compensate this missing
uniformity in the Fourier-transformed angular variable.
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4.3 Ballistic Dynamics for certain Systems with
Absolutely Continuous Spectrum

In this section we show that it is possible to obtain ballistic dynamics for
massless Dirac operators with an absolutely continuous part in the spectrum
in the sense that

((xtp (), x1p(-))) o = CpT™. (4.12)

Here we use the notation

T
(O = ;/0 Ot) dt (4.13)

for the Cesaro-mean of a function © : RT™ — R, Against intuition, deduc-
ing for states with support in the absolutely continuous part of the
spectrum is not trivial and we can only prove it for systems with rotational
or translational symmetry. To do so, we use ideas originating from [Gua89]
and [Com93|]. A mathematically more refined elaboration (especially from
the measure theoretic point of view) can be found in [Las96]. Let us briefly
recall the connection between the time evolution of a state and the continuity
of the spectral measure associated to it.

Definition 4.8. Let p : B(R) — [0,00] be a Borel measure on R. We
say that p is uniformly Lipschitz continuous (with respect to the Lebesgue
measure) if there is a constant C' > 0 such that for any interval I C R with
|[I| <1 it holds that

u(1) < Cl1I.

Example 4.9. Let i be an absolutely continuous Borel measure on R with
bounded Radon-Nikodym derivative. Then p is uniformly Lipschitz contin-
UOUS.

As pointed out by [Str90] and authors cited therein, the continuity of a
measure y implies a certain decay of its Fourier transform fi. For our results
we only need the following special case:

Proposition 4.10. Let v be a uniformly Lipschitz continuous Borel mea-
sure. Then there exists a constant C' > 0 such that for any function
0 € L*(R,C;du) it holds that

1 2

T
(&)= 7 |

Now assume that G is a self-adjoint operator on a Hilbert space ‘H and
that the Borel measure

/R e~ (s) dp(s)

at < CT! / o(3)Pdu(s).

po: BR) = [0,00], I (p,11(G)e)
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associated to ¢ € H is Lipschitz continuous. Then, due to the spectral
theorem, the overlap of ¢(t) with another state ¢ € H can be written as

(B.0(t)) = (3,610 p) = /R €1 05(5)dpg ),

where o5 € L*(R, C; dp) satisfies [ |0p*dpe(s) < [|@]|*. Therefore, Propo-
sition 4.10f states that

(1@ 0"y < CT I, (4.14)

i.e. the considered overlap vanishes in the Cesaro-mean with a rate propor-
tional to 7~'. We now demonstrate that provides a tool to estimate
how fast the bulk of a state ¢ leaves a given compact region under time
evolution (assuming that s, is sufficiently regular).

Proposition 4.11. Let G be a self-adjoint operator on a Hilbert space H
and suppose that K : H — H is a Hilbert-Schmidt operator. If for p € ‘H
the Borel measure py(-) = (p,1.(G)p) is uniformly Lipschitz continuous,
then there exists a constant Cy, such that

((Ke "%, Ke "9)), < C,||IK|Hs T

Proof. Using the singular value decomposition of the compact operator K
on H, we can write

K'K = Z)\nj\nw)na >¢na

n=1

with an orthonormal set {¢y, }neny C H. Here {\y, }ren is a square-summable
sequence that satisfies

[o.¢]
1K 7s =Y [Aal*
n=1
Using , we estimate
o
(Ke "%, KeT90)) =37 Dl {[{fn, e o)) < Coll K [71sT !
n=1

for T > 0. O

Applied to local compact operators later on, this rather general propo-
sition leads to a bound of order 7! on the quantity

T
7 /0 |1y at (4.15)

if we assume that p, is uniformly Lipschitz continuous. Recall that the
RAGE theorem merely states that (4.15)) is vanishing as 7" — oo if p, is
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continuous. To deduce finally the ballistic wave package spreading for our
two-dimensional Dirac operator H, it would require Hilbert-Schmidt bounds

of type
2

<cR

[tiesm
HS

Wxi<ry g7 —7

for some ¢ > 0. Even in the free case (A = 0 and V' = 0) this is not possible.

However, if one allows the electro-magnetic field to be rotationally sym-
metric or translationally symmetric (see Subsection [2.2.3]) one can think of
a decomposition

6115H|X‘2671tH ~ @ elthkTQGflthk
kEZ+3

or
®
eitH|xl‘26—itHg/ eith(§)|$1|2e—ith(§) de¢
R

respectively, to reduce the problem to a question on the dynamics of Dirac
operators on the (half-)line. We therefore aim to apply Proposition to
the operators hy on L?(R*,C?) and h(¢) on L?(R,C?), given by and
by respectively. The following two lemmata state that the potential
transformations, introduced in Subsection [2.1.2] enable us to establish the
desired Hilbert-Schmidt bounds for these one-dimensional operators in the

case when |A| < |v| at co (c.f. Assumptions and [2.15]).

Lemma 4.12 (Theorem 3 of [MS15]). Let hy, for k € Z + %, be defined
as in (2.6), with A,v satisfying Assumption . Then there is a constant
Ck > 0 such that for any bounded intervall I C [1,00) we have

‘11 < /1.
S

Proof. In view of Theorem [2.16, we can write

1
T he —1

H

1 _ 60'29/2 ]1[ _

1 .
Ty —1i By — i

[(;Lk — i) (Mhy, — 1)*1} =202

with § = tanh™! 8 = tanh~!(A4y/v) and

. k o’
hi, = o1(=10z) + (1 + 0’25)02<x - A1> + /vy +va /v + o35

Note that Theorem also implies that (hj, —1)(Mhy —i)~" is bounded,
hence it remains to find the right Hilbert-Schmidt bound for

1
Iy
iy — i
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Let us simplify the notation by writing
hy = o1(—i9;) + Uzg + W +v2/7,
where W = W3 + W5 denotes the sum of the potentials
Wi =1 /y — (1 +02f)02A; € LP(RT,C**?),
with p > 2, and
k o' k 0’

k
Wy :i=~(1+ 025)025 —oy— o3y = (v=1+ ’yﬁag)ag; +o3g

Due to the support properties of As, the function S is supported away from
zero, meaning that Ws is uniformly bounded on R*. In particular, there
exists a constant ¢; > 0 for which holds that

1 1
1y = 1y ———m
hi —1 hy — Wy —1i

Since W7 has bounded support, this term is an infinitesimally small pertur-

bation with respect to hy — W = 01(—10;) + Ugf + vy /v (see Corollary ,
i.e. we obtain the estimate

1
‘M

hy — Wy —i
with ¢z > 0. Finally, we compare hj, — W with the half-line operator
ho :=01(—10;) + va /7y on L?(RT,C?),

which is self-adjoint on D(hg) (given by (2.10) with a = 0), as follows: We
choose x € C*(R™,[0,1]), with

0 ifx<i,
M@Z{ 2

<c
HS

(4.16)

HS

1
1; -

—_ 4.17
h — W —1i (4.17)

HS

<
HS

1 if z>1,
and write

1 1
Iy ———=lix=——F—
hp, — W —i hp, — W —i

mliwﬁUﬂM—W—QA}

Here the operator in [...] is well defined and bounded in view of Remark
and the Closed Graph Theorem (however, the operator norm depends on
|k[). So there is a ¢y > 0 such that

1
| <e -H <oVl (418)
hy —W —1|lus " —1gs "

Here we used Proposition for the second inequality. Putting together
(4.16)—(4.18]), the claim follows. O]

]l]h
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Lemma 4.13 (Theorem 1 of [MSI5]). Let h(§), for & € R, be defined as

in (2.53), with A,v satisfying Assumption |2.14. Then there is a constant
C¢ > 0 such that for any bounded interval I C R we have

1
‘ h(§) —1i HSSCg\/m.

Proof. Since h(§) = h(0) 4 02, it suffices to show the statement for the
operator h = h(0). In view of Theorem we write

17

1; 1 — 60'20/2 ~1 6—0'20/2
Mh —i

h—i
= 1y [(h 1) (MR 1) e,

h—1

with
/
57
where § = tanh™! 8 = tanh™!(A4,/v) has a uniformly bounded derivative.

The operator (h—i)(Mh—i)~" is bounded by Theorem and the Closed
Graph Theorem, hence we have

h=—i1010; — (1 + 028)09A1 +v1 /v + va/y + 03

1
- <c||lf =
h—illgg h —1illus
for some ¢ > 0. Setting W1 = —v(1 + 028)02A1 + v1 /7, we use the second
resolvent identity to obtain

1

(h=1)" = (— i1, + Wi+ vy 1)~ [1_0392’ (ﬁ_i)l]

/
:U%—nﬂm+WL4y4UP—m€(ﬁ—m*}

where W := UW;U* and U is the unitary transformation from Proposition
Note that |WW| € LP for some p > 2. Hence, the Kato-Seiler-Simon
inequality yields that W is infinitesimally bounded with respect to —io10,.
In particular,
W(—i010 + W —1i)""

is a bounded operator. Therefore, we use the resolvent identity

(=010 + W —1)" = (=110, —1) "1 =W (=10 + W —1)7}]
to deduce that

1
1 ——

h —1illns HS
for some C' > 0. The claim is then a direct consequence of Proposition

213 O

1

—1010; — 1

1y

<

With these two lemmata we can prove the main theorems of this section:
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Theorem 4.14 (Theorem 4 of [MS15]). Consider the operator hy, where
keZ+ %, with potentials A, v satisfying Assumption . For E > 0 let
Y E Pac(hk)]l[_EjE](hk)Lz(RJr, C?) be non-zero. Then for each m > 0 there
exists a constant Cy(p, E,m) > 0 such that

<H:L“%e_ithkg0H2>T > Cr(p, E,m)T™ (4.19)
forT > 0.

Theorem 4.15 (Theorem 2 of [MS15]). Consider the operator h(§), where
¢ € R, with potentials A,v satisfying Assumption [2.1]] For E > 0 let ¢ €
Pac(h(€))11_g, g (R(£))L*(R,C?) be non-zero. Then for each m > 0 there
exists a constant C¢(p, E,m) > 0 such that

<H|x]%e_ith(§)g0H2>T > Ce(p, E,m)T™ (4.20)
forT > 0.

We only give the proof of Theorem [4.14] The one of Theorem [4.15] is
completely analogous, but uses Lemma instead of Lemma

Proof of Theorem [[.14. As above, let us denote by
He - %(R) — [Oa 00]7 O~ <907 HO(hk)‘70>
the Borel measure associated to ¢ € L?(R*, C?) (with respect to k). Due to

the absolute continuity (with respect to the Lebesgue measure), the measure
t has an L'- Radon-Nikodym derivative, i.e. we can write

11p(0) = | piy(s)ds
@]
with pg, € LY(R,R*). For a > 0, so large that

/ L2

pe({p, > a}) < 2l
we define O, = {, < a} and Oy = {p;, > a}. Then the measures
peal0) = 100100 = [ ()10, ()5 0 BE)
o p(0) == (O N Op) = /O,ufp(s) Lo, (s)ds, O € B(R)

are singular to each other and satisfy p, = gy + plpp. In addition, pe 4
is uniformly Lipschitz continuous (with respect to the Lebesgue measure)
since it has the Radon-Nikodym derivative u; 1p,. Observe that the states
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@j = 1o, (hx)p, with j € {a,b}, generate the measures ju, ;, i.e. for any
O € B(R) we have

1, (0) = (i, Lo(hi);) = (@, Lono, (h)e)
= H«p(O N Oj) = N@,a(o N Oj) + ,Ugo,b(o N Oj) = M%J’(O)'

Summarising, we can decompose ¢ in a sum of mutually orthogonal states
©q and @y such that p, = g, © iy, , where i, is uniformly Lipschitz con-
tinuous. In particular, we can apply Proposition to @q, which satisfies

3
lieall* = llel® = llowll® = llel* = mop(R) > ligll* > 0.

To obtain , we estimate
le% e Mrp]|* > [|RE g apye o]

> R™ (el = [[20,me " ¢||")

> R™ (el = 2] Lo, me™ ™ al|* = 2103 ]1%)

> R™ (3l = 2|10, me™ " 0al*) (4.21)
for R > 1. Using that ¢, € Il[_E’E}LQ(RJ“,Cz) and the local compactness
of hy, we deduce from the RAGE theorem that

(1.ne™ ™ 0al ")y < Ellel?

for T > Ty (where Ty has to be chosen large enough). So we can proceed
with estimate (4.21)) to obtain

mo 2 —i 2
(o= el > B (3llel® = 2{[[Lme™ ™ al D7) (422)
for T'> Tjy. For the second term on the right hand side of (4.22)) we apply
Proposition and Lemma [£.12] resulting in

—ihgt —ihgt

eall)z

| (s, — i)]l[fE,E]<hk)H2

eal)r = (1L Limm (e
1
(hie —1) llns
< Cu,Ch(E? + 1)RT ™.
Combining this with , we get
(lo% e ™o ]*)y = B (fllel* ~ Con Cr(B* + )RT )

([La,rye
2
< C«paTlHl(l,R)

1 —m m m
=§(8C<pa0k(E2+1)) el 21, (4.23)

for T' > Ty, if we choose

_ _ Il
k=R = 8C,, Cr(E? +1) T

After lowering the constant in front of 7™, one can even assume that (4.23))
holds also for T' € [0, Tp. O
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We come back to our original problem: The occurrence of ballistic dy-
namics for Dirac particles in dimension two, under the assumption that the
magnetic vector potential is small compared to the scalar potential.

Corollary 4.16. Consider the massless Dirac operator H on L?(R?,C?)
with rotationally symmetric B(-) =b(|-|) and V(-) =v(|-|). Assume that
A(r) =r~1 [ b(s)sds and v satisfy Assumption . For E >0 let
¥ € Pac(H)1_p g (H)L*(R?,C?)
be non-trivial. Then for each m > 0 there exists a constant C(¢, E,m) > 0
such that
(Il e 4)*) 2 Co, Bym) T

holds for all'T > 0.
Proof. In view of the discussion in Subsection [2.2.3] we have

Uy = De Z+%(Pk € @ Pac(hk)L2(R+v (C2)- (4'24)

ke Z+1

m
2

Since U|x|2 U* is diagonal, with [U|X|%U*]k , = T2, Wwe can estimate

I+3
(e D I [ T R W [ T
ke Z+3 k=—1-1

where [ € N is chosen so large that 22117/1271/2 llpkll? > 3| Observe that

(2.50) implies 1|_g g (H) = @peczy1 L—g,5(hk). Hence, due to (4.24), we
b 2 b
can apply Theorem to deduce

I+3
%% e Hy|* > 3" Cilor, B,m) T™ = C(y, B,m) T™.
k=—1—1
O
Corollary 4.17. Consider the massless Dirac operator H on L*(R?,C?)
with translationally symmetric B and V (w.r.t. the x3-azxis). Assume that

the potential functions A(z) := [ B(s)ds and V satisfy Assumption |2.14),
Let E,m > 0. Then for any ¢ € 1|_g g (H)L*(R?,C?) such that the set

{e€R|Y(-,6) £0, ¥(-,€) € Pac(h(€))L*(R,C?)} (4.25)

has non-trivial Lebesgue measure, there exists a constant C (v, E,;m) > 0
such that

(1% e 1y |*),. > Oy, B,m) T™

for allT > 0. Here 12)\ denotes the Fourier-transform of 1 in the xa-variable,
i.e. we use the notation Y(x1, - ) = Fp,p(x1, - ).
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Proof. If B and V are translationally symmetric with respect to the xs-
direction, we may assume that H is in the Landau gauge, i.e. that A
satisfies (2.51)). Performing a Fourier transform in the direction of xa, we
obtain

. (o]
sl = [ (e O3 )| d
—o0
Due to the assumption on , we find a & > 0, so large that

0 = {€ € [<&0, &0l [ (&) # 0, D(-,€) € Pac(h(€))LA(R, C?)}

has positive Lebesgue measure. In view of ([2.54)), we have

D
V(g (H) = /R 1 5.5y (h(€))de

and thus we conclude that 12( -, €) € 1_g g (h(€))L*(R,C?) for a.e. £ € R.
Applying Theorem yields

Nmﬁf“WW%>AQWWe”h ))pde > v, Bmy™

with C(¢, B, m) := [5 Ce(P(-,€), E,m)dé > 0. O

Let us close this section with an example that can easily be verified with

Corollary

Example 4.18. Consider the massless Dirac operator H on L?*(R? C?)
with magnetic field B(x) = bo|x|* and electric potential V(x) = wvg|x|t,
where t,s > 0 and |vo|, |bo| # 0. Suppose thatt > s+ 1, ort =s+1 and
lvo| > |bo|/(s + 2). Then for every m >0 and

) € Pac(H)1_p, g (H)L*(R?,C?),
there is a constant C (v, E,m) > 0 such that
(i Ee™ )y = O, Bym) T
holds for all T > 0.

In the case of translationally symmetric electro-magnetic fields, analo-
gous examples can be derived from Corollary and Corollary



Appendix A

Tight-Binding Ansatz for the
Honeycomb Lattice

In this part of the Appendix we demonstrate how the ordinary tight-binding
ansatz for a single band leads to the description of charge carriers near the
band edge by the Dirac operator: We consider the honeycomb lattice with
2N = 2n? atoms. Then, according to [AS10], the tight-binding Hamiltonian
in second quantised form is given by

2N
] — § T S
th - Crit%]cl‘j - Cl‘it%]crj‘
i,j=1 [r;—r;|<d

Here r; denotes the position of the i—th lattice atom, éiL and ¢y, the corre-

sponding creation and annihilation operators of the lattice site r;, and d the
nearest-neighbour distance. Note that the spin index of the lattice electrons
is suppressed in Hyp. Let us briefly describe the geometry we have to deal
with:

e
G
L

Figure 2

If @ = |a1| = |ag| is the lattice constant, we choose (as indicated in the
picture) the primitive lattice vectors

as(9) et
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The nearest-neighbour vectors are given by

maalo) mmaa(a) #maa(n)

Since there sits a carbon atom in each point of the considered honeycomb
lattice, we suppose that t;; has the same value for each 1 < 7 < 2N, i.e.
tii = t;; = €0 for 1 < i < 2N. Further, the symmetric arrangement of
the nearest neigbours around the atom in r; justifies the assumption that
tij = t;z =:(o forr; =r; +46; and [ = 1,2,3. In what follows, we consider
N to be so large that boundary effects are negligible.

For obtaining the second quantised Hamiltonian in momentum space
(and determining the band function €(k)), we work with a unit cell spanned
by the primitive vectors a; and as. Since the basis then consists of two
atoms (see Figure 2), we divide the set of lattice points in a set .o/ of lattice
points A (blue), and a set B = o + §; of lattice points B (orange). Let
us denote by R; the position of the i—th unit cell, which is (per definition)
the position of atom A within the cell. Then R; + 81 is the position of the
atom B in the i—th unit cell. It is convenient to use the notation

dgz creation/annihilation operator of the lattice site R;
l;gz creation/annihilation operator of the lattice site R; + d;

With that convention our tight-binding Hamiltonian reads

N

ﬁtb - Z (Eod-{:{idRi + COdJ{hi)Ri + Cod;z'i)Ri*al + Co&;"RiI;Ri*aQ)
i=1

N
+ Z (eobkibRi + Cakb]l;idRi + CgbkidRH-m + CgbkidRr‘raz)'
i=1

Note that the first Brillouin zone of the finite lattice, spanned by a; and
ao, is also the first Brillouin zone of the sub-lattices &/ and 4. Therefore,
as pointed out in [Mah00], we have the representations

N kR i _ 1 ik-(Ri+81) T
iR, = D ¢y, b, = D¢ Do
keVp keVp

where Vg denotes the first Brillouin zone

Vg = {/\1V1 + )\2V2’)\1>)\2 € {0 ! ’nT_l}}’

E)

generated by the reciprocal lattice vectors vi and vo. Further, dL and I;L
are creation operators of electrons with momentum k € Vg. Because of the
identities

2
1 e _. , 1 .
—iR; (k—k') _ —ik-(R;—R;) _ 5. .
— e =k and — e i) =4
n2 Z kk n2 Z b
=1 keVp
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the invers transformations are given by

i: a’R? %Z i(R;+01) ka

(1)

Using them, we can write Hy, in terms of al(j ) and Bk , resulting in

ﬁtb = €0 Z CALIT(CALk + € Z ZA)JLIA)k

3\'—‘

keVp keVp
4 CS Z (eik~51 + eik~(517a1) 4 eik-(517a2)> l;i"(&k
kevp
+ CO Z (e—ik'(sl + e—ik~(51—al) + 6—ik~(51—a2)) &Li)k
keVp

With the abbreviation

C(k) = CO( —ik-61 +e—ik-53 + —ik.&z)
:CO( 1k61 +e lk((sl al)+e (61 32))

our Hamiltonian takes on the compact form
: N ¢k (a
D DECAUAN O ) (A1)
keVp C (k) €0 bk

Note that the constant €y can be removed by subtracting the diagonal term
€0 D _kevy (d;r(dk + ELEk) from Hyp,, i.e. by redefining the Fermi energy of
the considered band. Therefore, we set g = 0.

Let us only remark that in the large particle limit (N — oo) one usually

replaces
d?’k
b fallinid
X oow [
keVp B

where |Vg| = (27)2/|a; x ag| is the volume of the Brillouin zone (see [BF04]).
However, since we deal with second quantised operators, it requires some
effort to do that properly. We just mention that this leads to the same
Hamiltonian as one gets when starting with an infinite lattice (see [Sem84]).

Now let us consider the Hamiltonian ﬁtb near the band edge ¢y = 0.
Note that the band function e(k) has the form

k) = e £ /((k)¢*(k)

== ’CO‘\/?"" 2cos(k-a)+2cos(k-as) +2cos(k - (ag —ay)).

For finding the roots of €(k), we work with the primitive vectors

1 0 I )
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of the reciprocal lattice. By writing
C()\lvl + )\2v2) — Q;ri ()\1+)\2) (1 + 627ri)\1 + 627Ti)\2),

one can read off directly the roots

27 3 2 3
K=2v,+1iv ——< ), K =1v, +2v ——< )
SRR a3v3 V3 SAARE M a3v'3 —V3

of ((k) in the first Brillouin zone. Within a small neighbourhood of K and
K’ one can linearise the function ((k), i.e. we can write

(K +k) = ¢(K)+(VO(K) -k + O((alk])?)
= G5 V3(=i)e™ (k1 — k) + O((alK])?),

(K +1) = ((K)+ (VO)(K) -k + O(alk))*)
= G5 VB(=i)e™ (k1 +ik2) + O((alK|)?).

With the abbreviation vp = Coa\/§ /2, we therefore see that

> @i (g W) (3)

|K—k|< a1

~ ~ * é\l/
= 5 (e B0 ore 00 (),
k| <a—1 Kok

> @ i) (e ) <bf: )

IK'—k| < a1

~ 7 * * a /
~ Y (ados bl ) U (vro 'k)U<BK +k>,
k| < a1 K’+k

where U = ¢ is a unitary matrix. The approximated Hamiltonians
on the right hand sides are well known from (2 + 1)—dimensional QED.
More precisely, if we take the massless two-dimensional Dirac operator in
the second quantised form

Dy = /v\fﬁ(x) [vpo - (=1 V)] ¥(x) d*x

(see Chapter 13.3 of [Sch05]) and transform the field operators via

~

1 —ik-x,\J
\IIT(X) = WZ@ k \I’L,
k

N

1 . o
U(x) = —— Y kxy,
b

we obtain (up to unitary equivalence and re-labeling) a Hamiltonian of the
same form as in the small momenta approximation of (A.1)). This analogy is
justifiable if the momenta are small compared to a~!. However, we should
remark that the analysis presented here is not rigorous, in particular one
does not have any error estimates.



Appendix B

Supplementary Arguments
and Results

B.1 On Local Compactness and Variation of Po-
tential Functions

Proposition B.1. Let O = R" or O = R} = {x € R"|z; > 0} for
some n € N. Assume that H is a locally compact, self-adjoint operator on
L*(0,C?). If there exists a function V € L2 (0,[0,00)), with V(x) — oo
as |x| = oo, such that

[H|| = [Vl for ¢ € D(H), (B.1)
then oess(H) = 0, i.e. H has purely discrete spectrum.
Proof. If A\ € 0ess(H) C R, we can find a normalised sequence (¢)ken C

D(H) such that ¢ — 0 and [[(H — A\)¢g|| — 0 as K — oo. For any R > 0
we estimate

1 )
HH{MSR}¢k|Z:HlﬂxSR}};__A__i(ff—wk—ﬂ)wk

+ ClI(H = Ml

1
< H]lﬂng} L

where C' > 0 denotes the norm of the operator

1

Lix<m a1 (B.2)

Using the compactness of (B.2), this estimate implies that ||x{x|<r}¥x|l — 0
as k — oo for any R > 0. By the assumption on V', we can choose R > 0 so

89
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large that V(x) > 5|A| + 1 for |x| > R. If N € N is sufficiently big, we get
[(H = Nrll > [[Vpr]l — | Al
> VL my¥nl| = [VIxi<ryl] oo | Loi<myvel| = A
> (51 + DL ryvel| = 1V L <ry oo | L i<y k]| = 1A
> (1M +3) = [VIgx<ry |0 | Lpsi<ryel|

whenever k£ > N. In particular, ||(H — A)gn|| - 0 as kK — oo, which is a
contradiction. O

Remark B.2. From the proof of Proposition one may read off that
Condition (B.1)) can be relaxed to hold only on

{+ € D(H)| supp(y) C {|x| > R}},
where R > 0 is arbitrary but fized.

Proposition B.3. Assume that B € C(R% R) and V € CY(R% R) satisfy
the conditions

|[V(x)| — o0 as |x| = oo, (B.3)

’VVV(}((})C) —0 as |x| — oo, (B.4)
2(x

ILI(I|1_S>EOP 2‘|/BEX;| < 1. (B.5)

Then there is ann € (0,1) such that for any 6 € (0,1) one can find functions
B € C(R%R) and V € CY(R% R), with

V(%) = 1/5, (B.6)
IVV( )| <OV (x)], (B.7)
V3(x) < 2(1 - n)|B(x)| (B.8)

for x € R?, and which differ from V and B only on a compact set.

Proof. We only consider the case B(x),V(x) — oo as |x| — oo since the
other sign combinations can be treated completely analogously. Let us start
with the construction of V: Due to assumption (B.5)), we find constants
r1 > 1 and n € (0,1) such that

V3(x) < 2(1 —n)B(x) (B.9)

if x| > 7. Let § € (0, 1) be given, then we deduce from (B.3|) and (B.4]) that
there is an r9 > r1 such that

207'<V(x) and |VV(x)| < ZV(X) (B.10)



APPENDIX B. SUPPLEMENTARY ARGUMENTS AND RESULTS 91

hold if |x| > ry. For x € C*(R?, [0,1]) satisfying
1
R
we set x,(+) == X(?)7 where r > 0. Now consider for r > r5 the C''-function
Vo(x) = xr (X)V(X) + (1 — X (x))46 (1 + 1 + ¢2)
on R?, with
c1 = sup {max(—V(x),0) | x € R?},
Co 1= sup{|VV(x)| | x| < rg}.
Observe that V,(x) = V(x) whenever |x| > 2r. By the choice of r, we have
SIS Vx), V) < 20i(x) (B.11)
for any x € R?. The second inequality of yields
IV (x)] < [VV (x)] + % 21V xlloo + 4V xllocd ™ (L + €1+ c2)) Vi(x)
for x € R?, where r > ro. In view of the second estimate of , we know

that |VV(x)| < max(cg, 6V (x)/4) holds globally. So for any r > ry we get

YV < 20 (x)

on R2. Note that we also applied (B.11]) and the definition of V, for the
previous conclusion. Therefore, we can choose r3 > ry so large that

IVVpy (x)] < 0V (x)  for x € R2 (B.12)
Set V =V}, and observe that V satisfies and (B.7) due to (B.11)) and
(B.12)). With r4 = 2r3 let us define B through
R 1
B(x) = 2xr,(x) = 1) B(x)+2(1 — xp, (X)) —————
() = (2 = 1 B0 +2(1 = 1 (0) 5

for x € R?. By and since V coincides with V on {x € R? | |x| > 23},

we have

V2 (x)

V2(x) < 2(1 - n)B(x)
on R2 ie. V and B satisfy also condition (B-g). O

Corollary B.4. Assume that the magnetic field B € C(R?,R) and the
electric potential V€ CY(R?,R) satisfy (B.3)—(B.5). Let A € C1(R?,R?)
be a vector potential for B, i.e. B = curl A. Then there exist Be C(R%,R)
and V € C1 (R2,R), for which the global conditions — hold true,
and such that
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(Da +V —i)71 is compact iff (D4 + V —i)~! is compact.
Here A € CL(R2%,R?) denotes a vector potential for B.

Proof. For B and V satisfying — consider B and V, given by
Proposition Since the difference B— B has compact support, there exist
a bounded function Ag € C1(R?,R?) with curl Ag = B — B on R2. Observe
that A := A — Ay is a vector potential for B. Due to the construction of
A and V, we know that the operator difference (Da + V) — (Dj + V) is
bounded on L?(R2,C?). In particular, the difference

(Da+V —i) P —(Dg +V —1i)7!

is compact if already one of the resolvents itself is compact. O

B.2 Proofs of Lemma (3.2 and Lemma (3.3

In this section we provide the proofs of the two lemmas, required for proving
Theorem (and for proving Theorem [3.15)). Alternatively, one can find
them in [MS14].

For A € Lfoc
the abbreviation

(R2,R?), with p > 2, let Da be given by (2.32). We use

Ra(2) :=(Dp —2)7 ¢ (B.13)

for z € o(Da). If V € CY(R?,R) is strictly positive or strictly negative and
satisfies |[VV/V o < 00, we define the operator
ioc-VV

K := [Da, V7V = —— on CS°(R%,C?).

Note that K is bounded on the dense subset C§°(R?,C?) of L?(R2,C?),
hence extends to a bounded operator on the considered Hilbert space.

Lemma B.5. Let B € C(R%,R) and A € C'(R?%,R?) with B = curl A.
Assume that V. € CY(R2 R) is strictly positive or negative and satisfies
V" oo, IVV/V||oo < 00. Then for any z € o(Da) with | K|||Ra(z)]| < 1
we have

[Ra(2), V7! = =V 'RA(2) KRa(2)L1(2) (B.14)
= Lo(2)Ra(2) KRA(2)V L. (B.15)
The operators
Li(z):= (1+ KRa(2)) ', La(2):= (1- Ra(2)K) "

are bounded with

L1 ()|, [ L2(2) ]| < (1= 1K Ra(2)]) " (B.16)
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Proof. For z € p(Da) we compute
[RA(2), V_l] = Ra(2) [V_I,DA] Ra(2)
= —Ra(2)V 'KRa(z)
=~V 'Ra(2)KRA(z) — [Ra(2), V'] KRA(2).
It follows that
[Ra(2), V'] (1+ KRa(2)) = =V 'Ra(2) KRa(2).

If |K|||Ra(2)|| < 1, we can invert 1 + K Ra(z) by writing the invers as a
Neumann series, which results in . The bound on the norm of Lj(z)
is a direct consequence of the representation as a Neumann series. In the
same way we obtain formula and the norm bound on La(z). O]

Proof of Lemma[3.3. a) Let 1,1 € C$°(R?, C?) with ||o]| = ||| = 1. If Bo
is defined as in (3.7]), we know that (—25p,0) U (0,25p) C o(DAa). In parti-
cular, we have the representation

1
My =—-— Ra(z)dz
271 J)z1=p0

for the orthogonal Projection on ker(Da ). Since ||[Ra(2)|| < 85" for |2| = Bo
and since ||[VV/V||o <6, we can estimate

IKIIRa(2)]l < 885" =26°\/1—n < 3
for |z| = By. Thus, Lemmayields
[(Vep, g, V)| = [(Va, [T, VT 0)

<o (V. [Ra(2),V1])| dz
T J\|zl=Bo

- % 121=8 (&, Ra(2) K Ra(2) L1(2)¥)| dz
| K Ra (=)

dz < 462,

n % |z|=8o 1- HK”HRA(Z)H

Analogously, we get the same bound on the norm of [Hé, V_l] V.

b) One may observe from the previous calculation that the operator
[y, V'] maps L*(R?,C?) into D(V). By writing

Moy =V IgVey + [IIo, V7

for ¢ € D(V), the claim follows immediately.
¢) In view of the Spectral Theorem, we deduce, for |z| = [y, that

A

IDARA(Z)I = sup |

)\EO'(DA)

<2
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Using again the integral representation of Iy, we can estimate

[(Dad, VI, V= v))|

1 -
S 5 |(¢), DARA(2) K RA(2)L1(2)9)| dz < 46
T J1z1=po
for normalised functions t, ¢ € C$°(R?, C?). O

Proof of Lemma[3.3 We write
sen(Da)Iy = L(gy00)(DA) = L(—oo— ) (Da),

with £y asin (3.7). By Lemma VI-5.6 of [Kat95], one can express the orthog-
onal projections 1 (g, ooy(Da) and 1(_ _g,)(Da) through

L(gy,00)(Da) = %(id +U(fo)),
1o (D) = 5id — U(~ o))

where the partial isometry U(\) admits the integral representation

R 0
dt
UA) =s— lim RA()\Jrit)dt :/ Ra(N+1it)

R—o0 —R m N — 00 7T

for X € o(Da). Here s — lim means that the limit has to be taken in the
weak operator topology. The commutator relation

[sgn(DA)Hé, V_l] = [U(_/BO)a V_l] + %[U(ﬁo), V_l]

N | =

reduces the problem to a proper estimate on V[U()\), V_l] for A\ = +4p.
Since

IRa(Bo +it)|[| K|l <68, < 1,
one can deduce from Lemma [B.5 that

[Ra(Bo+it), V7 = =V 'Ra(Bo +it)KRa(Bo +it)L1(Bo +1t)

for all t € R. Hence, for 9,1 € C§°(R?, C?) with ||1|| = ||¢|| = 1 we have

[(Vab, [U(Bo), V)| < = / h (V3 [Ra(Bo +it), V- 1]w)| dt

7T—OO

= 71r/ IRA(Bo +it)|IPI K L1(Bo +it)|| dt

—0o0

B,
T ) o B2

< 452
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Note that we used, for ¢t € R, the bound
. . -1
IL1(Bo +it)]| < (1 = [Ra(Bo +it)lI[IK]]) < 2.

Clearly, we obtain the same bound for <V¢, [U(—/Bo),v_l]’(/)>, implying
that [U(£80), V'] maps L*(R?,C?) into D(V) and that

HV[U(_BO)a V_l] H’ HV[U(BO)a V_l} H < 452
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