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Preface

Cooperation is undeniably an important elementwhéan life. From an evolutionary
perspective cooperation is crucial, as groups witoperating members have selective
advantages compared to groups with less coopenaterabers, and therefore have a better
chance to survive. In the economic context coopmrais essential for societies,
organizations and teams. For instance, think aleffet provision in teams, the private
provision of public goods, the use of natural reses, climate protection, contributions to
charities, or tax honesty. All mentioned examplgsesent a social dilemma, in which group
members have to overcome their selfish interestie®ride and, instead, cooperate to obtain
an efficient outcome. In order to foster cooperatio social dilemmas, social norms have
evolved. Frequently such norms are enforced, e/gpder punishment. Interestingly, peer
punishment occurs, although it usually bears somsefor the punishing party. We encounter
examples of norm enforcement, i.e. punishing fideg, everyday. For instance, team
members are excluded by their colleagues for htbek morale, pedestrians complain about
people littering in public places or people waitindines insult queue-jumpers.

Economic research on cooperation and norm enfoncense crucial to derive
appropriate interventions for the real world, dag.politics and organizations. For instance,
the knowledge about whether teams or individuadsmaore cooperative in social dilemmas
can be used when deciding about parties to cormhlitical negotiations. Understanding the
factors that increase cooperation and reduce puon@ishmight be important for organizations
to increase the efficiency of their working teantSmpirical economic research on
cooperation and norm enforcement so far has shbatnorm enforcement in the form of
peer punishment is one of the most successful mesrtha to enhance cooperation in social
dilemmas (e.g. Fehr and Gachter, 2000). Among sthdnas inspired the development of
seminal theoretical models, namely models of othgarding or social preferences. These
approaches go beyond the traditional concept ofitimo-oeconomicus and include the long-
time neglected fact that people also care abowrstiModels of inequity aversion (Fehr and
Schmidt, 1999; for a similar approach see Boltod &tkenfels, 2000) or social welfare
(Charness and Rabin, 2002) are important examgflabese approaches. They strongly
improved the predictions of real world behaviousatial contexts.

Regarding the methodology for the research on gatpe and norm enforcement,
laboratory experiments play an important role. émtcast to standard empirical methods
laboratory experiments have several advantagesy Hflew a high degree of control,
including a controlled variation of certain indegdent variables, a randomized assignment of

1



Preface

subjects to treatments and a context-free eliottatbf preferences. Therefore laboratory
experiments allow causally attributing differengesbehavior to differences in treatments.
All studies in this dissertation include laborat@yperiments. However, the main criticism
on laboratory experiments is their external vajidiience, it is put into question whether the
results of laboratory experiments are generalizeblbe real world. To encounter this main
criticism the last study of this dissertation aabatiailly includes a natural field experiment.

In all studies of this dissertation cooperation/ancorm enforcement are examined in
the lab in the context of a public goods settingt®rinary version, a prisoners’ dilemma
game, which constitute a social dilemma. The nonfioreement possibility is implemented
by an additional decision stage in which playerser& information on the individual
cooperation decisions of their group members andpcaish them by reducing their income
(whereby punishing is costly also for the punishipgrty). The first chapter of this
dissertation explores the question how cooperatitenges when decision-makers are not
individuals, as commonly assumed in theoretical @®@nd most laboratory experiments,
but unitary teams, i.e. a team of several indivisilias to come up with a unitary decision.
Chapter 2 investigates how cooperation and norrareafnent (and therefore efficiency) are
affected when groups have to reach a certain thlésii group income in order to “survive”,
l.e. in order to participate in the game in thaifatand therefore earn more money. Chapter 3
makes a contribution to the exploration of the ek validity of lab experiments by
combining norm enforcement behavior in a naturaldfiexperiment with behavior of the
same persons elicited in the lab.

Chapter 1 which is joint work with Martin Kocher, examiné®w cooperation in a
public goods setting changes, if the decision-nmalkee interacting unitary teams instead of
individuals. There is a sizeable literature, esgfcin social psychology, stating that teams
are less cooperative and, thus, more competitiag thdividuals, which psychologists term
the “(interindividual-intergroup) discontinuity effect” In economics cooperation of
individuals has been extensively studied. In cattfran analysis of the aggregation of
individual cooperative preferences to a single teacision when teams interact as players in
a social dilemma is missing. However such an ammlgeems warranted as the social
psychological studies on the discontinuity effepplst a very special experimental design.
Moreover, many relevant economic decisions in #a world that involve social dilemmas
are very well characterized by teams acting assastimakers, from the small (e.g. families,
management teams) to the large (e.g. company hoaodgernments, international

organizations). Thus, assessing team reasonindeanad decision-making seems fruitful for
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economists in order to derive correct predictions ffeal life and to draw appropriate
conclusions in which settings decisions are bédtkeen by individuals or by teams.

In a between-subjects design we implement two ktboy treatments with interacting
individuals and interacting teams of three team tesin a public goods setting. In contrast
to most of the literature so far we implement repeanteraction that additionally enables us
to study learning and the dynamics of interactiéliciting individual beliefs about others’
contributions, asking for contribution proposals the team members before the team
decision, and adding an independent measure ofecatiye preferences on the individual
level allow us to analyze the mechanisms behindtéacision-making. Team members
anonymously communicate via real-time chat withait team, which guarantees maximal
control over the interaction. At the same time dhalysis of the chat communication allows
valuable additional insights into the motives @frtedecisions.

We rather find aeverse discontinuity effeatith teams to be more willing to cooperate
than individuals, at least in the first half of gblic goods game. Our results support several
reasons for this finding: Firstly, contributions the public goods game strictly increase
social welfare. Furthermore the chat analysis gfifosuggests that efficiency-concerns of
teams might be an important reason for their enddivallingness to cooperate. A second
explanation for the reverse discontinuity effectalted to the more optimistic expectations
towards other teams than towards other individuatpecially conditional cooperators (in
contrast to free-riders) have more optimistic exgens towards other teams than towards
other individuals. Our chat analysis suggests ti&ise more optimistic expectations
combined with advantageous inequity aversion mighat to an increased willingness to
cooperate in the team setting. A third explanatttat we cannot completely rule out might
be an enhanced motivation of teams to (indiredtly)d up a cooperative reputation.

Concentrating on the team decision-making proosssfind that the applied decision
rule is affected by the cooperative preferenceteaim members: Teams consisting only of
conditional cooperators decide more often by imgetimg an informal compromise than
other teams. The final team decision is not onfgaéd by the team composition in terms of
cooperative preferences and the implicit decisides applied. It also depends on the first
proposal verbalized in the team discussion — we thlaserve an anchoring effect — and,
interestingly, the level of cooperation increasatwhe length of the discussion within a
team.

Given the numerous examples in which cooperatiansgas are taken by teams, our

results have broad practical implications, e.g.digyanizations and politics, and suggest that
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team decisions can be more cooperative than ingividecisions and need not be seen too
negatively.

In chapter 2 which is also joint work with Martin Kocher, weestigate how
cooperation and norm enforcement, i.e. efficiemeyg public goods setting with punishment
opportunities are affected by a group extinctiorcihamism. Drawing on evolutionary ideas
the group extinction mechanism reflects the faat group members can “survive”, i.e. in the
lab proceed in future periods and earn more incamné; if the group income exceeds a
certain survival threshold. In real life the existe of groups in the long run often depends on
the achievement of a minimum group income, e.g.kimgr groups in companies or
organizations often fight for survival as a groum. they can easily be dissolved if
unsuccessful. Although group extinction often tagkese in real-world settings, this study is
the first one to investigate the effect of this tmeusm. However, if the possibility of group
extinction is not taken into account in economisegch, laboratory experiments may yield
wrong predictions concerning the extent of coopenaand norm enforcement in real-world
public goods settings where punishment is an opfidns argument is supported by the
following facts: More often than not laboratory eximents with public goods settings and a
punishment option show severe efficiency probleasscost for punishment mostly exceed
the benefits from increased cooperation. The efficy problem is even worse if a retaliation
option exists. Data from field experiments on noemforcement show lower rates of
punishment than the laboratory data. Besides tlae & retaliation that plays a role,
efficiency concerns could be much more importarthmfield than conventionally believed.
Given that the possibility of group extinction 1 ianportant factor in real world public goods
settings with a norm enforcement option, evidencehe effect of this mechanism yields
important practical implications, e.g. for workitepms in organizations.

Pertaining to the design our setup implements eatel linear public goods game with
costly punishment opportunities in the lab. Thegte$eatures four experimental treatments
in a two-by-two factorial between-subjects desiyviithin the first dimension, we vary
whether peer punishment is available with or withe@wetaliation option, i.e. whether a one-
sided or two-sided punishment option is given. eeond dimension that is varied is the
existence of a survival threshold. If the survitraleshold is present, groups have to reach a
certain level of group income in order not be esttins a group in the next period. The
treatments all include four identical parts withefiperiods each. If a group is extinct in one
part, group members are excluded from the publodg@ame — and therefore get an income

of zero — in the following periods of that part.drder to be able to examine learning effects
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over parts, we allow the extinct subjects to reéster public goods game in the following part
within a new group.

Referring mainly to the theoretical model of soonalfare by Charness and Rabin
(2002) we hypothesize that the salience of thecieficy concern created by the group
extinction mechanism increases cooperation andcesd{counter-) punishment, and thus,
increases efficiency. Our results mainly confirnresd hypotheses: The group extinction
mechanism leads to higher efficiency, partly byréasing cooperation and partly by
decreasing norm enforcement. We furthermore firad ¢ginoups learn to adapt to the survival
threshold over time, indicated by the decreasinglyer of extinct groups over parts. Hence,
the effect of the group extinction mechanism mayeben enhanced in settings with longer
interaction terms or when further forms of punishime.g. feuds, are possible. Our findings
contribute — among others — to a better understgnoi why in real-world scenarios often
low levels of peer punishment have been observadré&ults further imply that the threat of
group extinction can be applied, adapted or maglesparent in the field in order to increase
efficiency, e.g. in working groups.

In chapter 31 examine whether the norm enforcement behvidahelab translates to
norm enforcement behavior of the same subjectierfield. Laboratory experiments have
for a long time been the fundament of behaviorainemics and they undoubtedly have
several advantages in comparison to standard erapimethods. However, the external
validity of laboratory experiments is often putanguestion. This criticism is especially
pronounced in the domain of social preferencetheis elicitation is particularly prone to an
experimenter demand effect. In the light of thisti@sm | conduct a within-subjects
comparison of costly norm enforcement betweendhehd the field.

In a natural field experiment queuers are obsewieeih a norm violator cuts in line in
front of them. In order to minimize the possibiliof an experimenter demand effect a
research assistant invites the subjects from #ld fo the lab without revealing that they
participated in a field experiment. In the lab thteeatments dealing with norm enforcement
are implemented: The standard treatment to exanom@ enforcement in the lab — a three-
person prisoners’ dilemma game with a one-sidedspuament option (see Fehr and Géchter,
2000; 2002; Falk et al., 2005) — and a treatmeditiatally allowing for counter-punishment
(Nikiforakis, 2008), i.e. a three-person prisonedilemma game with a two-sided
punishment option. Moreover | apply a newly creagache with which I try to represent the
situation in the queue in an abstract way. Thisated “queuing game” includes a one-sided

punishment option.
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Additionally to the behavioral data from the figddd the lab experiment, | elicit of the
same subjects the intended norm enforcement bahsteited in a survey. The latter presents
three scenarios of real life situations, which déscdifferent violations of concrete social
norms. Apart from being able to investigate theemdl validity of stated norm enforcement
intentions elicited in the questionnaire, the syrabows me to examine whether a so-called
norm enforcing type exists, i.e. somebody who gahebehaves in a norm enforcing way
across several concrete social norms.

| find a norm enforcement rate of 32.1% in thedidNorm enforcement in the field
correlates with decisions in the lab treatmentudirlg a two-sided punishment option, but
not with decisions in the treatments in which nourder-punishment option exists.
Specifically | find that the likelihood of norm emtement in the field increases with the
willingness to cooperate and with the sanctionihdedectors in a prisoners’ dilemma game
with a two-sided punishment option. This lab-fielodmparison is a first examination of the
external validity of norm enforcement behavior ne ab and therefore generalizations have
to be made with care. However the result sugghstfollowing: Firstly, with respect to norm
enforcement, it confirms prior survey evidence thaighing up the danger of being counter-
punished is crucial for norm enforcement decisionshe field. Secondly, concerning the
methodological aspect, the result indicates thatnevidence from the field is necessary to
establish the external validity of the standardtireent with a one-sided punishment option.

Furthermore | find a high external validity of therm enforcement intentions stated in
the survey, as long as the same social norm istatfan the survey scenario and in the field.
I do not find evidence for a norm enforcing typestead the likelihood of norm enforcement
seems to vary with the concrete social norm vidlagnd specifically with the negative
externality of the social norm violation.

Overall the lab-field comparison is encouraginghwigéspect to the generalizability of
lab behavior to the field. However, it also illegts that the relevant institutional factors of
the field need to be incorporated in the lab tovalfor external validity of lab experiments.



Chapter 1

Cooperation and Decision-Making of Teams in Public

Goods Experiments

1.1 Introduction

There is a sizable literature in social psychologythe inclination of small groups or
teams to cooperate in prisoners’ dilemmas compared dividuals. The general finding is
that teams are less cooperative and, thus, morgettime (Charness and Sutter, 2012, as
well as Kugler et al., 2012, provide recent suryeyssko, Schopler and co-authors have
coined the term(interindividual-intergroup) discontinuity effect’for the difference in
cooperative/competitive behavior between small teand individuals, and they have
established the effect in a large number of expemtal studie$.

The preference for cooperation of individuals ahe taggregation of cooperative
preferences within teams matter commonly in soidraction: they play a role in team
work, collective action, the organization of sogjeatr the private provision of public goods.
Nonetheless, economic assessments of the aggmegatso still missing. Cooperatioof
individualshas been studied extensively in economics, usiagtisoners’ dilemma game in
earlier papers and the voluntary contribution madm, also known as the public goods
game, later (see Chaudhuri, 2011, for a recentegirvn contrast, an analysis of the
aggregation of individual cooperative preferenaesatsingle team decision (in so-called
unitary teams) when teams interact as players socal dilemma is still missing. Such a
study seems warranted for at least two reasorstl\iithe setup that Insko, Schopler, and co-
authors apply is a very special one. Teams intefamt-to-face both within teams and
between teams before taking a decision. Hence, eonwation within teams and across
teams is important, and effects from the commuiunaare hard to control for. Secondly,

many relevant economic decisions in the real wdnkt involve social dilemmas are very

! The meaning of the two terngsoup andteamis sometimes the same in the literature and somestinot. In
this paper we stick to the teri@am

2 For instance, Insko et al. (1987a; 1987b; 19880)9Insko and Schopler (1987), Schopler and I{4292),
Schopler et al. (1991; 2001), Wildschut et al. @007), Wildschut and Insko (2007).

7



Chapter 1

well characterized by teams acting as decision msakkom the small (e.g. families,
management teams) to the large (e.g. company hoadgernments, international
organizations). Thus, more generally, assessing t@asoning and team decision making
seems fruitful for economists.

The objective of this paper is to fill a gap in therature. To the best of our knowledge,
we are the first in economics to systematicallydgtuhe aggregation of cooperative
preferences into a team decision when teams iritasagecisions makers in a social dilemma
and compare the outcomes with a standard soc&hdila in which individuals interact. Our
laboratory experiment based on a comparativelyelagmple provides several advantages
over the existing literature: Firstly, it uses abliei goods game instead of the prisoners’
dilemma game, where the former allows for a largeeategy space, a more continuous
measure of cooperation, and a finer-grained arglysresponses. Secondly, in contrast to
most of the literature, we implement repeated adgon that enables us to study learning and
the dynamics of interaction, alongside the purdepemce for cooperation. Given recent
results by Miller and Tan (2013), the time horizgran interaction (even in a design that
rules out reputational concerns) could affect ifdiiels and teams differently (see also
Kocher and Sutter, 2005). Despite the learning iposg we are, thirdly, able to control for
initial individual cooperative preferences by usm@reference elicitation method developed
by Fischbacher et al. (2001) and validated for aeg interactions by Fischbacher and
Gachter (2010). This allows for keeping controltibé team composition with respect to
individual cooperative preferences (cooperatioresypFourthly, we control for expectations
with regard to cooperation of other decision makerkich turns out to be important in
explaining differences between individual behawaad team decisions. And finally, fifthly,
we implement a team interaction that allows forhimitteam communication, but the real-
time chat sustains anonymity of individuals everthimi teams. Such a setup guarantees
maximal control over the interaction. However, #ralysis of the chat protocols provides
valuable additional insights into the decision makilynamics within teams.

In contrast to expectations based on the literaturgocial psychology, our empirical
results strongly indicate that teams are morengltio cooperate and less willing to compete,
at least in the first half of the game. We thusore@ “reverse discontinuity effect’As a
consequence, teams also achieve higher profits imdimiduals. Expectations regarding
teams are in line with the higher levels of coopera The effect is especially driven by

conditional cooperators, who — in comparison tceedreers — are more optimistic with

% As a consequence, Camerer (2003) mentions inelitbdok Behavioral Game Theorthe study of group
decision-making among the top ten research projedishavioral and experimental economics.
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respect to the contributions of other decision make the team setting and are, therefore,
more likely to cooperate when they act as a teamivee than when they act individually.
Concentrating on the team decision-making procgedjnd that the applied decision rule is
affected by the individual cooperative preferenceteam members: Teams consisting only
of conditional cooperators decide more often bylementing an informal compromise than
other teams. The final team decision is not onfgcéd by the team composition in terms of
cooperative preferences and the implicit decisides applied. It also depends on the first
proposal verbalized in the team discussion — we thloserve an anchoring effect — and,
interestingly, the level of cooperation increasathwhe length of the discussion within a
team.

While, as mentioned above, there is no existinglystthat compares individual
decisions in public goods games with team decidiom literature on team decision making
in economics allows for some inferences with redgarthe expected effects when one looks
at related games that have been investigated. @inergl finding of these studies (table A.1.1
in appendix A.1.1 provides an overview) is thattamy teams are more selfish and more
rational than individuals (Charness and Sutter,22Kugler et al., 2012). In the dictator
game teams as dictators send smaller amounts (Lethalh, 2009), in the ultimatum game
they send and accept smaller amounts (Bornsteinvand/, 1998), in the trust game teams
are less trusting (Kugler et al., 2007) and legstivorthy (Cox, 2002), in the centipede game
teams exit earlier (Bornstein et al., 2004), antha gift exchange game teams as employers
make lower wage offers than individuals when theemnication within teams occurs via
chat (Kocher and Sutter, 2007).

In contrast, for instance, Bosman et al. (2006y ffar the power-to-take game no
differences between teams and individuals, neithére role of the take authority, nor in the
role of the responder. Cason and Mui (1997) proexdence that for certain teams the team
choices are more generous than the individual elsoaf the same team members in the
dictator game. Kocher and Sutter (2007) find inecakface-to-face communication within
teams higher effort levels for teams than for imdlrals. Miller and Tan (2013) implement a
Stackelberg market game played either once or dvegperiods in a stranger design. In the
one-shot game, they find no differences betweemdeand individuals, whereas in the multi-
period case their results indicate that team dmtssare farther away from standard game

4 Abbink et al. (2010) find that the conflict expétdes of teams in a contest game are substantather than
those of individuals. However, Abbink et al. (201d) not study unitary teams, i.e. there is no phafse
deliberation among team members. Similarly, Kugled Bornstein (2013) find individuals to cooperagtter
with other individuals than teams with other teatewever, their teams are not unitary but charasdrby
intra-team conflict.
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theoretic predictions than individuals: As first weos, they make lower output choices (and
therefore act in a more collusive way), as secoodars, they reward or punish first movers
more strongly than individuals. Balafoutas et 201(4) carry out an experiment that involves
a double price-list technique for allocation demnsi with individuals and teams. Teams in
comparison to individuals are significantly moreduently classified as efficiency-loving
and less frequently classified as spiteful or catitipe.”

Social dilemmas in their linear version — regarslles whether talking of prisoners’
dilemmas or public goods games — share the compainre that it is individually rational to
free ride (contribute nothing), but collectivelytopal to cooperate (contribute the entire
endowment). Thus, efficiency concerns of decisi@kens might matter when it comes to the
cooperation decision. Obviously, the existing emime on an individual-team difference in
games that involve efficiency concerns is mixedtHa trust game and the centipede game
team decisions lead to less efficient outcomes ith@dinidual decisions (Cox, 2002; Kugler et
al., 2007; Bornstein et al., 2004). In the powetaike game, Bosman et al. (2006) find no
effect, whereas allocation task and the Stackelgarge results seem to indicate that teams
are more efficiency-oriented than individuals (Baldaas et al, 2014; Muller and Tan, 2013).
The inconclusive results on game and allocationsdets that involve potential efficiency
concerns provide another reason for conductingtasent study.

Taking the results from the related literature anul findings together, there are a
couple of straightforward implications for manageérdecisions and institutional design.
Depending on whether one wants to encourage ooutiage cooperation, having individual
decision makers or setting up teams as decisioreraaan be optimal. Delegating teams in
positive-sum negotiations seem to be the betteicehthan delegating individuals. The
assessment of interactions that are bound to benimed in teams, such as global climate
negotiations or coordination in international ongations, seems less pessimistic than it was,
based on the previous literature. Nevertheless,enmridence on the aggregation of
individual preferences within teams and on teamsitats compared to individual decisions
is clearly required in order to substantiate thegadications for real-world situations.

The remainder of this paper is organized as follolussection 2 we present our

experimental design and the hypothesis for our masearch question. Section 3 provides

® Charness et al. (2007) present an economic stugkhich they implement a prisoner’s dilemma ganteeyr
vary the saliency of group membership and find thdeads to more defection. However, in their stud
decisions on behalf of groups are taken by indi@idyroup representatives and not by teams that ttageme
up with a joint decision. Furthermore, unitary tedetision making has been studied in interactiveagathat
require some rational reasoning (e.g., Cox and Elag806; Cooper and Kagel, 2005; Kocher and Si2G05;
Kocher et al., 2006; Gillet et al., 2009; Sutteakt 2009; Zhang and Casari., 2012; Feri et at102.
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the empirical results, and section 4 concludepéper.

1.2 Experimental Design, Procedures and Theoretic&#redictions

In the following we explain the setup of the expent and derive theoretical

predictions.

1.2.1 Experimental Design

Our basic decision situation is a standard linedolip goods game (PGG, also known
as the voluntary contribution mechanism; see Mdrawetl Ames, 1981; Isaac et al., 1985;
Isaac and Walker, 1988). The participants are namylassigned to units of three membérs.
Each unit member receives an endowntemtf 20 points. The members of each unit then
decide simultaneously how much of their endowmentdntribute to the public good;,
with 0< ¢, < 20, or to a private account. The payoff functioniseeg by

7t =20-¢c +05* ici (1.1)
i=1

where the value of the public good is equal tosima of contributions by all unit members.
If a participant contributes one point to the palgbod, the private marginal retuans 0.5
points, and the social marginal benefit is 1.5 ®iRlence,a <1< 3a applies, and it implies
a social dilemma: If we assume pure money-maxirgizireferences, the dominant strategy

for each unit member is to free ride, €e=0 for all j. However, the socially efficient

outcome is reached with full contribution of allitumembers.

We implement two treatments in a between-subjeetsigd: a treatment in which
individuals interact with individuals (IND) and aeatment in which teams interact with
teams (TEAM) in the public goods game. IND is mainhsed on the experimental design by
Fischbacher and Gachter (2010). TEAM lets thresqreteams decide on contribution levels
as one unit member.

Subjects in both treatments know that the experirgensists of two parts and some
guestionnaires and that the parts are independergicb other. The first part is identical for
both treatments and elicits the individual coopeeapreferences in a one-shot linear public
goods game according to Fischbacher et al. (2Q0&ihg the strategy vector method we ask

participants to indicate their contribution to tlpeiblic good for eachperiod average

® Note that we denote three interacting partiefiénRGG as anit, in order to differentiate from the teteam
which represents one interacting party within thi.u
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contribution level of the other two unit membens.drder to be able to incentivize these
conditional decisions, we ask participants to makeinconditional contribution to the public

good before. Subjects know that at the end of its¢ part one unit member is randomly

drawn for whom the conditional contribution, basedthe unconditional contributions by the

other two unit members, is payoff-relevant. Foraliger two unit members the unconditional

contribution is payoff-relevant. Payoffs are catall according to Eqg. (1.1). Subjects are
told that the feedback on the behavior of the otiwerunit members and on the own income
from the first part is only given after the secquauit.

In the second part unit members in both treatmargsasked to make unconditional
contribution decisions in the linear PGG describbdve, which is played over 10 periods in
a stranger matching. In the second part, eithegethindividuals (IND) or three teams
(TEAM) interact in the PGG. We first outline IND éthen explain the specifics of our setup
in TEAM. In IND, subjects know that they are regs&d at the beginning of the second part
to two other individuals than in the first part,dathat re-shuffling of the unit composition
takes place after every period (stranger desigaubje8ts are told that in each period they
decide on their individual contribution to the pobyjood. Then they have to indicate their
beliefs about the average contribution made by the otherumit members. Incentives for
correct beliefs are kept small to minimize hedgimgentives. For reasons of simplicity the
linear scoring rule is implemented, meaning théljestts receive 3 points for correct guesses
and 2 (1) point(s) if their estimation deviates by(2) point(s) from the actual average
contribution of the other two unit membe®abjects know that at the end of each period they
are informed about the sum of contributions madeth®y other two unit members, their
income from the private account, their income frima public good and their total period
income. They also get feedback at the end of eagbgabout their income from the belief
elicitation.

Subjects are told that at the end of the secorndoparperiod is randomly chosen that is
payoff-relevant for the income from the PGG. Iredjve thereof, a further one is chosen
that is payoff-relevant for the income from theidékeetlicitation. Both periods are chosen for
each subject individually. At the end of the secpad subjects receive feedback about their
final income from the second part.

In TEAM units consist of three teams, whereas e@am consists of three team
members. Subjects know that the team compositieps constant over all periods, whereas
teams interact in eagberiod with other teams. We implement a team size ofettmembers

as this allows us to observe the effects of varioydicit decision rules including decisions
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under a majority rule. In each period of the secpad, participants are first asked to make
an individual, non-binding proposal for the teamnmtcitbution. The proposal helps us to study
the aggregation of individual proposals into a teteuision. Subjects know that this proposal
is shown to the other two team members beforeghm tinteraction starts. They are told that
they have to reach a unanimous decision withirr tle@im on the contribution to the public

good. Subjects communicate within their teams (imtitbetween teams) via a real-time chat.

The team communication is unrestricted, except fhaticipants must not reveal their

identity or insult each other. Messages are alwsgrgt to the two other team members
automatically; directed messages to only one dd@n member are not feasible.

If a team does not reach a unanimous decision wittie minutes in each period, the
team gets a second chance within an additional teniiino consensus is reached after this
grace period, the period income from the PGG i® panints for all members of this team.
For the calculation of the sum of contributionghe unit in this case, one team member is
chosen randomly by the computer, and her indivigwaposal is used as the relevant team
contribution. This procedure is common knowlefigeach team member enters the team
contribution on her own screen in order to ensuranimity. Note that we do not give teams
any instructions on how to reach a unanimous datigfter the common contribution
decision team members indicate their individualdfglabout the average contributions by
the other two teams in their unit in the incentteenpatible way explained above. Subjects in
TEAM know that at the end of each period they adividually informed about the sum of
contributions by the other two teams, their incoimen the private account, their income
from the public good and their total income frone 8GG. They also get feedback on their
income from the belief elicitation at the end ofleg@eriod.

The per-capita incentives in the PGG are idenbealveen conditions TEAM and IND.
All members of a team make the same contributghnto the public good, where the
superscript indicates the team and< ¢ <20 holds. The income from the public good is

divided by the number of members within a team. déenhe period income of playeiin

TEAM is calculated as:

3 3
7T =20-¢ +0'5*(cht"j/3 (1.2)

j=1t=1

" We implement a chat communication in order to ilate possible uncontrollable influences from famdace
communication, as e.g. effects of attractiveness.

® In our sample all teams reach a unanimous decisi@tl periods, except for two teams in one pemadh.
Over all 10 periods and all 60 participating teaths, second chance to communicate within teamsonbs
necessary in 13out of 600 cases.
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After completion of the second part participants asked to answer questionnaires.
Participants in TEAM first fill in a questionnaian their team decision-making experience.
In both treatments the two scales extraversionagmndeableness from the NEO-Five-Factors-
Inventory (Borkenau and Ostendorf, 2008) are appleelicit traits with a social component

(results not reported here). Both treatments ekl &short socio-economic questionnaire.

1.2.2 Procedures

We conducted 13 sessions — 3 sessions in IND arsgd€lons in TEAM — which took
place in the experimental laboratory MELESSA of tversity of Munich between May
2010 and February 2011. The sessions in TEAM lastapproximately two hours, the
sessions in IND last approximately 30 minutes |édggether 246 subjects participated in
our experiment. In order to parallelize between I&il TEAM the probability of meeting
the same unit member(s) in the next period(s) agaibjects are told in the second part that
they are in a matching group with five other patntnit members and that they are
randomly re-assigned in each period to two of thelence, in both treatments 6 potential
unit members (consisting either of individuals easrns) were reshuffled after each period. In
treatment IND, 24 subjects participated in two d@dsubjects participated in one session,
which yields altogether 11 statistically stricthdiependent observations. In treatment TEAM
18 subjects participated in each session, whiddyialtogether 60 teams and 10 independent
observations.

At the beginning of each session the experimeetst the neutrally framed instructions
for part | aloud.The instructions for part Il and for the questiones only followed, when
the preceding part was finishddn order to test the participants’ understandirigthe
incentive structure and the dilemma situation, ecilsj were asked to answer four control
guestions, which are outlined in appendix A.1.3. ¥da assume full understanding, as we
only started the treatments as soon as all paatitgpanswered all questions correctly.

Participants were recruited via ORSEE (Greiner,42000m a list of voluntary
participants and earned on average about 20 € dagly. were German-speaking, mostly
students of different academic backgrounds excemi@nics, and had not participated in a
public goods experiment at the MELESSA laboratorgfoke. The experiment was

programmed and conducted with the experiment soé&wal ree (Fischbacher, 2007).

° Appendix A.1.2 reproduces the instructions for tem treatment. Note that we use the tgraup instead of
unit in the instructions and contrast it with the tdeam
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1.2.3 Theoretical Predictions

Our main research question asks whether teams are or less cooperative than
individuals in the public goods game. The empirifiadings, so far, outlined in the
introduction are not fully conclusive. In this deat we derive theoretical predictions based
on several preference models. According to standmmthie theoretic predictions, which
assume profit-maximization, subjects select 0. This unique Nash equilibrium applies
independent of whether the decision-maker is aivighgal or a member of a team. Based on
backwards induction, predictions for the finitegpeated public goods game are the same as
for the stage game. Hence, standard theory predactdifferences in cooperation between
individuals and teams.

However, it has been shown that empirical datacwperation can be better predicted
by theoretical models that incorporate social perfees, e.g. the model of inequity aversion
by Fehr and Schmidt (1999) (for a similar approael Bolton and Ockenfels, 2000). Fehr
and Schmidt (1999) state that a non-selfish playeight have a utility loss from inequality
of monetary outcomes between herself and the menabexr reference group. The utility loss
from disadvantageous inequality, meaning that playsarns less than other players in the
reference group, is higher than the disutility fradvantageous inequity, meaning that player
i earns more. For a public goods game with threemambers the inequity aversion model
predicts multiple Pareto-ranked Nash equilibriaegi sufficiently strong inequity aversion.
The reference group consists of all unit members.

In case of teams interacting with teams, we asdiiatethe median voter model holds,
i.e. the final team contribution is equal to thedme of the individual contributions (the
median level of social preferences). Furthermoregsime that the reference group consists
of the two team members of playesind the six members of the other two teams iruhdr
Hence, altogether playecompares her payoff with the payoffs of eight othersons, where
the payoff of the other two team members by outaupiteam design has to be the same as
the payoff of playei. The latter implies that the utility loss from quality of earnings
related to the other unit members is mitigated EAWM compared to IND. This entails that
the median team member in TEAM must have a highsutiity from advantageous
inequality than an individual in IND to make positi contributions in equilibriur® To
summarize, the inequity aversion model by Fehr Solmidt (1999) predicts potentially

lower average contributions in TEAM than in IND.

9 The formal proof is available from the authorsrequest. See also Kugler et al. (2007).
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Charness and Rabin (2002) present a model of spceferences in which they
additionally include potential social welfare conte Social welfare concerns lead people to
sacrifice own material payoff in order to incredise payoffs of all members of the reference
group, i.e. to increase efficiency. As there argemeople in treatment TEAM compared to
treatment IND who profit from one point contributedthe public good, the efficiency gains
per contributed point are higher in treatment TEAMN in treatment IND. In particular,
imagine a team in TEAM (compared to an individualND) increases their contribution to
the public good by one point. This entails, on ¢ine hand, that the profit of two additional
persons in TEAM (the other two team members) coeghdn IND is reduced by 0.5 points
each. However, at the same time the profit of fadditional persons (from the other two
teams in the same unit) is increased by 0.5 pa@ath. This yields in total an additional
efficiency gain of 1 point for the whole unit in A1 compared to IND. Hence, a model that
takes into account social welfare predicts higlugticbutions in TEAM than in IND.

To summarize, the theoretical predictions on coaj@an of individuals versus teams
based on standard assumptions and on widely usddlsnaf social preferences are almost as
diverse as the empirical results so far. The stahdmme-theoretical model of money-
maximizing preferences predicts no differences betwour two treatments, the model of
inequity aversion predicts lower contributions iIBAM than in IND, and the model of social
welfare predicts higher contributions in TEAM thanND.

1.3. Results

In order to examine our research questions we wseparametric and parametric
methods. Among the parametric tests we calculateali as well as non-linear regression
models (tobit and probit). To control for paneleeffs we also calculate random effects panel
regressions. None of the main effects that we ebsdepends on the specific parametric
method used. In the following, we mostly report tbsults of OLS regressions, because they
are based on minimal assumptions. As our depemnaeialbles mostly have a minimum value
of zero, which is chosen by a considerable numibgracticipants, we also report hurdle
models — sometimes called two-part models — if iapple. For instance, in case of
unconditional contributions as the dependent végidlie hurdle model captures the decision
to contribute (contribution decision) and the diecisof how much to contribute (contribution
level) in two separate parameters (Cragg, 1971; &wefl, 2003; see also Cameron and

Trivedi, 2005). Hence, the hurdle model is a patamegeneralization of the tobit model. It
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usually captures the decision to contribute to ghblic good by a probit model and the
decision on the level of the contribution usingQirS or a tobit regressior.

To start with, we report the distributions of comigre preferences elicited in the first
part, which is identical in both of our treatmeiftgsed on the classification criteria in
Fischbacher et al., 2001). The results are providleable 1.1.

Table 1.1 -Distributions of cooperative preferences.

IND TEAM Total
Conditional cooperators 42 120 162
(63.6%) (66.7%) (65.9%)
Free riders 12 24 36
(18.2%) (13.3%) (14.6%)
12 36 48
Others (18.2%) (20.0%) (19.5%)
Total 66 180 246

In line with Fischbacher et al. (2001) we repodoasiderable degree of heterogeneity
in cooperative preferences: Our largest group bjesiis are conditional cooperators (65.9%),
whose conditional contributions show a significé8pearman rank correlation, p < 0.01)
positive correlation with the average contributidaysthe other two unit members. 14.8% of
these conditional cooperators are perfect conditionooperators; they match the
contributions by others perfectly. However, mosthad conditional cooperators show a self-
serving bias, meaning that their conditional cdmitions are slightly lower than the average
contributions by their unit members (see also Facher et al., 2001, for a similar result).
14.6% of all our subjects fall into the category fode riders, who contribute nothing
regardless of the contributions by the other ureimhbers. 19.5% of our subjects cannot be
classified in one of the two categories. We do olmserve a significant difference in the
distribution of cooperative preferences betweeattments IND and TEAMyf test, p =
0.351) and can therefore assume that randomizeiornthe treatments was successful.

We organize the presentation of the remaining tesad follows: In section 1.3.1 we
document differences in the unconditional contiiing between individuals and teams, in
section 1.3.2 and 1.3.3 we investigate the reaandddrivers behind our finding in 1.3.1, in
particular with respect to beliefs and the propmsaf team members. Section 1.3.4
concentrates on the team decision-making processtiof 1.3.5 focuses on the team

contributions and their determinants. In sectio.Gl.we present the main arguments

1 For other papers in experimental economics thaausurdle model to analyze contributions in a jeulpbods
game see Botelho et al. (2009) and Nikiforakis 800
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exchanged within teams for high and low contribngioWWe conclude with the results of the
guestionnaire on the team interaction in secti@nr1.

1.3.1 Unconditional Contributions
In the following we present the results of two-siddlann-Whitney U-tests (unless
otherwise noted), using matching groups, which isbré 6 (in case of condition IND) or 18

subjects (in case of condition TEAM) each, as stigtlly strictly independent observation.

RESULT 1.1: Teams compared to individuals are more willing tmttibute a positive

amount to the public good in the first half of tfeame.

Support for result 1.1 is presented in figure Indl table 1.2. Figure 1.1 shows the average
contributions by individuals and teams over allipds (for a discussion of the belief data,

see section 1.3.2). The contributions by individuaihd teams start at a similar level (p =
0.771 for the first period), over the following sevperiods team contributions seem to be

higher than individual contributions, until theyodease under the contribution level of

Figure 1.1 -Contributions and beliefs by individuals and teams.

Period

—&— Contributions in TEAM®— Contributions in IND
—5— Beliefs in TEAM —o— Beliefs in IND
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Table 1.2 —Hurdle models of unconditional contributions.

(1 (1 (1) (V) (V)
Periods 1 to 10 Periods 1 to 10 Periods 1to 5 Periods 6 to 10 Periods 1 to 10
Dep. Var.: Contrib. Contrib. Contrib. Contrib. Contrib. Contrib. Contrib.  Contrib.  Contrib.  Contrib.
decisior level decisior level decisior level decisior level decisior level
TEAM 0.064 0.7439 0.165* 1.406 0.114* 1.146 -0.001 0.130 0.075 0.126
(0.088) (2.730) (0.082) (1.152) (0.072) (1.389) (0.110) (2.464) (0.068) (0.492)
Period -0.059%** -0.546%**  -0.047*** -0.464* -0.032%** -0.5685**  -0.083** -0.538** -0.024** -0.110**
(0.009) (0.155) (0.010) (0.226) (0.008) (0.240) (0.015) (0.257) (0.010) (0.043)
Periodx -0.020 -0.175 -0.009 0.028
TEAM (0.014) (0.303) (0.013) (0.093)
Belief 0.036***  0.931***
(0.004) (0.047)
Constant 11.601**  0.888***  10.740*** 11.502*** 11.850*** (0.517*** 1.200**
(1.054) (0.069) (0.851) (0.895) (2.420) (0.081) (0.484)
N 1258 825 1258 719 629 501 629 324 1258 825
Wald xz 55.82*** 19.30%** 34.,13***
Log pseudo- ;49 43, -307.405 -418.874
likelihood
R? 0.066 0.123 0.067 0.030 0.015 0.252 0.622

Notes: This table outlines the results of hurdle modelkjch consist of a regression of the contributi@tidion in the first part and an OLS regressiorhe
contribution level (in case of positive contribut®) in the second pagach. The first part is calculated by a probit esgion in specifications (1), (lll) and (V). V
report the marginal effects at the mean in theseiipations. As marginal effects and standard rerad interaction terms in ndimear models are not correc
specified (Ai and Norton, 2003), we report in sfieations (Il) and (V) the results of the OLS reggmns of the contribution decision. Standard srfolustered o
matching groups) are reported in parentheses. fgitins (ll) and (V) are run with data from peds 1 to 5 and periods 6 to 10 respectively. *, ** denote

significance at the 10%, 5% and 1% level respelgtive
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individuals in the last two periods. The differemcehe last period however is not significant
(p = 0.670 for the last period). Over all periodarhs interacting with teams contribute on
average 6.7 points, whereas individuals interaaiiitg individuals contribute on average 5.6
points to the public good (p = 0.291 over all pesip

Table 1.2 shows the estimates of hurdle modelsobrditional contributions. We use
the following independent variables: The dummy alalle TEAM taking the value 1 if the
observation stems from treatment TEAM and O otheswi he variabl®eriodto control for
time effects; The interaction terBeriod x TEAM to control for potential interaction effects;
And the variableBeliefto control for the expectations of the particigdft> Specification (I)
shows that treatment TEAM does not have an oveffdict on contributions. It further
outlines that the willingness and the contributievel both decrease over time, which is in
line with numerous existing studies on cooperatiopublic goods games. Specification (II)
reveals, however, a significant effect of the tmeatit variableTEAM on the contribution
decision at the beginning: Teams are by 16.5% tilagly to contribute a positive amount to
the public good than individuals in the beginnilige run with specifications (Ill) and (1V)
two separate hurdle models over the first and doersd half of the game. We find that our
treatment variable TEAM has an effect on the wghass to contribute in the first half of the
game, but not in the second half anymore. In tret fialf, teams are by 11.4% more willing
to make positive contributions than individuals. Wleserve again a clear trend for the
willingness to contribute and the contribution let® decrease over time. If we include
beliefs as an additional regressor in specifica(igh the effect of the treatment variable
TEAM disappears. It seems that our treatment veribbs an effect on the beliefs, which
serve as a mediating variable between the treatwamable and the contributions. We
examine this question in the next section in gredé¢ail. To summarize, we cannot confirm
the existence of a discontinuity effect; we ratfied a reverse discontinuity effect: Teams
interacting with other teams in a public goods gawiemore cooperatively than individuals
interacting with individuals, at least in the fitsdlf of the interaction.

1.3.2 Beliefs

Section 1.3.1 indicates that beliefs play an imgadrtole when it comes to differences

between individual and team cooperation levelskdnschopler, and their colleagues (e.g.,

2|n case of treatment TEAM we include the averagjeets of the three team members.

3 The number of observations N in the first parthef hurdle models is N = 1258. This number consitt$ =

66 individuals in IND * 10 periods + 60 teams inAM * 10 periods — 2 teams in TEAM * 1 period = 1258
Two observations are subtracted, as two teams (each) did not come to a unanimous decision on the
unconditional contribution.
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Schopler and Insko, 1992; Wildschut et al. 2003)l&x the discontinuity effect with the

outgroup schema-based distrust hypothesis, whighlates that interacting with a team
evokes more competitive expectations about ther ddzan’s behavior than interacting with
an individual. As we rather observe a reverse discoity effect, we also expect the opposite

link to beliefs.

RESULT 1.2: Teams are expected to make higher contributions thdividuals in the

beginning.

Figure 1.1 displays the expectations of team mesnimeh regard to other teams and
the expectations of individuals with regard to othedividuals over time. Remember that
also in the treatment TEAM the beliefs are collddtelividually* **Figure 1.1 shows that —
analogous to the dynamics of unconditional contiims — teams are expected to make
higher contributions than individuals in the fiesght periods, before in the last two periods
teams are expected to make lower contributions thdividuals (p = 0.573 for the last
period). Over all periods teams are expected tdribae on average 7.7 points and
individuals to contribute on average 6.8 pointghe public good (p = 0.229 for the first
period; p = 0.307 over all periods). Note thatinelwith other studies (e.g. Fischbacher and
Gachter, 2010) that compare beliefs and contribstidecision makers’ beliefs are over-
optimistic regarding the cooperation level of other

Table 1.3 shows the results of OLS regression®liéfs. The variabl®revious others’
contributionrefers to the contribution by the other two ung#mbers (teams in TEAM and
individuals in IND) in the previous period. In limgth the results on contributions, we find
that teams are not expected to make higher cotitiisithan individuals over all periods.
However, they are correctly expected in the begigrof the game to make by 2.5 points
higher contributions than individuals. Furthermesgectations decrease over time, which is
not surprising, as contributions also decreasecifgagion (Ill) further outlines that beliefs
increase with the contributions of the other unénnivers in the previous period — despite the
stranger matching protocol. Hence, we cannot caonflie outgroup schema-based distrust

hypothesis. In contrast, our results indicate highgectations with regard to teams than to

¥ Hoyle et al. (1989) find that the crucial elementthe outgroup schema-based distrust hypothesimts
whether the self is in a group or alone, but whethe opponent is a group or an individual.

15 We cannot rule out that the individual belief &tition in treatment TEAM might be influenced byethhat
discussion within teams before the elicitation.
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individuals at least at the beginning of the puldicods gamé® Specification (IV) is

discussed in the next section.

Table 1.3- OLS regressions of beliefs.

Dep. Var.: Beliefs () (1 (1 (IV)
TEAM 0.924 2.519** 1.553*** -1.371
(1.515) (1.134) (0.393) (2.080)
Period -0.844*** -0.634%** -0.102 -0.844***
(0.108) (0.137) (0.072) (0.108)
. -0.288 -0.269***
Periodx TEAM 0191)  (0.077)
. , I 0.372%**
Previous others’ contribution (0.016)
. . -1.194
Conditional contributor (1.274)
2.655
Others (1.329)
. . 2.654*
Conditional contributoxk TEAM (1.458)
2.923*
Othersx TEAM (1.626)
Constant 11.461*** 10.306*** 2.742%** 12.449***
(2.233) (0.878) (0.443) (1.821)
N 2460 2460 2214 2460
R? 0.208 0.212 0.699 0.216

Notes: This table shows the results of OLS regressiontsetiéfs. Specification (l1) is calculated for dadtom
periods 2 to 10. Standard errors (clustered on mracgroups) are reported in parentheses. *, ** déenote
significance at the 10%, 5% and 1% level respelgtive

1.3.3 Individual Proposals of Team Members

In each period we ask team members in condition NTE& make an initial individual
proposal for the team contribution. In the follogrime first examine whether there is an
effect of the team situation on these individuadgmsals of team members. Therefore we
compare the individual proposals of team membersreatment TEAM with the actual

individual contributions in IND. We come to thelfmhing result:

RESULT 1.3.1: The team setting has an effect on the individuappsals of team members:
The individual proposals of team members are méenayreater than zero than the actual

contributions in IND.

8 We also examine the question whether the tearatgituhas an effect on the variance of beliefs iwithams
over time. An OLS regression of the standard dmnatof beliefs within teams on the time periodsves that
the beliefs within teams converge over time (p 850. We will see in the next section that this temuin line
with the progress of the variance of individualgweals within teams over time.
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In order to illustrate result 1.3.1 we outline igure 1.2 the average contributions in IND and
in TEAM and the average individual proposals ohteaaembers in TEAM. The graph shows
that the proposals and contributions in TEAM armselto each other, the contributions in
IND seem to be lower than the proposals of team lbeesnin TEAM in each period (p =

0.121 over all periods). In line with the team cdmitions the proposals of team members

also decline over time.

Figure 1.2 -Contributions and team members' proposals.

Mean contributions/ proposals
|_\
N

1 2 3 4 5 6 7 8 9 10

Period

Contributions in IND
—— Contributions in TEAM
—o— Individual proposals of team members in TEAM

Table 1.4 shows the results of hurdle models oreffext of the team situation on the
individual proposals of team members. These resoltespond heavily to the results on the
effect of our treatment variable TEAM on contrilmuns: According to specification (I) we do
not find an overall effect of the team setting be tndividual proposals of team members.
However, specification (II) shows that there isedfect in the beginning, meaning that team
members in TEAM are by 16.1% more likely pooposea contribution greater than zero
compared to individuals. Note that the proposalteain members at the beginning of the
game can not be influenced by the communicatiomiwiteams. We run separate hurdle
models and find an effect of the team setting @npifoposals of team members in the first 8
periods (see specification Ill). Only in the lasbtperiods there are no differences anymore
between team members’ proposals and individuakitanions.
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Table 14 - Hurdle models of contributions in IND and team members’ proposals in TE/

(N (1) (1) (V)
Periods 1to 1 Periods 1to 1 Periods 1 to Periods 9to 1
Dep. Var.: Likelihood Contri- Likelihood Contri- Likelihood Contri- Likelihood Contri-
of positive bution/ of positive bution/ of positive bution/ of positive bution/
contri- proposal contri- proposal contri- proposal contri- proposal
bution/ level bution/ level bution/ level bution/ level
TEAM 0.099 0.807 0.161** 0.916 0.124* 0.926 -0.041 0.139
(0.086) (1.602) (0.074) (2.002) (0.079) (1.528) (0.116) (2.458)
Period -0.060***  -0.481***  -0.047*** -0.464* -0.041**  -0.512**  -0.147*** 0.586
(0.008) (0.123) (0.010) (0.225) (0.008) (0.165) (0.040) (0.787)
Periodx -0.013 -0.022
TEAM (0.013) (0.269)
11.286***  0.888***  11.205*** 11.303*** 1.896
Constant
(1.250) (0.069) (0.832) (1.245) (7.484)
N 2460 1705 2460 1705 1968 1507 492 198
Wald y? 95.28*** 72.23*** 16.88***
Log pseudo- ;346 002 -1000.833 -325.762
likelhood
R? 0.053 0.134 0.054 0.045 0.002

Notes: This table outlines the results of hurdle modedsich consist of a regression of the contributionisien (likelihood of a positie proposal
in the first part and an OLS regression of the dbuation (proposal) level (in case of positive cdmitions/ proposals) in the second part. Excep
specification (ll) the first part is calculated byprobit regression respectively. Rbe first part we report the marginal effects atresan in thes
specifications. As marginal effects and standardrerof interaction terms in ndimear models are not correctly specified (Ai and tdoy 2003)
we report in specification (1) the rdssi of the OLS regression of the contribution dexis(likelihood of a positive proposal). Standardoes
(clustered on matching groups) are reported inntheses. Specifications (lll) and (V) are run wadkdita from periods 1 to 8 and periods 9 tc

respectively. *, ** *** denote significance at tH%, 5% and 1% level respectively.

In the following we examine whether certain typésplayers drive result 1.3.1 and
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RESULT 1.3.2: The reverse discontinuity effect is driven by cbodal cooperators, who —
in comparison to free-riders — are more optimistith respect to the contributions of other
parties in the team setting and therefore intenchtike even higher contributions in the team

setting than in the individual setting.

Figure 1.3 shows the individual contributions inDMnd the proposals of team members in
TEAM for the different types of cooperative prefeces. First of all, we see that also among
free riders there are subjects who make positiveribmtions or contribution proposals. This
is in line with the findings by Dariel and Riedl0®0), who find that free riders do not
necessarily contribute less than other cooperagipes in the repeated PGG (with a stranger
matching applied). Figure 1.3 indicates that inditban IND contributions are very similar
between cooperation types (Kruskal Wallis rank testhe first period, p = 0.264), whereas
in condition TEAM proposals depend heavily on tlemeration type (Kruskal Wallis rank
test for the first period, p = 0.035). The propesail free riders in TEAM are slightly lower
than the contributions in IND, whereas the proposdl conditional cooperators are higher
than the corresponding contributions in IND (Mantey U-tests for the first period:
among free riders p = 0.237; among others p = Q.48%ng conditional cooperators p =
0.042).

Figure 1.3 -Contributions in IND and team members' proposalBEAM for each
cooperation type.

58 5.8

IND TEAM

@ Free rider®@ Conditional cooperatdsOthers
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Table 1.5 displays the results of OLS regressidre®otributions in condition IND and
proposals of team members in condition TEAM. Asreegors we insert: The dummy
variable Conditional cooperatgr which takes value 1 if the observation comes fram
decision maker classified as conditional cooperatat zero otherwise; A dummy variable
for the residual categor@thers And the interaction terms between each of thesanly
variables and our treatment variabl&€AM Specification (I) confirms that conditional
cooperators as well as subjects classified as ®theske by about 3 points higher

contributions to the public good than free riders.

Table 1.5- OLS regressions of contributions in IND and indual team members' proposals

in TEAM
Dep. Var.: Contributions in IND and 0 (N
team members’ proposals in TEAM
1.239 -1.700
TEAM (1.511) (2.666)
Period -0.840%*** -0.840%**
(0.077) (0.077)
Conditional cooperator 3.262™ 0.780
P (0.953) (2.045)
2.903*** 0.817
Others (1.007) (1.574)
. 3.64%
Conditional cooperatox TEAM (2.236)
3.108
Othersx TEAM (1.954)
Constant 7.633*** 9.593***
(1.849) (2.476)
Conditional cooperator - Others 0.359 -0.037
Conditional ooperatox TEAM - 0537
Othersx TEAM '
N 2460 2460
R? 0.174 0.182

Notes: This table outlines the results of OLS regressioheontributions in IND and individual proposals o
team members in TEAM. Standard errors (clusterethatthing groups) are reported in parentheses:, ***
denote significance at the 10%, 5% and 1% levelaetively,” denotes p = 0.119.

Specification (II) shows that there are no sigmifit differences between the different
types in condition IND respectively (captured by thiariablesConditional cooperatqr
Others and Conditional cooperator - Otheys Variable TEAM indicates that there are no
differences between the individual contributiond @noposals of team members among free-
riders. However, we find a weak interaction effbetween the treatment variable and the

conditional contributors: Compared to free-riddre team situation increases the proposals

26



Chapter 1

of conditional cooperators. Hence, the effect afhler contribution proposals in TEAM in
contrast to the individual contributions in IND -hiwh leads to the reverse discontinuity
effect — is driven by conditional cooperators.

Why do conditional cooperators make higher contrisuproposals in the team setting
than they actually contribute if they play as adividual? Specification (IV) in table 1.3
suggests the following explanation: In contrasthe beliefs of free-riders the team setting
has a positive effect on the beliefs of conditiomaloperators: Other than free-riders,
conditional cooperators are more optimistic in tb@m setting than in the individual setting

with respect to the contributions of the other ieatt’

1.3.4 Team Decision-Making Process

In the following we concentrate on the decision-mgkprocess within teams. We start
by examining whether team members adapt to the tdhen members over time.

RESULT 1.4.1:Over time the individual proposals of team members/erge within teams.

Support for result 1.4.1 is provided by figure illdstrating the mean standard deviations of
individual proposals within teams for each peritidshows that the standard deviations of
team members’ proposals decrease over time.

In table 1.6 we present different team compositiovith respect to cooperative
preferences of team members. The abbreviattwstands for conditional cooperatdr,for
free rider andbther for the residual category. We find that most teaitiser consist of three
conditional cooperators3¢cg), or of two conditional cooperators and one friger (2cc/1fn)
or one person classified as othe2cg/lothe). There are only few mixed teams
(1cc/1fr/lothey or teams in which other types have the majoudtyléast 2othens Hence,
conditional cooperators constitute a majority insinteams. Table 1.6 further outlines the
decision rules that teams implicitly or explicitypply to aggregate individual proposals and

to come to a unanimous decision.

RESULT 1.4.2: Teams mainly come to a decision concerning the teantribution by
making a compromise or by deciding according to thajority rule if the individual

proposals differ a priori.

" For an illustration of the beliefs in IND and TEAfNdr the different cooperation types see Figure.Aih
appendix A.1.4
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Figure 1.4 -Standard deviations of individual proposals wittgaams.
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Only six teams determine a constant contributiothenfirst periods to which they stick
until the last period. Most teams, however, bargairthe team contribution in each period.
Hence, we report in the following the decision suler each case, i.e. for each team in each
period. Table 1.6 outlines the six categories afisien rules that we can distinguish in our
data and the corresponding average contributioms30.6% of the cases teams find a
compromise, meaning that they either take the geeo&individual proposals, the median or
they decide to contribute another amount that besveen the highest and the lowest
proposal within the team. In 27.3% of the casesteamn members make the same proposal
and the third team member agrees to this prop®al.define this as a decision under
majority rule. Our third category of decision-magirs a decision with identical proposals,
meaning that all three team members make ideninchVidual proposals and make this
proposal the team decision. A decision with ideaitproposals occurs in 22.2% of all cases.
In some cases the least cooperative proposal antdst cooperative proposal within a team
is taken as the team decision. The residual categwmmarizes the cases that cannot be
assigned to one of the decision rules so far. Tdb& shows that the average team
contributions differ quite profoundly depending which decision rule is applied. If one of
the extreme proposals is chosen as the team aatndrb the contribution levels are
correspondingly rather high or low. Identical preals also lead to rather low contributions,

which at least partly might be related to the theit identical proposals occur more often in
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Table 1.6- Team compositions, contributions and decisidesrapplied.

Frequency of decision rules applied

Number  Average
of teams contribut. | Compro- Majority  Identical Least coop. Most coop. Others
mise proposals  proposal proposal
chosen chosen
3cc 16 8.7 65 41 21 14 14 4
(26.7%) '
2cc/1fr 16 4.9 47 46 44 15 7 0
(26.7%) '
2cc/Lother 15 8.1 33 48 35 22 6 6
(25.0%) '
6
lcc/1fr/1lother (10.0%) 2.1 13 11 22 9 1 4
At least 7
2others (11.7%) 7.3 25 17 11 8 6 3
Total 60 183 163 133 68 34 17
(30.6%) (27.3%) (22.2%) (11.4%) (5.7%) (2.8%)
Average 8.5 7.1 3.9 3.4 12.8 5.3

contribution

Note: cc stands for conditional cooperatérfor free rider anatherfor a subject from the residual category.
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conditional cooperators are most willing to acceptompromise and are least likely to have
identical proposals.

Table 1.7 outlines the results of probit regressihich examine the effect of different team
compositions on the likelihood of the three mostytrently applied decision rules. Teams
consisting of three conditional cooperators aretmoling to make a compromise in their
decision-making process compared to other teamshéAsame time the proposals of their
team members are least frequently identical. Renigito the majority rule we do not find
any significant effects of different team compasis. In line with the results mentioned
above table 1.7 outlines that the likelihood ofitileal proposals increases over time.

Table 1.7- Probit regressions of three decision rules.

Dep. Var.: Likelihood of a Likelihood of a Likelihood of
compromise majority identical proposals
oce/1fr -0.111%** 0.031 0.169***
(0.041) (0.050) (0.063)
-0.178%** 0.061 0.127***
2cc/other (0.031) (0.043) (0.059)
-0.175* -0.078 0.288***
lcc/lother/1ir (0.070) (0.075) (0.134)
-0.046 -0.016 0.025
Atleast 2others (0.090) (0.061) (0.055)
Period -0.042%** 0.005 0.0571***
(0.009) (0.009) (0.010)
N 598 598 598
Wald xz 79.30*** 5.96 60.88***
Log pseudo- -340.410 -347.555 -268.050
likelihood

Notes: This table outlines the results of probit regressiof the most often applied decision rules. Wimore
the marginal effects at the mean. The team coniposcc is used as base category. Specifications (ll) are
calculated over the periods 2 to 10 each. Standamrs (clustered on matching groups) are preseimed
parentheses. *, ** *** denote significance at th@%, 5% and 1% level respectively.

1.3.5 Team Contributions

What are the determinants that affect the finalragated team decision? We are
especially interested in the effects of the teammpmusition, of the different types of team
members’ proposals, of the length of the chat comoation and of the decision rules. We

start with the effect of the team composition.
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RESULT 1.5.1: The composition of cooperative preferences withants has an effect on
the team contributions: Teams with three conditlac@operators are more willing to make

positive contributions and, if so, they make higt@mtributions compared to other teams.

Result 1.5.1 seems plausible. Econometric supgoptravided by specification (I) in table
1.8. Teams with three conditional cooperators heednes with the highest contributions.
They are by 26.8% or 55.4% more likely to make fpgesicontributions than teams with two
conditional cooperators and one free rid@cc{1fr) or mixed teams(1lcc/lresid/1fr)
respectively. If they make positive contributiotigeir contributions are by 3.1 or 5.4 points
higher than the ones made by teams with two canmditi cooperators and one free rider
(2cc/1fr)or mixed teamglcc/1resid/1fryespectively.

Which types of proposals influence the team dexiaio

RESULT 1.5.2: The lowest and the median proposals within teamse Fa significantly
positive effect on the final team decision, while highest proposal does not. The final team

decision is also affected by the first proposal ikanade during the chat communication.

In specification (Il) of table 1.8 we insert theriadles Lowest proposal Median
proposal and Highest proposal- that represent the lowest, median and highest gedpo
within teams in each period — and the varidbist proposal in chatwhich refers to the first
specific proposal that is mentioned in the chatmaomication in each period. Each additional
point of the lowest proposal in teams increaseswitieigness to contribute by 2.6%, each
additional point of the median proposal increasesdontribution level in those teams who
make a positive contribution by 0.6 points. Funthere, in teams who make a positive
contribution the contribution level increases b® Points with each additional point of the
first proposal mentioned during the chat commurocatThe latter influence shows that
teams often stick to the first proposal that waslenay a team member in the chat. This is in
line with the well-knownanchoring effecin social psychology (Galinsky and Mussweiler,
2001; Tversky and Kahneman, 1974).

Note that the highest proposal has no significdfgce on team contributions. One
explanation might be that the highest proposalsrateer made for social image concerns:
team members pretend to be cooperative but qudddyine their proposal if they realize that

other team members are less cooperative.
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Specification (1) of table 1.8 also includes treiableNumber of words in chatvhich
denotes the number of words team members exchaitigge wne period in order to come to

a team decision.

RESULT 1.5.3: When teams make a positive team contributibe, contribution level
increases with the length of the team discussion.

On average teams use 86 words in the chat to conaeunanimous decision, whereas the
range lies between zero words (which is possiltleafindividual proposals are identical) and
372 words® Specification (I1) of table 1.8 outlines that ifares make positive contributions
the contribution level increases by 0.008 pointthvéach word exchanged. Hence, teams

make higher contributions if they discuss or reftee situation more thoroughty.

RESULT 1.5.4:The applied decision rule has an effect on teantriturtions: In particular,
decisions based on a compromise or on the majaunity lead to higher contributions than

decisions based on identical proposals.

Specification (lll) of table 1.8 shows the resulif an OLS regression of team
contributions on decision rulé8 Teams that decide by compromise, majority ruletaose
the most cooperative proposal in the team make®hyl6.2 points higher contributions than
teams whose team members’ proposals concerningeéime contribution are identical. The
effect of choosing by compromise is not signifidpulifferent from the effect of applying the
majority rule. As we control for time periods, thffect is not due to the fact that identical
proposals within teams increase over time. Theltré@sdicates that if team members make

identical proposals concerning the team contrilmjtibese proposals are comparably low.

'8 Not surprisingly, OLS regressions of the lengthhaf team discussion show that the latter increadtisthe
variance of the individual proposals within teamps<(0.01).

A chat analysis shows that teams in the chat malidguss the team contribution and hardly evert diif
topics that have nothing to do with the team cbotion. This behavior is incentivized by the tinestriction.

2% We cannot run a hurdle model to examine the efiéatecision rules on team contributions, as souhesr
predict the probability of making a positive cobtriion perfectly.
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Table 1.8- Hurdle models and an OLS regression of teanritarions.

(D)
Dep. Var.: Contribution Contribution Contribution Contribution  Contribution
decision level decision level level
-0.268*** -3.116**
2cc/1ir (0.092) (1.250)
. -0.137 0.578
2cc/lresid (0.108) (1.744)
. -0.554*** -5.388***
1cc/lresid/1fr (0.063) (1.453)
. -0.106 -0.908
At least 2resid (0.164) (1.247)
Lowest proposal 0.026™ 0.033
(0.016) (0.043)
Median proposal 0.006 0.636™"*
(0.005) (0.066)
Highest proposal 0.003 0.116
(0.004) (0.078)
First proposal in 0.002 0.204**
chat (0.002) (0.070)
Number of words 0.000 0.008**
in chat (0.000) (0.002)
Compromise 2.041*
P (1.013)
. 1.483*
Majority (0.770)
Least cooperative -2.045
proposal (1.236)
Most cooperative 6.214***
proposal (1.210)
-0.032
Others (1.972)
. -0.076%** -0.706%** -0.001 -0.873%**
Period (0.013) (0.170) (0.003) -0.084 (0.092)
Constant 14.094*** -0.074 10.356***
(0.808) (0.594) (1.102)
Compromlse - 0.558
Majority
N 598 410 598 410 598
Wald xz 229.15%** 274 .39***
Log pseudo -290.310 -169.472
likelihood
R? 0.183 0.825 0.272

Notes: This table outlines the results of hurdle modeld an OLS regression of team contributions. Thelleur
models consist of a probit regression of the denign the first part and an OLS regression of thetigbution
level in the second part each. For the first patraeport the marginal effects at the mean. We apptyand
Identical proposalsas base categaryStandard errors (clustered on matching groups) reported in
parentheses. *, **, *** denote significance at th@%, 5% and 1% level respectively.
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1.3.6 Arguments in Teams for High and Low Contributons

In order to get further insights into the drivirydes behind team decisions we conduct
a gqualitative content analysis (see also Cooper keagel, 2005). The procedure is the
following: One researcher reads the whole chat comeoation and develops a category
system in a deductive and inductive way on theams$or high and low team contributions.
We then train two undergraduate research assidtantise coding. Independently from each
other the two research assistants read the whae é@mmunication and code for each team
in each period — hence, for all cases — whethesrgament from the category system was
mentioned or not. A significant kappa coefficiet2y.8% (p < 0.001) is reached, which
indicates a fair inter-rater agreement accordingandis and Koch (1977). Results reported
in the following are based on the average of theed¢wodings.

The arguments for low and high team contributiors enlisted together with their
frequency in tables 1.9 and 1.10 respectively. Btdhles also display the average
contribution over all cases, in which the corregpog argument is mentioned. Not
surprisingly, contributions are clearly higher (wia range from 9.8 to 12.3 points) if an
argument for high contributions is mentioned thian argument for low contributions is
advanced (range from 3.7 to 7.1 points).

Among the two most frequently used arguments far dontributions is the claim that
other teams also make low contributions to the ipugdod, which is mentioned in 18.3% of
all cases. This argument is based on the fairness rof inequity aversion (Fehr and
Schmidt, 1999; see also Bolton and Ockenfels, 2080¢h states that teams have to bear a
utility loss if they contribute more and theref@arn less than other teams (disadvantageous
inequity aversion). The second most frequently uaegument for low contributions —
mentioned in 13.6% of all cases — is the standaathey theoretic argument: Low
contributions are the best response to maximizétgiaodependent of what others do.

Arguments most frequently discussed within team&wour of high contributions are
efficiency concerns, fairness concerns in the sefisdvantageous inequity aversion and,
interestingly, the reputation building argument ighhcan only indirectly apply). Most
frequently, namely in 8.9% of all cases, teamsuiscefficiency concerns in the sense of
social welfare, which heavily supports the hypoihethat teams are more willing to
cooperate than individuals because of efficiencgsoas. Of course, we do not know,
whether individuals thought about efficiency aspdotthe same extent, but at least we can
say that efficiency concerns are an important aegunof teams in favour of high

contributions. The argument that other teams md® laigh contributions — which reflects
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the utility losses of teams if they make lower cimitions than other teams (advantageous

inequity aversion) — is mentioned in 6.5% of abes

Table 1.9 -Arguments for low contributions in the within-teammmunication.

Frequency

Category  Argument Explanation of Argument (relative Average
contribution
frequency)
1a Disadvantageous Other teams also make low 109.5 4.9
inequity aversion  contributions (18.3%) '
1b Standard game Pure profit-maximization 81.5 4.0
theoretic approach independent of what others do (13.6%) '
. , I . 24
1c Loss aversion High contributions are risky (4.0%) 7.1
1d Trial and error Very Iovx_/ contribution proposed 24 4.9
to examine consequences (4.0%)
: In each period other teams are 11
le Stranger matching matched (1.8%) 5.8
Other teams only get feedback on
1f Free-riding is not  the average of the other parties’ 135 3.7

revealed

contributions and not on single (2.25%)
team contributions

Table 1.10 -Arguments for high contributions in the within-te@ammunication.

] Frequency Average
Category  Argument Explanation of argument (relative rag
contribution
frequency)
2a Efficiency Social welfare 53.5 10.0
(8.9%) '
b Advantageous Other teams also make high 39 98
inequity aversion  contributions (6.5%) '
Building up a cooperative
. .. reputation for profit- 30
2¢ Reputation building maximization of the own teamin  (5.0%) 116
the long run
2d Trial and error Very hlg.h contribution proposed 25.5 116
to examine consequences (4.3%)
Teams are rematched in each
period. Hence, if the other
assigned teams make low
26 Stranger matching contributions in the previous 31.5 123

period, the own team gets a new  (5.3%)
chance in each period and can

motivate the other teams to make

high contributions
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1.3.7 Post-Experimental Questionnaire on Team Deoiss

After having finished part Il subjects in conditi®iEAM individually answered a post-
experimental questionnaire on the team decisiompefdix A.1.5 lists the questions and the
answers to four sets of questions. In the followimg concentrate on the most interesting
questions.

The first set of questions focuses on the contidimst by individuals and teams. 43.9%
of the subjects accurately expect teams to conéilbather more to the public good than
individuals. The most frequently stated reasonstlageperception of peer pressure within
teams to make higher contributions and the outgotihlow contributors within teams by
means of the majority rule.

The second set of questions concerns the atmospiiteie teams. Question Q3 reveals
that 54.5% of the subjects are rather satisfiedh whe decisions of their team. Among the
reasons the soft factors — for instance, a sinstie@tegy within the team, a quick agreement
and a democratic decision-making process — arellgguaportant compared to the hard
factor of high profits. Q5 reveals that 89.0% af team members perceive the atmosphere in
their team as positive. Only 20.0% of team membarsld change into another team, if they
had the chance (Q6). A probit regression of Qéhentéam profits, the closeness between the
individual proposal and the team contribution, th@m atmosphere (Q5) and the subjective
influence of the team member on the team decispf) (eveals that only the latter three soft
factors have a positive effect on the wish of sciigjg¢o stay within their team (p < 0.05
respectively). The team profit has no effect (p. £00.

In the third set of questions subjects were asKaoutathe team decision-making
process. The mentioned decision rules in Q8 contimenresults in section 1.3.4. Q12 shows
that 62.2% of the subjects would prefer to takegieas rather in teams than individually, if
they could participate in a similar experiment aga probit regression of Q12 on several
regressors including the team profits and the stiige team atmosphere (Q5) shows that
only the team atmosphere has a significant effget 0.01), whereas the team profit has no

effect on whether a subject prefers to decide withieam or on her own.

1.4 Conclusion

We conduct a repeated public goods game with teahts interact with teams and
individuals who interact with individuals. We fueh independently elicit individual
cooperative preferences to examine their aggraganto team decisions. To date, the
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empirical results on team and individual decisioamggames with a social component are
inconclusive: Several experiments suggest that ez more competitive, more selfish and
less cooperative than individuals. However, otliediss stipulate the contrast. Furthermore
the theoretical predictions on team versus ind@idiecisions are very different depending
on the specific (social preference) model appligte results in our study do not confirm the
discontinuity effect that has been a standing figdn social psychology. Instead we rather
find a reverse discontinuity effect with teams te Imore willing to cooperate than
individuals, at least in the first half of the pubyoods game. Teams interacting with other
teams are more cooperative and less competitive ihdividuals interacting with other
individuals.

We can speculate about the reasons for the finding reverse discontinuity effect
based on some additional controls in our experimEmstly, contributions in the public
goods game strictly increase social welfare. Funtlogee our chat analysis strongly suggests
that efficiency-concerns of teams might be an irtgpur reason for their enhanced
willingness to cooperate. This interpretation idime with Balafoutas et al. (2014), who find
that teams are more efficiency-loving than indidtiu A second explanation for the reverse
discontinuity effect is related to the more optiticiexpectations towards other teams than
towards other individuals. Hence, we cannot corrateothe so-called schema-based distrust
hypothesis that is a prominent explanation fordisgontinuity effect in social psychology.
Especially conditional cooperators (in contrast ftee-riders) have more optimistic
expectations towards other teams than towards atdenduals. Our chat analysis suggests
that these more optimistic expectations combindt adlvantageous inequity aversion might
lead to an increased willingness to cooperateertém setting. A third explanation that we
cannot completely rule out might be an enhancedvaiain of teams to (indirectly) build up
a cooperative reputation, despite the strangerhimagaised in our experiment.

In our study we further examine the team decisi@king process. We find that the
individual proposals of team members converge witekams over time. The aggregation of
individual proposals within teams either happens doynpromise, majority rule or the
proposals are identical anyway, where the applesgilstbn rule is affected by the distribution
of cooperative preferences of team members: Teaamsisting only of conditional
cooperators decide more often by using compronaise,their team members’ proposals are
less frequently identical than in other teams. fihal team decision is not only affected by
the team composition in terms of cooperative pegfees and the implicit decision rules

applied. It also depends on the first proposal alerbd in the team discussion (anchoring
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effect) and increases with the length of the disicus The latter result reflects that teams
who deliberate on the social dilemma more thorougtdke higher contributions.

Our results have relevant implications when thigkaiout the numerous public goods
situations in reality in which decisions are ndteia by individuals but by teams. However, it
Is important to highlight the stand-alone naturewof research in economics. There is much
room for more studies. For instance, reputationalcerns and efficiency concerns in teams
should be analyzed comprehensively in the futureolld also be interesting to study team
decision making “in the wild” by implementing fielekperiments that involve team decision
making. Further, a careful study that varies themmanication protocols and the
communication media is desperately needed in ecmsorinally, the effects of group size
and asymmetric interaction (direct interaction oflividuals and teams) have not been

investigated in a social dilemma.
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Table A.1.1- Studies on individual and team decisions.

Authors Game

Time horizon

Communication
within teams

Results: Decisions of teams compared
to individuals

Cason and Mui (1997) Dictator game

Luhan et al., 2009 Dictator game

Bornstein and Yaniv (1998) Ultimatum game

Kugler et al. (2007) Trust game

Cox (2002) Trust game

Bornstein et al. (2004) Centipede game

Kocher and Sutter (2007)  Gift exchange game

Bosman et al. (2006) Power-to-take game

Psychological studies on
the discontinuity effect by
Insko and Schopler

Prisoner’s dilemma
game

Stackelberg market

Mdller and Tan (2013) game

Kerschbamer’s
double price-list
technique

Balafoutas et al. (2014)

One-shot

One-shot

One-shot

One-shot

One-shot

One-shot

One-shot

One-shot

Typically 10
periods in part-
ner matching

One-shot / 15
periods in
stranger
matching

One-shot

Face-to-face

Chat

Face-to-face

Face-to-face

Face-to-face

Face-to-face

Face-to-face/
chat

Face-to-face

Face-to-face

Chat

Chat

In teams with different individual
choices, the team choices are less self-
regarding than the individual choices

Teams send smaller amounts

Teams send and accept smaller amount
Teams trust less
Teams are less trustworthy
Teams exit earlier

Teams with chat communication offer
lower wages, teams with face-to-face
communication make higher efforts

No significant differences

Teams cooperate less

In the treatment with 15 periods: Teams
act farther away from standard game
theoretic predictions

Teams are classified more frequently as
efficiency-loving and less frequently as
spiteful
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Appendix A.1.2: Instructions for treatment TEAM (translated from German)

Welcome to the experiment! Thank you very much foparticipating!
From now on, pleaserefrain from talking with the other participants!

General information

The purpose of this experiment is to study decisimking. You can earn money during this
experiment which you will be paid in cash at thd efithe experiment.

During the experiment you and the other participavitl take decisions. Your own decisions as well
as those of the other participants will affect ypalyment according to the rules explained in the
following.

The duration of the experiment is 120 minutes.dfi whould have any questions, please raise your
hand. One of the experimenters will come to youamslver your question in private.

During the experiment your earnings will be caltedhin points. At the end of the experiment your
earnings in points will be converted into Eurosaading to the following exchange rate:

1 point = 0.33 Euros (3 points = 1 Euro)

For your punctual arrival you receive 100 pointE(#os). At the end of the experiment you will be
paid your total earnings from the experiment asl welthe 4 Euros in private and in cash. For
linguistic simplicity we only use male notationstivese instructions.

Anonymity
Your input over the course of the experiment is rgnwous. You will not receive personal

information about the other participants. We wdk fink your name to data from the experiment. At
the end of the experiment you will sign a confirmatwhich says that you have received the
payment. This confirmation only serves accountingppses for our sponsor. Our sponsor will not
receive any data from the experiment either.

Utilities

For this experiment you are given a pen. We kiradlig you to leave the pen at your place after the
experiment. While you take your decisions a clodk @ount down at the upper right corner of the

computer screen. This countdown serves as an ati@emtfor how much time you should need to take
the decision. However there is no strict time linMbu can take more time in order to make your
decision, especially in the beginning this will thee case. Only the purely informational screens
without any decisions to be taken will close after countdown.

The experiment

The experiment consists of three parts. You witeree the instructions for the second and third par
after completion of the first and second part regpely. The parts are independent of each other;
decisions in one part have no influence on youonme in another part. The sum of your incomes
from the first two parts yields your total incomrerh the experiment. You receive information about
your total income after completion of the second.pa

page 1 of 8
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Part |

The general decision situation

First we explain you the general decision situatiditerwards you will find some sample exercises
on the screen which serve to increase your fartiliavith the decision situation. Then we will
outline the procedure of part | in detalil.

You are a member of a 3-person-group. Each menflibe @roup has to decide on the division of 20
points that you receive at the beginning of paidu can either allocate the 20 points on a private
account or you can assign them completely or pdrtsem on a public account. Each point that you
do not allocate to the public account is automéyieessigned to the private account.

Income from the private account

For each point that you allocate to the private @aat you earn exactly one poitor example, if
you allocate 20 points to the private account, gatn exactly 20 points from the private account. If
you assign, for example, 6 points on the privatoant, you receive an income of 6 points from the
private accountNobody except you receives an income from youafgiaccount.

Income from the public account

From the amount that you allocate to the publicaot all group members profit in the same way.
Hence, you also earn money from the contributionthe other two group members to the public
account. The income from the public account, tla@hegroup member receives, is determined in the
following way:

Individual income from the public account =
Sum of contributions of all three group membertheopublic accourt 0.5

For example, if the sum of contributions in yououp is 60 points, then you and the other two group
members receive 60 * 0.5 = 30 points each fromphkelic account. If the three group members
allocate a total of 10 points to the public accoyou and the other two group members receive 10 *
0.5 =5 points each from the public account.

Total income
Your total income results from the sum of your im&from the private account and your income
from the public account. Thus:

Income from the private account (= 20 — contribatto the public account)
+ Income from the public account (= 0.5 * sum ohtrdbutions to the public account)
= Total income

Control questions

Before starting the experiment we ask you to coteplee sample exercises on the screen. If you need
to do any calculations, you can click on the caltad symbol in the lower part of the screen, which
will open the Windows calculator. If you have anyegtions please raise your hand, one of the
experimenters will then come to your cubicle ansiaar your questions in private.

page 2 of 8
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Procedure of part |

Part | includes the decision situation as descréisle. You make your decision in part | only once.

Your input
As described above, you possess an endowment jpdi€s, which you can allocate to your private

account or to the public account. Each group merhasito make two types of contribution decisions.

In the following, these two decisions are calleglithconditional contribution and thecontribution

table.

« If you decide about your unconditional contributianthe public account, you simply determine
how many points out of the 20 points you would likeassign to the public account. You can only
enter integers in the predetermined input field on the screene Hflocation to your private
account is automatically given by the differencéneen 20 and your contribution to the public
account. When you have chosen your unconditiorarifmition, please click on “OK”.

« In the next step you are asked to fill incantribution table. For each possible (rounded)
average contribution by the two_othergroup members to the public account you are askeo
indicate how much you would like to allocate to thepublic account, i.e. you are asked to
determine your own contribution as a function af tither members’ average contribution. The
contribution table looks as follows:

Your conditional contribution to the public good(tribution table)
0 7 14
1 8 15
2 9 16
3 10 17
4 11 18
5 12 19
6 13 20
OK

The numbers in the respective left column are thesiple (rounded) average contributions of the
two other group members to the public account, i.e. the contribution tietallocated to the
public account on average by the other group mesnlereach input field you have to enter the
number of points that you would like to assignhe public account — given the other members’
average investment as denoted by the coluvitu have to make an entry in each fieldFor
example, you are asked how much you would likeaimtribute to the public account if the other
group members invest on average 0 points to thécpatcount; how much you would contribute,
if the others contribute on average 1 or 2 or 3 ewnts. You have to enter an integer
contribution between 0 and 20 in each fielénd, of course, it is also possible to enter tieesa
contribution several times. Once you have filleclirfields on the screen, please click “OK”.

page 3 of 8
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Payoff-relevance of the contribution table

As soon as all participants have made their detssione member in each group is randomly chosen
The contribution table is payoff-relevant only for the randomly chosen group memberFor the
other two group members who are not chosen, ihlig the unconditional contribution that is payoff-
relevant. Of course, you do not know whether yoti desen when making your contribution
decision and filling in the contribution table. Tafore you have to think carefully about both typés
contribution decisions as both can become reldoarytou. Two examples help for illustration.

Example 1:Image you are chosen by chance and your conwibtéible is therefore payoff-relevant.
For the other two group members their unconditiammadtributions are payoff-relevant. Imagine that
their unconditional contributions are given by 2l@& The rounded average contribution by these two
members is therefore 4 (2 + 6) / 2 = 4).

If you have now indicated in your contribution talhat you enter 1 point to the public accounibéf t
others contribute on average 4 points, then tre tantribution of the group to the public accoimt
given by 2 + 6 + 1 = 9. All group members therefeaen 0.5 * 9 = 4.5 points from the public account
plus the respective income from their private aoteulf instead you have indicated in your
contribution table that you invest 19 points to thblic account if the others contribute on averége
points, then the total contribution of the groupttie public account is 2 + 6 + 19 = 27. All group
members therefore earn 0.5 * 27 = 13.5 points fthenpublic account plus the respective incomes
from their private accounts.

Example 2: Imagine youare not chosen by chancand for you and another member of your group
the unconditional contribution is payoff-relevant Imagine your unconditional contribution to the
public account is 16 and the unconditional contidouof the other group member is 18. The average
unconditional contribution from both of you is théare 17 = (16 + 18) / 2.

If the randomly chosen group member has indicatdte contribution table that she will allocate one
point to the public account if the other two mensbeontribute on average 17, then the total
contribution of the group to the public account&s+ 18 + 1 = 35. All group members therefore earn
0.5 * 35 = 17.5 points from the public account ptheir respective incomes from their private
account.

If instead the randomly chosen member has indidatélde contribution table that she will assign 19
points to the public account if the other two mersbeontribute on average 17 points, then the total
contribution of the group to the public account sump to 16 + 18 + 19 = 53. All group members
therefore earn 0.5 * 53 = 26.5 points from the jultcount plus their respective incomes from their
private accounts.

The random choice of the group member for whomctirdribution table is payoff-relevant happens
in the following way: Every group member is givenwanber between 1 and 3. Once all participants
have chosen their unconditional contributions afiddf in their contribution table, one participant,
who is randomly chosen by the PC, will dice a nuniieween 1 and 3 (the six-sided dice possesses
the numbers 1 to 3 twice). Afterwards he entersntlvaber in the PC under the surveillance of the
experimenter. The diced number is finally compaséth your group number. If your group number
is identical with the diced number, your contribatitable is payoff-relevant for you and the
unconditional contribution is payoff-relevant féwetother two group members. If the numbers are not
identical, the unconditional contribution is relevéor you. As you do not know in advance which of
your decisions will be payoff-relevant, it is opaihfor you to think about all decisions carefully.

The following graphic visualizes the decision ditoia. You are the person on the right side with the

number 3. Number 3 is diced; therefore, your caowlitl contribution is payoff-relevant. For the two
other group members the unconditional contribuisopayoff-relevant.

page 4 of 8

43



Chapter 1

Your
Unconditional Unconditional unconditional
contribution: contribution: contribution:
0~~~ 4~ N
Cond- |~ [ £ong, Contri. | Cond.
Contri. =~ - Fontri. ™ ~ of Contri.
=< N others
X X~ N 0 X
X X T \\\\ 1 X
X X -2 1
X X 3 X
Number 2 Jx Number 1 DE X
X X 20 X
Number 2 Number 1 Number 3

You make your decisions onlynce At the end of part Il you are informed about howch you
earned in part I.

Part I
(Parts and instruction were presented sequentially)

Team membership

Part Il of the experiment consistsXi periods The structure of the decisions is similar to thatart

I. In each period, you have to determine an undwmmdil contribution to the public account. This
time, however, you cannot determine the contrilbubm your own, but you have to come to an
agreement concerning the unconditional contributi¢thin your team, which consists of three team
members (see graphic below this paragraph). A graup consists of three teams, whereby each
team consists of three team members (hence, ihth@ee are 9 persons in one group). Each team
determines a common contribution to the public antd.e. team 1 determines a contribution, team 2
determines a contribution, and team 3 determinesrdribution to the public account. The team
membership is randomly assigned and remains cdnéteoughout part Il. Therefore, you have to
come to an agreement concerning the contributicadlihO periods with the same team members. In
contrast, the group membership is randomly assigmgdchanges in each period. Hence, your team
interacts in each period with other teams. Theedige other teams in total. In each period yoante

is randomly matched to two of the five other teams.

page 5 of 8

44



Chapter 1

One group consists of three
teams

Your decision
Each team has an endowment of 20 points at theiegi of each period. Please make the following
decisions in part Il

The private account and the public account aregasdi to your whole team in part Il. The
income of a team member equals the income of tlwentbam (for details on this see below).
Within your team you have to reach a unanimoussitmtiregarding the distribution of the 20
points to the private account and to the publicant A unanimous decision in your team
means that all three team members enter an identigaber for the unconditional
contribution to the public account on their screéiis do so you can communicate with the
other team members before each decision via ahath@ chat rules see below).

Before you make the decision on the unconditionakribution to the public account within
your team, each team member is individually asketdeabeginning of each period to indicate
her individual, non-binding proposal concerning the contribution. This proposal is
communicated to all team members before the chat.

Income per period

As in part | the team can decide to allocate th@@ats on the private account or to assign some or
all of them to the public account. Each point tinat team does not allocate to the public accoant, i

automatically assigned to the private account ef tham. Your income per period is determined

analogously to part I:

+ Income from the public account (= 0.5 * sum ohtrdbutions of all three teams to the publig

Income from the private account (= 20 — contribatto the public account)

account)

= Total income

The total income of a team member in one period islentical with the total income of her team
in this period. Hence, the total income of your team is not digidyy 3, but each team member
receives the full amount of the income of the team.
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If, for example, all three teams decide to contéb?0 points to the public account, your team and,
therefore, each member of your team receives 6(b*=030 points from the public account and 0
points from the private account. Each member ofather two teams also receives 30 points. If the
teams decide to allocate altogether 10 points ¢opihblic account, you and each member of your
team receives 10 * 0.5 = 5 points from the pubticcaint and the respective income from the private
account. Each member of the other two teams regeilg® 5 points each from the public account and
the respective income from the private account.

If a team is not able to reach an agreement omicenditional contributionvithin 5 minutes, the
team (and, therefore, each member of the team} éapoints in this period. To determine the total
contribution to the public account for the two atbeams, one member of the team will be randomly
chosen by the PC and her individual proposal vélubed as contribution by her team.

Payoff-relevance of one period

At the end of each period you receive feedback ow Imuch the other two teams contributed
together to the public account and on your incomthis period. At the end of part Il one period is

randomly chosen and the income in this period id pat at the end of the experiment. As you do not
know in advance which period is payoff-relevantisitoptimal for you and your team to carefully

think about your decisions in all periods.

Rules for the chat communication

You have the possibility to discuss with your teasembers via electronic chat in order to come to a
unanimous common decision. During the chat you tzewéD (identification letter). The ID remains
constant during the whole part Il of the experimétthe beginning of each communication line, the
ID of the respective communicating team membehd@\®. The content of the chat communication is
generally not restricted. However, it is not allalte communicate personal information such as your
name, age, address, gender (please use gendalrfeutnulations), course of studies (including
lecturers, courses or content that allows to dranclusions on your course) or similar statements
which could reveal your identity (e.g. your seamber in the laboratory). Furthermore, it is not
allowed to insult other participants or to arrasgee payments of any kind (in terms of gratificagio

or disciplines outside the experiment) of any kiid/ou violate these communication rules you do
not receive any payoff.

Each team member can send as many messages asshhe to the other team members. Each
message simultaneously appears on the screens offtér two team members. Selective messages to
exclusively one team member are not possible. A sxs the three team members agree on the
contribution to the public account, they enter tkspective number in the input field on their
individual screens. Please remember thatinputs of all team members must be identicalf they

are not — or if a team or a team member did notenzakontribution after 5 minutes — the payoff for
this team will be 0 points in this period. Pleageaware that the screen for the chat communication
will be turned off after 5 minutes.

The screen for the decision on the unconditionatridmution within your team looks as follows:
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Remaining time:

Your ID is
Proposal by team member A:
Proposal by team member B:
Proposal by team member C:

Please decide within your team about the commotribotion to the public
account. You have 5 minutes to come to a unanirdeassion within your team.
Please use the chat box below.

Your team’s contribution to the public acco

OK

As soon as the 10 periods of part Il are complated,are informed on how much you have earned in
part | and part Il. The payment is carried outrafiart Il.

Part Il

In the last part of the experiment we ask you loifi three short questionnaires They are an
important element of our research. Please ansveeguestions honestly and spontaneously. Your
answers are certainly anonymous.

Payment
Once all participants have filled in the questidres the experiment is finished and you receivaryo

income individually and in cash. Your income cotssi:
Your income from the first part
+ Your income from the second part

= Total income from both parts
+ 4€ for your punctual appearance
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Appendix A.1.3: Control questions

Please answer the following sample exercises.
The purpose of these exercises is to familiarizewith the income calculations in the experiment.
The sample exercises are not part of the actuararpnt!

If you have questions concerning the sample exes@s do cannot find the right solution, please
raise your hand. The experimenter will come to yaubicle and help you.

Exercise 1
You are a member of a 3-person group in which gaghp member possesses an endowment of 20
points.
Imagine no group member (including you) makes ardmition to the public account.
a) What will be your total income?
b) What will be the total income of each of the othesup members?

Exercise 2
You are a member of a 3-person-group in which gaohp member possesses an endowment of 20
points.
Imagine you allocate 20 points to the public actobEach of the other group members also assigns
20 points to the public account.

a) What will be your total income?

b) What will be the total income of each of the othsyup members?

Exercise 3
You are a member of a 3-person-group in which ggehp member possesses an endowment of 20
points.
The other group members contribute in total 20 fsdim the public account. What will be your total
income if

a) you contribute —in addition to the 20 points —dinps to the public account?

b) you contribute — in addition to the 20 points —d&nps to the public account?

c) you contribute — in addition to the 20 points —pbnts to the public account?

Exercise 4
Consider a 3-person-group in which each group membgsesses an endowment of 20 points.
Imagine you allocate 8 points to the public accowfttat will be your total income if
a) the other two group members contribute togetharaddition to your 8 points — further 6
points to the public account?
b) the other two group members contribute togetheraddition to your 8 points — further 14
points to the public account?
c) the other two group members contribute togetharaeiition to your 8 points — further 22
points to the public account?
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Appendix A.1.4: Figures

Figure A.1.1 -Beliefs in IND and TEAM for each cooperation type.
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Appendix A.1.5: Post-experimental questionnaire ircondition TEAM

Set 1: Contributions by individuals and teams

Q1. Imagine Part Il was not played by teams bunhdiduals. Do you think that individuals
or teams contribute more to the public account?
Individuals contribute more Teams contribute more
56.1% 43.9%

Q2. Why do you think so? (Open question)

Number of
subjects who
mention
argument
...teams think task better through, which 6
leads to lower contributions

Statement Argument

Cautious shift of
teams because...

...of the responsibility for other team 4
Individuals members
contribute “Majority rule in teams forces high contributorsaidjust to 8
more other team members
Stingy team members influence whole team 3

N

There is social support in teams to contribute less
There is a peer pressure within teams to make highe 8
contributions

Majority rule in teams forces low contributors wjust to 7
Teams  other team members
contribute '
more Team members encourage each other to take moye risk 4

decisions (= higher contributions)

Teams think tasks better through, which leads gbdi 2
contributions
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Set 2: Team atmosphere

Q3. How satisfied have you been with the decismingour team on the contributions in part

[?
Very unsatisfied Unsatisfied Neutral Satisfied Vesgyisfied
25.0% 7.2% 13.3% 36.7% 17.8%
Q4. Why?
Number of
Satisfied/ Arqument subjects who
Unsatisfied "9 mention
argument
Team members had a similar strategy 18
Team earned a high income 13
Team quickly came to an agreement 12
Satisfied The decision-making process was democratic 7
Teams contributions were close to own proposal 7
Team behaved towards other teams in a fair way 2
There was a team spirit 2
Team contributions were very different from own goeal 8
Team earned a low income 3
Unsatisfied There was no team spirit 2
Team acted towards other teams in an unfair way 1
One team member did not accept majority rule 1
Q5. How was the atmosphere in your team?
Neither good
Very bad Bad nor bad Good Very good
2.2% 1.1% 7.8% 41.7% 47.2%

Q6. Image you had to play part Il again. Would yash to change into another team (which
is determined randomly)?

Yes No

20.0% 80.0%
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Set 3: Decision-making process within teams

Q7. To what extend did you influence the team dewssin part 11?
Not at all Hardly To some extendRather heavily Heavily
1.7% 3.3% 24.4% 56.7% 14.0%

Q8. Did your team take a vote on the contributions?
No Partly Yes
20.0% 43.9% 36.1%

Q9. If your team did not take a vote, how did yteam come to a unanimous decision?
Number of subjects who
mention this kind of process

Decision-making process

The team discussed arguments/ pros and cons 17
The team took the average 7

The proposals of team members were similar from the 7
beginning on

The team chose at the beginning a long-term styateg 3

One team member made a proposal and the othersdagre

The team took the median 1

Q10. Did all members of your team have equal rigghts
No Yes
6.7% 93.3%

Q11. Was there a person in your team who decidetthéowhole team?
No Yes
92.8% 7.2%

Q12. Given your experience in today’s experimermt,id you prefer to take decisions rather
on your own or within a team, if you could parti&ip in a similar experiment again?
On my own Within a team
37.8% 62.2%
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Set 4: Further comments

Q13. Please write down, if you have further comimesoncerning the experiment, your
strategy, the reasons for your decisions or théerdiice between team and individual
decisions.

Number of
Comments subjects who
Comments )
on the... mention
comment
Taking decisions in teams was interesting 5
Positive . . .
The chat communication was interesting 1
The examples in instructions affect decisions 1
Experiment The earnings in part Il should be the average of 1
Negative all period incomes
The time for the chat (5 minutes) was too long 1
The experiment was too long 1
The strategy of free-riding/ contributing little svafficient 3
Strategy The strategy of free-riding is not efficient, asaher teams 1
then also free-ride
Effect of Deciding within a team saves you from carelessaesbs 2
team extreme contributions
decisions Deciding within a team leads to higher contribuscand 1

higher outcomes
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What doesn't kill you makes you stronger.
Cooperation and Efficiency in Public Goods Games wer

the Threat of Peer Punishment and Group Extinction

2.1 Introduction

Social dilemmas, like the private provision of @lfpeigood, are plagued by individual
incentives to free ride, despite the existence aoaially optimal outcome that involves
cooperation of agents. Over the last decades, én literature many institutions and
mechanisms have been proposed that intend to isustdl levels of cooperation. One of the
most successful mechanisms for achieving cooperaespite the free riding incentives, at
least in laboratory studies, is peer punishmentr(@@gashi, 1986; Ostrom et al., 1992; Fehr
and Gachter, 2000; Andreoni et al., 2003; Masdledle 2003; Anderson and Putterman,
2006; Gurerk et al., 2006; Carpenter, 2007; Seétoal., 2007; Nikiforakis et al., 2012). A
costly punishment option for members of the pulglomd provision unit does not require
formal authority (hence, the alternative tenmformal punishment) and it increases
contributions to the public good dramatically. Howee it comes at a cost: Efficiency is often
affected negatively because punishment is costhoth the punisher and the punished (Fehr
and Gachter, 2000; 2002; Sefton et al., 2007; EgasRiedl, 2008; Herrmann et al., 2008;
Nikiforakis and Normann, 2008; Ertan et al., 2669)

More recent laboratory experiments show that oVetiaé availability of peer
punishment can increase efficiency over a situatdh purely voluntary contributions, i.e.,
without punishment, but it requires a long-termerattion in order to balance the cost of
punishment with its benefits (Glrerk et al., 20G@chter et al., 2008), and it has to exclude
the option to retaliate on punishment. Retaliatora counter-punishment option leads to an
extremely bad efficiency balance, even in long-temeractions (Denant-Boemont et al.,
2007; Nikiforakis, 2008; Engelmann and Nikiforakia013). Compared to equilibrium
predictions, regardless of whether they stipulasndard assumptions or invoke social

2L Surveys are provided by Chaudhuri (2011) and G{2042).
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preferences, peer punishment is overused and tleranti-social (or, misdirected)

punishment of cooperators (Herrmann et al., 2008 puzzling observation, however, is
that field studies show a surprisingly low level péer punishment in the real world
(Balafoutas and Nikiforakis, 2012; Balafoutas et 2014).

In this paper, we study one promising observataritie low level of peer punishment
observed in the field. We argue that — besidesaaeof retaliation that plays a role and that
we can control for — efficiency concerns could bechnmore important than conventionally
believed. We implement a particular but realist@ywio make efficiency concerns salient,
drawing on evolutionary ideas. More specificallypgenously composed provision units for
public goods have to surpass a specific threshiodploup earnings (from the consumption of
the private good and of the public good subtrattgdhe sanctioning cost) every period in
order not to get extinct. Such a setup can be railby evolutionary selection arguments.
More often than not, groups dissolve or are dissbln the real world (depending on
performance), whereas in the laboratory studias #&ssumed so far that the group always
exists until the end of the game, regardless of hmweh money they actually burn. Results
from our laboratory experiment based on this grexginction mechanism confirm our main
hypothesis. More generally, the combination betwiberavailability of peer punishment and
the fear of extinction mainly leads to higher levef cooperation combined with lower levels
of punishment. In essence, the combination makes tat the threat of punishment is
sufficient to enforce cooperation within a groupdahe actual act of punishment is not
necessary anymore. The psychological mechanisnméb&he effect could be salience.

Social dilemmas are an almost ubiquitous phenom@nbnman interaction. There are
several examples for social dilemmas in which megishment and fear of group extinction
play a particularly important role: Work groupsdompanies or organizations often fight for
survival as a group (i.e., they can easily be diesb if unsuccessful). Thereby peer
punishment is available and the effort provision &ojoint project is costly and a social
dilemma®? Thus, the situation satisfies the conditions #rat present in our study. Most
importantly, the extinction threat can be adapted possibly fine-tuned by the organization
itself. More generally, tribal groups or societtbat have to reach a certain level of benefits
from the interaction in order to survive face saniincentives as the ones that are present in
our experiment. Naturally, when talking about reald implications one has to take the

limitations of experimental studies in terms ofezrtal validity into account, but they allow

%21t almost goes without saying that peer punishnuests not necessarily have to take the form of netawy
fine. Social disapproval, social exclusion, or gamforms of punishment are, however, almost alwaglable
(see also Rege and Telle, 2004; Cinyabuguma e2Gil5).
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gathering controlled evidence for specific inceateffects that are hard to study when using
real-world data.

More specifically, our setup implements a repedtedar public goods game (the
voluntary contribution mechanism) with punishmenpportunities. It features four
experimental treatments in a 2x2 factorial betwsebjects design. Within the first
dimension, we vary whether peer punishment is allalwith or without a retaliation option
(standard punishment, or often referred to in thiéofing simply as punishment, versus
counter-punishment). The second dimension thataised is the existence of a survival
threshold. If the survival threshold is presengugs have to reach a certain level of group
income in order not to get extinct as a group. latwry sessions include four parts with five
periods each. If a group is extinct in one parbugr members are excluded from the public
goods game — and therefore get an income of zenothe following periods of that part.
However, they restart the public goods game in ftil®wing part. Note that there are
theoretical and behavioral links between the idkea survival threshold in each provision
unit, a contest between provision units, and, ng@eerally, competition among provision
units (e.g., Tan and Bolle, 2007; Strasser, 20@2jy. focus in the current paper is on the
survival threshold, which is a new element in tesign of a public goods experiment. Future
studies will have to look at the links between difeerent mechanisms in greater detail.

Our experiment allows addressing several questregarding punishment and the
negative effects of counter-punishment. Firstlyefficiency concerns become more salient
(in our case, through the survival threshold), dkailability of counter-punishment is much
less of a problem than when there is no survivadiiold. Secondly, in our setup the total
punishment cost and/or the total punishment impeetuncertain. If a punisher is pivotal in
dragging the group below the survival thresholdghaishment impact is very high. Hence,
it is probably not (only) the fear of retaliatiorrpse that leads to very low levels of peer
punishment in the field. Given our results, theartainty involved in punishment plays an
important role. The effects of uncertain punishmamicertain outcomes of alternative
cooperation decisions and imperfect monitoring ohtdbutions have been analyzed in
public goods games (Grechenig et al., 2010; S&&GH); Ambrus and Greiner, 2012; Xiao
and Kunreuther, 2012), but deserves more attention.

In the remainder of this paper, we present an aeeref the relevant literature (section
2.2) and our experimental design as well as ther#étieal predictions (section 2.3). Section

2.4 provides the empirical results, and sectionc@ricludes the paper.
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2.2 Related Literature

The literature on punishment in the public goodsngais vast. An authoritative
overview is provided by Chaudhuri (2011). In thdldweing overview of the relevant
literature, we focus on efficiency aspects in puglbods experiments.

Whereas the cooperation-enhancing effect of attoyise. costly, punishment has been
widely confirmed (e.g. Yamagashi, 1986; Ostrom let H992; Fehr and Gachter, 2000;
Masclet et al., 2003; Page et al., 2005; Bochedl.et2006; Sefton et al., 2007; Egas and
Riedl, 2008; Nikiforakis and Normann, 2008; Ertanag, 2009; Fudenberg and Pathak,
2010; Sutter et al., 2010; Nikiforakis et al., 2Dlthe empirical evidence on efficiency, i.e.
earnings, is rather mixed. Most studies, howevad &ither no efficiency-enhancing effect
of the punishment mechanism (e.g. Page et al.,;ZB0&het et al., 2006; Sutter et al., 2010)
or an average efficiency loss (e.g. Fehr and GacB@90, 2002; Sefton et al., 2007; Egas
and Riedl, 2008; Herrmann et al., 2008; Ertan et 2009)?® Nikiforakis and Normann
(2008) find that at least a punishment effectivenafs1:3 is necessary to achieve a welfare
improvement compared to the VCM without punishmgee also Egas and Riedl, 2008). In
the standard experiments on the punishment mechapiayers typically interact for ten
periods. The relative efficiency mostly increasegerotime in the treatment with a
punishment option compared to a standard publidga@ame without punishment. Gachter
et al. (2008) find for short interaction terms (fggriods) of groups a relative efficiency loss
of the punishment mechanism. Only for the long retdon terms of 50 periods, the
punishment mechanism leads to a relative efficiegeyn. These results indicate that
introducing a punishment mechanism often causésesfty problems, unless the interaction
horizon is very long.

Nikiforakis (2008) confirms the efficiency probleim a more realistic setting, namely
in a public goods game with two-sided punishmeat,when there is a costly retaliation or
counter-punishment option. The counter-punishm@mqiodunity reduces contributions and
the willingness to punish compared to the treatmetit a one-sided punishment option. The
level of earnings is slightly, but not significantlower. Therefore we also examine the effect

of the group extinction mechanism in case of a sided punishment opticif.Engelmann

28 There are some experimental studies showing &t punishment can have an efficiency-enhancireceff
especially in combination with some form of comnuation (e.g. Ostrom et al., 1992; Bochet and Puter,
2009; Masclet et al., 2013). However, in real fanmunication among group members might not alvieys
feasible, especially in large groups.

4 More studies explore the effect of two-sided phnient in a public goods game (e.g. Denant-Boeetoait,
2007). They confirm the main results of Nikiforak008).
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and Nikiforakis (2013) extend the Gachter et aDO@ design for long-term interactions by a
treatment, in which all forms of punishment, i.euds, are possible. They do not find any
relative efficiency gain in this case.

The focus on the effect of survival thresholds @mts our work to the literature on the
provision point mechanism or step-level public gogdmes (e.g. Isaac et al., 1989; Bagnoli
and McKee, 1991; Suleiman and Rapoport, 1992; Marks Croson 1998; Cadsby and
Maynes, 1999; Croson and Marks 2000; Rondeau,e2@05; Spencer et al. 2009; Abele et
al., 2010; Freytag et al., 2014; Fischbacher eRall1; Ye et al., 2013), but there are obvious
differences. The provision point mechanism typicaltes a step-level function that requires
the group to reach a certain contribution threshotdthe public good to be provided. Our
group extinction mechanism differs from the pramsipoint mechanism in at least two
respects: Firstly, the threshold in our experimé&ntbased on earnings and not on
contributions alone. More specifically, our threlshaoncerns both contributions and
(counter-) punishment. Secondly, the group extimctnechanism implies no consequences
in the current period if the threshold is not reathbut leads to group extinction in future
periods.

Our group extinction mechanism draws on evolutigndeas. However, there is a clear
difference to the termgroup selectiorused in evolutionary models to explain the evolutf
reciprocity or human morality (Bowles and Ginti§02; Gintis et al., 2008; van den Bergh
and Gowdy, 2009): The tergroup extinctionmeans that a certain performance threshold
needs to be reached by the group to ensure itsefueixistence. We do not model the inter-
group competition, i.e., earnings do not dependhenbehavior of other groups. This is also
why there is no direct link between our study aadesal empirical studies on the effect of
inter-group competition on cooperation (e.g. Tad &olle, 2007; Puurtinen and Mappes,
2009; Burton-Chellew et al., 2010; Strasser, 2612).

2.3. Experimental Design, Procedures and Predictian

2.3.1 Experimental Design
Our experiment consists of four treatments, forig@ 2x2 factorial between-subjects
design:

(1) A public goods game with a one-sided punishmenbofP):

% Cinyabuguma et al. (2005) allow group membershia public goods game to expel individual group
members. Excluded group members potentially eass ile future periods. In contrast, in our experitrite
whole group gets extinct and the extinction is dateed by the group performance.
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A standard linear public goods game (PGG), alssknas the voluntary contribution
mechanism (VCM), followed by a single punishmeagst
(2) A PGG with a one-sided punishment option and thesibdity of group extinction
(P_B:
A PGG followed by a single punishment stage withttireat of group extinction;
(3) A PGG with a two-sided punishment optidhdP):
A PGG followed by a punishment stage and a coymieishment stage; and
(4) A PGG with a two-sided punishment option and thespgmlity of group extinction
(PCP_B:
A PGG followed by a punishment stage and a coymieishment stage with the
threat of group extinction.
Each treatment — and therefore each session —stesifour parts which are identical within
each treatment. Each part consists of five idehpeasiods; hence, altogether 20 identical
periods are implemented within each treatment.h&tlieginning of the first part we assign
subjects randomly to 4-member-groups. We use agragesign within each part. If one part
is finished, however, subjects are randomly reassigo new groups at the beginning of the
next part, and this is common knowledge. Hence evematch groups between the parts. If
applicable, group extinction takes place from tkaqu on after the threshold is not met and
it is valid throughout the remainder of the part.the subsequent part, all participants are
assigned to new groups and can patrticipate indngegagain. We implement several parts to
allow for learning.

Each period in each treatment consists of sevéages. The first stage is always the
contribution stage, in which the standard lineaGR& played (see Marwell and Ames, 1981;
Isaac et al., 1985; Isaac and Walker, 1988). Eachpgmember receives an endowment of
20 tokens in each period. Group members, then,ddesimultaneously and without
communication how much of their endowment to cdwitie to the public good;,avhere0 <
¢ < 20, and how much to keep for themselves (the restgalch period the payoff function
for this stage is given by

7t =20-¢c +03* ich (2.1),
h=1
where the public good is equal to the sum of cbations of all group members. Payoffs
during the experiment are calculated in Guilddra. participant contributes one token to the
public good, the private marginal return (MPCR)0i8 Guilders and the social marginal
benefit is 1.2 Guilders. So the inequalM°CR < 1 < MPCR*4holds and implies a social
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dilemma: If we assume pure money-maximizing prefees, there is a dominant strategy for
each group member to free ride, thatis= O for all h. However, this leads to a socially
inefficient outcome. Note that we deliberately ahtise MPCR to be rather low compared to
other public goods experiments in order to increhserelevance of the group extinction
mechanism.

At the end of the contribution stage subjects rec&edback on their own contribution,
the group’s total contribution, their earnings frahe public good and from their private
account, and their entire earnings in the contitioustage. In the following we explain each
of the treatments in detail. The treatmetandPCP are based on Fehr and Gé&chter (2000,
2002) and Nikiforakis (2008) respectively.

PGG with a one-sided punishment option (P)

In treatmentP a punishment stage is added after the contribwgiage. At the beginning of
the punishment stage subjects get information enrtividual contributions of their group
members and have the opportunity to punish any otleenber of their group simultaneously
and without communication. If group membewrants to punish group memiershe has to
assign punishment points to group membex;, i # j, where0O < p; < 10. Subjects cannot
punish members of other groups. Punishment redbeefirst stage income of both players

andj in different ways: For each punishment point {haceives, her first stage inconv,, ,

is reduced by 3 Guilders, with a lower boundaryzato if playerj’s cost of receiving
punishment points is higher than her first stagmmme. The latter rule avoids that subjects
receive a negative payoff without being able totamnt. Subjecti faces a cost of 1 Guilder
for each allocated punishment pdifitThe total cost of distributing punishment points a
shown at the bottom of the screen. Thus, the incofraubjecti at the end of the second

stagesm,;, is calculated according to equation (2.2):

h; = max{o’(ﬂu -3 z P; )} _z P; (2-2)
j#i j#i

Eq. (2.2) implies that the period payoff of a papanti can be negative, if subjects
punished heavily and punishes herself. Participargsxplicitly warned of this possibilify.

At the end of the second stage subjects receidbéed on their income from the first stage,

% We implement the linear cost function of Fehr @iithter (2002) and later studies instead of thdimear
cost function used in Fehr and Gachter (2000) aikifddakis (2008). The linear cost function is easto
understand for participants.

2" Our data shows that this happened only in 0.6%llopossible cases. Losses in a single period @n b
balanced by a show-up fee of 4€ and gains fronr qtegods.
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the total punishment points received, the totalt @ispunishment points assigned, their
period earnings as given by eq. (2.2), as welhasstim of incomes they earned so far within

the current part.

PGG with a one-sided punishment option and theipitisg of group extinction (P_E)

In treatmentP_E we expand treatmerR by a group extinction mechanism. In order to
survive, i.e., in order to reach the next peribd $um of the period incomes within a group
(after the punishment stage) has to reach or ex88e@uilders. Obviously, this is exactly
equal to the sum of the endowments of the four gnmembers. We set the threshold at 80
Guilders in order to equalize the game-theoretintrdoution predictions based on pure
money-maximizing preferences among all four treatimésee section 2.3.3). At the end of
the second stage subjects are additionally inforadexlit the group’s period income. In case
the threshold of 80 Guilders is reached or surghgske group participates in the game in the
next period. If not, the group does not participatéhe PGG in the following periods within
the current part, and all group members simply Hawwait until the next part starts. In the
periods in which the group does not participategtaip members earn no further income.

Group members participate in the next part agathive newly assembled group.

PGG with a two-sided punishment option (PCP)
In the treatmenPCP a third stage, namely the counter-punishment siagaedded after the
contribution and the punishment stage of treatnfenAt the beginning of the counter-
punishment stage subjects are informed about th&bauof punishment points each of the
other group members assigned to them in the sestagk. Then each subjachas the
opportunity to counter-punish those group memipers who punished them in the second
stage by assigning counter-points. Analogous to gheishment stage, the cost of each
counter-point received is 3 Guilders. The secomgestincome is reduced to zero and not
further, if the cost of receiving counter-pointshigher than the second stage incoms,
The cost for each counter-point thaassigns td, z, is 1 Guilder. The period income of
subjecti in the treatmenPCP s therefore given by equation (2.3):
T, = max{o,(ﬂzi -3*>z, )}—Zzij (2.3)
j#i j#i

In order to avoid very negative payoffs particigamtith a non-positive second stage

income are not allowed in the third stage to cauptmish or to be counter-punished. Subject

i can only counter-punish those group memlpetsat punished her in the second stage, in

62



Chapter 2

order to avoid that punishment in the second sitagkelayed to counter-punishment in the
third stage. At the end of each period subjectsigi@med about their income from the
second stage, the total number of received coyntterts, the total cost of distributed
counter-points, the period income as given by E@®)( as well as the sum of period incomes,

they earned so far within the current part.

PGG with a two-sided punishment option and theipdi#g of group extinction (PCP_E)
TreatmentPCP_Eis the expansion of treatmeRCP by the group extinction mechanism.
After the counter-punishment stage, group membdditianally receive feedback on the
group period income (after the punishment and aymtinishment stage). Group members
whose group is extinct (according to the same gémeite as in treatmer®®_E), cannot
participate in the following periods of the currguatrt and earn no additional money in these

periods.

In all four treatments subjects know the endowmthd, return from the public good,
the number of group members, the payoff functidhs, cost for assigning and receiving
points, the number of parts and periods, and pfiegble) the possibility of group extinction.
To ensure thoughtful decisions, we do not imposma limit.

Subjects further know that they are given an idieation letter (A to D) at the
beginning of each period in order to distinguiskittactions from those of the other players
within a period. However, as subjects should noalile to identify actions of another player
over periods, the identification letters are reg®sd in each period. In the two treatments
P_E andPCP_Ea post-experimental questionnaire follows after fingr identical parts to
investigate the effects of group extinctidnAn incentivized Ring-test or social value
orientation questionnaire (Liebrand, 1984; Liebrand McClintock, 1988) is added. Results
of this test are not reported here. All treatmelmésh with a questionnaire on socio-
economic variables.

The total income of a subject is equal to the sidralloperiod incomes and earnings
from the Ring-test. Subjects are informed that they given a show-up fee of 4€ to pay for

any negative payoffs generated during the expetimen

% The post-experimental questionnaire on group etitin is given in appendix A.2.3.
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2.3.2 Procedures

We run 12 sessions at the experimental laboratoBLBESSA of the University of
Munich between December 2010 and March 2011. Ees$sian lasted on average 1 hour 45
minutes. Without telling the participants we dividine 24 subjects of each session into two
matching groups of 12 participants, who are re-treddn groups of 4 at the beginning of a
new part. So we have 6 independent observationtgement (Table 2.1). The experiment

was conducted anonymously.

Table 2.1 -Treatments and number of sessions.

Treatments Punishment option Group extinction $assand subjects

P One-sided No 3 sessions a 24 subjects
P_E One-sided Yes 3 sessions a 24 subjects
PCP Two-sided No 3 sessions a 24 subjects
PCP_E Two-sided Yes 3 sessions a 24 subjects

At the beginning of each session the experimentad rthe neutrally-written
instructions for the four identical parts alofidinstructions for the Ring-test and the
following questionnaires only followed after thersfi four parts were accomplished.
Participants knew that there would be a test amdtipnnaire(s) after the four identical parts
and that those would be unrelated to the first identical parts. Instructions are written in
neutral language. In order to test the understgndinthe mechanics and the incentive
structure participants were asked to answer conuektions® We did not proceed until all
participants had answered all questions corred¥e can thus safely assume that the
participants understood the game.

A total of 288 participants were recruited via ORESEreiner, 2004) from a list of
voluntary participants. Subjects were German-spggkimostly students, of different
academic backgrounds. The experiment was progranamegdonducted with the experiment
software z-Tree (Fischbacher, 2007). At the enthefexperiment we exchanged the payoffs

at an exchange rate of 1Guilder = 0.04€, whichdgdlan average payoff of 21€.

2.3.3 Predictions

In this section we derive hypotheses for the diffiees between the treatments with and
without group extinction. We start with the predaos under pure profit-maximizing

preferences. Under this assumption neither punishma& counter-punishment will occur in

% The instruction for the treatmeRCP_Eis given in appendix A.2.1.
%0 Control questions for treatmeRCP_Eare given in appendix A.2.2.
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the subgame perfect Nash equilibrium as they astlycéor the punisher. By backwards
induction in the sequential game individuals’ doamhstrategy in the contribution stage of
the treatment$® and PCP is therefore a contribution of zero to the puldicod. In the
treatments with the group extinction mechanismRIBG resembles a step-level PGG (see
section 2.2). The difference is that if a groupginet reach the threshold the group members
do not earn an income from the next period on.hi@ step-level game all patterns of
decisions that minimally satisfy the provision pgaane Nash equilibria (for a game-theoretic
analysis see, e.g., Abele et al., 2010). Given poaishment and counter-punishment do not
take place contributions of zero provided by albugr members minimally satisfy the
threshold of 80 Guilders. To summarize: Under pnofaximizing preferences contributions,
punishment, and counter-punishment will be equakéoo and no differences between
treatments with and without group extinction aredicted.

As we have mentioned in section 2.2 the empiridaldiss on the VCM with
punishment show that punishment takes place andrilwotions are high, especially in
comparison with the VCM without punishment. This pencal regularity can be better
explained if we assume other-regarding prefereift@sa survey see Fehr and Schmidt,
2003), as e.g. inequity aversion by Fehr and Sch(@@B9, see also Bolton and Ockenfels,
2000, for a similar approach). According to théiedry an inequity averse person tries to
avoid inequality of individual payoffs between hadfsand other persons in her reference
group. Hence, the threat that group members whtribate less than others in the group are
punished by the more cooperative group membersdardo equalize earnings is credible.
Using efficiency as refinement argument Fehr and¢in8dt (1999) predict very high
contributions in treatmer®, especially in comparison to the VCM without pumeent. As
further outlined in section 2.2, Nikiforakis (2008hows for the PGG with two-sided
punishment (treatme®CP) that counter-punishment takes place and, comgartrdatment
P, reduces punishment and contributions. NikiforakZ08) suggests that counter-
punishment takes place for strategic consideratomes periods and for a desire to revenge
punishment. The reduced punishment and cooperatioRCP compared toP can be
explained by increased cost of punishment.

Our research interest lies in the comparison betwke treatments with and without
group extinction. Charness and Rabin (2002) presenbdel in which they mainly include
social welfare concerns and reciprocity. Based amiprocity their model also allows for
punishment. The social welfare concerns lead petiplsacrifice own material payoff in

order to increase the payoffs for all recipients, to increase efficiency. In line with the
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theories on social preferences one can reason |lesvdo With our group extinction
mechanism we make the social welfare concern maliens. Counter-punishment and
punishment strictly decrease efficiency. Hencey thee probably reduced in the treatments
with group extinction compared to the ones withthg mechanism. On the other hand,
contributions strictly increase the efficiency ahérefore the chance to meet the threshold.
Furthermore high contributions counter-balancerisie of efficiency- reducing punishment.
Hence, we predict contributions to be higher in tft@atments with the group extinction
mechanism than in the treatments without. In otherds: Because of the threat of group
extinction the cost of (counter-) punishment and tmntributions increase, as they increase
the risk of not reaching the threshold. The de@@atsemand for punishment and counter-
punishment in the treatments with group extincteanwell as the increased contributions
imply higher payoffs than in the treatments withgrdup extinctior?*

We summarize our main hypotheses:

HYPOTHESIS 1. The introduction of the group extinctiomechanismwill increase
contributions. Hence contributions will be higher P_E and PCP_E than in P and PCP,

respectively.

HYPOTHESIS 2: The introduction of a group extinctiopossibility will decrease
punishment, i.e., ceteris paribus, punishmentlallower in P_E and PCP_E compared to P

and PCP, respectively.

HYPOTHESIS 3: The group extinctionmechanismwill decrease counter-punishment in
PCP_E compared to PCP.

2.4 Results

We start the results section with the analysis hef tases of group extinction in
treatmentsP_E and PCP_E (section 2.4.1). Then the effects of the group netin
mechanism on contributions, punishment, counteighmment and efficiency follow (section
2.4.2). In section 2.4.3 we give an overview ofgmbial motives behind the behavior in
treatment$®_EandPCP_E

31 Apart from these economic considerations, theathoé group extinction might also have a psychalabi
effect: The common aim of reaching the thresholdjhhiincrease the team spirit and therefore increase
cooperation and reduce punishment (e.g. Aubé andgRau, 2005; Senécal et al., 2008).
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2.4.1 Group Extinction

As we use in the following the matching group ofslbjects as the unit of statistically
independent observations and calculate probabilfeparticipation within these units, we
apply non-parametric tests for continuous and msurete variables.

Figure 2.1 shows the number of participating grodgsoups that are not extinct — over
parts and periods within parts. We find a learrefigct over the parts: Whereas only 4 and
11 out of 18 groups participate i E andPCP_Ein the last period of part 1, 10 and 17
groups still participate in the last period of parttwo-sided Wilcoxon signed-ranks test, p =
0.030 forP_E p = 0.053 foPCP_E p = 0.004 for botlP_E andPCP_B. This shows that
over time participants adapt their behavior mord arore to the threshold. It is especially
striking that for both treatmenB_E andPCP_Ein part 1 many more groups are extinct than
in the following parts: The participation rate 1slp26.4% forP_E and 61.1% foPCP_Ein
periods 2 to 5 of part 1. In contrast, in part® 2tin P_E on average 66.2% and RCP_E
83.8% patrticipate in periods 2 to 5 (two-sided \&on signed-ranks test, p = 0.028 RorE
p = 0.293 forPCP_E p = 0.011 for botiP_E andPCP_HB. This result indicates learning to
coordinate across phases at the beginning of theriexent.

Figure 2.1- Number of participating groups in the treatmemith group extinction
mechanism over time.
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It is further noteworthy that if groups get extinathin a part, they usually get extinct
already after the first period of this part: Thet#pation rate decreases between period 1

and period 2 of each part on average by 37.5 antig&centage points _EandPCP_E
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respectively. In contrast, between periods 2 araf Bach part, the participation rate only
decreases by 20.0 and 5.2 percentage points, teshgc

Over periods 2 to 5 of all parts, we find a pap@tion rate of 56.3% in treatmet E
and 78.1% in treatme®CP_E Hence, more groups participateA&P_Ethan inP_E (two-
sided Mann-Whitney U-test, p = 0.025), which istguaurprising. One could have expected a
higher participation rate iR_Ethan inPCP_E as the additional counter-punishment stage in
PCP_E offers a further possibility to decrease the graugpme. Furthermore Nikiforakis
(2008) shows that the income is slightly worse ig threatmenfPCP compared to treatment
P. However, participants iRCP_Eseem to anticipate the increased risk of goingetxand
therefore seem to increase their contributions decrease their punishment compared to
P_Ein order to ensure to reach the threshold (foaitiesee section 2.4.2).

Table 2.2 outlines the results of a probit regmssiof participation for the treatments
P_EandPCP_E As regressors we introduce the following variabkk dummy variable for
the two-sided punishment option, taking value tase of treatmem®CP_Eand O in case of
P_E And a control variable for the four parts and tiive periods within each part,
respectively; The variablBrevious Extinctiortakes the value 1 if a person has been extinct
in one of the previous parts and 0 otherwise. Hselts of the probit regressions confirm the
results of the non-parametric tests: There is enieg effect over parts, as the fraction of
participating groups increases with each part luath0 to 12%. Of course, over the periods
within each part the participation rate decreabkesvever, the insignificance of the variable
Previous Extinctionindicates that the experience of being extina previous part does not
have an extra effect on participation in later paWwe further find that more groups are
extinct in treatmenP_Ethan inPCP_E

RESULT 2.1: In treatments P_E and PCP _there is a substantial number of groups that
are extinct. The participation rate is 56.3% indteent P_E and 78.1% in treatment PCP_E
in periods 2 to 5 of each part. However, we obsargignificant decrease in the number of

extinct group over the course of the experiment.
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Table 2.2 -Determinants of participation in treatmefsE andPCP_E

Dep. Var.: Participation Participation
, , 0.234*** 0.255%**
Two-sided punishment (0.063) (0.079)
Part 0.123*** 0.102**
(0.034) (0.040)
Period -0.032*** -0.032***
(0.008) (0.008)
. — 0.084
Previous Extinction (0.074)
N 2304 2304
Waldy? 88.79*** 106.05***
Pseudo log likelihood -1296.475 -1291.187

Notes: This table reports probit marginal effects of w#pation in treatment®_E andPCP_Ein periods 2 to 5
of each part. Robust standard errors (clusteremiatching groups of 12 subjects) are reported ieqtheses. *,
** *x%x denote significance at the 10%, 5% and 1éw¢l respectively.

2.4.2 Contributions, Punishment, Counter-punishmentaind Earnings
Next we analyze the effect of the group extinctimechanism on contributions,

punishment, counter-punishment and earnings. Obljipwe cannot apply a conventional
regression analysis, as we would not be able terdifitiate between selection effects and
incentive effects of the extinction mechanism. éast we use a three-step analysis for each
dependent variable: Firstly we analyze the effetthe group extinction mechanism only for
the first period of each part, as in the first pdrno extinction has taken place, and we thus
can use data from all groups. In order to anallyeestfect of the group extinction mechanism
over all periods we secondly calculate the Hecktmanstep procedure (Heckman, 1979; see
also Cameron and Trivedi, 2005), which takes thecten bias into account. The Heckman
two-step procedure is a generalization of the tolmtdel and comprises two equations, the
participation equation and the outcome equatiorasgkumes that the error terms of both
equations are correlated. In the first step thelillood of participation (of not being extinct)
is estimated, in the second step the effects otetre of contributions, punishment, counter-
punishment or earnings are estimated for thoseestsbjvho participate — corrected for the
selection bias. We use an OLS regression for thextsen equation and for the outcome
equation? We include the inverse of Mill's ratio in the oatne equation to control for the
potential selection bias and bootstrap the staneiais. Thirdly, in addition to the Heckman

two-step procedure we run a robustness check Wwéhdata of all periods, by dropping in

32 Usually the first step of the Heckman selectiondelois calculated with a probit regression. As fe t
treatments without group extinction the predictfonthe likelihood of participation was 100%, wdadate an
OLS regression instead.
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each period the same number of groups in treatnreatgl PCP as are actually going extinct
in treatmentd?_E andPCP_E respectively. In order to make the data in tleattnents with
and without group extinction mechanism comparatle, drop the observations with the
lowest group earnings in treatmeRtandPCP.

For all three steps we conduct several parametstst We calculate OLS and tobit
regressions as well as random effects panel ragnssso control for panel effects. The
different regression models yield similar results.the following we report the results of

OLS regressions, as they are based on minimal gdEuns.

Contributions

Figure 2.2 presents mean contributions, mean nunobepunishment points and
counter-points distributed and average earningsdagment in the first period of each part. It
shows that average contributions seem to be sfighigher inP_E than inP in the first
period of each part (13.7 versus 12.4 tokens). KHewthe difference is not significant (p =
0.262¥° In contrast, contributions iPCP_E are significantly higher than iRCP (14.3
versus 11.0 tokens, p = 0.056) even in perioddach part, which supports our hypothesis 1.

Figure 2.2- Mean contributions, punishment, counter-punishina@d earnings in the first
period of each part.
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Note: (Counter-) punishment refers to the average surpumishment points (counter-points) that subjects
distribute to their group members. Earnings redghe income after (counter-) punishment.

% In the following we present the results of twoesidVlann-Whitney U-tests, using the unit of 12 sotsj@s
independent observation. Reported p-values arallasthis test unless otherwise noted.
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If we pool over the two extinction and the two ndhection treatments, we find a clear effect
of the group extinction mechanism on contributi¢h%.7 versus 14.0 tokens, p = 0.030).
Furthermore, in line with Nikiforakis (2008), coimutions inP seem to be higher than in

PCP(12.4 versus 11.0 tokens), however the differeag®t significant here (p = 0.336).

Table 2.3 -Determinants of contributions in period 1 of eaahtp

Dep. Var.: Contributions () ()] (1 (V)

. ) PCPand All All
Observations from: PandP_E PCP_E treatments treatments
Groun extinction 1.392 3.316* 2.354** 1.392

P (1.094) (1.696) (2.007) (2.070)

. . -0.434 -1.385
Two-sided punishment (1.007) (1.414)
Group extinctiorx 1.924
Two-sided punishment (1.974)
Part 1.060*** 0.184 0.622*** 0.622***

(0.220) (0.338) (0.217) (0.217)
Constant 9.703*** 10.509***  10.318**  10.799***

(0.846) (0.773) (0.782) (0.921)
N 576 576 576 576
R? 0.054 0.068 0.050 0.056

Notes: This table outlines the results of OLS regressiofhsontributions in period 1 of each part. Staddar
errors (clustered on matching groups of 12 subjeots reported in parentheses. *, **, *** denotgrsficance
at the 10%, 5% and 1% level respectively.

Table 2.3 outlines the results of OLS regressidnsoatributions in period 1 of each
part. As regressors we include the following furthariables: A dummy variable for the
group extinction mechanism, taking value 1 in caédreatmentP_E or PCP_E and 0
otherwise; A dummy variable for two-sided punishinerich takes value O in case of
treatment$® or P_E and value 1 in case ®CPor PCP_E And a variable for the interaction
effect of the group extinction possibility and tiwe-sided punishment option. The results of
the regressions confirm the results of the nonmatac tests: The group extinction
mechanism leads to by 3.3 points higher contrimstio PCP_Ecompared td®CP in period
1 of each part. For the comparison betw@ellt and P the effect goes in the anticipated

direction, but is not significant.
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Figure 2.3- Mean contributions over time.
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Note: Observations of extinct group members are notiged.

Figure 2.3 shows the dynamics of contributions diee for all treatments. If a group
is extinct in a certain period, the observationas included in the average. Contributions in
the treatments with group extinction mechanism shaoeversed U-form within each part: In
early periods contributions increase, in the lastiqa of each part contributions decrease
sharply. Contributions might increase at the beigmf each part, as those groups with low
contributions get extinct rather at the beginnifgach part. The strong “end-part effect” is
presumably based on the fact that there is no ttlmfeaxtinction in the last period of each
part and that there are no reputational concesgr@ups are re-shuffled after each part). We
further find a typical restart effect at the begmunof each part in treatmen® E and
PCP_E Contributions are higher in the first period efeopart than in the last period of the
previous part. In line with Nikiforakis (2008) figai 2.3 further shows that contributions
increase in treatmeift over the periods of each part, whereaB@P contributions decrease
and show a typical restart effect at the beginmhegach part.
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Table 24 - Determinants of contributio (Heckman tw-step selection mode

(1)) (1 (V)
Observations from: PandP_E PCPandPCP_E All treatments All treatments

Dep. Var - Partici- Contri- Partici- Contri- Partici- Contri- Partici- Contri-
P v pation butions pation butions pation butions pation butions

Groun extinction -0.350*** 13.414*  -0.175%** 1.433 -0.262*** 19.635*  -0.350*** 8.225
P (0.035) (6.983) (0.038) (13.363) (0.031) (11.738) (0.034) (8.610)
Two-sided punishment 0.088** -7.767* 0.000 -3.724*
P (0.031)  (4.005  (0.000)  (1.997)

Group extinctiorx 0.175%** -0.326
Two-sided punishment (0.050) (4.869)
Part 0.049** -0.823 0.042 0.291 0.045%** -2.691 0.045%*** -0.729
(0.020) (0.856) (0.024) (2.631) (0.016) (1.848) (0.016) (0.954)

Period -0.054*** 2.111%* -0.026** -0.948  -0.040*** 2.391 -0.040*** 0.640
(0.017) (1.021) (0.010) (1.771) (0.010) (2.707) (0.010) (0.952)
Inverse of Mill's ratio -89.953* 39.998 -162.400 -54.159
(48.036) (174.197) (105.449) (59.093)
Constant 1.040***  35.421**  (0.973*** 0.578 0.963*** 62.173*  1.007*** 29.233*
(0.044) (12.853) (0.040) (51.102) (0.029) (31.630) (0.030) (16.547)

N 2880 2376 2880 2628 5760 5004 5760 5004

R? 0.274 0.039 0.140 0.106 0.218 0.067 0.235 0.082
Wald y* 14.19*** 25.32%** 12.72** 23.40%**

Notes: This table outlines the results of the Heckman-st&p selection model of contributions. The modaisisis of an OL!
regression of participation and of contributionsoBstrapped standard errors (clustered on matdrimgps of 12 subjects) are repor
in parentheses. *, **, *** denote significance het10%, 5% and 1% level respectively.
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extinction mechanism increases contributions, imti@dar if one-sided punishment is
available. In line with Nikiforakis (2008) contribans are higher i? than inPCP.

Figure 2.4 displays the mean contributions, meastriduted punishment points,
counter-points and earnings in the balanced datéeseluding observations with low group
income inP and inPCP), which we create for the robustness check. W ifinthe balanced
data set that subjects contribute 14.8 tokenseaatrirentP and 14.2 tokens i®_E (p =
0.631). In treatmenPCP_E they make by 3.8 tokens higher contributions tiarPCP,
however the difference is not significant when vee mon-parametric tests (p = 0.150; 12.3
versus 14.2 tokens over all treatments, p = 0.4Y%¢. analyze these data with OLS
regressions (table 2.5). The effect of the groumetion mechanism is close to significant in
case of a two-sided punishment option. Howeverdweot find a significant positive effect
in case of a one-sided punishment option. Thisccbel due to the fact that the contributions
are already quite high in treatmdht Comparing the results on contributions in théedéent

analyses, we can state the following result:

RESULT 2.2: The group extinction mechanism increases contmimsti— at least in the first

period of each part.

Figure 2.4 -Mean contributions, punishment, counter-punishra@dtearnings in a balanced

data set.
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Notes: Observations of extinct group members are notuged. (Counter-) punishment refers to the average
sum of punishment points (counter-points) that ecisj distribute to their group members. Earninfer r the
income after (counter-) punishment.
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Table 2.5 -Determinants of contributions in a balanced data se

Dep. Var.: Contributions () (m (1 (V)
. ] PCPand All All
Observations from: PandP_E PCP_E treatments treatments
-0.608 3.814 1.865 -0.607

Group extinction (1.657) (2.136) (1.458) (1.621)
2133 -4.344%

Two-sided punishment (1.426) (1.898)

Group extinctiorx -4.422
Two-sided punishment (2.651)
Part 0.594* -0.425 0.002 0.002
(0.308) (0.363) (0.260) (0.258)
. 0.330 -0.508*** -0.130 -0.130
Period

(0.229) (0.128) (0.150) (0.148)
12.285%*  12.965**  13.863**  15100%**

Constant (1.351)  (1.532)  (1.328)  (1.420)
N 1872 2376 4248 4248
R? 0.023 0.094 0.049 0.078

Notes: This table outlines the results of OLS regressminsontributions in a balanced data set. Standemats
(clustered on matching groups of 12 subjects) epented in parentheses. *, **, *** denote significa at the
10%, 5% and 1% level respectivelyand® denote 10.2% and 10.9% respectively.

Punishment

We proceed with the analysis of punishment in e way. Figure 2.2 reveals the
average sum of punishment points that subjectsilwise to their three group members in
period 1 of each part. The number of distributediglument points seems to be lower in
treatmentP_E compared td® (0.8 versus 1.2 punishment points). However tlfferdince is
not significant (p = 0.200). For the treatmentshwttvo-sided punishment the group
extinction mechanism has a significant effect ia thist period of each part (p = 0.025):
Subjects inPCP distribute on average 0.8 punishment points, sthjm PCP_Edistribute
0.4 punishment points. Including period 1 data fralhfour treatments, we find a clear
negative effect of the group extinction mechanisnpanishment (1.0 versus 0.6 punishment
points, p = 0.030). These findings strongly supparthypothesis 2.

Table 2.6 outlines the results of OLS regressidrdisgributed punishment points. We
add two additional control variables (see also féilakis, 2008)Own_Neg_Diff= max{0, c;
— G} — wherec; denotes the contribution of subjeé@ndc; denotes the contribution of group
memberj in a given period — as we assume thptinisheg more severely, the higher the
difference between’s and j's contribution (justified punishment)Group_Neg_Diff =
max{0, Eny Cn / (n — 1)) —¢}, as we assume thatpunisheg more severely, the moje

deviates from the group norm (pro-social punishmddbth assumptions are confirmed by
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the results in table 2.6. Controlling for these tvaviables, we find a clear negative effect of
the group extinction mechanism on punishment in fire# period of each part. Subjects
distribute by 0.14 punishment points less in cds& group extinction option. The effect on
punishment exists in case of one-sided as well naxase of two-sided punishment

possibilities.

Table 2.6 -Determinants of punishment and counter-punishnrepériod 1 of each part.

Dep. Var.: Punishment Counter-
punishment
0] (I (i) (IV) 0)
PandP_E PCPand All All PCPand

Observations from: PCP_E  treatments treatments PCP_E

-0.162*  -0.135*  -0.142*  -0.155* = -0.295
(0.089) (0.057) (0.051)  (0.085) = (0.207)

-0.142*  -0.155**
(0.051)  (0.072)

Group extinction

Two-sided punishment

Group extinctiorx 0.026
Two-sided punishment (0.102)

-0.023 -0.040* -0.032* -0.032* 0.072
Part

(0.029) (0.021) (0.017)  (0.017)  (0.094)

0.060%** 0.026*  0.042%*  0.042%*
(0.018) (0.013) (0.011)  (0.011)

0.027* 0.021 0.026**  0.026*
(0.013) (0.015) (0.009)  (0.010)

Own_Neg_Diff

Group_Neg_Diff

“ 0.067
Pi 0.060

Own_Pos_Diff (8822)
Group_Pos_Diff (8 gjf)

0.226* 0.230** 0.296***  0.302*** 0.301

Constant (0.109)  (0.090)  (0.072)  (0.079)  (0.264)
N 1728 1728 3456 3456 151
R? 0.169 0.080 0.128 0.128 0.040

Notes: This table outlines the results of OLS regressmfrgunishment points distributed by subjetd j and of
counter-points distributed by subjgdbi in period 1 of each part. For the regression oieer-punishment we
include only cases, in which counter-punishmermgassible. Standard errors (clustered on matchingpy of

12 subjects) are reported in parentheses. *, ** #enote significance at the 10%, 5% and 1% level
respectively.

Figure 2.5 shows the dynamics of punishment owee. tilt illustrates the average sum
of punishment points that subjects distribute trtthree group members over the periods of

each part. If groups are extinct in a certain gktiee observation is again not included. In the
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treatments with group extinction punishment folloawdJ-form over periods within parts:

Punishment drops at the beginning of a part — whnight be at least partly due to the
extinction of groups with severe punishment — a@mehtshows a strong end-part-effect if
group extinction is no threat anymore. In accoréanih the contributions we find a restart
effect for punishment in treatmer®s EandPCP_E Punishment is lower in the first period
of each part than in the last period of the prewvipart.

Figure 2.5 -Average sum of distributed punishment points oweet

Punishment
N_
0 |
—
({o)
@
9D <
4
S
—
[
O~
£
B @
So
a |
q:_
(\!_
O_
T T T T
1 7 9 10 11 12 13 14 15 16 17 18 19 20
Periods
—A— P —A— P E

—O&— PCP —@— PCP_E

Notes: This figure outlines the average sum of punishmewints that subjects distribute to their group
members over time. Observations of extinct groumbers are not included.

In the next step we present the results of the meack two-step procedure for
punishment (table 2.7). Punishment incentives stefre not significantly affected by the
extinction mechanism.

We also run a robustness check for punishment tghbalanced data set. Figure 2.4
shows that in the balanced data set on averagediris are distributed per subject in
treatmen® as well a®®_E (p = 1.000). For two-sided punishment on averaggQnishment
points in treatmenPCP versus 0.2 punishment points in treatme@P_Eare distributed (p
= 0.109; 0.462 versus 0.347 punishment points alletreatments, p = 0.273). Table 2.8
displays the results of OLS regressions of distedypunishment points in the balanced data
set, which mainly confirm the results of the periodnalysis: In the balanced data set group
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Table 2.7 -Determinants of punishment (Heckman two-step Selechodel).

(1 (i1 ) (IV)

P andP_E PCPandPCP_E All treatments All treatments

. Partic- Punist- Partic- Punisl- Partic- Punist- Partic- Punisl-

Dep. Var.: . _ . , . _ . ,
patior men patior men patior men patior men

Groun extinction -0.350*** -0.765 -0.175%** 0.064 -0.265*** -0.067 -0.350*** -0.600
P (0.035) (0.514) (0.038) (0.567) (0.031) (0.381) (0.034) (0.509)
Two-sided punishment 0.088*** -0.113 0.000 -0.111*
P (0.031) (0.145) (0.000) (0.061)

Group extinctionx 0.175*+* 0.281
Two-sided punishment (0.050) (0.064)
Part 0.049** 0.06¢ 0.04: -0.05¢ 0.045%** -0.027 0.045%** 0.03¢
(0.020 (0.073 (0.024 (0.138 (0.015 (0.069 (0.015 (0.064

Period -0.054*** -0.087 -0.026** 0.045 -0.040%*** 0.022 -0.040%*** -0.037
(0.017) (0.074) (0.010) (0.085) (0.010) (0.057) (0.010) (0.055)
Own_Neg_Diff 0.069*** 0.037*** 0.052*** 0.052***
—Neg_ (0.021) (0.009) (0.011) (0.010)
Groun Ned Diff 0.034** 0.047*** 0.04 1%+ 0.041%**
p_Neg_brj (0.015) (0.014) (0.010) (0.010)
Inverse of Mill's ratio 3.891 -2.738 -0.799 2.844
(3.498) (8.160) (3.605) (3.403)

Constant 1.040%** -0.903 0.973*** 0.853 0.962*** 0.380 1.007*** -0.661
(0.043) (0.978) (0.040) (2.457) (0.029) (1.118) (0.030) (0.986)

N 8640 7128 8640 7884 17280 15012 17280 15012
R? 0.274 0.202 0.140 0.154 0.218 0.175 0.235 0.175
Wald y? 140.59*** 80.60*** 112.35%** 138.97

Notes: This table outlines the results of the Heckman-st&p selection models of punishment points disteéd by subject to j. The model consis
of OLS regressions of participation and of punishtn8ootstrapped standard errors (clustered on hiragogroups of 12 subjects) aregpoeted in
parentheses. *, **, *** denote significance at th@%, 5% and 1% level respectively.
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Table 2.8 -Determinants of punishment and counter-punishnreatbalanced data set.

Dep. Var.: Punishment Counter-
punishment
(1) (In (i) (V) 0)
: . PCPand All All PCPand
Observations from: PandP_E PCP_E treatments treatmentss PCP_E
-0.087* -0.054 -0.063** -0.077* -0.200

Group extinction (0.046) (0.033) (0.028) (0.045) (0.118)

-0.067** -0.079**

Two-sided punishment (0.028) (0.037)
Group extinctiorx 0.024
Two-sided punishment (0.054)
Part -0.015 0.002 -0.006 -0.006 0.067
(0.013) (0.012) (0.009) (0.009) (0.066)
. -0.023 -0.002 -0.012 -0.012 -0.026
Period

(0.013)  (0.009)  (0.008)  (0.008) (0.040)

0.055%*  0.026***  0.039***  0.039***
(0.015)  (0.008)  (0.008)  (0.008)

0.024*  0.038*  0.031**  0.031**
(0.010)  (0.016)  (0.009)  (0.009)

Own_Neg_Diff

Group_Neg_Diff

__ 0.090
i (0.058)
Own_Pos_Diff (8822)
Group_Pos_Diff ('8 8338)
0.170%* 0.018 .. 0.129% 0.284
Constant 0064) (0053 0123 (0.050)  (0.190)
N 5616 7128 12744 12744 352
R? 0.183 0.129 0.152 0.152 0.036

Notes: This table outlines the results of OLS regressmfriunishment points distributed by subjetd j and of
counter-points distributed by subjgdb i in a balanced data set. For the regression ofteogunishment we
include only cases, in which counter-punishmerngassible. Standard errors (clustered on matchingpy of

12 subjects) are reported in parentheses. *, ** #enote significance at the 10%, 5% and 1% level
respectively.

extinction decreases punishment, in particularasecof one-sided punishment possibilities.

In line with hypothesis 2 we can summarize theokelhg result for punishment:

RESULT 2.3: The group extinction mechanism leads to less squareshment — at least in

the first period of each part.

79



Chapter 2

Counter-punishment

Figure 2.2 shows the average sum of counter-pdnatsparticipants distribute to their
group members in the first period of each parthimfollowing we include only those cases,
in which counter-punishment is possible, i.e. whigs period income of the punishing and
punished subject at the beginning of the thirdetagoositive and when the punished person
punished the punisher in the second stage. Theraignificantly more cases in treatment
PCPthan inPCP_E in which counter-punishment is possible in thistfperiod of each part
(101 versus 50 cases, p = 0.010), due to more drequunishment i?CP than inPCP_E
Subjects distribute on average 0.8 counter-pomtseiatmenfCP and 0.3 counter-points in
PCP_Ein the first period of each part (p = 0.121). Thesult goes in the direction of
hypothesis 3.

Table 2.6 outlines the results of OLS regressidrdistributed counter-points in period
1 of each part. We add the following control valeabfollowing Nikiforakis (2008)p;, the
number of punishment points that subjedistributes in the second stage to group member
Own_Pos_Diff= max{0, ¢; — ¢}, the positive difference in contributions betwesubject

and subject; andGroup_Pos_Diff= max{0,¢ — (Zn4 ¢n / (n — 1))}, the positive

Figure 2.6- Average sum of distributed counter-points overeti

Counter-punishment
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Notes: This figure outlines the average sum of counténigathat subjects distribute to their group meraber
whenever possible over time. Observations of ektjncup members are not included. In period 3 of pano
possible case of counter-punishment exists.
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deviation of subjecft's contribution from the group norm. We include thst two variables
to control for unjustified and anti-social punishmelable 2.6 indicates that the effect of the
group extinction mechanism on counter-punishmeesgo the direction of our hypothesis,
but is not significant in the first period of egudrt.

Figure 2.6 illustrates the mean number of distedutounter-points per subject over
time. Note that if a group is extinct in a certperiod the observation is not included in the
average. As we further include only those casewhiich counter-punishment is possible, the
number of participants on which the period averages based varies heavily between
periods. Hence it is difficult to find particulaggularities in the dynamics.

Table 2.9 shows the results of the Heckman two-gbepcedure for counter-
punishment. The effect of the group extinction nattm goes again in the direction of our

hypothesis, but is not significant.

Table 2.9 -Determinants of counter-punishment (Heckman twp-stdection model).

Dep. Var.: Participation Counter-punishment
Group extinction -0.819™ "3.299
P (0.023) (2.227)
Part 0.039* 0.219**
(0.021) (0.111)
Period -0.047** -0.116
(0.017) (0.130)
__ 0.095
i (0.067)
. 0.063
Own_Pos_Diff (0.055)
. 0.005
Group_Pos_Diff (0.044)
. : 7.373
Inverse of Mill’s ratio (5.721)
Constant 1.041%** -1.831
(0.063) (1.537)
N 1238 482
R? 0.673 0.060
Wald y* 16.89**

Notes: This table outlines the results of the Heckman-step selection model of counter-points distributgd
subjectj toi. The model consists of an OLS regression of ppeimn and of counter-punishment. We include
only cases in which counter-punishment is possimtstrapped standard errors (clustered on majajrioups

of 12 subjects) are reported in parentheses. *,*** denote significance at the 10%, 5% and 1% leve
respectively.
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Figure 2.4 shows the average sum of counter-paistsibuted by subjects to their
group members in the balanced data set. Subjestsbdie by 0.4 counter-points less in
treatmentPCP_E compared to treatmerRCP in the balanced data set (0.3 versus 0.7
counter-points, p = 0.065). However, if we contiai several variables as outlined in table

2.8 the effect of the group extinction mechanismassignificant anymore.

RESULT 2.4: We find a slight effect of the group extinction hatsm on the counter-

punishment level; however it is not significant.

Earnings

Figure 2.2 reveals higher earnings after (countem)ishment in the treatments with
than in the treatments without the group extinctiechanism in period 1 of each part: In
treatmentP_E subjects earn by 2.0 Guilders more than in treatrRe(19.7 versus 17.7
tokens, p = 0.078), iPCP_Ethey earn on average 3.1 Guilders more thaRQ® (21.3
versus 18.2, p = 0.010). If we include period ladfom all four treatments, the group
extinction mechanism has a very significant effactearnings (20.5 versus 17.9 Guilders; p
= 0.002). These findings strongly support our mlaypothesis, i.e. the group extinction

mechanism increases efficiency.

Table 2.10 -Determinants of profits in period 1 of each part.

Dep. Var.: Profits () (m (1 (V)

PCPand All All
PCP_E treatments  treatments

1.981* 3.058*** 2.518%** 1.981**

Observations from: PandP_E

Group extinction

(0.942) (0.872) (0.637) (0.921)
. . 1.068 0.529
Two-sided punishment (0.637) (1.014)
Group extinctionx 1.077
Two-sided punishment (1.255)
Part 0.899** 0.787** 0.843*** 0.843***
(0.308) (0.253) (0.195) (0.195)
Constant 15.426***  16.235***  15.297*** 15.566***
(1.145) (1.128) (0.834) (0.893)
N 576 576 576 576
R? 0.053 0.072 0.068 0.070

Notes: This table outlines the results of OLS regressimfnfénal profits after (counter-) punishment inrjpel 1
of each part. Standard errors (clustered on magchinups of 12 subjects) are reported in parenghese*,
*** denote significance at the 10%, 5% and 1% lenespectively.
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The regression results in table 2.10 confirm the-parametric results. Table 2.10
further reveals that earnings increase over pafigh is in line with the learning effect that
we reported in section 2.4.1. Similar to the cdmitions, average earnings in the treatments
with the group extinction possibility show a rewvatsJ-form within each part (groups that

are extinct are not included in the averages, igeesf2.7).

Figure 2.7 -Mean earnings over time.
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Notes: This figure illustrates the earnings after (comtpunishment over time. Observations of extinciugp
members are not included.

According to the results of the Heckman two-stepcpdure (Table 2.11) the group
extinction mechanism increases profits, in paréicuh the case of the one-sided punishment
options.

Figure 2.4 shows no differences between treatrResutd P_E for the earnings in the
balanced data set (20.9 Guilders in both treatments 0.873). However, we find that
subjects make higher profits in treatm®&@P_Ecompared td®CP in the balanced data set
(21.8 versus 20.0 Guilders, p = 0.016). If we ideluhe data of all four treatments, we can
also confirm that the group extinction mechanisrma &asignificant effect on earnings (20.4
versus 21.4 Guilders, p = 0.050). SpecificationgqI(IV) in table 2.12 show that the group
extinction mechanism increases earnings by abad@tilder in the balanced data set. The
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effect is especially high in case of the two-sigrthishment options, where the threat of

group extinction increases earnings by 1.8 Guilders

RESULT 2.5: The group extinction mechanism increases earnings

Table 2.11- Determinants of earnin (Heckman tw+-step selection mode

(0 (1) (1) (V)
Observations from: P andP_E PCPandPCP_E All treatments All treatments
Partici- . Partici- : Partici- : Partici- .
) Earnings : Earnings : Earnings : Earnings
pation pation pation pation
Group extinction -0.350%** 16.198** -0.175%* 0.945 -0.263*** 12.898*  -0.350*** 12.831*
P (0.034) (6.915) (0.038) (6.583) (0.031) (5.719) (0.034) (7.294)
Two-sided punishment 0.088** -3.416 0.000 -0.627
P (0.031) (2.149) (0.000) (1.007)
Group extinctiorx 0.175*+* -4.380
Two-sided punishment (0.050) (3.935)
Part 0.049** -1.311 0.042 0.844 0.045*** -1.301 0.045*** -0.905
(0.020) (0.993) (0.024) (1.629) (0.016) (1.000) (0.016) (0.951)
Period -0.054*** 2.547** -0.026** -0.358  -0.040*** 1.724** -0.040*** 1.369*
(0.017) (1.015) (0.010) (2.025) (0.010) (0.857) (0.010) (0.814)
Inverse of Mill's ratio -100.489** 31.167 -99.099* -77.491
(48.1222) (95.816) (53.284) (51.110)
Constant 1.040***  43.981*** 0.973*** 8.671 0.963***  47.402***  1.007***  39.819***
(0.044) (13.417) (0.040) (28.771) (0.029) (16.326) (0.030) (14.829)
N 2880 2376 2880 2628 5760 5004 5760 5004
R? 0.274 0.053 0.140 0.074 0.218 0.058 0.235 0.061
Waldy? 64.78*** 21.43 44.02%** 45.07***

Notes: This table outlines the results of the Heckman-stap selection model of earnings after (couhteunishment. The model consists of C
regression®f participation and of earnings. Bootstrappeddtad errors (clustered on matching groups of Ifests) are reported in parenthe:
* ** *k denote significance at the 10%, 5% anllevel respectively.
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Table 2.12 -Determinants of profits in a balanced data set.

Dep. Var.: Profits () (m (1 (V)

. ) PCPand All All
Observations from: PandP_E PCP_E treatments treatments
Groun extinction -0.001 1.781 % 0.996** -0.001

P (0.430) (0.489) (0.373) (0.423)

: . -0.012 -0.903
Two-sided punishment (0.390) (0.527)
Group extinctiorx 1.783**
Two-sided punishment (0.638)
Part 0.543** 0.035 0.248* 0.248*

(0.184) (0.142) (0.123) (0.121)
Period 0.621** 0.205 0.393** 0.393**

(0.251) (0.154) (0.144) (0.143)
Constant 17.770***  19.369***  18.673**  19.172***

(0.840) (0.725) (0.569) (0.618)
N 1872 2376 4248 4248
R? 0.052 0.035 0.027 0.035

Notes: This table outlines the results of OLS regressiofisinal profits after (counter-) punishment in a
balanced data set. Standard errors (clustered ¢ching groups of 12 subjects) are reported in pgheses. *,
** *x*x denote significance at the 10%, 5% and 1éw¢l respectively.

2.4.3 Results of the Questionnaire on Group Extinain

With the post-experimental questionnaire in theattrentsP_E and PCP_E we
examine the driving motivational forces behind thehavior in the treatments with group
extinction. The detailed questions and resultpagsented in appendix A.2.3.

Subjects generally state that group extinction &aseffect on their decisions (see
statement 4). Subjects in the treatments with gextpction declare that group extinction
induces them to contribute more and punish lessgef®ients 2 and 3). This shows again that
higher contributions and less punishment in thattnents with group extinction are based on
a real behavioral change.

Subjects in the treatments with group extinctiorclal® to make rather high
contributions in order to reach the threshold aotto run the risk of being punished for low
contributions, which would have increased the ilk@bd of extinction (see question 1 and
statements 2 and 8). This is in line with our re&sp in section 2.3.3 and in particular
hypothesis 1.

In line with our hypotheses 2 and 3 subjects agjnae the threshold induces them to
punish and counter-punish less (see question tteiment 3). The results of statements 5
to 7 show that punishment and counter-punishme pdace also in the treatments with
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group extinction for emotional reasons like revefagdow contributions or revenge for high

punishment, and for strategic reasons.

2.5 Conclusion

In our study we examine experimentally whether vigal threshold, often naturally
applied in practice, has an effect on the efficjeimcthe context of a public goods game with
(counter-) punishment. In particular we hypothedizat the group extinction mechanism
increases contributions, decreases punishment anohter-punishment and therefore

increases efficiency.

Table 2.13 -The effects of group extinction on contributionunter-) punishment, and

earnings.
Treatment® Treatment Treatment$ and
versusP_E PCPversus PCPversusP_E
PCP_E andPCP_E
First + . ok
period
I Selection +* + +*
Contributions All periods model +) ) +)
Balanced - +* +
data =) (+%) (+)
Fir_st _x k% _*
period
. Selection - + -
Punishment Al periods model &) +) +)
Balanced —* - —*k
data (—**) (_**) (_***)
First 3
period
Counter- Selection -
punishment All periods model (+)
Balanced -
data -
FIrSt +* +*** +***
period
. Selection +x* + +x*
Farmings All periods model (*) ©) (*)
Balanced - FE* +**
data (+) () ()

Notes: This table summarizes our results on the effedhefgroup extinction mechanism on contributions,
punishment, counter-punishment, and earnings ie chene-sided and two-sided punishment separatelyall
together. The results are presented for the fasbd of each part and over all periods — measwitdthe two-
step selection model as well as with an OLS re@aswith a balanced data set. +, (=) denotes atipesi
(negative) effect of group extinction. *, **, *** ghote significance at the 10%, 5% and 1% levelaetbely, *
denotes p = 10.2%. In parentheses we list thetsefarl periods 1 to 4 in each part, i.e. as longhasthreat of
extinction really exists.
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We find that group extinction takes place and traups learn to adapt their behavior
to the survival threshold over time. Table 2.13 marizes our results on the effects of the
group extinction mechanism and shows that we cegela confirm our hypotheses. We
apply several different statistical methods, arglythll point in the same direction (even if
not every analysis is significant on conventioreells). First of all, we can clearly confirm
our main hypothesis: The group extinction mechanistrneases efficiency. Our main result
is a consequence of both a positive effect of tlessibility of group extinction on
contributions and a negative effect of the groupnekon mechanism on punishment. The
effect on counter-punishment goes in the directtbrour hypothesis. However it is not
significant — which might be due to the low numbércases in which counter-punishment
can take place.

We might even under-estimate the effects of extingtas groups learn to adapt to the
group extinction mechanism over time. In recentgpapunishment options are extended to
the possibility of feuds (Nikiforakis and Engelman®011; Nikiforakis et al.,, 2012,
Engelmann and Nikiforakis, 2013). The effect ofugr@xtinction might even be enhanced in
such a setting. We leave this question for furteeearchAs our idea of a survival threshold
theoretically and behaviorally links to the ideacoimpetition among groups (e.g., Tan and
Bolle, 2007; Strasser, 2012) we further recommetagingning these links in greater detail.

Our results may provide a further explanation — agnothers — why in field studies in
contrast to laboratory studies low levels of peaniphment have been observed (e.g.
Balafoutas and Nikiforakis, 2012). Often in thddie e.g. in working teams, tribal groups or
societies — efficiency concerns naturally exist dhdrefore may lead to a decrease in
punishment. Furthermore our results imply that ttineat of group extinction can also be
applied, adapted or made salient in the field mheorto increase contributions and decrease
peer punishment, e.g. in working groups. A fielgpexxment taking up this idea would be an

interesting extension of our results.
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2.6 Appendix A.2

Appendix A.2.1: Instructions for treatment PCP_E (translated from German)

Welcome to the experiment! Thank you very much foparticipating!
From now on, pleaserefrain from talking with the other participants!

General information

The purpose of this experiment is the study of sleni behavior. You can earn money during this
experiment which you will be paid in cash at thd efithe experiment.

During the experiment you and the other participavitl take decisions. Your own decisions as well
as those of the other participants will affect ypalyment according to the rules explained in the
following.

The duration of the experiment is 120 minutes.dfi should have any questions, please raise your
hand. One of the experimenters will come to you amlver your question in private.

During the experiment your earnings will be caltedain Guilders. At the end of the experiment
your earnings in Guilders will be converted inta@&uaccording to the following exchange rate:

1 Guilder = 0.04 Euro (25 Guilders = 1 Euro)

For your punctual arrival you receive 100 Guildgt<€uros). These can be used to pay for eventual
losses during the experimeitowever you can_alwaygrevent losses by deciding accordinghyAt

the end of the experiment you will be paid youakaarnings from the experiment as well as the 4
Euros in private and in cash.

While you take your decisions a clock will countwdoat the upper right corner of the computer

screen. This countdown serves as an orientatiorhder much time you should need to take the

decision. However there is no strict time limit. We@an take more time in order to make your

decision, especially in the beginning this will thee case. Only the purely informational screens
without any decisions to be taken will close after countdown.

Anonymity
Your input over the course of the experiment isrgmaous. You will at no time receive personal

information about the other participants. We wak fink your name to data from the experiment. At
the end of the experiment you will sign a confirimatwhich says that you have received the
payment. This confirmation only serves accountingppses for our sponsor. Our sponsor will not
receive any data from the experiment either.

Utilities
For this experiment you are given a pen. We kiradlig you to leave the pen at your place after the
experiment.

The experiment

The experiment consists fife parts and two questionnaires You receive specific instructions for
each segment of the experiment. We start withdbatical parts | to IV. Then the first questioneair
follows. You will receive the instructions for partand the second questionnaire after completion of
the first questionnaire.

Your total earnings in this experiment consistief sum of the earnings from parts | to V. Parts | t
IV and part V are independent of one another diegisions in parts | to IV hawo influence on the
earnings in part V.

page 1 of 10
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Part | to IV and first questionnaire

We will conductfour identical parts. The following paragraphs describe the rules & ohthose
four parts.

Every part consists dfve periods. You are a member of &member-group i.e. you are in one
group together with three other members who wilichesen randomly from the other participants.
The group consists of the same four members in dllve periods.

Every period consists dhree stages In the first stage you decide how many points yant to
contribute to a project. In the second stage ydubeiinformed about the contributions of the other
three group members. You can then decide, whethdrby how much you want to reduce the
earnings of the other group members by allocatioigtp to the other group members. In the third
stage you are informed about how many points yore hraceived from the other group members.
You can then decide whether and by how much yout w@meduce the earnings of those group
members who allocated points to you in the secdagesby allocating counter-points. You should
keep in mind however, that the total earnings afrygroup shouldn'’t fall below a certain threshold.
Now we will describe the rules in detail. Directifterwards we ask you to complete some sample
exercises on the screen that help to make you atabfe with the decisions you have to take.

First stage

Your decision

You are a member of a 4-member-group. Every mermbdhe group receives 20 points at the
beginning of the stage and hasdxide how to allocate these 20 point$he 20 points can either be
kept for oneselfor contributed fully or in parts to a project. Every point that is not contributed to
the project is automatically kept for oneself. Aetbeginning of every period the following screen
appears:

Remaining Time:

Period 1 — First stage

Your Endowment: 20

Your contribution to the project:

OK

HELP
Please enter an integer between 0 and 20. As sogoushave
taken your decision, please click ,OK".

You decide how many points you want to contribotéhe project by typing an integer between 0 and
20 (whereby 0 and 20 are also possible) into tpetihox. This number is your contribution to the
project. After clicking the “OK” button you cannchange your decision.

page 2 of 10
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Your income in the first stage

Once all members of your group have taken theiisiat, the following screen shows you your
contribution to the project and, in the second,lithe total amount of contributed points of all fou
group members, i.e. including your contributionrtRermore the last lines show you your earnings in
Guilders in the first stage.

Remaining Time:

Period 1 — First stage
Your contribution to the project:

Sum of contributions to the project in your group
(your contribution included):

Your income from the points you kept for yourself:
Your income from the project:

Your income in the first stage:

Continue

Your earnings consist of two parts:

a)

b)

Earnings from the points you kept for yourself( = 20 — points contributed to the project):
For each point you kept for yourself you earn eyashe Guilder. No one else will receive
any earnings from the points you kept for yours€bnversely you will not receive any
earnings from the points the other group membeps f& themselves. Your earnings from
the points you kept for yourself are shown on ttreen in the third line.

Earnings from the project ( = 0.3 * sum of all group members’ contributiang)l group
members receive earnings from your contributioth®project. Conversely you also receive
earnings from the other group members’ contribida the project. For every point
contributed to the project you and the other grougmbers receive 0.3 Guilders. Your
earnings from the project, which are equal to thaighe other group members, are shown on
the screen in the forth line.

In the first stage of every period your earningautefrom the sum of both components:

(20 — ,your contribution to the project”) + 0.3*’sum of all group members’ contributions”

—

Your earnings (in Guilders) in the first stage =

N /
. V . .Y .
Earnings from points you kept Earnings from the project

The earnings from the project are calculated in exactly the same way for eacgmember, i.e.
every group member receives the same earningstfrerproject. For example, assume that the sum
of all contributions amounts to 60 points. You dhd other three group members will receive 0.3 *
60 = 18 Guilders each from the project. If the ltatantributions amount to 9 points, every group
member receives 9 * 0.3 = 2.7 Guilders from thgqmto
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For every point you keep for yourself you receivexactly one Guilder. Assume instead of having
kept the point for yourself you had contributedstipioint to the project. Your earnings from the
project would rise by 0.3 Guilders. At the samestitine earnings of every other group member would
also rise by 0.3 Guilders. The total earnings @& t¢inoup would increase by 1.2 Guilders. Your
contribution to the project also increases the ingaof other group members. Conversely your
earnings also increase if the other group membanibute more to the project. Every point that a
group member contributes to the project increagag warnings by 0.3 Guilders independent of
whether you contributed it to the project or anot@up member. For example if you contribute 5
points to the project the earnings of every growminer increase by 0.3 * 5 = 1.5 Guilders. If anothe
group member contributes, for example, 10 pointg warnings as well as all other group members’
earnings increase by 0.3 * 10 = 3 Guilders indepatffom your contribution or the contributions of
the other group members.

Your earnings from the points you kept for yourself automatically result from thdifference
between your initial 20 points and your contributian to the project. For example, if you contribute
8 points to the project you receive 20 - 8 = 12|dars from the points you kept for yourself. If you
contribute 13 points to the project your earnimgsnf the points you kept for yourself amount to 20 -
13 =7 Guilders.

Second stage
Your decision
In the second stage you are shown the contribubbesery member in your group. In this stage you
canreduce the earnings of each group member or leavbém unchanged by allocating points
The other group members can reduce your earningye isame way.

Remaining Time:

Period 1 — Second stage

You Group member A Quauember B Group member C

Endowment 20 20 20 20

Contributions
to the project

Contributions in %
of the endowment

L 1 1
Your decision in : 5 2
the second stage 3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

8 8 8

9 9 9

10 10 10
Your overall cost of distributing points amount to:

OK

HELP
Please indicate on the three scales, how manygpint want to distribute to your
three group members. As soon as you have takendgmigions, please click ,OK*
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On this screen you are shown the other group meshbentributions to the project in the first stage
(third line on the previous screen). Your contribatis shown in the left column, the contributiasfs
the other group members are shown in the othenuwduIn addition the contributions are shown as a
percentage of the initial endowment of 20 points.

For identification purposes each group member rangloeceives a unique ID at the beginning of
each period. This ID remains the same over the evpetiod such that you can distinguish the group
members’ individual actions. Hence group memben Btage two of a certain period is exactly the
same person as group member B in stage three. Hows ID changes between periods, i.e. group
member B from period one might receive the ID Moain period two. This change of member IDs
ensures that individual decisions cannot be linkeel several periods. In the first line on thiseser
you are shown the IDs of the three other group neemfor this period.

Then you decide for each group member, whethethamdmany points you want to allocate to this
group member. In the fifth row you select on asd¢he number of points you want to allocate to each
individual group member. You can allocate any nundfénteger points in the range between 0 and
10 (including 0 and 10). The three scales refgrotar three group members and belong to the group
member, whose contribution is outlined in the thiné, respectively. If you do netant to reduce the
earnings of a group member, you have to click poi@its.

Cost of your decision

Allocating points is costly these costs depend on the amount of points yocast. Each point you
allocate costs yoone Guilder, e.g. if you allocate two points to some group thenthis costs you
two Guilders. Allocating another 4 points to sombeo group member costs you additional 4
Guilders. Allocating another point to the third gpomember costs you another Guilder such that the
total allocation of 7 points costs you 7 Guildersur total costs are shown directly below the three
scales in row six. Be aware that you cannot chgnge decision once you've clicked the OK button.

Earnings of each group member

If you allocate 0 points to a group member, heniggs remain unchanged. If you allocate one point
(by clicking “1” on the scale) her earnings areusstl by 3 Guilders. If you allocate two points (by

clicking “2” on the scale) her earnings are redulogd Guilders. Every point you allocate to a group
member reduces her earnings by 3 Guilders. Likeadsd point that was allocated to you by another
group member reduces your earnings by 3 Guilders.

Costs due to received points (in Guilders) = 3%$um of received points
Hence the sum of received points determine by hawhrearnings are reduced. For example if a
group member receives a total of 3 points fromatier group members her earnings are reduced by
3 * 3 =9 Guilders. If she receives a total of Anp@her income is reduced by 12 Guilders.
The only exception to this rule is that if the sodtie to received points are higher than the dtesge
income of the group member her earnings are omyaed to 0 points and not further. The group
member must however bear the costs of the poiras she herself allocated to the other group
members.

Earnings at the end of the second stage are cadduda follows:
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Earnings (in Guilders) at the end of the second st =
Earnings from stage 1 — 3 * (sum of points receivedum of points allocated
if the cost of receiving points < earnings frongstd

OR

= 0 — sum of points allocated
if the cost of receiving points earnings from stage 1

For example, imagine your earnings at the endagfesi amount to 20 Guilders, you further receive a
total of 3 points from the other group members allolcate one point to another group member in
stage 2, then your earnings at the end of stagaduat to 20 — 3 * 3 — 1 = 10 Guilders. If your
earnings at the end of stage 1 amount to 12 Gugilderd you receive a total of 5 points and allocate
two points in stage 2, then your earnings at tlteafrstage 2 amount to 0 — 2 = -2 Guilders.

The latter example shows that your earnings aetiteof stage 2 can become negative if the cost due
to allocated points are higher than the (reducedjiegs from stage 1. You can prevent losses with
certainty by not allocating any points yourselfs§ible losses are covered by the 100 Guilders that
you received at the beginning of the experimengafaring punctually.

After all participants have taken their decisiomsityearnings at the end of stage 2 are shown on the
following screen:

Remaining Time:

Period 1 — Second stage
Your income from the first stage:
You received the following number of points in gexond stage:
Your cost of distributing points:

Your income at the end of the second stage:

Continue

Third Stage

At the beginning of the third stage you are shomamount of points you received from each of the
other group members in stage 2:

page 6 of 10
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Period 1 — Third stage

Your group members Group memberfA  Group membe@oup member C

The number of point
you received in the
second stage

\"2J

Your decision in
the third stage

P OO~NOODWNE
P OO~NOOAWNE

0 0

Your overall cost of distributing counter-points @mt to:

OK

HELP

Please indicate how many counter-points you wdkidtb distribute to each of the
other group members. You can only distribute cauptents to those group
members, from whom you received points in the se@dage and whose income i
positive at the end of the second stage.

As soon as you have taken your decisions, pleade,OK".

[v2)

Then you have the option to allocate counter-pointshe group members from whom you have
received points in the second stage. You can olhdgate counter-points to group members from
whom you have received points in the second stagewdose earnings after stage 2 are positive.
Further you can only allocate counter-points if yearnings after stage 2 are positive. If all three
conditions are met, the scales appear on screen.

The costs due to counter-points are identical daahfrom allocating and receiving points in stage 2
Earnings at the end of stage 3 are calculatedllasvi

Earnings (in Guilders) at the end of the third stag =
Earnings from stage 2 — 3 * (sum of counter-poiateived) — sum of counter-points allocated
if the costs of receiving counter-points < earnifige stage 2

OR

= 0 — sum of counter-points allocated
if the costs of receiving counter-point®arnings from stage 2

Analogously to stage 2: Imagine your earnings fetage 2 amount to 20 Guilders and you receive a
total of 3 counter-points from the other group memsband allocate one counter-point to another
group member in stage 3, then your earnings aetiteof stage 3 amount to 20 -3 *3 -1 =10
Guilders. If your earnings from stage two amount2dGuilders, and you receive a total of 5 counter-
points and allocate two counter-points in stagéa@n your earnings at the end of stage 3 amoubt to
— 2 =-2 Guilders.
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After completion of stage 3 you are informed of tb&l amount of received counter-points and your
earnings in this period:

Remainina time

Period 1 — Third stage

Your income from the second stage:

You reveived the following number of
counter-points in the third stage:

Your cost from distributing counter-points:
Hence, your period income amounts to:

Your income so far in part | (the income of thisipd included):

Continue

As your earnings in this period can become negapussible losses are covered by the 100 Guilders
that you received at the beginning of this expenm&our total earnings in this part result frone th
sum of earnings from all five periods.

Additional rule

Please be aware of the following additional rufeyour group’s total earnings in a period are
below 80 Guilders after completion of stage 3, yougroup will not be playing in the part's
subsequent periodsThus if in one period the sum of individual eagsrin your group is below 80
Guilders your group is excluded from the subsegpenibds of the partYou receive the earnings
from that period but you will not receive any earnings in the part's subsequent periods i.e. each
group member’'s earnings in these periods will amounto 0. The following screen shows you
whether your group’s total earnings were aboveetovw 80 Guilders in the current period. In the case
below the total earnings surpassed 80 Guilders.

Period 1
The overall income of all four members in your grquou included)

amounts in this period to:

Hence, the group’s income amounts to at least 8i&a. Therefor
you are allowed to participate in the following ipel:

Continue
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The procedure of the parts II, Il and IV will beaetly as in part I. Each part consists of fiveipds
with three stages. In the first stage you decides meany of your 20 points of endowment to
contribute to a project and how many you want tepkéor yourself. In stage 2 you can reduce the
earnings of the other group members by allocatiomtp. In the third stage you can reduce the
earnings of those group members from whom you vedgboints in the second stage. As in part | you
have to keep in mind that your group will be exelddrom the part’s subsequent periods if your
group’s earnings fall below the threshold of 80IGers.

The group composition_within a part is constant i.e. during one part you interact with the same
three other group membeBetween parts however the group composition will be changk at
random, i.e. in part Il you will interact with other grpumembers than in part I, and in part Ill you
will again interact with other group members. Batwéhe different parts the experimenter announces
that a new part begins.

If your group was excluded in a part because thad &arnings in a period were below 80 Guilders,
you will still be assigned to a new randomly chodemember-group in the next part. Tadditional
rule thus only appliesvithin a part.

Your total earnings after part IV amount to the safnthe earnings from part | to IV. The earnings in
each individual part as well as your total earniagsshown to you after completion of part IV.

Afterwards you have to fill in ahort questionnaire The experimenter announces the beginning of
the questionnaire.

Control questions

Before starting the experiment we ask you to coteplee sample exercises on the screen. If you need
to do any calculations, you can click on the caltad symbol in the lower part of the screen, which
will open the Windows calculator. If you have anyegtions please raise your hand, one of the
experimenters will then come to your place and angwur questions privately.

Part V and second guestionnaire
(Instructions for part V and the second questiormare only distributed after the
accomplishment of parts | to IV and the first gigstaire)

In part V all participants will be randomly assignt® one partner. Nobody is informed about the
identity of her partner. In part V you have to aas4 questions you can choose one of two options
A or B. Every option results in a positive or neégatpayoff for you and your partner. Your partner
answers exactly the same questions. Your paygfaimV depends on your decision and the decision
of your partner.

An example:
Option A Option B
Your Payoff 10.00 7.00
Partner’s Payoff -5.00 4.00
page 9 of 10
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e If you choose option A you receive 10 Guilders godr partner’'s payoff is reduced by 5
Guilders. If your partner also chooses option &ntlyour payoff is reduced by 5 Guilders and
your partner's payoff is increased by 10 Guildarshsthat you both receive 5 Guilders (10
from your own choice and -5 from your partner’sichd.

* If you choose option B and your partner choose®o#, then you earn a total of 2 Guilders
(7 from your own choice and -5 from your partnectwoice). Your partner then earns 14
Guilders (10 Guilders + 4 Guilders).

If you take your decisions 24 values for “your piyyerom option A or option B are summed up. If
your partner takes her decisions 24 values fortfygsis payoff” from option A or option B are
summed up. The sum of these two sums determinasearnings in Guilders, which are converted
into Euro according to the exchange rate:

1 Guilder = 0.10 Euro (10 Guilders = 1 Euro)

You are not given any information about the indiall decision of your partner. You are only
informed about the sum of values from your partdgcisions and your resulting payoff in Guilders.

After part V we ask you to fill in anothahort questionnaire The experimenter informs you once
the questionnaire starts.

Total payoff
As soon as all participants have filled in the sekcquestionnaire the experiment is finished and you

are paid your earnings in cash individually andquely. These earnings result from:
Your earnings from the identical parts | to IV

+ Your earnings from part V

+ The rest of the 4 Euros for arriving punctually

page 10 of 10
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Appendix A.2.2: Control questions for treatmentPCP_E (translated from
German)

Please answer the following exercises.
These exercises serve to make you familiar wittcteulation of the incomes in the experiment.
They are not part of the actual experiment!

If you have questions concerning the exerciseoaral come the right solution, please raise your
hand. The experimenter will help you with answetting questions.

Exercise 1
You are a member of a 4-person group, in which gaghp member owns an endowment of 20
points.
Imagine no group member (you included) makes aribtion to the project in the first stage.
a) What will be your income in the first stage?
b) What will be the income of each of the other gravgmbers in the first stage?

Exercise 2
You are a member of a 4-person-group, in which gaohp member owns an endowment of 20
points.
Imagine you invest 20 points to the project. Eafctine other group members also invests 20 points in
the project.

a) What will be your income in the first stage?

b) What will be the income of each of the other grovgmbers in the first stage?

Exercise 3
You are a member of a 4-person-group, in which gaohp member owns an endowment of 20
points.
The other group members contribute together 30tpointhe project. What will be your income at
the end of the first stage, if

a) you contribute — additionally to the 30 points pdints to the project?

b) you contribute — additionally to the 30 points —gkints to the project?

c) you contribute — additionally to the 30 points —#&fints to the project?

Exercise 4
Consider a 4-person-group, in which each group neeratvns an endowment of 20 points.
Imagine you invest 8 points to the project. Whdt lae your income at the end of the first stage, if
a) the other three group members contribute togetlaglditionally to your 8 points - further 12
points to the project?
b) the other three group members contribute togetlaeiditionally to your 8 points — further 22
points to the project?
c) the other three group members contribute togetlagditionally to your 8 points — further 32
points to the project?

Exercise 5
Imagine you distribute in the second stage the¥aohg points to the other group members: 9, 5, 0.
What are your total costs of distributing points?

Exercise 6

Imagine you distribute in the second stage zerotpdo the other three group members.
What are your total costs of distributing points?
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Exercise 7
Imagine you have earned 25 Guilders in the figet Furthermore imagine you distribute zero
points to the other group members in the secorgkst&hat will be your income at the end of the
second stage,

a) if you receive from the other three group memberthé second stage 0 points?

b) if you receive from the other three group memliethe second stage 4 points?

c) if you receive from the other three group memlietbe second stage 15 points?

Exercise 8

Imagine you distribute in the third stage the faflog counter-points to the other group members: 2,
0, 1.

What are your total costs of distributing counteirps in the third stage?

Exercise 9

How many Guilders must your group earn altogetb@ithat your group can participate in the
following periods?
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Appendix A.2.3: Post-experimental questionnaire intreatments P_E and
PCP_E (supplements ad?CP_Eare underlined)

Numbers in square brackets indicate over both tnemits P_E and PCP_E the average
agreement with the statements on a 5-point Likeatesfrom “-2 (completely disagree)” to
“2 (completely agree)” respectively.

1) Which strategic reflections determined your decisiin this experiment? Which factors do you

think were important?

Number of

Strategy Reason for strategy nominations

...to maximize the group income 43

High contributions ...in order not to be punished in the second stage 4

...to induce others to make also high contributionshie 5
next periods

...because one expects not to be punished 1

Low contributions ...to maximize one’s own profit 18

...because other group members also made Ilow 6
contributions in previous period

...because of small contributions of others (although 10

group might fall below the threshold)
Heavy punishment

...to induce others to make higher contributions he t 5
next periods
_ ...to reach the threshold 33
Weak punishment o .
...because of costs of distributing points 9

2)

3)

4)
5)

6)

7)

8)

9)

The threshold of 80 Guilders group income inducedtonmake aigher contribution to the
project than | would have done without the threghffl.4]

The threshold of 80 Guilders group income inducedtmdistributelesspoints and counter-
points in the second and thistage to other group members than | would have a@athout the
threshold. [0.5]

The threshold of 80 Guilders had effectson my decisions. [-1.2]

| distributedmany points in the second stage to other group members whtrilooted little to
the project hoping that our groti@lls below the 80 Guilders group income and that these group
members suffer a preferably high loss. [1.7]

| distributedmany counter-points in the third stage to other group members hopiva bur
groupfalls below the 80 Guilders group income and that grosgmbers who distributed points
to me in the second stage, suffer a preferably lg$ [1.9]

| distributedmany points in the second stage to other group members whtrilooted little to
the project in order to make sure that the 80 @uddvill be reached by my group also in later
periods within the part. [1.2]

I madehigh contributions to the project so that in the second stage natpaire distributed and
our group does not fall below the 80 Guilders.]0.7

I madelow contributions to the project, as | assumed that the other gmembers would not
distribute any points in the second stage (sodhagroup does not fall below the 80 Guilders).
[-0.8]
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Norm Enforcement in the Lab and in the Field.

A Within-Subjects Comparison

3.1 Introduction

The enforcement of social norms is crucial for thesdistence in the long run. Social
norms are customary behavioral rules that govemmamu interactions (Bicchieri, 2006;
Young, 2008). They often enhance efficiency by ooy externalities or transaction costs.
The enforcement of social norms in real life fregflye happens by peer punishment,
although it may bear some cost for the punishimtypA For instance, the exclusion of team
members by their colleagues for little work mordhe complaints of pedestrians towards a
person littering in a public place or the insultgjoeuers in a waiting line to a queue-jumper.
Numerous laboratory experiments in behavioral egcoo® (starting with Yamagashi, 1986;
Ostrom et al., 1992; Fehr and Gachter, 2000) shioat horm enforcement by peer
punishment is one of the most successful mechantsmenhance cooperation in social
dilemmas.

Laboratory experiments have for a long time beea fimndament of behavioral
economics and they undoubtedly have several adyesitan comparison to standard
empirical methods: They allow a high degree of manincluding a controlled variation of
certain independent variables, a randomized assighrof subjects to treatments and a
context-free elicitation of preferences. Hencepftalbory experiments usually possess a high
internal validity by allowing causally attributindifferences in behavior to differences in
treatments. However, the main criticism of labonatexperiments is their external validity,
l.e. it is put into question whether the resultdatforatory experiments are valid in real life
(List, 2006; Levitt and List, 2007a; 2007b). Thisticism is especially pronounced in the

domain of social preferences, as their elicitati®rparticularly prone to an experimenter

3 One could also think of the enforcement of legams by formal punishment or of the enforcemergafial
norms by reward. However, we focus in this studytbe enforcement of social norms by costly peer
punishment and therefore use the terms norm enfameand peer punishment, second-party punishnrent o
informal punishment as synonyms.
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demand effect. In the light of this criticism a gr@umber of field experiments emerged that
examine on aggregate level whether effects fountheénlab persist in the field. In contrast,
there are only a few studies that examine on idd&i level whether the behavior of people
in the lab can be extrapolated to the field. Far ldtter a within-subjects comparison of
behavior in the lab and in the field is necessd&ggardless of whether pure money-
maximizing or social preferences (for instance Rabb93; Fehr and Schmidt, 1999; Bolton
and Ockenfels, 2000; Charness and Rabin, 2002)aasemed — the latter state that
individuals do not only care about their own wedilg but also about their social
environment — all these models predict stable peefees within subjects between the lab and
the field.

In our study we examine whether the norm enforcérehavior in the lab translates to
the field. Therefore we conduct a within-subjeaisnparison of norm enforcement between
lab and field. We carry out a natural field expesimh (according to the classification of
Harrison and List, 2004) near the University of Mim in which we observe queuers when a
norm violator cuts in line in front of them. In @dto minimize the possibility of an
experimenter demand effect we invite the subjaci fthe field to the lab without revealing
that they participated in a field experiment. le tahb we implement three treatments dealing
with second-party punishment: The standard treatimesxamine norm enforcement in the
lab — a three-person prisoners’ dilemma game wibhesided punishment option (see Fehr
and Gachter, 2000; 2002; Falk et al., 2005) — artdeatment additionally allowing for
counter-punishment, meaning that this treatmeniudes a two-sided punishment option
(Nikiforakis, 2008). Moreover we apply a newly deshgame with which we try to represent
the situation in the queue in an abstract way. $hisalled “queuing game” includes a one-
sided punishment option. In a forth treatment vieitehe cooperation types of subjects.

Our study makes several contributions: Firstly,caery out a natural field experiment
on norm enforcement, which is scarce sd°faralthough heavily requested, for instance by
Guala (2012). Additionally we ex-post collect sediemographic data of the subjects and
examine their link to norm enforcement in the fickécondly, to our knowledge we are the
first ones to make a within-subjects comparisorwben lab and field with respect to norm
enforcement. Thirdly, in the lab subjects play saveconomic games which allows us to run
a “horse race” between different institutions. Ebly; additionally to the behavioral data
from the field and the lab experiment, we elicittbE same subjects the intended norm

enforcement behavior stated in a survey. The lgitesents three scenarios of real life

% Exceptions in economics are Noussair et al. (2@h#l)Balafoutas and Nikiforakis (2012).
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situations, which describe different violationsooincrete social norms. In addition to being
able to investigate the external validity of inteddnorm enforcement stated in the
questionnaire, we examine whether a so-called resrforcing type exists, i.e. someone who
generally behaves in a norm enforcing way acrossraksocial norm&®

Our main finding says that norm enforcement infiekl correlates with decisions in
the lab treatment including a counter-punishmertioap but not with decisions in the
treatments in which only a one-sided punishmenibopgxists. Specifically we find that the
likelihood of norm enforcement in the field increaswith the willingness to cooperate and
with the sanctioning of defectors in a prisoneigmdma game with a two-sided punishment
option. Our lab-field comparison is a first exantioa of the external validity of norm
enforcement in the lab. Therefore generalizati@gsurding the interpretation and implication
of our main result have to be made with care. Hawré@wsuggests the following: Firstly, with
respect to norm enforcement our main result corsfipmor survey evidence that weighing up
the danger of being counter-punished is crucialnfanm enforcement decisions in the field.
Secondly, concerning the methodological aspecthmin result reveals that more evidence
from the field is necessary to establish the exdevalidity of the standard treatment with a
one-sided punishment option. Overall our main figdis encouraging with respect to the
generalizability of lab behavior to the field. Howee, it also illustrates that the relevant
institutional factors of the field need to be inporated in the lab to allow for external
validity.

Our further findings are the following: We find arm enforcement rate of 32.1% in
the field. The likelihood of norm enforcement iretheld increases with age and with the
cooperation type elicited in the lab. We find athaxternal validity of the norm enforcement
intentions stated in the survey, as long as theessocial norm is affected in the survey
scenario and in the field. We do not find evidefmea norm enforcing type. Instead our
guestionnaire data suggest that the likelihoodasfmenforcement varies with the concrete
social norm affected, and specifically with the adge externality of the norm violation.

The remainder of this paper is organized as follolussection 3.2 we present the
relevant literature, before we describe in secB8d® our experimental design. Section 3.4
outlines our results. We discuss our findings iotisea 3.5 and provide a conclusion in

section 3.6.

% See also Fischbacher et al. (2001) defining sévgpas in the domain of cooperation or De Olivietaal.
(2011) finding in the domain of charity a so-callegiving-type”, i.e. donors who donate across sawer
unrelated organizations.
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3.2 Related Literature

In the following we give an overview on norm enfment in lab experiments and in
field experiments and then review the literaturewothin-subjects lab-field comparisons in
the domain of social preferences.

Starting with Yamagashi (1986), Ostrom et al. @98nd Fehr and Gachter (2000;
2002) several laboratory experiments show that remfarcement by peer punishment is one
of the most successful mechanisms to enhance caaperin social dilemmas. A large
number of laboratory experiments on peer punishrfadioived investigating for instance the
influence of monetary versus non-monetary punistinisfasclet et al., 2003; Rege and
Telle, 2004), the effect of punishment versus rew@ndreoni et al., 2003; Sefton et al.,
2007), the influence of the punishment effectivené8nderson and Putterman, 2006;
Carpenter 2007; Nikiforakis and Normann, 2008; Egad Riedl, 2008), the impact of
endogenous versus exogenous choice of punishméneriGet al., 2006; Ertan et al., 2009;
Sutter et al., 2010), the influence of counter-pbment or feuds (Denant-Boemont et al.,
2007; Nikiforakis, 2008; Nikiforakis and Engelmanf80Q11; Nikiforakis et al., 2012;
Engelmann and Nikiforakis, 2014), the influence urfcertainty involved in punishment
(Grechenig et al., 2010; Sousa, 2010; Ambrus arein@r, 2012; Xiao and Kunreuther,
2012) or the driving forces behind punishment (Fll., 2005

In contrast to this huge bulk of laboratory expenmts on norm enforcement, field
experiments on the enforcement of social normssaaece® Exceptions in economics are
Noussair et al. (2011) and Balafoutas and NikifegR012). The former carry out a framed
field experiment with recreational fishermen in thetherlands. They implement incentives
similar to a linear voluntary contribution mechamigsee Chaudhuri, 2011), but closely
framed to a repeated common pool resource problmong other treatments they
implement one with a one-sided punishment optios. tAe game is repeated, strategic
motives of punishment might play a role. The ressttow that non-cooperators are punished
in 35.1% of all possible cases. In contrast to mlabbratory findings a cooperation-
enhancing effect of punishment cannot be confirm&de authors assume that the
fishermen’s norm is rather to catch as much fispassible than to cooperate. Balafoutas and

Nikiforakis (2012) conduct a natural field expermhén Athens (Greece). They examine the

3" For an overview on norm enforcement in lab experits see, for instance, Chaudhuri (2011).

% There are several studies outside the lab onrtfez@ment of legal norms: For instance, in the dionof TV
licence fee evasion (Fellner et al., 2013) andetzasion (Blumenthal et al., 2001; Slemrod et 4012 Kleven

et al., 2011) the effects of audit-threats and rative appeals on compliance are investigated itd fie
experiments. Traxler and Winter (2012) provide synevidence on the negative relation between the
willingness of people to sanction law violationglaheir belief about the frequency.
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enforcement of two social norms in the field, tmeversal norm not to litter in public places

and the environment-specific norm to walk on thi¢ $ele of escalators. In contrast to the
field experiment by Noussair et al. (2011) strategiotives of norm enforcement are

minimized, as the norm violator interacts with thedestrians only once. Balafoutas and
Nikiforakis (2012) find a norm enforcement rate4d®% for the universal norm and of 19.3%

for the environment-specific norm. Questionnairéadsuggest that the rather low rates are
based on the fear of counter-punishment. The asiflaother find that men are more likely to

enforce norms than women, while the norm violatgender and height have no effect on
norm enforcement.

Psychologists conducted natural field experimentsnorm enforcement in case of
queue-jumping, which are closest to our field expent. Schmitt et al. (1992) and Milgram
et al. (1986) observe people in waiting lines imMN¥ork City, mostly at the ticket counter of
the Grand Central Station. As the queue-jumperstiamdjueuers only interact once, strategic
motives are minimized. Counter-punishment is thiezakly possible. Schmitt et al. (1992)
find that people in waiting lines are more liketyreact to a queue-jumper, if there are other
queuers behind her, which manifests a social dfdigaln contrast, the closeness to the
counter does not have any effect on norm enforcerBeth studies demonstrate that queuers
directly behind the queue-jumper have a speciagatbn to react and are therefore most
likely to respond to a queue-jumper. In both stediee authors discuss an “individual cost”
versus a “moral outrage” position regarding norrfoerement in the line and confirm both:
This means that norm enforcement in the waiting bacurs for individual reasons of saving
time but also because of social concerns triggeyetie violation of a social norm. When the
experimental conditions are comparable to ourssettfeeld experiments yield enforcement
rates of 43.3% and 54.0%. In contrast to our stadyge of the specified field experiments on
norm enforcement conducts a lab-field comparfSon.

Recently there is a quickly growing number of stsdiconducting within-subjects
comparisons between lab measures and field behaaspecially in the domain of social
preferences. The majority of these studies supbertgeneralizability of lab behavior. For
instance, Karlan (2005) shows that people who aseentrustworthy in the trust game are
more likely to repay microfinance loans. Baranle{2010) demonstrate that the behavior of
MBA students in a trust game is positively relatedtheir donations as alumni to their
business school a few years later. In the studyRgtagi et al. (2010) conditional

cooperation correlates with successful forest comsnmanagement. Fehr and Leibbrandt

% There is an economic field experiment on queuspjom(Oberholzer-Gee, 2006), which examines whegher
market for time exists. However, in this study theeue-jumper offers money to cut in.
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(2011) demonstrate that contributions to a publiods game and patience in a simple time
preference game predict limited common pool resowxtraction of Brazilian fishermen.
Carpenter and Seki (2011) find that several measofesocial preferences of Japanese
fishermen are positively linked with their prodwdly and the adoption of a team institution
in the field®® In the experiment by Franzen and Pointner (201B)ests giving in the lab
dictator game send misdirected letters containirapey more often back than subjects
giving nothing in the lab. Englmaier and Gebha&fi13) link a lab public goods game with
three treatments in the field, whereas only onatitnent shares the free-riding incentive. In
this free-riding treatment they find correlatiorstyeen the contributions in the lab and the
effort in the field, but not in the two placeboamments. They conclude that extrapolation
from the lab to situations which share the gamenfdout not necessarily the frame is
possible.

However, there are also some within-subjects coisqas that do not — or at least do
not completely — support the generalizability df &xperiments: For instance, in the study by
Benz and Meier (2008) donations in the lab coreelasith donations of the same people in
the field, however donations in the lab are moreeatuated. Carpenter and Myers (2010)
find that giving in a dictator game correlates vitike time spent volunteering as a fire fighter,
but not with the amount of firefighting operatiorGurven and Winking (2008) find no
correlation between the behavior of Bolivian indigas inhabitants in a dictator and an
ultimatum game and their observed everyday shavingpod*! In contrast to all these
specified lab-field comparisons we conduct in otwdg a within-subjects comparison

regarding norm enforcement.

3.3 Experimental Design and Procedures

3.3.1 Experimental Design

We first conduct the natural field experiment ahdrt invite the participants to the lab

without revealing that they have just participated field experiment.

0 Strictly speaking Rustagi et al. (2010) and Carpeiand Seki (2011) compare the behavior of groups
between the lab and the field. Thus, one couldlspéa within-groups comparison.

“! Recently there are many more studies that rektietd field behavior, also in other domains thaciao
preferences. However, these studies often make adsops on aggregate level without conducting dindt
subjects comparison (e.g. Palacios-Huerta and \20i8; Palacios-Huerta and Volij, 2009; Levitiaét 2010;
Stoop et al., 2012). See Camerer (2011) for amsixte survey on the lab-field generalizability.
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3.3.1.1 Natural Field Experiment

We conduct the field experiment in front of a bakat the subway station of the
University of Munich, which is frequented by roughine thousand clients each day during
the semester. Most clients frequent the bakerjaénmiorning. Hence, the field experiment is
predominantly carried out between 7.30 am and 1@B80 The location of the field
experiment has multiple advantages: Firstly, thgontg of the clients are students, which is
favorable, as the majority of laboratory experinseate conducted with university students
and as students are most likely to come to theSabondly, the lines in front of the bakery
are clearly defined and mostly consist of about tiv ten clients, which ensures a quick run-
through. Thirdly, after having paid clients leave tbakery and therefore do not realize that
the queue-jumping is repeated.

The process of cutting in line is carried out ie flollowing way: The norm violator
approaches the line and cuts in so that severabpsr- usually two to three queuers — stand
behind her in the line. The norm violator cuts imelwithout trying to give the impression
that the norm violation happens accidentally. Ideorto register the individual behavior of
the queuers without any uncontrollable influenaarfrother people, the norm violator cuts in
line in front of individuals standing alone in thee. As participants interact with the norm
violator only once, strategic motives of norm enésnent are reducéd.The role of the
norm violator is played by the authoress. She juthpsqueue whenever at least five persons
wait in the line. We exclude queuers obviously oltten 60 years, mothers with children,
handicapped persons and obviously not German Igokeople as these characteristics
presumably influence the likelihood of norm enfoneat in the waiting line and of coming
to the lab.

A research assistant (RA) who stands near the boe,in the back of the clients,
observes the behavior of the queuers behind the naylator. The behavior of a queuer is
evaluated as norm enforcing if she directly adareske norm violator and asks her to go to
the end of the line. In this case the norm violapologizes, goes back to the end of the line
and leaves it approximately 10 seconds later. liogy asks the norm violator to queue up at
the end of the line, she also leaves the line affgroximately 10 seconds. Non-verbal

signals of disapproval (e.g. harrumphing loudlygkimg to other clients), talking to other

“2 However, we can not completely exclude the poliisitihat a queuer has already seen the queue-juinpe
the days before. Furthermore there is in genestitadegic element in norm enforcement decisiorthénfield,
as norm enforcers usually pursue the goal to reves norm violation.
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clients about the queue-jumper without addressergdirectly or comments on the side are
not evaluated as norm enforciffy.

If one of the queuers enforces the norm, the RA #sk norm enforcer to participate in
the laboratory experiment. In case that severalignseenforce the norm, the RA invites the
one who first enforced the norm. If no norm enfoneat takes place, the RA invites the
client directly behind the norm violator, as shes lest seen the norm violation and is
therefore the main responsible person (accordinlylitgram et al., 1986; Schmitt et al.,
1992) to enforce the norm. We call the queuer veHovited to the lab the obsen/ér.

As soon as the observer has left the bakery thédRéws her for a while in order not
to make the observer link the invitation to the upqgumping. When contacting the observer,
the RA explains that we search for participantéilfinlg certain criteria to participate in a
paid laboratory experiment on decision-making apjpnately one or two weeks later in the
laboratory MELESSA® We ensure that the participants speak German pyop&t that
point in time we do not reveal that the personjussparticipated in a field experiment. If the
observer agrees to participate in the laboratonyeement we collect her name, email-
address and a personal code. The latter consisétteits and numbers that only the subject
knows. It allows us later in the data analysisambine the behavioral data from the lab and
the field. We tell the subjects that we need thdedater to make the lab data anonymous and
that the subject can already give us the code rigit (what they usually do). At the end we
hand out to the participant an adapted versiorhefMELESSA statement of participation
with general information on the laboratory expemmeds soon as the observer has left, the
RA records her behavior in the waiting line, théneated age, gender and, in case of norm
enforcement, whether the norm enforcer stood dyrdathind the norm violator in the
waiting line or further behind. A few days befohe ttaboratory session the subjects from the

field receive a short reminder and further subjéaisn the MELESSA subject pool — i.e.

43 One might argue that being in a hurry might aftee norm enforcement behavior in the field. Aligh we
cannot completely exclude this point, we think tihas rather unlikely to play a major role in thield. Firstly,
the field experiment is carried out at a pointimeg, namely at the beginning of the semester, whanmain
subjects, i.e. students, have a rather relaxed t®eondly, as clients take on average only ab@wwe2onds to
order and pay, the time gain from sending a queogeér to the end of the line is restricted. Thirdhe clients
mostly order rather “non-essential” food like caffer cookies. If they were really in a hurry, theguld
presumably not even line up.

“In about 15% of all cases the norm violator dogsmanage to completely get into the line and theugr
next to her pushes herself in front of the normatar without addressing her. We do not evaluaite a8 norm
enforcing, as the queuer only solves the problenméoself (in the sense of the individual costspective) but
not for the other queuers following her (in thesseof the social perspective according to Milgrdrale 1986,
and Schmitt et al., 1992). In this case the norafator stays in the queue directly behind this gueand we
observe the behavior of the queuers behind the natator.

> MELESSA is the Munich Experimental Laboratory Ezronomic and Social Sciences.
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who did not participate in the field experimentre &vited to the laboratory sessions to fill
them up.

3.3.1.2 Laboratory Experiment

So that the observers in the lab do not link theuggumping in the field to the
laboratory experiment, the latter is conducted byptlaer researcher than the authoress.
Participants in the lab know that the sessionsisbo§four parts and several questionnaires.
They are informed that the parts are independertoh other and that instructions for one
part only follow if the preceding part is finished/e implement four treatment conditions,
which consist of one period each. Three treatmee#s with norm enforcement: In order to
examine whether the standard treatment mattefseirii¢ld, we implement the three-person
prisoners’ dilemma game with a one-sided punishrogtibn (see Fehr and Gachter, 2000;
2002; Falk et al., 2005). To investigate the im@oce of potential counter-punishment in the
field, we additionally implement a three-persorspners’ dilemma game with a punishment
and counter-punishment option (see Nikiforakis, &00~urthermore, we apply a newly
created game with which we try to represent theatitn in the queue in an abstract way.
This so-called queuing game includes a one-sidedspment option. In a forth treatment we
elicit the cooperation types of subjects similaFischbacher et al. (2001).

At the beginning of each treatment subjects ledrat tthey are randomly and
anonymously matched to units of three members, eldyewe implement a perfect stranger
matching between treatmerifs The incomes during the experiment are calculated i
Guilders. At the beginning of the experiment sutgere informed that the total earnings are
calculated as the sum of incomes in each of thegdatts, the questionnaires and the show-up
fee of 4€. The latter also serves to pay for angatiee payoffs generated during the

experiment. In the following we describe the trearits in detail.

Three-person prisoners’ dilemma game with a oneejlinishment option (PDG+P)

This treatment is based on Falk et al. (2005). &ubjknow that the PDG+P consists of
two stages: The first stage includes a prisonei€nmuna game. In the second stage
participants receive information on the individfiedt stage decisions of their unit members
and can punish them, i.e. reduce their income, hwisicostly also for the sanctioning person.

In the fist stage subjects play a three-personopess’ dilemma game, i.e. they

simultaneously decide whether to cooperate or tlefactable 3.1 we present the payoff

“® As in two sessions only 9 subjects participatee,oould only implement a stranger matching instefe
perfect stranger matching in these sessions. Nestdddressed this point.
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matrix of the first stage which implies a socialedima: If we assume pure money-
maximizing preferences the dominant strategy oferais to defect, independent of how the
other unit members decide. However, the sociallficieht outcome is achieved by

cooperation of all players. We implement the pressh dilemma game instead of a
continuous public goods game (Marwell and Ames,1198aac et al., 1985; Isaac and
Walker, 1988) for two reasons: The binary versiettdy corresponds to the situation in the
field, where only two types of actions exist, nayniel adhere to the social norm or to jump
the queue. Secondly, the prisoners’ dilemma gatow/galus to implement the strategy vector

method and therefore to avoid learning effecthelab.

Table 3.1 -Payoffs in the first stage of the PDG+P (Falk et2005).

Both other unit One of the other unit members  Both other unit
members defect defects, the other one cooperatesnembers cooperate

Playeri defects 20 32 44
Playeri cooperates 12 24 36

In the second stage, the punishment stage, sulgjexiaformed about each of the other
unit members’ first stage decision. They are tblat they can simultaneously sanction each
of the other unit members by assigning punishmenitp. Subjects cannot punish members
of other units. Players can assign at most 10 pumest points to each of their unit members.
If playeri assigns punishment points to unit membey, i # |, playeri’s first stage income,

T, is reduced byj. Playerj’s first stage income is then reduced by B;*with a lower

boundary at zero if playgis cost of receiving punishment points is higherttmer first stage
income?’ The latter avoids that subjects receive negatiagoffs without being able to

control them. Hence, playés income at the end of the second stamg, is given by

T = max{o, (7 —3* z Pji )} - z P; (3.1)

IEdl j#i
Participants are informed about the payoff striectim Eq. (3.1). We elicit the
punishment decisions with the strategy vector netif®elten, 1967). Thus we ask subjects
how many punishment points they want to distridoteach other unit member for each out
of four possible combinations of first stage demisi made by the other two unit members.

Subjects know that they receive feedback at theoétite experiment on the actual first stage

4" For the sake of simplicity we implement the lineast function by Fehr and Gachter (2002) and Istieties
instead of the nonlinear cost function used fotanse by Fehr and Gachter (2000).
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decisions of their unit members, their own firsaget income, the number of punishment

points received by the other unit members and their total earnings in the PDG+P.

Three-person prisoners’ dilemma game with a twedidunishment option (PDG+PCP)

The PDG+PCP builds on Nikiforakis (2008). Subjdatew that this part includes the
PGP+P and an additional third stage, the counteispment stage. In the counter-
punishment stage each playieihas the opportunity to counter-punish each of inait
members] # i by assigning at most 10 counter-points to eackhem. Analogous to the
second stage, the cost of each counter-pointithasigns tq, z;, is 1 Guilder. The cost of
each counter-point received is 3 Guilders. The m@®iage income is reduced to zero and
not further, if the cost of receiving counter-psiig higher than the second stage incatpe,
The period incoma,; of subjeci is given by

T, = max{o,(ﬂzi —3* szi )}—ZZ“ (3.2)
j#i j#i

This payoff structure and the following rules acenenon knowledge: In order to avoid
very negative payoffs participants with a non-pwesisecond stage income are not allowed to
counter-punish or to be counter-punished. In otdeavoid that punishment in the second
stage is delayed to the third stage, subjezdn only counter-punish those unit members
who punished her in the second stage. We eliciptiresshment decisions in the second stage
with the strategy vector method. The counter-puneit decisions in the third stage are
elicited with the direct response method, as otilssrwe would have to differentiate between
too many possible cases. Therefore subjects redem@back in the counter-punishment
stage on the individual first stage decisions @ifrthunit members, the individual first stage
incomes of all members of their unit and the numifgounishment points received by and
assigned to each of the other unit members. Sbjedher know that they receive feedback
on the number of counter-points received by the on@mbers and their own final profit in
the PDG+PCP at the end of the experiment.

Queuing game with one-sided punishment option (QG+P

The QG+P is a newly created game in which we tmetlect the field conditions in the
queue in an abstract way: It consists of threeestatn the first stage in each three-person
unit a ranking is established based on the numbeoroectly solved mathematical tasks. In
the second stage the person on the last positiatheofranking can decide to “jump the
queue”, i.e. to establish an alternative order thas herself in the first and most prosperous
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position. In the third stage the person who orijyneeaches the first position in the first
stage can sanction the “queue-jumper”, wherebytsamieg is costly also for the sanctioning
person. Thus, in contrast to the PDG+P we creasmlking of subjects and allow only one
player to violate the norm. Based on the resultd/lidgram et al. (1986) we further reverse
the second-order public goods problem in the punesit stage of the PDG+P by allowing
only the person “directly behind the queue-jumgersanction her.

In order to create a ranking in the QG+P similaihi® one in the queue, subjects in the
first stage have five minutes of time to calculatiens of five different two-digit numbers (see
also e.g. Niederle and Vesterlund, 2007). We chdbg&e addition task, as it is easy to
explain, it does not yield any gender effects and iinfluenced by effort and skill and
therefore is very suitable to create a sense aleanent among subjects. Subjects know that
the number of correct answers determines theirtipasin a ranking A, B, C, whereby the
first stage income is ranked according to this nrdilee person on position A (whom we call
unit member A) earns the highest first stage inconanely 40 Guiders. The person on
position B (unit member B) receives the second dsgHirst stage income, namely 30
Guilders, and the person on position C (unit mem®grearns the lowest income of 20
Guilders. Subjects are told in the first stage thas advantageous for them to correctly
calculate as many sums as possible. They onlywedbe instructions for the second and
third stage when the first stage is finished.

In the second stage participants are informed wh#&tmember C decides whether to
retain the first stage order or to choose an atere order. The latter assigns unit member C
position A with the highest income of 40 Guildef&ie other two unit members then slip to
the positions B and C and therefore receive theetoimcomes of 30 and 20 Guilders
respectively. If unit member C retains the firstgg order, there is no third stage and the unit
members earn their first stage income.

Participants know that, in case unit member C chedbe alternative order, unit
member A can sanction the “queue-jumper” in thedtBtage by assigning punishment points
to her. Unit member A can only sanction unit memBef the latter actually “cuts in line”,
i.e. if unit member C chooses the alternative ordethe second stage. Participants further
know that unit member A can assign at most 10 fpumeént points to unit member C. If unit
member A assigns punishment poiptso unit member C, her second stage income of 30
Guilders is reduced bp, while unit member C’s second stage income of 40ld8&rs is

reduced by 3 P. Subjects are informed about the payoff structarethat arises for the three

unit members in case unit member C jumps the queue:
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m,=30-p (3.3)
m, =20 (3.4)
7. =40-3* p (3.5)

We elicit the second and third stage decisions thighstrategy vector method. Subjects
know that they receive feedback at the end of ¥peement on their own first stage position
in the ranking, on unit member C’s decision in gerond stage, if applicable, on unit

member A’s decision in the third stage, and onrtben total income in the QG+P.

Elicitation of cooperation types

We elicit the individual cooperation types applyirgg simplified version of the
Fischbacher et al. (2001) methdSubjects know that they play the three-persoropess’
dilemma game with the payoff structure of table 8l4ing the strategy vector method we ask
participants to decide between cooperation andctlefefor each possible combination of
choices of the other two unit members. In ordententivize these conditional decisions, we
ask participants to make an unconditional choiderke Subjects know that at the end of this
part one unit member is randomly drawn for whom ¢beditional choice, based on the
unconditional choices of the other two unit memperpayoff-relevant. For each of the other
two unit members the unconditional choice is payelévant. Subjects are told that they
receive feedback on the payoff-relevance of thikaiees, on the payoff-relevant choices of
the other two unit members and on their own tatabme in this part only at the end of the

experiment.

We start half of the laboratory sessions with treait QG+P followed by the PDG+P,
and the other half with the PDG+P followed by th&«P. The elicitation of cooperation
types always constitutes the third part. The PDGPCalways carried out as the last part in
order to avoid learning effects from the countenipbment stage. At the end of each
laboratory session we conduct five questionnakes filling them in we pay the subjects 2€
altogether. The first questionnaire includes theeenarios of real life situations each
describing the violation of a concrete social nofirhis questionnaire conduces to examine
whether subjects show a similar norm enforcemehaWer across different social norms,
i.e. whether a norm enforcing type exists. Appendli®.3 outlines the questionnaire. For
each scenario subjects rate their emotions angkfeam towards the norm violator, indicate

whether they would confront the norm violator ahd teasons for their decision. The latter

“8 Fischbacher et al. (2001) elicit the cooperatinaf@rences applying a continuous public goods game.
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are presented in random order. The order of theasws is changed between sessions. In
order to be able to compare the elicited emotionis &vbaseline, subjects rate their emotions
anger and fear at the beginning of the questioan&ine of the scenarios describes the field
situation in the waiting line, when another persats in. This scenario conduces to measure
the external validity of the scenario method. Tlaetipipants fill in further questionnaires,
that are not reported here, and a questionnairesamm-demographic variables. Finally

subjects indicate their personal codes.

3.3.2 Procedures

The experiment was approved by the Ethics Commdtdke Faculty of Economics at
the University of Munich. It was run in April and @y 2014. The field experiment was
carried out over 5 weeks. Appendix A.3.4 shows spimatos of the field experiment. We
conducted 7 laboratory sessions at the experim&iiaratory MELESSA of the University
of Munich. The sessions lasted up to 120 minutesveere anonymously run. We exclude
the last session (with 5 participants from thedfiahd 4 participants from the MELESSA
subject pool) from the further data analysis, &sgarticipants from the field revealed at the
end that they realized a field experiment was rith thhem and that they discussed this in the
group before the session started. This discussightrhave influenced the decisions in the
lab.

Table 3.2 outlines the number of subjects in th®datory and field experiment as we
also included them in the further data analysisusThn the column “Participation in lab
experiment” we only include the subjects from tiretf6 laboratory sessions. In the field
experiment 237 subjects participated. 45 of themo gbarticipated in the laboratory
experiment, which yields a participation rate of(P@. Altogether 66 subjects participated in

the lab experiment.

Table 3.2 -Number of subjects in the laboratory and field expent.

Participation in lab No patrticipation in Total
experiment lab experiment
Participation in field experiment 45 (12) 192 (64) 237 (76)
No participation in field experiment 21
Total 66

Note: The numbers in parentheses indicate the numbmrof enforcers in the field.
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At the beginning of each laboratory session theegrgenter read the neutrally written
instructions aloud® In order to test the participants’ understandifithe incentive structure
and the decision situation, subjects were askeshs$aer control questioris We assume full
understanding, as we only started the treatmentsoas as all participants answered all
questions correctly.

At the end of the laboratory sessions the authaeateyed the laboratory and informed
the subjects that she had met each of them in #eksvbefore. She asked the subjects
whether they recognized her and, if so, where they her. In the first 6 sessions at most
10% of the participants from the field experimesminembered that the authoress had cut in
line in front of them. Thus, we can assume thatrttagority did not have a clue that the
queue-jumping is linked with the laboratory experith Finally, we informed subjects about
their participation in the field experiment and egkhem for a written consent to the storage
and analysis of their behavioral data in the fi@dbjects thereby knew that their field and
laboratory behavior is anonymously linked via thaarsonal code. All of the subjects who
participated in both, the lab and the field, gagetheir written consent to the storage and
analysis of their behavioral data from the field.

The laboratory experiment was programmed and cdaduwith the experiment
software z-Tree (Fischbacher, 2007). The subjacim fthe MELESSA subject pool were
invited via ORSEE (Greiner, 2004). We did not impa@y specific restrictions on them.
They are similar to the subjects from the field exkpent with respect to average age
(subjects from the field: 24 years; subjects frdva MELESSA pool: 25 years) and gender
(subjects from the field: 66.7% female; subjectsrfrthe MELESSA pool: 52.4% female).
Furthermore, similar to the subjects from the fielkperiment, the majority of them are
undergraduate students (subjects from the fiel@b;94ubjects from the MELESSA pool:
86%). At the end of the experiment we exchanged pgagoffs at an exchange rate of

1Guilder = 0.2€, which yielded an average payof2®f30€.

3.4 Results

The results part is divided into six sections. tFise report the norm enforcement
behavior in the field experiment (section 3.4.8ct®n 3.4.2 gives a general overview of the
lab decisions. In section 3.4.3 we check whetherstection from the field to the lab is non-

49 Appendix A.3.1 outlines the instructions.
% Control questions for the QG+P are provided in éqmix A.3.2.
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random and whether the participation in the fieldeximent affects the decisions in the lab.
Section 3.4.4 provides the lab-field comparison. W&@mine whether further variables
influence the norm enforcement behavior in thelfigkection 3.4.5) and present the results on
the questionnaire scenarios in section 3.4.6. énfollowing we refer to the norm enforcers
and non-norm enforcers in the field experimentyé talk aboutnorm enforcersand non-
norm enforcersThe notationMWU-testrefers to the two-sided Mann-Whitney U-test. We
call the subjects patrticipating both in the lab #mel field the lakand field participantsthe
subjects only participating in the lab ttad participantsand the subjects only participating

in the field thefield participants

3.4.1 Norm Enforcement in the Field

The last column of table 3.2 indicates that in 32.af all cases in the field norm
enforcement occurred. Typical comments directethéonorm violator were “Excuse me, |
am also waiting in the line” or “Excuse me, you @éde queue up at the end of the line”.

Except for tapping the norm violator on the shoylde physical action occurred.

RESULT 3.1: Norm enforcement in the field is observed in 32at%ll cases.

In 83% of all cases of norm enforcement the quelirecctly behind the norm violator
enforced the norm, which confirms the results bygkéim (1986) and Schmitt et al. (1992)
that queuers directly behind the norm violator havepecial obligation to enforce the norm

compared to queuers following.

3.4.2 Overview of Laboratory Decisions

First we explain the measure we use in the follgwfior the sanctioning decisions in
the PDG+P and the PDG+PCP: The sanctioning behavithie second stage of the PDG+P
and PDG+PCP is elicited with the strategy vectothme respectively. Thus, subjects decide
for each of four possible combinations of firstggtadecisions made by the other two unit
members how much punishment points to distributehé following we report the results on
the sanctioning level in the PDG+P and the PDG+B&dh as the average sanctioning level
in the two cases in which only one other group memdefects and the other one cooperates,
as in the field there is also only one norm vialand the other queuers adhere to the norm.
However, the main results in the following alsodiaf we additionally include the case in

which either both other subjects defect (for thealde “sanctioning of defectors”) or both
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other subjects cooperate (for the variable “sanotg of cooperators”). The same applies for
the punishment likelihood. We indicate the sanatigrievel in terms of sanctioning points
(and not in terms of sanctioning cost).

In this section we give an overview of the laboratdecisions made by all 66 subjects
participating in the lab. Column 1 of table 3.3 wikoa cooperation rate of 42.4% in the
PDG+P. This rate is lower than the cooperation cdit61% reported in the corresponding
treatment by Falk et al. (2005). We come to thimfpagain in the next section. In line with
the findings by Falk et al. (2005) cooperatorsha PDG+P are punished by on average 0.2
points and with a punishment rate of 7.6%. Forptineishment of defectors we find a slightly
lower punishment level of 1.1 punishment points antbwer punishment rate of 36.4%
compared to the punishment level of 1.7 pointsapdinishment rate of 58% found by Falk
et al. (2005). We also come to this point agairth@ next section. In line with standard
results we find that defectors are more heavilyighed than cooperators (Wilcoxon signed-
ranks test, p = 0.000) and that they are moreyliteebe punished (McNemar test, p = 0.000).

In the PDG+PCP 36.4% of the subjects cooperateline with the results by
Nikiforakis (2008) the cooperation rate seems tdoleer in the PDG+PCP compared to the
PDG+P. However, the difference is not significadcNemar test, p = 0.317). In line with
standard results defectors are again more heauiysped than cooperators in the second
stage (0.9 versus 0.2 punishment points, Wilcoxgnesl-ranks test, p = 0.000) and they are
more likely to be punished (30.3% versus 7.6%, Muobletest, p = 0.000). In contrast to
Nikiforakis (2008) we find that the punishment sgtye(0.6 versus 0.5 punishment points,
Wilcoxon signed-ranks test, p = 0.398) and theimgliess to punish in the second stage
(36.4% versus 30.3%, McNemar test, p = 0.157) andlas between the PDG+P and the
PDG+PCP. Columns 2 and 3 of table 3.3 further natthe lab decisions of the lab and field
subjects versus the decisions of the subjects menttjcipating in the lab. Among the lab and
field subjects we find that the punishment seve(ldy8 versus 0.6 punishment points,
Wilcoxon signed-ranks test, p = 0.053) and theimghess to punish (44.4% versus 31.1%,
McNemar, p = 0.014) are higher in the PDG+P thathenPDG+PCP respectively, which is
in line with standard results (Nikiforakis, 2008h contrast, among the subjects only
participating in the lab the punishment severitgven higher in the PDG+PCP than in the
PDG+P (0.3 versus 0.2 punishment points, Wilcoxgnesl-ranks test, p = 0.046), which is
in contrast to standard results. We explain thisoamality in the next section. Punishment is

avenged in 8 out of 20 (40.0%) possible casesarttilid stage — which is still in line with
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the counter-punishment rate of 25.7% reported bkifdtakis (2008) — with an average

counter-punishment severity of 1.0 counter-points.

Table 3.3 -Descriptive statistics: Decisions made in the lab.

All subjects in  Lab and field Lab -
. - Test statistic
lab participants participants
PDG+P:
Cooperation decision 0.424 0.489 0.286 y2-test,
P (0.498) (0.506) (0.463) p=0.120
.. 0.152 0.211 0.024 MWU-test,
Sanctioning of cooperators (0.701) (0.843) (0.109) 0 = 0.519
Sanctioning of defectors 1.090 1.456 0.310 MWU-test,
9 (1.780) (2.011) (0.680) p = 0.020
PDG+PCP:
Cooneration decision 0.364 0.422 0.238 y2-test,
P (0.485) (0.499) (0.436) p=0.148
.. 0.152 0.189 0.071 MWU-test,
Sanctioning of cooperators (0.701) (0.835) (0.239) 0= 0.741
Sanctioning of defectors 0.856 1.033 0.476 MWU-test,
9 (1.751) (2.021) (0.873) p = 0.582
QG+P:
Queue-jumpin 0.545 0.533 0.571 y2-test,
jumping (0.502) (0.571) (0.507) p=0.772
Sanctionin 2.136 2.444 1.476 MWU-test,
9 (3.043) (3.223) (2.561) p = 0.251
Cooperation types:
Free-riders 0.762 0.714 0.857 Fisher exact
Conditional cooperators 0.222 0.262 0.143 test,
Altruists 0.016 0.024 0.000 p = 0.564
Scenarios:
Confr. in Group task scenario 5.636 5.578 5.762 MWU-test,
' (0.871) (0.941) (0.700) p =0.349
Confr. in Littering scenario 2.758 2578 3.143 MWU-test,
' (1.815) (1.802) (1.824) p = 0.258
Confr. in Queuing scenario 4.394 4,178 4.857 MWU-test,
' (2.709) (1.862) (1.236) p=0.231

Notes This table outlines the laboratory decisions bf6é subjects participating in the lab. It commathe

decisions of the 45 subjects participating botlhia lab and in the field with the decisions of #fesubjects
participating only in the lab experiment. The sawihg variables in the PDG+PCP refer to the sanatg

level in the second stage. The test statistics tefthe comparison between lab and field partitipaersus lab
participants respectively. Standard deviationgpaesented in parentheses.

With respect to the newly created QG+P we find 8&6% of the subjects “cut in
line”, which is comparable to the defection rates@f6% in the PDG+P (McNemar test, p =
0.724). 42.4% of subjects punish the queue-jumpleich is comparable to the willingness to
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punish defectors (36.4%) in the PDG+P (McNematr, fest 0.206). The punishment severity
is with 2.1 points higher than the punishment ded®rs in the PDG+P. However this is
plausible, as in the QG+P there is only one uniniver that can be punished.

Depending on their decision between defection aaperation for each combination
of decisions of the other two group members wesdiashe lab and field subjects as free
riders (who always defect), conditional coopera{@rso cooperate if others cooperate) and
altruists (who always cooperate). This is a singaiion of the classification by Fischbacher
et al. (2001), which allows for ordering the coagiem types. Table 3.3 outlines that 76.2%
of the subjects in the lab are free-riders, 22.2% anditional cooperators and 1.6% are
altruists. There are three subjects left that wenoa categorize. Note that in the study by
Fischbacher et al. (2001) 50% of the subjects E®sified as conditional cooperators and
only 30% are classified as free-riders. Howevds, tliscrepancy is plausible, as Fischbacher
et al. (2001) apply a continuous public goods gamesich the free-riding option is just one
out of 21 possible choices, whereas in our binamnsion of the public goods game, free-
riding is just one of two possible options. Henbe, likelihood of free-riding is much higher
in our study.

Table A.3.1 in appendix A.3.5 displays the coriiels between the different decisions
in the lab. It shows that there are significant gasitive inter-correlations among the
cooperation types and the cooperation decisionthenPDG+P and PDG+PCP as well as
among the different sanctioning decisions in the+tQGthe PDG+P and the PDG+PCP,
which seems plausible. Furthermore the “queue-jugipdecision in the QG+P negatively
correlates with the cooperation type.

3.4.3 Selection into the Lab and Influence of thedeticipation in the Field

We examine whether the selection into the lab is-ramdom. Table 3.4 outlines the
characteristics of those subjects participatinghbiot the lab and the field and of those
subjects only participating in the field. Regardthg norm enforcement rate in the field table
3.4 indicates a slightly lower rate of 26.7% amdmg lab and field subjects than among the
subjects only participating in the field (33.2%).owkever, the difference is far from
significant. Hence, we do not find any evidence doselection bias with respect to norm
enforcement in the field. Table 3.4 further indesathat the same applies regarding gender.
In the course of the field experiment we startedstimate the age of 123 observers of whom
23 also participated in the lab, i.e. of whom wewrnthe actual age. The estimated age is

significantly correlated with the actual age by&4.(Spearman rank correlation coefficient,
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p = 0.000), although it is systematically higheartlthe actual age (26 years versus 24 years,
Wilcoxon signed-ranks tests, p = 0.087). Table Butlines that we neither find any
significant differences in the estimated age betwibe lab and field subjects and the subjects

only participating in the field. Hence, overall wssume a random selection from the field to

the lab.

Table 3.4 -Descriptive statistics: Lab and field participamessus field participants.

Lab and field
participants

Field participants Test statistic

2
. . x-test, p = 0.402
Norm enforcement in the field 0.267 0.332 (45 vs. 187 obs.)

2
x-test, p = 0.927
Female 0.667 0.674 (45 vs. 187 obs.)

. MWU-test, p = 0.927
Estimated age 26 27 (23 vs. 100 obs.)

Note: This table outlines the norm enforcement rate, gender and the average estimated age of subjects
participating both in the lab and the field andsobjects only participating in the field.

Next we examine whether participation in the fielkberiment has an effect on the
decisions later in the lab. Therefore the secomtitaimd columns of table 3.3 present the lab
decisions of subjects participating both in the & the field versus the decisions of
subjects only participating in the lab. Regardingsimlab decisions we do not find any
evidence of an effect of the participation in thetd experiment. However, table 3.3 outlines
that lab and field participants show higher leveissanctioning towards defectors in the
PDG+P than lab participants. Furthermore the difiee in the cooperation likelihood in the
PDG+P is also close to significant at the 10% lewel section 3.4.2 we state that the
cooperation likelihood and the sanctioning of defescin the PDG+P over all subjects in the
lab is rather low compared to the results by Falkle(2005). Table 3.3 indicates that this
divergence is rather driven by the subjects froedMELESSA pool than by the lab and field
subjects. This suggests that the difference betwad®and field subjects versus lab subjects
in the PDG+P might not be attributed to an influeraf the participation in the field
experiment. Instead there might be an influence thduced the cooperation rate and the
sanctioning of defectors among the lab subjectseWive invite the subjects from the
MELESSA pool to the lab experiment we add one sharagraph at the beginning of the
standard invitation email stating that another grotisubjects is already invited — namely the
lab and field subjects — and that this group isvad#id to participate in the lab experiment at

any rate, also if a person of this group appedes a the lab experiment than the subject
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from the MELESSA pool. Although we tried to phragee paragraph as respectful as
possible, this paragraph and the corresponding limgndf subjects directly before the
session might have created a feeling of being argkorder subject among the participants
from the MELESSA pool. There are good reasons sorag that this might have played out
at the beginning of the session, thus in the PDGaRhe form of less cooperation and
therefore also less sanctioning of defectors. Bnggimentation also explains the abnormal
result of a lower sanctioning level in the PDG+Bnthn the second stage of the PDG+PCP
among the MELESSA subjects. At the same time thightnnot have played out in the
“queue-jumping” and the sanctioning decision in @®+P because there is the mathematical
task in between. Hence, we assume that the paticip in the field experiment has not

affected the decisions in the lab.

3.4.4 Lab-Field Comparison

In the following we compare the behavioral measureghe lab with the norm

enforcement behavior in the field of the same #5diad field subjects.

PDG+P

Table 3.5 reveals the lab decisions of non-nornoreefs and norm enforcers in the
field. We find no significant difference in the qmration rate: 48.5% of non-norm enforcers
and 50.0% of the norm enforcers cooperate in th&+H® Table 3.5 outlines that we neither
find any difference between non-norm enforcers andn enforcers with respect to the
sanctioning of cooperators nor the sanctioning efectors: Cooperators are punished by
non-norm enforcers by 0.3 points and by norm emigrdoy 0.0 points. Defectors are
sanctioned by non-norm enforcers by 1.3 points landorm enforcers by 1.8 points. The
same applies for the willingness to sanction defsc{42.4% versus 50.0%?test, p =
0.651). Moreover, the difference between the sanitg of defectors and of cooperators
does not differ between non-norm enforcers and nenforcers. Table 3.5 accordingly
outlines that we do not find any significant coatedns between the norm enforcement
behavior in the field and the lab decisions in BigG+P. With respect to both decisions, the
cooperation decision and the sanctioning leveh@é\RDG+P, we do not find any effect of the
order of treatments (Cooperatiogf-test, p = 1.000; Sanctioning level: MWU-test, p =
0.434).
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RESULT 3.2 We do not find any significant correlation betwdaée norm enforcement
behavior in the field and the lab decisions in R2G+P.

Table 3.5 -Descriptive statistics: Non-norm enforcers versmsmenforcers.

Non-norm Norm .
Test statistic
enforcers enforcers
PDG+P:
Cooperation decision 0.485 0.500 y>-test, p = 0.928
P (0.507) (0.522) r«=0.013, p = 0.930
Sanctioning of cooperators 0.288 0.000 MWU-test, p = 0.212
9 P (0.977) (0.000) re=-0.188, p = 0.216
Sanctioning of defectors 1.348 1.750 MWU-test, p = 0.714
9 (1.873) (2.417) r«=0.055, p=0.718
Diff. in sanctioning of 1.061 1.750 MWU-test, p = 0.392
defectors and cooperators (1.676) (2.417) rs=0.129, p = 0.398
PDG+PCP:
Cooperation decision 0.333 0.667 y>-test, p = 0.045
P (0.479) (0.492) re=0.298, p = 0.046
Sanctioning of cooperators 0.227 0.083 MWU-test, p = 0.835
9 P (0.961) (0.289) re=0.031, p = 0.838
Sanctioning of defectors 0.545 2.375 MWU-test, p = 0.045
9 (1.141) (3.142) re=0.302, p = 0.044
Diff. in sanctioning of 0.318 2.292 MWU-test, p = 0.015
defectors and cooperators (1.144) (3.108) rs=0.368, p=0.013
QG+P:
Queue-jumpin 54.5% 50.0% y’-test, p = 0.787
jumping (0.506) (0.522) re=-0.040, p = 0.793
Sanctionin 2.576 2.083 MWU-test, p = 0.867
9 (3.373) (2.875) re=-0.025, p = 0.869
Cooperation types:
Free-riders 0.800 0.500

Fisher exact test, p = 0.074

Conditional cooperators 0.200 0.417 _ _
Altruists 0.000 0.083 = 0315, p=0042
Scenarios:

Confront. in Group task scenario 5.484 5.833 MWU-test, p = 0.393
' (1.064) (0.389) r«=0.129, p = 0.400

Confront. in Littering scenario 2.455 2.917 MWU-test, p = 0.441
' (1.787) (1.891) r«=0.116, p = 0.447

Confront. in Queuing scenario 3.667 5.583 MWU-test, p = 0.001
' 9 (1.882) (0.793) rs=0.494, p = 0.001

Notes One independent observation in the table is ani@bthe 45 subjects participating both in the daldl in

the field. The characteristics of those 12 subjatts enforce the norm in the field and of thoses@Bjects who

do not enforce the norm are compared. Standardati@vs are presented in parentheses. The sangionin
variables in the PDG+PCP refer to the sanctionénvgllin the second staggdenotes the Spearman rank-order
correlation coefficient. Kendall rank-order cortaa coefficients yield very similar results.
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PDG+PCP

Table 3.5 reveals that, in contrast to the PDG+R, find significant differences
between non-norm enforcers and norm enforcers rg#pect to the behavior of subjects in
the PDG+PCP, i.e. if two-sided punishment is pdssibable 3.5 outlines that non-norm
enforcers cooperate significantly less than norforeers in the PDG+PCP: Only 33.3% of
non-norm enforcers cooperate, whereas among tha eoforcers the cooperation rate is
66.7%. Hence, cooperation among norm enforcerwitetas frequent as among non-norm
enforcers in the PDG+PCP. Accordingly the coopenratate in the PDG+PCP significantly
correlates by 29.8% with the norm enforcement dacis the field.

With respect to the sanctioning level towards coafoes in the second stage we do not
find any significant difference between non-nornfioecers and norm enforcers. In contrast,
defectors are punished by 0.5 points by non-norforears, but by 2.4 points by norm
enforcers in the PDG+PCP. The difference is sigaift. Accordingly the norm enforcement
behavior in the field significantly correlates b0.3% with the sanctioning level towards
defectors: Thus, the more a subject sanctions tete the PDG+PCP the higher is the
likelihood that she enforces the social norm in fie&l. The result is comparable for the
willingness to sanction defectors (24.2% among mom enforcers versus 50.0% among
norm enforcersy>test, p = 0.099). These results suggest thatahetioning of defectors in
the PDG+PCP has a high external validity with respe the norm enforcement behavior in
our field experiment. Hence, in contrast to the RPGthe prisonsers’ dilemma game with a
two-sided punishment option seems to be a validkiaanse with respect to the norm
enforcement behavior in the field. Additionally k8.5 demonstrates that norm enforcers
differentiate in their sanctioning behavior moreavily between cooperators and defectors

than non-norm enforcers do.

RESULT 3.3 The decisions in the PDG+PCP correlate with the moenforcement

behavior in the field: Norm enforcers are more lykéo cooperate in the PDG+PCP than
non-norm enforcers. At the same time they sanaefactors more heavily than non-norm
enforcers do. Furthermore, in contrast to non-namnfiorcers, norm enforcers differentiate in

their sanctioning behavior more heavily betweenpewators and defectors.

QG+P
Table 3.5 indicates that the “queue-jumping” decisn the lab does not correlate with

norm enforcement in the field: Among non-norm eoéos 54.5% “cut in line” in the lab,
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among norm enforcers 50.0% do so. The sanctiorshgdor in the QG+P is neither related
to the norm enforcement in the field: Non-norm eoéos sanction queue-jumpers by 2.6
points, whereas norm enforcers punish by 2.1 poirite same holds for the willingness to
sanction queue-jumpers (45.5% versus 50.@%est, p = 0.787). Thereby the order, in
which we present the treatments does not affeafjtieee-jumping nor the sanctioning of the
queue-jumper (Queue-jumping-:test, p = 0.138; Sanctioning level: MWU-test, p.260)

RESULT 3.4 We do not find any significant correlation betwdaée norm enforcement

behavior in the field and the decisions in the dqong@ame.

Cooperation types

Table 3.5 reveals that the distribution of cooperatypes significantly differs between
non-norm enforcers and norm enforcers: Among thenmarm enforcers 80.0% of subjects
are free-riders. In contrast, among the norm eefsrd¢here are only 50.0% free-riders.
Cooperation types significantly correlate with tiem enforcement behavior in the field by
31.5%. This result is in line with the enhanced pmyation likelihood in the PDG+PCP
among norm enforcers compared to non-norm enfar¢efarther corresponds to standard
lab results showing that cooperators punish defeatwore heavily than defectors do (e.g.
Falk et al., 2005). Our result extends this stathdesult across the border of the lab.

RESULT 3.5. The norm enforcement behavior in the field coredaivith the cooperation
type: Persons who are classified as more coopezaiyyes in the lab are more likely to

enforce the social norm in the field.

In order to investigate the robustness of our figdiso far to various specifications, we
run several regressions of norm enforcement infitld, which are outlined in table 3.6.
Specifications (I) and (VI) demonstrate that theisiens both in the PDG+P and in the
QG+P do not correlate with the norm enforcementbih in the field and therefore confirm
results 3.2 and 3.4. In contrast, specificatiohstdl (V) reveal that most of the decisions in
the PDG+PCP are related to the norm enforcemenavilmhin the field. According to
specification (lI) subjects who cooperate in theGMPCP are by 26.7% more likely to
enforce the norm in the field. Specification (IBhows that with each punishment point
assigned to a defector in the PDG+PCP the liketihob norm enforcement in the field
increases by 7.9%, even if we control for the coafpen decision in the first stage. As

outlined in specification (IV) the level of sanating cooperators in the PDG+PCP is not
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linked to norm enforcement in the field. Specifioat (V) confirms that norm enforcers
distinguish to a greater extent than non-norm eefer between defectors and cooperators in
the PDG+PCP. Hence, specifications (Il) to (V) @onfresult 3.3. Specification (VII)
confirms result 3.5, which states that more codpardypes are more likely to enforce the
social norm in the field. With each category theelihood of norm enforcement in the field
increases by 28.4%. Table A.3.2 in appendix A.3iBirees the probit regressions of norm
enforcement with the willingness to sanction defexin the PDG+P, the PDG+PCP and the
QG+P as regressors. The results are comparable.

In summary, we can conclude: The likelihood of noemforcement in the field
increases with the cooperation decision and thetsaring of defectors in the PDG+PCP as
well as with the cooperation types in the lab. B wompare the results of the QG+P, the
PDG+P and the PDG+PCP in the sense of a “horsé, raeecan state that for the norm
enforcement decision in the field the possibilifycounter-punishment seems to be crucial,
I.e. subjects in the field weigh up the possibibfybeing counter-punished. In contrast, we do
not find a link between measures in lab treatmémas only allow one-sided punishment,
may it be the PDG+P or the QG+P, and norm enforoétmehavior in the field.

3.4.5 Control Variables and Norm Enforcement in the~ield

We elicit several control variables in the fielddaseveral characteristics of the lab and
field subjects during the lab experiment. In thest®on we examine their influence on the
norm enforcement behavior in the field. These \des are the observer's gender and age,
her field of study (an eightfold scaled categoricaftiable), the weather on the day of the
field experiment (a fivefold scaled ordered vargataking the value 0 in case of cloudy, rainy
weather and the value 4 in case of warm, sunnyhgeaand the wear of the norm violator (a
threefold scaled ordered variable with value 0 datihg sporty, casual wear and value 2
indicating rather chic, elegant wear). We inclulde latter variable, as the wear of the norm
violator presumably expresses her social status.

In contrast to Balafoutas and Nikiforakis (2012) de not find a link between the
observer’s gender and the norm enforcement behavibe field experiment: Out of the 160
women 52 enforce the norm (32.5%). Among the 77 @menforce the norm (31.2%-
test, p = 0.837). With respect to the field of studost of our subjects participating both in
the lab and the field are arts students. We findeffect of the field of study on norm
enforcement (Fisher exact test, p = 0.157). Funtloee the weather — we find a norm
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Table 3.6 -Probit regressions of norm enforcement in the field

Dep. var.: () (D)) (m (Iv) (V)
Norm enforcement in the field
PDG+P;

0.005
(0.411)

0.019
(0.100)

Cooperation decision

Sanctioning of defectors

PDG+PCP:
0.267** 0212  0.301*  0.250*
(0.421)  (0.451)  (0.138)  (0.450)

Sanctioning of cooperators -0.112
’ P (0.072)

Cooperation decision

o 0.079**
Sanctioning of defectors (0.110)

Diff. in sanctioning of 0.100**
defectors and cooperators (0.050)

QG+P:

Queue-jumping

Sanctioning

Cooperation type

Scenarios

N. enfor. in Group task scen.

N. enfor. in Littering scen.

N enfor. in Queuing scen.

Constant

N 45 45 45 45 45
Wald XZ 0.34 3.81* 10.93*** 5.88* 7.99*%*
Log pseudo-likelihood -25.924 -24.094 -21.559 -43.4 -20.516

(Continued

enforcement rate of 36.0% in case of cloudy, raueather versus 33.3% in case of warm,
sunny weatheryf-test, p = 0.692) — and the wear of the norm vimlat we find a norm
enforcement rate of 34.8% in case of sporty, casugdr versus 26.1% in case of chic,
elegant wearyf-test, p = 0.601) — do not seem to be related tmrenforcement in the field.
In contrast, we find a significant effect of thesebvers’ age. Among the lab and field

subjects age ranges from 18 to 44 years. We fiattktie norm enforcers in the field are on
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Table 3.6— Probit regressions of norm enforcement in takl filContinueq.

Dep. var.: (V1) (Vi (10)
Norm enforcement in the field
PDG+P;

Cooperation decision

Sanctioning of defectors

PDG+PCP:

Cooperation decision
Sanctioning of cooperators

Sanctioning of defectors

Diff. in sanctioning of
defectors and cooperators

QG+P:
Queue-jumping 0049
(0.420)
Sanctioning 0012
(0.065)
Cooperation type 0.284**
(0.389)
Scenarios
, 0.043
N. enfor. in Group task scen. (0.060)
L -0.001
N. enfor. in Littering scen. (0.032)
' _ 0.138***
N enfor. in Queuing scen. (0.039)
Constant
N 45 42 45
Wald y* 0.33 4.78% 9127
Log pseudo-likelihood -25.920 -22.855 -19.438

Notes This table outlines the results of probit regi@ss of norm enforcement in the field. We repor th
marginal effects at the mean. An observation inrfggession is one subject participating both el#b and the
field. For the PDG+P we do not include the sandtigrof cooperators as regressor, as all subjects avh
willing to sanction cooperators are non-norm erdoscand therefore determine norm enforcement irfigthe
perfectly. OLS regressions yield similar resultsardard errors are presented in parentheses. ***tlenote
significance at the 10%, 5% and 1% level respelgtive

average by 4 years older than the non-norm enf®(@&ryears versus 23 years, MWU-test, p
=0.074).
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Table 3.7 -Probit regressions of norm enforcement in the f{etthtrol variables included).

Dep. var.:

Norm enforcement in the field () (1 (1 (V) W)
PDG+P:
_ o -0.004
Cooperation decision (0.138)
o 0.003
Sanctioning of defectors (0.033)
PDG+PCP:
_ o 0.197
Cooperation decision (0.142)
o 0.074*
Sanctioning of defectors (0.041)
QG+P:
_ _ -0.044
Queue-jumping (0.130)
o -0.023
Sanctioning (0.020)
. 0.215*
Cooperation type (0.125)

Control variables:
-0.032 -0.060 -0.112 -0.021 -0.013

Female (0.405)  (0.129)  (0.133)  (0.136)  (0.136)
0.033%*  0.033**  0.033**  0.036**  0.033*

Age (0.042)  (0.013) (0.015)  (0.012)  (0.015)
_ 0.044 0.042 0.003 0.041 0.042
Field of study (0.147)  (0.042)  (0.043)  (0.042)  (0.048)
0.034  -0.027  -0.021  -0.028  -0.029

Weather (0.144)  (0.046)  (0.051)  (0.045)  (0.050)
0.069 -0.007  -0.021  -0.016  -0.023

Wear (0.309)  (0.075)  (0.078)  (0.072)  (0.073)
N 45 45 45 45 42

Wald 5 8.64 8.43 12.98* 13.13* 9.05

Log pseudo-likelihood -21.274 -21.510 -18.947 -8B.0 -19.097

Notes This table outlines the results of probit regi@ss of norm enforcement in the field. We repor th
marginal effects at the mean. An observation inrdfggession is one subject participating both el#h and the
field. OLS regressions vyield similar results. Stamderrors are presented in parentheses. *, **, d&note
significance at the 10%, 5% and 1% level respelgtive

Table 3.7 outlines the results of probit regressiohnorm enforcement in the field. In
specification (I) we examine the relation betweemnm enforcement in the field and the
control variables. We further outline several speaiions of table 3.6 whereby we
additionally include the control variables. All sifecations confirm the non-parametric
results in this section: Among the control varigblenly age is correlated with norm
enforcement in the field. The willingness to entotbe norm increases by about 3% with
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each additional year of an observer’s life. Thenm@nforcement rate might increase with
age, because the adherence of social norms migbtrieemore important for people in the
course of life. Another explanation might be thabple rather dare to enforce social norms
with increasing age. Specifications (Il) to (V) ioate that the results of section 3.4.4 hold

even if we include the control variables.

3.4.6 Results on the Questionnaire Scenarios

In this section we present of the 66 subjects @peting in the lab the intended norm
enforcement behavior stated in the three questionnscenarios, each describing the
violation of a concrete social norm. We ask sulsj¢otrate on a 7-point scale from 0 to 6
whether they would confront the norm violator ie $tenario. The detailed description of the
scenarios as well as the related questions withctmeesponding answers are outlined in
appendix A.3.3.

Table 3.5 outlines that non-norm enforcers and nemfiorcers in the field only differ
regarding the stated sanctioning behavior in theu@dw scenario (3.7 versus 5.6), but not in
the other scenarios. This result is confirmed acdation (VIII) of table 3.6. Hence, stated
intentions on norm enforcement behavior seem tocdeelated with the actual norm
enforcement behavior in the field, as long as #maes social norm is affected. This finding
confirms former research in social psychology: Witthe framework of the theory of
reasoned action several studies show that statestions have a highly predictive power, as
long as the intention corresponds to or is compattith the predicted behavior (Ajzen,
1991, Ajzen and Fishbein, 2011).

In the Group task scenario subjects on average letehp agree to confront the norm
violator (5.6), in the Littering scenario they areutral (2.8) and in Queuing scenario they
would rather confront the queue-jumper (4.4). Teaxdnd Winter (2012) find in the domain
of legal norms survey evidence that law violatienth the largest negative externalities are
punished most frequently. In our study the Growgk tscenario describes the norm violation
with the potentially largest negative externalifccordingly we find that the intended
sanctioning in this scenario is highest (pair vii¢gdcoxon signed-ranks tests, p = 0.000, p =
0.000), which suggests that the result by Traxtel Winter (2012) on the punishment of law
violations may be extended to the enforcement ofasoaorms.

This leads us to the question whether a norm emigitype exists, i.e. somebody who
generally behaves in a norm enforcing way acrossrakesocial norms, or whether norm

enforcement depends on the concrete social norm.schtterplots in figure 3.1 show that
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there is hardly any systematic relation betweensttenarios with respect to intended norm

enforcement behavior. This finding is supported taple A.3.1 which outlines the

correlations between stated norm enforcement inthhee scenarios. It shows that these

correlations do not exceed 23.0% and are at bgsifisant at the 10%-level.

Figure 3.1 -Scatterplots of norm enforcement stated in thetqpresaire scenarios.
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Notes These scatterplots outline the pair wise relatibatween the three questionnaire scenarios wsfers

to intended norm enforcement. One independent eaten in the figures is one out of the 66 subjects
participating in the lab, respectively. The firsiterplot refers to the relation between the Grag and the
Littering scenario, the second scatterplot showesrétation between the Group task and the Queuegasio,
and the third scatterplot refers to the relatiotwleen the Littering and the Queuing scenario.

We additionally calculate Cronbachis the widely accepted index for the internal

consistency, i.e. the interrelatedness of itemst{&x 1993). If the number of items is small,

as is the case in our questionnaire, a value tdaat 0.70 can be considered as satisfactory

and as a necessary but not sufficient conditionufudimensionality (Green et al., 1977;

Cortina, 1993). Cronbachtsfor the stated norm enforcement in our three stemnaeaches a

mean value of 0.423, with a one-sided 95% confidanterval at a value of 0.186 — hence

clearly below the 0.70 boundary.

130



Chapter 3

RESULT 3.6. We do not find evidence for a norm enforcing typer questionnaire data
rather suggest that norm enforcement depends orcdherete social norm violated, and

specifically on the externality of the norm viobeti

Contingent on the stated norm enforcement intestionthe scenarios, we ask the
subjects for their reasons for confronting or mmtfeonting the norm violator. The results are
presented in appendix A.3.3. We are especiallyested in the reasons why people do not
confront the norm violator. Unfortunately in cagehe Group task scenario and the Queuing
scenario no subject states that she would not @onthe norm violator. Therefore we do not
have any information on the reasons for not cotiingnthe violator in these scenarios. In
case of the Littering scenario subjects most fratjyestate the fear of counter-punishment
for not confronting the norm violator (pair wise Méixon signed-ranks tests, p = 0.000, p =
0.001, 26 obs.). This result further supports aterpretation of result 3.3: Weighing up the
danger of being counter-punished is crucial fommenforcement decisions in the field.

3.5 Discussion

In our field experiment we observe a norm enforaemate of 32.1%. Interestingly this
rate corresponds to the average expected normcenfient rate of 37.6%, which subjects
state in our lab questionnaire in case of queuging(see appendix A.3.3). Our norm
enforcement rate lies between the one of 43.3%%@% by Milgram et al. (1986) and
Schmitt et al. (1992) and the norm enforcement 0&t4.0% for the universal norm and of
19.3% for the environment-specific norm by Balagsutind Nikiforakis (2012). There are
several reasons that might explain why our nornoreeiment is lower than the one by
Milgram et al. (1986) and Schmitt et al. (1992)m&thodological reason might be that in our
study we do not evaluate as norm enforcing if theugr next to the norm violator pushes
herself in front of the norm violator. In this case observe the reaction of the following
queuers. Secondly, most of the queuers in our duglgtudents, i.e. rather young people. We
have shown that the likelihood of norm enforcementeases with age. Thirdly, the other
two studies on queue-jumping are predominantlyi@arout at the ticket counter of the
Grand Central Station in New York City, where p@oplte in hurry, as they need to reach
their trains. This might increase the likelihoodmarm enforcement. Moreover we cannot
exclude inter-temporal or cultural differences orm enforcement. The latter is supported by
laboratory findings (Henrich et al., 2006; Herrmagtral., 2008; Marlowe et al., 2008).
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On the other hand our norm enforcement rate isdmnitfian the ones by Balafoutas and
Nikiforakis (2012), which might be due to the drfat social norms. Interestingly the
different norm enforcement rates correspond toreswlts of the questionnaire scenarios that
also indicate that queue-jumping is more heavilgfizmted than littering in public places,
which is one of the norm violations in the fieldpeximent by Balafoutas and Nikiforakis
(2012). Our guestionnaire data further suggestttieafinding by Traxler and Winter (2012),
that norm enforcement increases with the negatktermality of law violations, can be
extended to the domain of social norms. There a®dgeasons to assume that queue-
jumping causes larger negative externalities titégrihg in public places or stopping at the
left side of the escalator. Secondly, Balafoutad Biikiforakis (2012) conduct their field
experiment in the highly frequented main subwagiatan Athens. Hence strategic motives
of norm enforcement are minimized. Our field stiglgarried out at the subway station near
the University of Munich which is presumably freqted by less people and it might be
frequented by several students everyday. Thusawenot completely exclude the possibility
that some subjects in our field experiment haven dee norm violator before. Thus, the
strategic motives in our field experiment might érehanced compared to the ones in the
study by Balafoutas and Nikiforakis (2012). Thirdtliese authors use a more conservative
measure of norm enforcement than in our field erpent: Only if the observer reacts twice
this is evaluated as norm enforcing. Fourthly, vemnot exclude cultural differences to
account for the different norm enforcement rates.

The main finding of our experiment is that normanément in the field correlates
with decisions in the lab PDG+PCP - specificallyfhwihe cooperation decision and the
sanctioning of defectors — but it does not coreelgith decisions in the PDG+P or the QG+P,
i.e. the treatments which allow only for a one-dig@nishment option. We discuss whether it
is really the possibility of counter-punishment ttha responsible for these different
correlations or whether there are any design Spedifiat drive them. Therefore we compare
the PDG+P and the PDG+PCP in detail. Firstly, omalct object that the PDG+P is either
played as the first or second part, whereas theHHZP is always played as the last — i.e.
the forth — part. Specifically one could objectttlgarning or order effects drive the different
correlations. However, as no feedback is given reetbe last stage of the PDG+PCP,
learning effects are unlikely to drive the differeorrelations. Secondly, one could complain
that we pay out all parts of the lab experimenfdettations about earnings in former parts
might influence decisions in later parts. In thghtiof these first two objections, however, it

IS even more surprising that the norm enforcemeh@abior in the field does not correlate
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with decisions made in the first or second part,vbith decisions made in the forth part, i.e.
in the PDG+PCP.

Thirdly, in the PDG+P the feedback on the first aedond stage is given at the end of
the laboratory session, whereas in the PDG+PCRetduback on both stages is immediately
given at the beginning of the counter-punishmeagest Thus, the time span between the
decisions and the corresponding feedback is ungglaabe. As we are not aware of any
laboratory study that finds an effect of the tinpars between decisions and the feedback on
the decisions, we rather assume that this poiahignlikely candidate to be responsible for
the main result. However, this might be an intengsmethodological research question for
future research.

Fourthly, one could object the slightly differergefiback format regarding the first
stage of the PDG+P and the PDG+PCP: In the PDGhjéds receive feedback — at the end
of the session — on the individual first stage sieas of each unit member and on their own
first stage profit, whereas in the PDG+PCP subjedditionally receive feedback on the
individual first stage profits of their unit memberNikiforakis (2010) shows that the
feedback format in a repeated public goods gamke aviine-sided punishment option affects
contribution and punishment decisions over timeweler, the feedback format does not
affect decisions in the first period. As the PDGarfel the PDG+PCP are both only played for
one period, the feedback format is an unlikely tived our main result. Moreover in the
prisoners’ dilemma game in comparison to a publiods game it is much easier to derive
earnings from individual cooperation decisions.the light of this argumentation we are
confident to assume that the different correlatioesveen the norm enforcement behavior in
the field and the decisions in the PDG+PCP in @sttto the decisions in the PDG+P are
primarily driven by the possibility of counter-pshiment.

Next we discuss the impact of the strategy vectethod on the generalizability of our
main result to lab decisions elicited wit the dirszsponse method. In the lab we implement
the strategy vector method (Selten, 1967) in esedtrnent in order to avoid learning effects
across treatments and to receive information ons#retioning behavior contingent on all
possible cooperation decisions of the other uninbrers. Falk et al. (2005) elicit decisions in
a three-person prisoners’ dilemma game both wighsthategy vector method and the direct
response method. They find a qualitatively simpattern of punishment decisions, similar
punishment rates, but a higher punishment sevevith the direct response method.
Regarding cooperation the vast majority of studeeg. Brandts and Charness 2000; for an

overview see Brandts and Charness, 2011) do natdisignificant difference between the
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direct response and the strategy vector method.eder Brandts and Charness (2011)
conclude that they find no case in which a treatnadfect found with the strategy vector
method does not hold with the direct response naethi@nce, we are confident to assume
that all significant results that we find for th&@®+PCP also hold with the direct response
method. As cooperation and punishment rates aréonad to differ between the elicitation
methods, we also assume that our results in theHPDdhd the QG+P regarding cooperation
and punishment rates also generalize to the dlaitavith the direct response method. The
only case for which we cannot exclude that thetation method might matter is the non-
significant result on the sanctioning level in #B@G+P and QG+P. Except for the latter case
we are confident to assume that our main findiisg alxtends to laboratory decisions elicited
with the direct response method.

Our main result states that norm enforcement in f@ld experiment correlates by
29.8% with the cooperation decision and by 30.2%h the level of sanctioning defectors in
the PDG+PCP. How does this magnitude of correlatioglate to findings in social
psychology? In the context of the person-situatiebate many psychological studies report
correlations of behavior in different situations eaceeding 30% (Mischel, 1968; Ross and
Nisbett, 1991). In order to obtain a more relialvleasure of individual acts, psychologists
suggest to aggregate behavior over several singatigpstein and O’Brian, 1985). In the
context of these social psychological results #@orted correlations are quite remarkable,
especially as we elicit the behavioral measurgkerlab and in the field only once.

Our field experiment contains some restrictionsecHrally, the norm violation is only
committed by one single norm violator, namely tlharess, as we could not exclude the
possibility that the queue-jumping provokes aggwesseactions or yields a loss of reputation
for the queue-jumper. Balafoutas and Nikiforaki®12) do not find an effect of the norm
violator’'s gender and height on norm enforcemeut,itis not clear whether this also holds
for our norm violation. In the field experiment bilgram et al. (1986) the gender of the
gueue-jumper is varied. However, the authors daeybrt whether it has an effect on norm
enforcement or not. A further restriction of oundy is that we consider one specific norm
violation in the field. Thus, generalizations ofranain result have to be made with care. Our
lab-field comparison can be seen as first evidamcthe external validity of lab experiments
regarding norm enforcement. It opens up an intei@stvenue for future research on lab-
field comparisons including the violation of furtteocial norms and varying for instance the

gender, age and height of the norm violator infigile.

134



Chapter 3

3.6 Conclusion

We examine whether norm enforcement in the labstaées to the field. Therefore we
conduct a within-subjects comparison. In a naturald experiment we elicit norm
enforcement when a norm violator cuts in line. \Wate the subjects from the field to the lab
without revealing that they have participated iiredl experiment. In the lab three treatments
dealing with norm enforcement are implemented, twradows us to run a “horse race”
between institutions: The standard treatment tanéx@ norm enforcement in the lab — a
three-person prisoners’ dilemma game with a oneesigdunishment option (see Fehr and
Géachter, 2000; 2002; Falk et al., 2005) — and atrment additionally allowing for counter-
punishment (Nikiforakis, 2008). Thirdly, we applyhawly created game with which we try
to represent the situation in the queue in an atistvay. This so-called “queuing game”
includes a one-sided punishment option. In additmrihe treatments dealing with norm
enforcement we elicit the cooperation types of aciisj

Our main finding says that norm enforcement in fiekl correlates with decisions in
the lab treatment allowing for counter-punishmdmif not with decisions in treatments
including only a one-sided punishment option. Desthie differences between lab and field
with respect to anonymity, stakes, scrutiny, stgiatenotives etc. (see also Levitt and List,
2007b) we specifically find that the likelihood nbrm enforcement in the field increases
with the willingness to cooperate and with the saming of defectors in a prisoners’
dilemma game with a two-sided punishment optionr @ib-field comparison is a first
examination of the external validity of norm enfemeent in the lab. Therefore
generalizations regarding the interpretation anglication of our main result have to be
made with care. However it suggests the followkgstly, with respect to norm enforcement
our main result confirms prior survey evidence taighing up the danger of being counter-
punished is crucial for norm enforcement decisiomghe field. The fact that counter-
punishment opportunities mostly exist in decertrli interactions in the field, whenever
punishment opportunities exist, even increasesntipiication of our main result. Secondly,
concerning the methodological aspect, our mainlresiggests that more evidence from the
field is necessary to establish the external viglidf the standard treatment with a one-sided
punishment option. Overall our main finding is em@wing with respect to the
generalizability of lab behavior to the field. Howee, it also illustrates that the relevant
institutional factors of the field need to be inporated in the lab to allow for external
validity.
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Our further results are the following: We find asrmoenforcement rate of 32.1% in the
field. The likelihood of norm enforcement in theslfl increases with age and with the
cooperation type elicited in the lab. Presentingess questionnaire scenarios with violations
of concrete social norms to the subjects in the V&b examine whether a norm enforcing
type exists, i.e. someone who generally behaves morm enforcing way across several
social norms. We find a high external validity betnorm enforcement intentions stated in
the survey, as long as the same social norm istaffeén the survey scenario and in the field.
However, we do not find evidence for a norm enfogdype. Instead our questionnaire data
suggest that the likelihood of norm enforcementiegarwith the concrete social norm
affected, and specifically with the negative exadity of the norm violation. This result can
be considered as a first indication. We recommanthér research including a greater
number of social norm violations presented to gdasample of subjects. As our main result
stresses that the danger of being counter-punishedicial for norm enforcement decisions
in the field we suggest more lab experiments inalgdthe possibility of avenging
punishment. Moreover we recommend more “horse tamfesconomic institutions to get a
deeper understanding of certain field behavioralynour lab-field comparison can be seen
as first evidence on the external validity of latperiments regarding norm enforcement. It
opens up an interesting avenue for future reseanchab-field comparisons including the

violation of further social norms in the field.
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3.7 Appendix A.3

A.3.1 Instructions (translated from German)

Welcome to the experiment and thank you for your peicipation!
From now on please do not speak with other participants of the experiment and please turn
off your mobiles.

General remarks about the procedure

This experiment examines decision-making behawou can earn money, which will be paid cash
after the experiment. During the experiment you #mel other participants will be asked to take
decisions. Your decisions as well as the otherigipaints’ decisions will determine your payment
according to the following rules.

The experiment will last at mo&R20 minutes If you have questions or if something is not glgau
can just raise your hands. | will come to you andweer your question privately. For the sake of
simplicity we only use male notations in this expent.

During the experiment we will not speak of Euro$ @uGuilders. Your profit during the experiment
will therefore be calculated in Guilders. At thedeaf the experiment all your earned Guilders wall b
converted into Euros according to the following leage rate:

5 Guilders =1 Euro
1 Guilder = 0.20 Euros (or 20 Eurocent)

For your punctual appearance you will additionadlgeive 20 Guilders. At the end of the experiment
you will receive the sum of all your profits madéridg the experiment in private and in cash.

While you are coming to your decisions, a clockd wih down in the upper right corner of the screen.
This will give you an orientation in which time yahould take your decisions. Normally you can
exceed this given time frame. If exceeding the tinaene is not possible, we will inform you in
advance.

Anonymity
All your inputs over the whole experiment will beamymous. You will at no time receive personal

information about the other participants of thigpenxment. The elicited data will be encoded and
treated as confidential. At the end of the expenimy®u will have to sign a receipt, which will only

serve our accounting. Neither the sponsor of theegment will receive any individual data of the

experiment. Furthermore, at the end of the experime will need your written consent for saving
your elicited data anonymously as well as for asialtyit in aggregated form.

Tools
At your place you find a pen as well as a piecpayer. We ask you to leave both at your table after
having finished the experiment.

The experiment

The experiment consists fur parts and five questionnaires For each part of the experiment you

will receive an instruction. The single parts argter subdivided into several steps and are
independent of each other, i.e. decisions in omedmnot have any influence on later parts of the
experiment. Your overall earnings arise from the €1 all the earnings you gained within the parts |

to IV, from the questionnaires and from the 20 Geris for your punctual appearance. At the end of
the experiment you will be informed about your @keearnings and about the purpose of this
experiment. Each of you will then separately reeehe payment in cash.
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Part | - First Stage

You are a member of a randomly created three-pegsmup. Your group thus consists of you and two
other group members. You will at no time be told ittentity of your two group members. The group
formation with the other two participants is onlglid within part I. It is impossible to form anothe
group with the same two participants in subseqparts.

Part | consists dhree stages|nitially, we will explain to you the first step.

First stage
In the first step you have toalculate the sum of five randomly chosen two-digit numbetsich

appear on the screen. You will be given 5 minutesaiculate the correct sum of a series of these
problems. For the calculation of the sums you ateaffowed to use a calculator. You can, however,

use the piece of paper at your place. Below youseanan example of how the screen will look like in

the first stage.

Part I: First Stage
Problem 3

Please calculate the sum of the five numbers

67 65 36 77 33

OK

In the last column, the input field, you have tpeyin the sum of the five given numbers. To confirm
the sum please press the “OK” button in the lowghtrcorner. After pressing “OK” you will no
longer be able to change your decision. Afterwamls will be immediately informed whether your
answer has been correct or not.

At the end of the 5 minutes, you and your group tmens will be put in aanking according to the
quantity of correctly solved problems.The group member that has correctly calculatedatgest
number of problems within the given time will olstaiosition A; the group member that has correctly
calculated the second largest number of sums wiihin position B; the group member that has
correctly calculated the lowest number of sums wlitain position C. If two group members solve
the same amount of problems correctly, the PCrasitiomly decide between the two positions.

Your income in the first stage depends on yourtmwswithin the ranking:

The group member goosition A (we will call him “group member A") earns40 Guilders,
the group member goosition B (we will call him “group member B’) earns30 Guilders,
the group member goosition C (we will call him “group member C’) earns20 Guilders

in the first stage.

It is advantageous for you to correctly solve agynaroblems as possible in the first stage.

Only at the end of the experiment you will be imi@d about the amount of correctly solved
problems by your group members and yourself ansl &faout your position in the ranking.
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We will now start with the first stage. Afterwargsu will be explained the second and the thirdestag
of part I. Do you have any questions? If so, pleasee your hand. | will come to your cubicle and
answer your guestions privately.

Part | — Second and Third Stage
(The instruction for the second and third stage waly presented after the accomplishment
of the first stage)

The general decision situation

Based on the amount of correctly solved probleman&ing out of you and your two group members
was set up in the first stage. You will get to kngour position at the end of the experiment.

In the following we will first explain to you theegeral decision situation in the second and thd thi
stage. Afterwards you will find on the screen s@ample exercises to familiarise yourself with the
decision situation. After that you will learn theepise procedure of the second and the third stage.

Second stage
In the second stage the group member on positi@rdtip member C) decides whether

* the original ranking of the group members’ income from the first step should be
maintained or
« whether aralternative ranking should apply.
If group member C chooses the alternative rankihg, group members will earn the following
income:
Group member C earns 40 Guilders.
Group member A earns 30 Guilders.
Group member B earns 20 Guilders.

If group member C chooses the original ranking ftbmfirst stage, the group members will earn the
same income as determined in the first stage.

Third stage
If group member C maintains in the second stepottiginal ranking (from the first stage), your

income of the first stage will count as your fimatome from part | and a third stage will not take
place anymore.

If group member C however chooses the alternativeanking of incomes in the second stage
group member A can reduce group member C’s incomerdm the second stage or leave it
unchanged Group member A can reduce group member C’s indoyralocating deduction points
to C.

The allocation of deduction points has an impacthenincomes of group members A and C. First we
describe the impact on group member C’s incomgrdfip member A allocates deduction points to
C, the 40 Guilders of group member Cfrom the second stageill be reduced by three times the
allocated deduction points.If, for example, group member C receives one deadligboint from
group member A, then in part | group member C aalin 40 — 1 * 3 = 37 Guilders. If group member
C, however, receives 3 deduction points, then groamber C will earn 40 — 3 * 3 = 31 Guilders etc.
Thus, every deduction point that group member @ives will reduce his income by 3 Guilders.
Please note that group member A allacate at most 10 deduction points to group membé&.
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If group member A allocates deduction points to grap member C, then group member A has to
bear cost as wellEvery deduction point that group member A allocdategroup member C costs
group member Aone Guilder each If, for example, group member A allocates oneudéidn point
to

group member C, then group member A earns inl@dt 1 * 1 = 29 Guilders. If group member A,
for example, allocates 8 deduction points to gnmanber C, then A earns 30 — 8 * 1 = 22 Guilders.

Thus, the followingncome (in Guilders) for group member Cresults in part I
=40 - 3 * (the number of received deduction pgints

Thus, the followingncome (in Guilders) for group member Aresults in part I:
= 30— 1 * (the number of allocated deduction pgint

Theincome (in Guilders) of group member Bis in any case:
=20

Please note that these rules only apply if groupnbe C chooses the alternative ranking in the
second stage.

Control guestions

Before continuing with the instruction, we ask yloucomplete the sample exercises on your screen.
In case of questions please raise your hand. | thwéh come to your cubicle and answer your
questions privately.

Part | — Second and Third Stage

Procedure

The second and the third stage contain the decsfoation as described above. You will take your
decisions in both stages of pamrly once In doing so, you take your decision in the secstage
assuming to be group member C and in the thirdestaguming to be group member A.

Second stage
In the second stagéor the case of being group member Cyou have to indicate whether the

original distribution of incomes from the first geshould be maintained or whether it should be
changed as described above. If you take this aecisi the second stage you do not know whether
you are group member C or not. Therefore you shoaifgider your decision carefully, as it could be

relevant for you.

Only at the end of the experiment you will get tiow whether you are group member C or not, i.e.
whether your second stage decision is payoff-relfefa all members of your group or whether the

second stage decision of another group membebeiiayoff-relevant.

Third stage
In the third stageve assume that group member C chose the alternativecome ranking in the

second stage and that you are group member. A you make the decision in the third stage you d
not know which group member you are and whethemgroember C chose the alternative ranking in
the second stage. However, your decision in thel tiage could be payoff-relevant for you. Please
think about your decision carefully.

In the third stage you indicate whether you wantligiribute deduction points to group member C

and, if yes, how many — always assuming you aremgroember A and that group member C chose
the alternative ranking in the second stage. Theesdn this stage looks as follows:
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Part | — Third stage

Assume that you are group member A and that greaplmer C in the second
stage chose the alternative ranking.
Please decide as group member A, whether you watstribute deduction
points to group member C and, if yes, how many:

OK

You have to type in aumber between 0 and 10 in the input fieldYou definitely have to make an
input. If you do not want to change the income @fup member C you have to type in “0”. If you
want to distribute, for example, 3 deduction poplesase type in “3” etc. You can distribute at most
10 deduction pointsto group member C. If you have made your decigmease press the “OK”
button. Then you will not be able to revise youciden.

You take your decision onlgnce You will be informed about the result of parttithe end of the
experiment, after finishing the questionnaires.ieu will get to know how many problems your
two group members and yourself correctly answenethe first stage and as which group member
you arise from the first stage. Furthermore alltipgrants of your group will learn to know the
decision of group member C in the second stagdtendumber of deduction points group member C
received. Every participant will be informed abbig own income of part I.

Do you have any questions? If so, please raise lyand. | will come to your cubicle and answer your
questions privately.

Part Il
(Parts and instruction were presented sequentially)

The general decision situation

First we will explain to you the general decisiatuation. Afterwards you will find some sample
exercises on the screen, which will help you toiianse yourself with the decision situation. Afte
that you will learn the precise procedure of phrt |

You are again a member of a randomly matctieele-persongroup. Thus, your group consists of
you and two other group members. You will at noetitve told the identity of your two group
members. The group formation with the other twdipi@ants is only valid in part Il. It is impossél
to form a group with the same two participantsmagart | or to form a group with the same persons i
subsequent parts.

Part 1l consists ofwo stages.n the first staggou take a decision between two options: Option A
and option B. In the second stageu then decide whether you want to reduce the fitsstage
income of the other two group members or notand, if so, by how much. This can be done by
allocating deduction points. In the following wellveixplain part Il in detail.
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First Stage
In the first stage of part fou decide between two options: option A and optioB. The other two

members of your group also decide between optioand option B. The income of each group
member in the first stage of part Il will be detared in the same way according to the following
payoff matrix:

Your two group One group member Your two group
members both choose | chooses Option A, the | members both choose
Option A other chooses Option B Option B
You choose
Option A 20 32 44
You choose
Option B 12 24 36
This means:

If all three group members choose option B, théthaée group members receive in the first stage of
part 11 36 Guilders each, i.e. you as well as yiwo group members will earn 36 Guilders each in the
first stage of part Il.

If you and a second group member both choose oftjomhereas the third group member chooses
option A, then you and the second group member nedkive 24 Guilders each. The third group
member, who chose option A, will then receive 44ldaus.

If you choose option B and your two group membdrsose option A, then you will receive 12
Guilders in the first stage of part Il, whereasyuo group members earn 32 Guilders each.

If all three group members choose option A, théthate ones will receive 20 Guilders each.

If you and a second group member choose option iewie third group member chooses option B,
then you and the second group member will reced/&8ilders each. The third group member, who
chose option B, will then receive 12 Guilders.

If you choose option A and your two group membédreose option B, then you will receive 44

Guilders in the first stage of part Il. The two etlygroup members will then receive 24 Guilders each

Thus, your earnings in the first stage depend amr yavn decision as well as on the decision of the
other two group members. As soon as all membeyswf group took their decision in the first stage,
the second stage follows.

Second Stage
In the second staggou may reduce the income of each other group membéy allocating

deduction points. You mayalso leave the incomes unchangedhe other two group members can
reduce your income in the same way, if they want to

In the following we will describe how the distrilbarn of deduction points affects the incomes: If you
allocate deduction points to one of the group mesly@u will reduce his first stage income by
three times your distributed deduction points If, for example, you allocate 1 deduction point t
another group member, then you will reduce hig 8tage income by 3 Guilders. If you allocate to
another group member 2 deduction points, you widluce his income by 6 Guilders, etc. Thus, each
deduction point, which you allocate to another grovember, will reduce his income by 3 Guilders.
Equally, each deduction point allocated to you oeduyour first stage income by 3 Guilders. Please
note that you caallocate at most 10 deduction points per group mengs.

Cost of received deduction points (in Guilders) = 3 (sum of received deduction points)
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If you allocate deduction points, you have to beacost in Guilders as well Each distributed
deduction point costs yoone Guilder. For example, if you allocate altogether 4 dedurctoints,
this will cost you 4 Guilders and so on. If you miot allocate deduction points, then there obviously
will not arise any cost to you.

Your income at the end of the second stage, i.a y@ome in part Il, will be therefore calculatasl
follows:

Your income (in Guilders) at the end of the secondtage =
= First stage income — 3 * (sum of received deductioints) — sum of distributed deduction points

For example, if your first stage income amount8&dsuilders and if you received from the other two
group members altogether 3 deduction points instmond stage while distributing one deduction
point to another group member, then your incomé lvélcalculated as 36 — 3 * 3 — 1 = 26 Guilders.
In contrast, if your first stage income amount2@Guilders and if you receive 2 deduction points
and you do not allocate any deduction points insmeond stage, then your income of part Il will be
calculated as 20 — 2 * 3 — 0 = 14 Guilders.

Please note thahe income of one group member cannot be reducedrther than to 0 Guilders

by the other two group members This means, if the cost of the received dedugpioints is larger
than the group member’s first stage income, hisrme will be reduced to 0 Guilders and not further.
Nevertheless, even in this case the group memisetdchhear the cost of his distributed deduction
points.

This means that your income (in Guilders) may bgatige at the end of the second stage in pait I, i
your cost of distributing deduction points in thecend stage exceed your (possibly reduced) first
stage incomeHowever, you can avoid such losses in part |l witkertainty by virtue of your own
decision.Possible losses will be covered by the 20 Guildehsch you received automatically in the
beginning of the experiment and which will be clear@gainst your overall income of the experiment
at the end.

Control guestions

Before continuing with the instruction, we ask yioucomplete the sample exercises on your screen.
In case of questions please raise your hand. | twdh come to your cubicle and answer your
questions privately.

Part Il

Procedure

Part Il includes the decision situation as descdriédeove. You take your decision in parptily once.

First Stage
You take your decision in the first stage by séteceither the field “I choose option A” or the Itle

“I choose option B”. If you have taken your decrsjgease click on the “OK” button.

Second Stage
Only at the end of the experiment after finishihg fluestionnaires you will learn how the other two

participants decided in the first stage. Therefgza have to indicate in the second stage for each
possible case how many deduction points you wadistabute. There are four possible cases:
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Case 1 The other two group members chose option A.
Case 2 The second group member chose option A and trekrtiember chose option B.
Case 3 The second group member chose option B and ttterttember chose option A.
Case 4 The other two group members chose option B.

For all four possible cases you have to decide ldregou want to allocate deduction points to the
other group members and, if so, how many. So tbatgan take your decision, four input screens
representing the four cases will arise. We showteuthird screen (case 3) as an example:

Part Il — Second stage

Please decide whether you want to distribute déatupibints and, if so, how many:

Case 3
You Second group Third group
member member
First stage decision Option B Option B Option A
First stage income 24 24 44
Your decision in the
second stage

OK

The screen shows case 3 in which the second graupber chose option B and the third group
member chose option A. We suppose that you chosenoB in the first stage. Now you have to
decide for this case, whether you want to disteldeduction points to the other two group members
and, if so, how many.

The screen is built as follows:

* Thesecond rowindicates the decision between option A and opian the first stage.

e Thethird row indicates the income of each group member thafteeom the first stage.
Under the heading “You” you find your income andtle third and fourth column you see
the incomes of the other two group members.

« In the fourth row (“Your decision in the second stage”)you have to decide, how many
deduction points you want to distribute to eaclhefother two group members by indicating
a number between 0 and 10 in each input field. definitely have to make an input. If you
do not want to change the income of one of thermambers, you indicate “0”. If you want
to distribute for example 7 deduction points youéhto indicate “7” etcYou can distribute
at most 10 deduction points to each member of yogroup.

First you take your decision for case 1. As sooly@as made your input, please click on the “OK”
button. Then the second screen (case 2) will apfabowed by the third (case 3) and the fourths@ca
4) screen. Thus, with regard to the distributiothef deduction points you take 8 decisions in total
four screens.

Obviously, the other two group members only took aombination of decisions in the first stage.
This means, that only one of the four cases agtumiplies. For your payoff it will therefore be
relevant how you decided in this specific case.

For example, imagine that case 1 applies (the seasiwell as the third group member chose option

A): This means, that your decision on the firsteser will be payoff-relevant. The deduction points
you indicated in case 1 determine your payoff dedpayoff of the other two group members. In
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contrast, if case 3 applies, the decisions you twothe third screen will be payoff-relevant.

You take your decision onlgnce At the end of the experiment, after finishing tiigestionnaires,
you will get to know how the other two group mentbelecided in the first stage, the number of
deduction points you received in the second stageedl as your earnings from part Il.

Do you have any questions? If so, | will come taryoubicle and answer them privately.

Part Il

The general decision situation

Again we will first outline the general decisioniusition. Afterwards you will learn the procedure of
part Il in detail.

You are again a member of a randomly matdhege-persongroup. You will at no time be told the
identity of your two group members. It is impossilbd form a group with the same two participants
from former parts or to form a group with the sgmesons in part IV.

In part Ill you have tadecide again between option A and option BThe other two members of
your group have to decide as well between optiand option B. The income of each group member
will be determined in the same way according tofeétlewing payoff matrix:

Your two group One group member Your two group
members both choose | chooses Option A, the members both choose
Option A other chooses Option B Option B
You choose
Option A 20 32 44
You choose
Option B 12 24 36
This means:

If all three group members choose option B, théthate group members receive 36 Guilders each in
part Il and so on.

Procedure

Part Il includes the decision situation as de®tilabove. You take your decision in partdily
once.

Your input
As described above you have the choice betweemroptiand option B. In part Ill, each group

member has to takivo types of decisions, which we will call in the followingpe unconditional
decisionand thedecision table

* When taking your unconditional decision you simghoose between option A and option B.
As soon as you have taken your unconditional datigilease press the “OK” button.

* You will then be asked to fill in decision table In the decision table you have to indicate
for each possible combination of unconditional desions of the _other two group
members, how_youwant to decide yourself between option A and optioB. Thus, you
have to take your decision between option A anibod depending on how the other two
group members made their unconditional decisiohs.Screen will be built up as follows:
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Part Il

Your conditional decision (Decision table):

Combinations of | Your two group One of your group Your two group
unconditional members both | members chooses Optign  members both
decisions of the choose Option A A, the other group choose Option B
other group member chooses Option
members B
Your decision o Option A o Option A o Option A

o Option B o Option B o Option B

OK

In the first row of the table above you see thesjtids combinations of unconditional decisions of
the other two group members. For each of those thossible combinations you now select in the
second row option A or option B — given the decisiof the other two group members. You have
to choose an option for each possible combinatfoteoisions of the other two group members.
Thus, you have to indicate how you decide betwgamm A and option B, if both of the other
group members choose option A, if only one choogdi®n A and the other one chooses option B
and if both choose option B. After having takenthitee decisions on the screen, please press the
“OK” button.

Payoff relevance of the decision table

As soon as all participants have taken their daecssithe computer randomly chooses one member in
each group. For thisandomly chosen memberonly his filled in decision tablewill be payoff-
relevant. For theother two group members,who are not chosen, therconditional decisionis
payoff-relevant. When you fill in your decision tapyou obviously do not know whether you will be
the group member who is randomly chosen. Thus, hate to make both types of decisions very
carefully, as both could become relevant for yoe. pkesent two examples:

Example 1:Supposeyou are the randomly chosen group member, i.e. youdecision table is
payoff-relevant. Thus, for the other two group members the undmrdil decision is payoff-
relevant. Suppose that one of the other two groemibers chose option A as unconditional decision,
while the other one chose option B as unconditideaision.

If you indicated in your decision table to choogtian A if one of the other group members chooses
option A and the other one chooses option B, thmngarn 32 Guilders in part Ill. The other group
member, who chose option A, earns 32 Guilders dk WMee group member who chose option B
earns 12 Guilders in part IlI.

In contrast, if you selected in your decision tatyion B if one of the other group members chooses
option A and the other one chooses option B, thmn garn 24 Guilders. The group member who
chose option A earns 44 Guilders. The group memideo, also chose option B, earns 24 Guilders as
well.

Example 2:Supposeyou have not been chosenso that for you and another group member the
unconditional decision is payoff-relevant We assume that your unconditional decision isoopB
and the one of the other group member is also w@ioIf the randomly chosen group member
indicated in his decision table to choose optiorif Ahe other two members chose option B, then you
and the other group member, who chose option By 2arGuilders each. The group member, who
selected in the decision table option A, if theeottwvo ones choose option B, earns 44 Guilders.

In contrast, if the randomly chosen group membdcsed in the decision table option B as well, if
the other two members choose option B, then adetigroup members earn 36 points each.
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You take your decisions ontynce You will be informed about the result of part & the end of the
experiment, after finishing the questionnaires.Miieu will get to know which decision is payoff-
relevant for you (your unconditional decision oe tiiecision table), the corresponding decisions of
your group members and your earnings in part Ill.

Part IV

The general decision situation

Firs we will explain to you the general decisiotuation. Then you will find some sample exercises
on the screen, which will help you to familiarizeuyself with the decision situation. Afterwards you
will learn the procedure of part IV in detail.

You are again a member of a randomly matctieele-persongroup. Thus, your group consists of
you and two other group members. You will at noetitve told the identity of your two group
members. The group formation with the other twdipi@ants is only valid in part IV. It is impossél
to form a group with the same participants fronrmfer parts.

Part IV consists othree stagesin the first staggou decide again between option A and option.B
In the second stageu decide whether you want to reduce the individddfirst stage income of
the other two group members or notand, if so, by how much. This can be done by atinga
deduction points. In the third stageu can then decide, whether or by how much you wano
reduce the income of those group members from whormyou received deduction points in the
second stageThis can be done by allocating counter-pointghinfollowing we describe part IV in
detalil.

First Stage
In the first stage of part IV you decide again ba#w option A and option B. The income of each

group member will be determined in the same wapmiag to the following payoff matrix:

Your two group One group member Your two group
members both choose | chooses Option A, the members both choose
Option A other chooses Option B Option B
You choose
Option A 20 32 44
You choose
Option B 12 24 36
This means:

If all three group members choose option B, théthate group members receive 36 Guilders in the
first stage of part IV and so on.

Second Stage
In the second stage you caeduce the income of each other group member by altating

deduction points You can leave thmacome also unchangedThe other group members can reduce
your income in the same way, if they want to.

Again the following rule applies: If you allocatedliction points to one of the other group members,
you will reduce his income by three times your disibuted deduction points. Likewise each
distributed deduction point to you reduces yourome by 3 Guilders. Please note that you can
allocateat most 10 deduction points per group member.

Cost of received deduction points (in Guilders) = 3 (sum of received deduction points)
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If you allocate deduction points, you have to beacost in Guilders as well Each distributed
deduction point costs yane Guilder.

Thus, your income at the end of the second staljbevcalculated as follows:

Your income (in Guilders) at the end of the secondtage =
= First stage income — 3 * (sum of received deducpioints) — sum of distributed deduction points

Please noteThe income of one group member cannot be reducedrther than to 0 Guilders by
the other two group members This means that if the cost of received deductiomts are larger
than the group member’s first stage income, hisnme will be reduced to 0 Guilders and not further.
Nevertheless, even in this case the group memisetchhear the cost of his distributed deduction
points.

Since your income at the end of the second stagdeaegative, possible losses will be covered by
the lump sum of 20 Guilders.

Third Stage
Then you have theossibility to redistribute points to those group nembers from whom you

received deduction points in the second stag®Ve will call these pointgounter-points. Please
note that you caallocate counter-points only to those group membersom whom you received

deduction points in the second stagesroup membersvith a negative income or an income of
zero areneither able to distribute counter-points nor to receive any Again youcan only distribute
at most 10 counter-points per group member

The income reduction based on received countertpeis well as the cost for distributing counter-
points arise analogously to the second stage.mbens: If you allocate counter-points to one of the
group membersyou will reduce his income by three times your distbuted counter-points.
Likewise, each counter-point distributed to youusss your income by 3 Guildet§you distribute
counter-points there will arise costs in Guilders dr you. Each distributed counter-pointill cost
you one Guilder. Thus, your income at the end of the third stageilts as follows:

Your income (in Guilders) at the end of the third sage =
= Second stage income — 3 * (sum of received coyrumts) — sum of distributed counter-points

For example, if your income at the end of the sdsiage amounts to 20 Guilders and you receive in
the third stage altogether 3 counter-points of dtteer two group members and you distribute 1
counter-point to one group member, then your inconyart 1V will be calculated as 20-3*3 -1
= 10 Guilders.

Please note: Analogously to the second stagencome of one group member cannot be reduced
further than to O Guilders by the other two group members This means, if the cost of the
received counter-points are larger than the groember’'s second stage income, his income will be
reduced to O Guilders and not further. Neverthelegsn in this case the group member has to bear
the cost of his distributed counter-points.

Since your income at the end of the second stagdeaegative, possible losses will be covered by
the lump sum of 20 Guilders.

Control guestions

Before continuing with the instruction, we ask yloucomplete the sample exercises on your screen.
In case of questions please raise your hand. | twdh come to your cubicle and answer your
questions privately.
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Part IV
Procedure

Part IV includes the decision situation as descriabove. You take your decision in part IV only
once

First stage
In the first stage all participants take their dami between option A and option B by selectinbesit

“l choose option A” or “l choose option B” on thereen.

Second stage
You will be informed about the decision of the atitwo group members only at the end of the

experiment after having finished the questionnaifdserefore you have to determine in the second
stage how many deduction points you want to allo@ateach possible case. There are again four
possible cases:

Case 1 The other two group members chose option A.

Case 2 The second group member chose option A and trekrttember chose option B.

Case 3 The second group member chose option B and tfterttember chose option A.

Case 4 The other two group members chose option B.

For all four possible cases you have to decide erefou want to allocate deduction points to the
other group members and, if so, how many. So thatoan take your decision, four input screens will
arise again. You have to indicate a number betWesmd 10 in each input field.

Obviously, only one of the four possible casesabtapplies. How you decided in this specific case
will determine your payoff.

Third stage
In the third staggou decide, whether or how many counter-points yowant to allocate In the

following we exemplarily show you how the screeii & built up:

Part IV — Third stage

Please decide whether you want to distribute coypasnts and, if so, how many:

149

You Second group Third group
member member

First stage decision Option A Option A Option B
First stage income 32 32 12
Your distributed deduction 3 1
points in the second stage
Your received deduction

o 1 2
points in the second stage
Your decision in the third
stage

OK
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* Thesecond rowindicates the decisions between option A and odion the first stage. We
exemplarily assume that you chose option A, thersggroup member chose option A and
the third group member chose option B.

e Thethird row indicates the income of each group member thadteefrom the first stage
decisions. Under the heading “You” you find youcdme and in the third and fourth column
you see the incomes of the other two group members.

« In thefourth row (“Your distributed deduction points in the secotaye”) you again see the
deduction points that you allocated to the secortithe third group member in the second
stage.

» Thefifth row (“Your received deduction points in the secondysta shows the amount of
deduction points that you received from the secmtlthe third group member in the second
stage.

« In thesixth row (“Your decision in the third stage”) you now indieahow many counter-
points you want to distribute to each of the otfwey group members by entering in the sixth
row anumber between 0 and 10n each input field. Please note: You can onlpcite
counter-points to those group members from whom remeived deduction points in the
second stage. Furthermore you can only distriboteter-points to another group member if
your income and the income of the other memberpasitive. These three conditions are
fulfilled if an input field appears under the headéthe other two group members in the fifth
row. Otherwise you cannot allocate counter-poiotshie particular group member and no
input field will appear on the screen.

At the end of the experiment you will be informeabat the amount of received counter-points as
well as about your income in part IV.

Do you have questions? If so, | will come to youbicle and answer them privately.

Five Questionnaires

Finally you will have to answer five short questiaires. These questionnaires are an important part
of our research. Please answer honestly and spamisly. Of course, your answers are anonymaous.
Partly you can give free answers. In this casewitiisee a blue chat box on the screen. If youevrit
your answer in the blue box and press afterwards¢etZ your response will be saved.

On the last page we will ask you to indicate yoerspnal code, which will be explained to you on the
PC and which serves to make your data anonymous.

For filling in the questionnaires you receive itetdlO Guilders, or 2 Euros.

Feedback, Clarification and Payoff

You now receive information about the decisionyaiir respective group members in the parts | to
IV and about your income.

Finally we need your consent that we are allowedatonymously save and analyse your data.
Therefore we inform you about the purpose of thjzeeiment.

Payoff
At the end you individually receive your incomeciash. This is made up of:

Your income from part |
+ your income from part Il
+ your income from part Il
+ your income from part IV
+ 2 euros for the completion of the questionnaires
+ the rest of the 4 euros for your punctual appesra
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A.3.2 Control questions for the QG+P

Control question 1:
You are a member of a three-person group. Imagioepgmember C chooses in the second stage the
alternative ranking. What will be your income (imif@ers) at the end of the second stage, if ...

a) ... you come out as group member A of the §itatje?

b) ... you come out as group member B of the §tatje?

¢) What will be the income of group member C?

Control question 2:
You are a member of a three-person group. Imagieaye group member A and group member C
chooses in the second stage the alternative rartthgt will be your income (in Guilders) at the end
of the third stage, if ...

a) ... you distribute O points to group member @hmthird stage?

b) ... you distribute 3 points to group member Ghia third stage?

c) ... you distribute 8 points to group member Ghia third stage?

d) In all these cases what will be the incomeg@iup member B at the end of the third stage, if

group member C has chosen the alternative ranking?

Control question 3:
You are a member of a three-person group. Imagineare group member C and you choose the
alternative ranking in the second stage. Whatlégllyour income (in Guilders) at the end of thedhir
stage, if ...

a) ... group member A distributes O points to yothe third stage?

b) ... group member A distributes 3 points to yothe third stage?

c) ... group member A distributes 8 points to yothe third stage?
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A.3.3 Post-experimental questionnaire on scenarios

Numbers in square brackets indicate the averageegent with the statements on a 7-point
Likert scale from “0 - completely disagree” to “6completely agree” respectively. Numbers
in round brackets refer to the standard deviatiorech. If necessary, the number of
observations is indicated respectively. The numbegarding the emotions anger and fear
indicate the difference to the corresponding baseémotions respectively.

Group task scenario
Imagine you are a student and attend a universityse. In this course students are divided into
groups of three to accomplish in their group a emticoroject until the end of the semester. Your
group splits the project into three parts, wheralbygroup members agree to accomplish one part
each. You arrange to meet shortly before the deadb merge the three parts. On the day of the
planned meeting, one of your group members annsymeeemail without further explanation that he
did not accomplish his part. If his part is missitige whole group will not pass the course. You now
accidentally meet this group member on the corraldhe university building.
* Please rate your emotions towards this person.
Anger: [3.742 (2.143)]
Fear: [0.015 (1.130)]
«  Would you confront the group member? [5.636 (0.B71)
0 In case of no norm enforcemewifhy would you not confront the group member?
— In order to avoid tension. [--]
— Because | do not find it especially badly if som#ypdoes not accomplish his part of
the project. [--]
— Because the group member probably has a good réasant having accomplished
her part. [--]
— Because | prefer the third person in the groumtdront the group member. [--]
— Other: free text.
0 In case of norm enforcemefl¥Yhy would you confront the group member?
— In order to make the group member accomplish hisipahe future. [3.905 (2.006),
63 obs.]
— Because it is wrong not to accomplish one’s parthef project. [5.476 (1.030), 63
obs.]
— Other: free text.

Littering scenario
Imagine you are standing at the subway station sgtine other pedestrians and you are waiting for
the subway. Another pedestrian throws his littetlenground when he passes you.
* Please rate your emotions towards this person.
Anger: [2.591 (2.267)]
Fear: [-0.106 (1.191)]
* Would you call on the pedestrian to bin his littg2758 (1.815)]
0 In case of no norm enforcemexithy would you not call on the pedestrian?
— In order to avoid tension. [4.423 (1.474), 26 obs.]
— Because | don't find it especially badly, if somdigditters. [1.308 (1.644), 26 obs.]
— Because | prefer other persons to confront thegtgde. [2.500 (2.140), 26 obs.]
— Other: free text.
0 In case of norm enforcemefhy would you call on the pedestrian?
— In order to make the pedestrian binning his litbethe future. [4.227 (2.045), 22 obs.]
— Because it is wrong to litter. [5.773 (0.429), 2&9¢
— Other: free text.
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Queuing scenario
Imagine you are standing in a waiting line. Someaurts in line directly in front of you.

Please rate your emotions towards this person.
Anger: [2.985 (2.072)]
Fear: [-0.333(1.072)]
Would you call on this person to go to the endhefline? [4.394 (1.709)]
0 In case of no norm enforcemewthy would you not call on the person?
— In order to avoid tension. [--]
— Because | do not find it especially badly if somdypouts in line. [--]
— Because the person presumably accidentally cirén[l--]
— Because | prefer other persons waiting in thetlineonfront the person. [--]
— Other: free text.
o0 In case of norm enforcemefhy would you call on the person?
— In order to make the other person going to the @nthe line in the future. [3.688
(1.980), 48 obs.]
— Because it is wrong to cut in line. [5.438 (1.3145,0bs.]
— Other: free text.

What do you think:

Out of 100 persons how many know the social nordin® up at the end of the line? [97.0
(4.861)]

Out of 100 persons how many confront another pevgom cuts in line directly in front of
them? [37.6 (26.561)]
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A.3.4 Photos of the field experiment

Norm violator

Norm violator

Norm violator
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Table A.3.1 -Correlation matrix: Decisions made in the lab.

PDG+P PDG+PCP QG+P Coop. Scenarios
Coo Sanction.| o Sanction. Queue- type N. enfor. N.enfor. N. enfor.
decisi%n of decisi%n of Umoin Sanction. Group Littering  Queuing
defectors defectors jumping task sce. scenario scenario
PDG+P
Coop. decision 0.011 | 0.498**  -.0.197 | -0.017  -0.144 | 0.368** 0.135 0.033  -0.085
Sanctioning of 4 99 0.089  0.737** | 0.055 0.645** | 0.036 -0.006  0.003 0.055
defectors
PDG+PCF
Coop. decision  0.498**  0.089 0.154 | -0.132  -0.009 0.245* 0.235*  -0.090  0.021
sanctioning of 519, g7370« | 0.154 0.091  0.541** | 0.097 0.041  -0.013  0.193
defectors
OG+P
Queue-jump. .0.017  0.055 -0.132 0.091 0.104 | -0.310* | 0.073 -0.007  -0.011
Sandioning -0.144  0.645*** | -0.009  0.541%* | 10 0.06¢ 0.034 0.090 0.153
Coop. typ 0.368** 0.036 0.245* 0.09; -0.310** 0.069 0.02( -0.03; -0.10:
Scenario
N.enf.:Group 100 o006 | 0.235* 0.041 0.073 0.034 0.020 0.192  0.230*
task scenario
N. enf.:Lit-
. . 0.033 0.003 -0.090 -0.013 | -0.007  0.090 -0.037 0.192 0.212*
terlng scenario
N enf.. Que- -0.085  0.055 0.021 0.193 | -0.011  0.153 -0.102 0.230*  0.212*
INA scenari

Notes This table outlines the Spearman rank-order tatiom coefficients between laboratory decisions.iddependent observation in the table
is one out of the 66 subjects participating inldi®e. Kendall correlation coefficients yield sianilresults.
* *x xxx denote significance at the 10%, 5% an@ollevel respectively.
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Chapter 3

Table A.3.2 -Probit regressions of norm enforcement (willingrssanction included).

Dep. var.:
Norm enforcement in the field (0 an an
PDG+P:
. - 0.018
Cooperation decision (0.132)
- : 0.062
Willingness to sanction defectors (0.134)
PDG+PCP:
. .- 0.261*
Cooperation decision (0.138)
. : 0.224
Willingness to sanction defectors (0.159)
QG+P:
Queue-jumpin 0150
Jjumping (0.134)
N _ 0.035
Willingness to sanction (0.134)
N 45 45 45
vald x? 0.24 6.81** 0.14
Log pseudo-li kel i hood -25.985 -22.882 -26.024

Notes This table outlines the results of probit regimss of norm enforcement in the field. We repori th
marginal effects at the mean. An observation inrdggession is one of the 45 subjects participdtiotlp in the
lab and the field. OLS regressions yield similautes. Standard errors are presented in parenthigsgs ***

denote significance at the 10%, 5% and 1% Ievepierﬂia/ely.§ denotes p = 0.135.
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