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Zusammenfassung

Diese Dissertation untersucht anisotrope Effekte verschiedener Materialien mit

Hilfe der Dualität zwischen Eich- und Gravitationstheorien. Wir interessieren uns

einerseits für die hydrodynamischen Eigenschaften holographischer Systeme mit

gebrochener Rotationssymmetrie. Andererseits analysieren wir Geometrien, die

eine duale Interpretation als infrarot Fixpunkte von Theorien haben, welche die

Festkörper beschreiben.

Die Dualität setzt eine Gravitationstheorie in Anti-de Sitter Raum in Beziehung

zu einer Quantenfeldtheorie in einem niedriger dimensionalen Minkowski Raum.

Während des letzten Jahrzehntes konnten mit Hilfe der Dualität viele Eigenschaf-

ten stark gekoppelter Systeme, wie zum Beispiel Eigenschaften des Quark-Gluon

Plasmas und quantenkritischer Punkte in Festkörperphysiktheorien, untersucht

werden.

Ein sehr wichtiges Ergebnis, das in diesem Zusammenhang berechnet wurde, ist

das Verhältnis zwischen Viskosität und Entropiedichte in stark gekoppelten Theo-

rien. Der berechnete Wert stimmt sehr gut mit den Messungen dieser Größe

im Quark-Gluon Plasma überein. Allerdings ist dieses Verhältnis temperaturun-

abhängig, falls die duale Gravitationstheorie, in der es berechnet wurde, höchstens

zweifache Ableitungsterme beinhaltet und isotrop ist. Wir zeigen in dieser Ar-

beit, dass bereits durch eine Brechung der Rotationssymmetrie eine Temperatur-

abhängigkeit der Viskosität über Entropiedichte erzeugt werden kann. Dies ist ein

wichtiges Ergebnis um der Beschreibung realer Substanzen näher zu kommen.

Zusätzlich berechnen wir verschiedenste hydrodynamische Eigenschaften stark ge-

koppelter anisotroper Systeme im Rahmen der oben beschriebenen Dualität. Un-

ter den wichtigsten Ergebnissen ist das Niedrigfrequenzverhalten der elektrischen

Leitfähigkeit, welches der eines Drude Models ähnlich ist. Letzteres ist von Leitern

mit gebrochener Translationsinvarianz bekannt. Allerdings wurde diese Brechung

nicht explizit in unsere Theorie eingebaut. Des Weiteren beobachten wir Effekte,

die aus Flüssigkristallen bekannt sind, nämlich den Flexo- und den Piezoelektri-

schen Effekt.

Im zweiten Teil untersuchen wir eine Geometrie mit nicht trivialen Skalierungs-

eigenschaften um infrarot Fixpunkte von Theorien aus der Festkörperphysik zu

modellieren. Wir berechnen die UV Vervollständigigung dieser Geometrie und er-

mitteln ihre Eigenschaften durch die Berechnung der sogenannten holographischen

Verschränkungsentropie für verschieden geformte verschränkte Regionen: einem

Streifen, einer Scheibe und einem Ring. Die Verschränkungsentropie ist sensitiv auf

die mikroskopischen Freiheitsgrade einer Theorie. Deshalb ist es sehr interessant,



dass der Streifen und der Ring, im Gegensatz zur Scheibe, einen Phasenübergang

für einen bestimmten Wert der relevanten typischen Längen aufweisen. Außerdem

gibt es einen Zusammenhang zwischen den kritischen Längen der ersten beiden

Formen. Die Geometrien, in denen das seltsame Verhalten der Scheibe bereits

beobachtet wurde, sind gekennzeichnet durch eine endliche Masse, die zu einer

diskreten Anregungsenergie führt. Bezeichnenderweise ist in unserem System das

nicht der Fall.

Diese Dissertation basiert auf den Ergebnissen, die der Autor unter der Betreu-

ung von Prof. Dr. J. K. Erdmenger während der Zeit zwischen Juni 2011 und Mai

2014 am Max-Planck-Institut für Physik in München, Deutschland erzielt hat. Die

relevanten Veröffentlichungen sind:

1. J. Erdmenger, P. Kerner, and H. Zeller, “Non-universal shear viscosity from

Einstein gravity,” Phys.Lett. B699 (2011) 301–304,

arXiv:1011.5912 [hep-th].
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fluids: A Holographic Description,”

JHEP 1201 (2012) 059, arXiv:1110.0007 [hep-th].

3. J. Erdmenger, D. Fernandez, and H. Zeller, “New Transport Properties of

Anisotropic Holographic Superfluids,”

JHEP 1304 (2013) 049, arXiv:1212.4838 [hep-th].

4. J. Erdmenger, D.-W. Pang, and H. Zeller, “Holographic entanglement entro-

py of semi-local quantum liquids,”

JHEP 1402 (2014) 016, arXiv:1311.1217 [hep-th].

http://arxiv.org/abs/1011.5912
http://dx.doi.org/10.1007/JHEP01(2012)059
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Abstract

In this thesis we use gauge/gravity duality to model anisotropic effects realised

in nature. Firstly we analyse transport properties in holographic systems with

a broken rotational invariance. Secondly we discuss geometries dual to IR fixed

points with anisotropic scaling behaviour, which are related to quantum critical

points in condensed matter systems.

Gauge/gravity duality relates a gravity theory in Anti-de Sitter space to a lower

dimensional strongly coupled quantum field theory in Minkowski space. Over the

past decade this duality provided many insights into systems at strong coupling,

e.g. quark-gluon plasma and condensed matter close to quantum critical points.

One very important result computed in this framework is the value of the shear

viscosity divided by the entropy density in strongly coupled theories. The quan-

titative result agrees very well with measurements of the ratio in quark-gluon

plasma. However, for isotropic two derivative Einstein gravity it is temperature

independent. We show that by breaking the rotational symmetry of a system

we obtain a temperature dependent shear viscosity over entropy density. This is

important to make contact with real world systems, since substances in nature

display such dependence.

In addition, we derive various transport properties in strongly coupled anisotropic

systems using the gauge/gravity dictionary. The most notable results include an

electrical conductivity with Drude behaviour in the low frequency region. This

resembles conductors with broken translational invariance. However, we did not

implement the breaking explicitly. Furthermore, our analysis shows that this setup

models effects, resembling the piezoelectric and flexoelectric effects, known from

liquid crystals.

In a second project we discuss a geometry with non-trivial scaling behaviour in

order to model an IR fixed point of condensed matter theories. We construct

the UV completion of this geometry and analyse its properties by computing the

holographic entanglement entropy for different entangling shapes, namely a strip,

a disc and an annulus. The entanglement entropy is a quantity sensitive to the

microscopic degrees of freedom of a theory. Thus it is interesting that the strip and

the annulus undergo a phase transition for certain values of the relevant length

of the shape, while the disc does not. In addition, the critical lengths at which

the former two shapes change their behaviour are related to each other. The

backgrounds, where the awkwardly behaving disc shape was observed before, are

characterised by a mass gap. Remarkably this is not the case here.
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Chapter 1

Introduction

Superconductors model quantum aspects of black holes. This sentence was hardly

imaginable before the advent of holography. However, the holographic principle

not only blurs the borders between different fields of physics, but it also lays out a

new path in our understanding of quantum gravity. At the centre of this principle

stands the description of a quantum gravitational system in a bounded volume by

a quantum field theory living at its boundary.

A first hint at this remarkable correspondence occurred through the identifica-

tion of black hole entropy. Bekenstein and Hawking showed that the entropy is

proportional to the area of the black hole horizon in Planck units rather than its

volume [5,6]. This is as opposed to non-gravitational quantum systems, where the

entropy scales with the latter. From this result ’t Hooft and Susskind developed

the holographic principle, which relates the number of quantum states of a gravity

theory to the Fock space of a lower dimensional quantum field theory [7, 8]. By

now there are quantitative realisations of holography in terms of string theories in

Anti-de Sitter space and quantum field theories in one dimension less. This was

first proposed by Maldacena in [9] and shortly afterwards made precise by Gubser,

Klebanov, Polyakov and Witten [10,11].

Understanding quantum gravity is one of the biggest challenges in physics of our

time. From a theoretical point of view, string theory already provides some very

good insight. However, direct experimental input is rather unlikely at present.

The energies needed to directly probe gravity in this regime are far out of reach

(of order of the Planck scale) and black holes obscure this aspect with a horizon.

However, shortly before the time of this writing a notable measurement was pub-

lished, which may cast some light on this realm. The experiment in question is

BICEP2 (Background Imaging of Cosmic Extragalactic Polarization), which mea-

sures the polarisation of the cosmic microwave background (CMB). They claim to

5



6 Chapter 1. Introduction

have detected gravitational waves originating from the early universe [12], i.e. pri-

mordial gravitational waves. If true, the data seems to strongly favour theoretical

descriptions of the early universe in a framework known as cosmic inflation [13–15].

The models attributed to this concept describe a very fast (inflationary) expan-

sion of space over a very brief amount of time just at the beginning of the uni-

verse. These theories explain, for instance, the surprising overall homogeneity

and isotropy of the temperature distribution of the CMB. Remarkably, even the

very small anisotropies of the latter are accounted for. Since cosmic inflation, if

true, took place at very high energies (BICEP2 favours inflation to end at roughly

O(1016 GeV)) and is very sensitive to the conditions before it started, it encodes

quantum gravitational effects. Thus measurements may find some hints of these.

There is a second approach to gaining insight into gravitational theories at very

high energies from theory as well as, perhaps, experiment. The holographic prin-

ciple tells us that gravitational theories can be described by lower dimensional

quantum field theories. While both theories are very different from each other,

they are very successful in their own domain of validity.

Quantum field theories are very precise descriptions of the microscopic world.

One of the greatest achievements in this context is the Standard Model of particle

physics [16–19]. It describes to a very high accuracy the properties of the most

elementary particles, leptons and quarks, that are known to date. These particles

interact via three forces, the electromagnetic, the weak and the strong force. All

of them are mediated via gauge bosons, namely photons, W- and Z-bosons and

gluons, respectively. Recently another boson known as the Higgs particle was mea-

sured by two experiments, Atlas and CMS, at the Large Hadron Collider (LHC)

in Geneva [20, 21]. Therefore, how the spontaneous symmetry breaking at a fun-

damental level is realised is now unchallenged. It comes about in the same way as

observed before on a non-fundamental level in materials which become supercon-

ducting below a certain temperature, with the Higgs mechanism. This mechanism

also provides an explanation as to how elementary particles dynamically become

massive. In 2013 the Nobel Prize was awarded to some of its inventors, namely to

François Englert and Peter Higgs1 [23–25]. With the measurement of this boson

all predicted particles of the Standard Model are experimentally accounted for.

Moreover, many of the other predictions originating from this model agree to a

very high precision with data at the energies reachable to date (O(1TeV)). The

next step is to go beyond these energies. It is an experimental and theoretical

challenge of our time to find the correct models that describe the physics at the

higher scales.

1In 1964 Robert Brout, François Englert, Peter Higgs, Gerald Guralnik, C. Richard Hagen

and Tom Kibble published on this topic nearly at the same time [22–25].
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On the other end of the microscopic world, quantum field theories describe, also

very successfully, condensed matter systems. Examples are fermi-liquids and con-

ventional superconductors. The difference to the high energy world, where one

model (Lagrangian) predominates, is the use of different Lagrangians depending

on the problem of interest. Here the concept of effective theories is more accentu-

ated2. Instead of fundamental particles one deals with quasiparticle excitations.

These are excitations which can effectively be described in a particle language,

i.e. they are long-lived enough. In addition, there is a clear UV cut off, for in-

stance a lattice spacing. Next we make a huge jump to the other end of the length

scale.

At macroscopic distances, roughly around the size of the solar system, the effects

from the general theory of relativity, developed by Einstein at the beginning of

the last century and published in 1916 [26], become increasingly important3. This

theory geometrises the concept of a gravitational force. Many of the predicted

effects, such as gravitational lensing, are accounted for experimentally. A missing

piece, the gravitational waves, may have been observed by BICEP2 (see above).

Interestingly, the equations of general relativity also allow for black hole solutions.

Classically, these are objects that bend spacetime so strongly that nothing comes

out of them, not even light. They are geometrically bounded by a horizon, the

black hole horizon. However, to properly describe black holes, quantum mechan-

ics has to be taken into account, since they radiate with a Planckian black body

radiation spectrum, leading to a temperature and an unusually behaving entropy

(see second paragraph) [5, 6, 27].

To take quantum mechanical effects of a black hole into account, without the

knowledge of quantum gravity, one has to rely on certain approximations. Usu-

ally it is reasonable to assume that quantum field theory in not too strongly curved

backgrounds is a valid description. This way it is possible to compute the vac-

uum that an observer hovering just over the black hole sees, namely a thermal

ensemble [27]. This leads to the Hawking temperature TH of a black hole, mea-

sured by an observer far away. Taking the laws of thermodynamics into account,

one concludes that an object with temperature also has an entropy [5, 6]. This is

the entropy that turns out to be proportional to the area of the horizon, rather

than the black hole volume. In addition, since it radiates energy, the black hole

should fully evaporate at some point [6]. Assuming that the principles of quantum

mechanics are also valid for this process, an observer outside the black hole sees

2Note that the Standard Model Lagrangian is also an effective theory, since it is not UV

complete.
3Depending on the precision needed, GR effects are already visible at much smaller length

scales, for instance in global navigational satellite systems (e.g. Galileo).
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its creation and evaporation as a unitary process, governed by a well defined S

matrix. That is, no information should be lost along the line. Besides these three

assumptions (i.e. quantum field theory is valid in weakly curved backgrounds,

thermodynamics applies to black holes and quantum mechanics is not violated)

there is a fourth assumption, namely that an observes freely falling through a big

black hole4 does not feel anything out of the ordinary. It is noteworthy that such

a horizon is a global concept, i.e. even though some matter has not yet collapsed

to form a black hole it is possible to fall through the corresponding horizon, so

the last assumption seems reasonable (cf. [28]). It is difficult to combine these

four assumptions, while not violating any physical law, for instance information

conservation [28]. One proposed way goes under the name of black hole comple-

mentarity, which claims that no observer should see any violation of the laws of

nature5. However, without the knowledge of a theory of quantum gravity many

of these subtleties are very difficult to study quantitatively. But the holographic

principle provides some handles to tackle these issues. Since the gravity degrees

of freedom are equivalent to the states of a quantum field theory, it may turn out

to be possible to study, e.g., the formation and evaporation of black holes from a

QFT point of view. Therefore it would be interesting to study an explicit example

of the holographic principle, as we now introduce.

The best understood example of the holographic principle is the AdS/CFT duality

[9–11]. This duality is the reason for the first sentence of this introduction as we

will see below. In addition it is the main framework of this thesis. As the name

already suggests it relates a gravity theory living in Anti-de Sitter space to a

conformal field theory in one dimension lower. It originally arose from low energy

limits of superstring theory, more specifically when considering a stack of N D3-

branes in type IIB superstring theory. The perturbative description for gsN � 1

(gs is the string coupling) is well described by the effective D3-brane DBI-action,

whereas in the limit of gsN � 1 a black 3-brane6 with (Ramond) charge N turns

out to be the correct viewpoint [31]. In the low energy limit the DBI-action turns

into a supersymmetric U(N) gauge theory in four dimensions, while from the black

3-brane we obtain supergravity theory in AdS5×S5. Now, the claim of the duality

is that the supergravity theory is equivalent to the gauge theory in the λ � 1

limit, i.e. at strong coupling. Thus the AdS/CFT duality states that7

4Big black holes guarantees that the curvature at the horizon is small.
5Recently a vivid discussion started after a few authors claimed that the complementarity was

violated for old black holes. To solve the issue they proposed a firewall right behind the horizon

which would break any entanglement between the particle falling into the black hole and some

particle outside its horizon [29,30].
6Black branes are generalised black holes in higher dimensions, with a planar, infinitely ex-

tended horizon.
7The modern interpretation relates a full superstring theory in AdS5×S5 to some gauge theory
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type IIB superstring theory on AdS5×S5

≡
N = 4 SU(N) super Yang-Mills theory in 4 dimensions .

A few remarks are in order: this duality not only agrees on the level of symmetries

but also on the level of dynamics. Furthermore, the gauge theory is a conformal

field theory, thus the name AdS/CFT. Even though the original form was derived

using the large N limit, nowadays it is assumed that it holds for all values of N

and λ [33]. Note that N is the number of colours of the field theory. In addition

the duality passed many non-trivial tests (see [34,35] and references therein) and

by now is considered to be robust, even though no strict mathematical proof is

known. Finally one can think of the gauge theory living on the 4 dimensional

boundary of the AdS5 space. We will stick to the last picture through out this

thesis.

Assuming that the duality above is in its full generality true, then we have found

a complete description of a theory of quantum gravity, namely string theory, in

terms of a non-gravitational supersymmetric gauge theory in four dimensions.

To date string theory is the only known consistent theory of quantum gravity8.

Hence, even though the full quantisation of string theory has not been worked out,

in principle we can describe the full quantum gravity structure from a dual gauge

theory point of view. Note that on a technical level this is still very hard.

In this thesis we mainly use a form of the duality known as gauge/gravity duality.

It basically assumes that every gravity theory in AdSD+1 spacetime has a dual

description in terms of a quantum field theory living on the D dimensional AdS

boundary. In addition, since the duality is best understood for a weakly coupled

classical gravity theory dual to some strongly coupled QFT with a large number

of colours, i.e. in the large N and large λ limit, we also stick to this limit here.

We hope that by better understanding this easier case we may at some point be

able to draw precise conclusions concerning quantum gravity. On the way there

we can learn about strongly coupled systems that are dual to classical gravity,

which is by no means less important. Examples of strongly coupled systems found

in nature are the quark-gluon plasma, which is a state of matter at high densities

and high temperatures, or condensed matter systems at criticality, i.e. close to a

quantum phase transition. Finally, it is not unthinkable that once this case is well

understood, it will be feasible to design a condensed matter tabletop experiment

in four dimensional space. That is, the full spectrum of string theory can be described from a

dual field theoretic perspective [32].
8Using string theory it is, e.g., possible to derive the Bekenstein-Hawking entropy of a black

hole with quantum statistical methods. That is, string theory correctly describes the microstates

of black holes [36].
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which models a field theory known to be dual to some black hole solution9. This

will open a window to determine the quantum properties of these black holes, or

to even simulate the creation and evaporation of one.

Applications of gauge/gravity duality

By now there are many different applications of gauge/gravity duality. Since for

most of the computations performed in this framework N is considered to be large,

it is difficult to draw quantitative conclusions. However, universal behaviour is

excluded from this fact. This behaviour may be realised by dimensionless quanti-

ties that do not depend on the number of colours N . In addition we can obtain

valuable insight into quantum phase transitions, which are governed by confor-

mal field theories and are independent of the underlying microscopic theory and

therefore can be classified into different universality classes [38].

Another very beautiful application is hydrodynamics. It turns out that the Navier-

Stokes equation of a D dimensional theory is encoded in Einstein equations. This

development is known as the fluid/gravity correspondence [39, 40]. It provides a

framework that allows for an algorithmic derivation of the dissipative terms of the

energy-momentum tensor and currents in the field theory.

Many of the applications consider a field theory at finite temperature and charge

density (finite chemical potential). Solutions of the gravity theory with black holes

add temperature to the duality, namely the Hawking temperature, which we al-

ready introduced above. The temperature and related to it the entropy of the

dual QFT take exactly the corresponding values of the black hole. Interestingly,

already at this stage, some quantum properties of a black hole enter the duality. In

addition, finite charge density, which is especially interesting for condensed matter

applications, is generated by gauge fields present in Einstein-Maxwell or Einstein-

Yang-Mills setups. To realise both, finite temperature and finite charge density,

the Reissner-Nordström solution in AdS space is a good starting point [41]. In-

terestingly for a certain parameter range this solution is unstable. However, it

is possible to generate new stable solutions by considering, for instance, the con-

densation of an additional field. The reason for the instability is a finite, very

large, entropy at zero temperature. We will make use of this fact in the following

chapters.

The most famous universal result computed in the context of gauge/gravity duality

is the ratio between shear viscosity and entropy density, η/s. It was first derived

9Note that there are already condensed matter experiments modelling high energy physics

Lagrangians [37].
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by Kovtun, Son and Starinets in [42], who calculated its value to be

η

s
=

~
4πkB

, (1.1)

with ~ the reduced Planck constant and kB the Boltzmann constant. Later it was

shown to be generically true for any field theory dual to an isotropic two derivative

Einstein gravity minimally coupled to matter [43–45]. The property of isotropy, or

rather how to break it, will play a major role in this thesis. Surprisingly, this re-

sult fits to the findings in quark-gluon plasma measured by RHIC in Brookhaven

and by the Alice experiment at LHC in Geneva [46]. That is, opposed to the

expectations quark-gluon plasma seems to be a strongly coupled phase of QCD.

Note that in [42] (1.1) was conjectured to be a lower bound, known as the KSS

bound, for all substances found in nature.
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Figure 1.1: Ratio of shear viscosities ηyz and ηx⊥ to entropy density s over the reduced

temperature T/Tc for different values of the ratio of the gravitational coupling constant

to the Yang-Mills coupling constant α. The colour coding is as follows: In yellow, ηyz/s

for all values of α; while the curve for ηx⊥/s is plotted in green for α = 0.032, red for

α = 0.224 and blue for α = 0.316. The shear viscosities coincide and are universal in the

normal phase T ≥ Tc. However in the superfluid phase T < Tc, the shear viscosity ηyz has

the usual universal behavior while the shear viscosity ηx⊥ is non-universal. Source: [1, 2]

The universality of this result implies that it is temperature independent. However

since most, if not all, substances found in nature have a ratio η/s which varies

with temperature, it would be nice to model such a behaviour holographically. We

show in this thesis that by considering solutions to two derivative Einstein gravity

with broken rotational symmetry this can be achieved (see figure 1.1). This was

the first example of a deviation from the “universal” value for the ratio of shear
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viscosity and entropy density in field theories dual to Einstein gravity [1, 2]. To

break the rotational symmetry we consider solutions with a vector condensate.

That is the condensate chooses a preferred direction in the system, with the ro-

tational symmetry around that direction still unbroken. A way to implement this

is to consider SU(2) gauge fields, with the SU(2) symmetry explicitly broken to

a U(1), which is generated by a chemical potential µ. The condensate now cor-

responds to a non-trivial solution of A1
x. This was first realised holographically

in [47] and coined the holographic p-wave superconductor (superconductor because

a U(1) symmetry is broken spontaneously). A top-down (string theoretic) model

followed, where the authors of [48,49] considered two probe D7-branes to generate

the SU(2) gauge fields. In [50] the backreaction of the condensate onto the ge-

ometry was included, while before only the probe approximation was considered,

i.e. the gravitational part of the solutions was kept fixed to a uncharged black hole,

the AdS Schwarzschild black hole. In the background with full backreaction we

computed the fluctuations of the metric and gauge fields. One of these modes can

be related using the gauge/gravity dictionary to the shear mode in the field theory.

Now, the reason for the temperature dependence of η/s lies in the non-trivial cou-

pling between graviton modes and gauge field modes. That is, after the symmetry

breaking, the relevant graviton mode does not transform as a tensor under the

remaining SO(2) symmetry, but rather as a vector and can thus couple to gauge

fields. Finally, we find that with decreasing temperature the ratio of shear vis-

cosity to entropy density increases. This means that our result does not go below

1/4π and thus respects the KSS bound introduced above (see chapter 4 and [1,2]).

Besides the shear viscosity it is possible to derive many transport properties of a

dual field theory, either by using the fluid/gravity correspondence or by comput-

ing Green’s functions related to transport coefficients via Kubo’s formula. One

of the most remarkable coefficient derived this way is related to vorticities in flu-

ids [51, 52]. This term was first computed using gauge/gravity duality and only

later confirmed from a pure field theoretic approach [53]. In the latter it is related

to triangle anomalies and thus may be measured in a quark-gluon plasma through

separation of right-handed and left-handed mesons by a magnetic field.

In the holographic p-wave superconductor, discussed in chapter 4, we derive many

interesting transport properties (cf. [2, 3]). The richness of this system arises due

to the many broken symmetries and thus many interacting modes. Aside from the

non-universal ratio discussed above, we find two distinct electrical conductivities10,

and related to that an effect known as the thermoelectric effect. The conductivity

in the preferred direction shows characteristics of broken translational invariance,

10We denote conductivities related to the fluctuations of the gauge field, which is uncharged

under the U(1), as electrical due to the analogy to Maxwell theories.
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that is a Drude-like frequency dependence. Note that this is not expected, since

our solution does not seem to break any translational invariance. In addition we

can identify couplings similar to the piezoelectric and flexoelectric effect. These

are effects known from nematic crystals [54], which are liquid crystals with broken

rotational symmetry, similar to our solution.

The last paragraph already indicates that apart from QCD, condensed matter

setups may provide interpretations to the effects found in holographic computa-

tions. In condensed matter physics there are a rich selection of materials with

strongly coupled phases, for instance, high-Tc superconductors and different kinds

of non-Fermi liquids. The first computation of a superconductor using holographic

methods (see [55, 56]) generated a huge interest and many attempts to construct

condensed matter systems followed. In this model it is convenient to interpret

the flow along the radial AdS direction as an RG-flow of the dual field theory.

Many new IR fixed points of this theory were constructed by considering dif-

ferent geometries in the bulk of the gravitational spacetime [57–59]. Note that

all these solutions live in asymptotically AdS space, i.e. the region close to the

AdS boundary is pure AdS. Thus the UV fixed point of all theories is still gov-

erned by a relativistic conformal field theory. The different IR fixed points, which

were constructed are characterised by, among others, non-trivial critical scalings,

anisotropic and lattice ground states [58, 60, 61]. Unfortunately no unaccounted

experimental result has been convincingly modelled yet. Nevertheless, many re-

sults already incorporate some typical features seen in condensed matter, as for

example the frequency dependence of the conductivity for certain materials close

to quantum criticality [57,60] and the appearance of Fermi surfaces [62].

In chapter 5 we examine one IR fixed point with non-trivial critical scaling (see

also [4]). In this special case we consider a geometry, where the time direction t

scales as λt, while the spatial field theory directions do not scale at all. Never-

theless, the entropy has a temperature dependence S ∼ T η, with η > 0, which

guarantees for a vanishing of the entropy in the zero temperature limit, as opposed

to the AdS Reissner-Nordström case mentioned before. Thus we expect that this

scaling geometry describes a stable IR fixed point of the dual field theory. Note

that due to the different scaling of the time and spatial directions this geometry

naturally behaves in a very fermionic way. That is, low energy excitations are pos-

sible at finite momenta. This resembles the properties of Fermi surfaces [63]. To

analyse this last claim further, we compute the entanglement entropy of different

shapes in this theory. The entanglement entropy is a measure of how quantum

a system behaves, or alternatively how strongly different regions of a system are

entangled. There are claims that a Fermi surface may be seen in a logarithmic

dependence on the typical length of the aforementioned shapes (see discussion in
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chapter 5). However, the latter is still vividly debated. We also can not find

any logarithmic behaviour in this background. Another important feature of the

entanglement entropy is its sensitivity to phase transitions of the system. Inter-

estingly in the geometry discussed in chapter 5 we find phase transitions only for

certain entangling shapes. It is still not resolved why this is the case (for similar

results see [64]).

Main results of this thesis

This thesis is mainly concerned with fluctuations in anisotropic holographic su-

perconductors, especially the holographic p-wave superconductor. In addition to

computing the different transport properties we can identify them in terms of

known effects in condensed matter systems (see chapter 4 and [1–3]). The follow-

ing points summarise the important findings:

1. Non-universal shear viscosity In section 4.2.7.5 we show the temper-

ature dependence of the ratio between shear viscosity and entropy density.

Such a dependence has not been observed holographically before [1, 2] in

a two derivative Einstein gravity. The reason behind this behaviour is the

breaking of a rotational symmetry, which leads to a non-trivial coupling

between a gauge field and the relevant gravity mode.

2. Electrical conductivities Due to the different symmetries present in the

p-wave setup, we find two distinct electric conductivities, namely one paral-

lel and one perpendicular to the condensate. The perpendicular conductiv-

ity behaves as expected from computations in holographic superconductors

without rotational symmetry breaking. The conductivity parallel to the con-

densate shows an unexpected behaviour. It resembles a broad Drude-peak,

known from, e.g., metals with impurities, for a certain temperature range

before it turns into a pole (see section 4.2.7.1 and 4.2.7.2).

3. Other transport effects Besides the shear viscosity and the electrical con-

ductivities we find many effects known from condensed matter systems. One

is the thermoelectric effect (sections 4.2.7.1 and 4.2.7.2), which relates charge

and energy transport. The flexoelectric effect relating off-diagonal stress and

flavour currents can be found in section 4.2.7.5. Finally the coupling between

diagonal stress and flavour currents, which resembles the piezoelectric effect,

is described in section 4.2.7.6.

The second part of this thesis involves the dual geometry to an IR fixed point with

non-trivial scaling behaviour (see chapter 5 and [4]). We analyse the following

points:

4. Scaling geometry In section 5.1 we show that this special scaling geometry

is a solution to an Einstein-Maxwell-Dilaton system. Apart from that we
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construct the UV-completion, that is, we embed the IR scaling geometry in

asymptotically AdS space.

5. Entanglement entropy Finally in section 5.3 we compute the entangle-

ment entropy in this geometry for the following entangling surfaces: a strip,

a disc and an annulus. Surprisingly, we find that the strip and the annulus

display a phase transition, whereas the disc does not.

Structure of this thesis

This thesis includes 6 chapters. They cover the following subjects:

• This chapter gives a general overview to the topics of this thesis.

• In chapter 2 we give a general, more mathematical, introduction to AdS/CFT

and gauge/gravity duality.

• Chapter 3 is about conventional superfluids and superconductors followed

by a discussion of their holographic counterparts.

• Chapter 4 is one of our main chapters, in which we discuss the holographic

p-wave superconductor and especially its transport properties.

• The second main part is covered by chapter 5, where we discuss scaling

geometries and the holographic entanglement entropy.

• Finally in chapter 6 we conclude.

• In appendix A we present some large formulae.

Conventions

In this thesis we set the reduced Planck constant ~ = 1, the speed of light c = 1 and

Boltzmann constant kB = 1. In addition capital Latin letters denote gravitational

spacetime, whereas small Greek letters denote the boundary coordinates. We use

the metric with the mainly plus convention.
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Chapter 2

Gauge/Gravity Duality

The main goal of this chapter is to show the intimate relation between AdS space-

time and conformal field theories. Thus we start with a brief review of both areas.

Afterwards a brief derivation of the AdS/CFT duality is given followed by its

generalisation, gauge/gravity duality.

2.1 Conformal Field Theories

In this section we give a brief review of conformal field theories (CFT). CFTs

play an important role in many different areas of theoretical physics. For instance

string theory can be formulated in terms of a two dimensional CFT living on the

string worldsheet1. Another important application of CFTs is related to quantum

critical points in condensed matter systems. More generally, at fixed points of

the renormalisation group flow, i.e. where the β function vanishes, the theory is

described by a CFT. In this thesis we are mainly concerned with CFTs which

allow for a dual description in terms of a higher dimensional gravitational theory.

We start by defining conformal transformations.

2.1.1 Conformal Transformations in D dim Minkowski Space

Consider local transformations, xµ → x′µ(x) = xµ + vµ, in general D dimensional

spacetime which preserve angles. Under these operations the metric transforms

as

g′µν(x′) = Ω2(x)gµν(x) , (2.1)

with µ, ν running from 1 to D − 1 and gµν(x) being the original metric. We see

that the metric remains the same up to an overall scale Ω2(x).

1The string worldsheet is the area covered by the motion of the string through spacetime

(c.f. [65]).
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translations x′µ = xµ + aµ Pµ = −i∂µ 4

rotations and boosts x′µ = M ν
µ xν Lµν = i(xµ∂ν − xν∂µ) 6

dilatations x′µ = λxµ D = ixµ∂µ 1

special conformal trans-

formations
x′µ =

xµ+bµx2

1+2b·x+(b·x)2 Kµ = i(2xµx
ν∂ν − x2∂µ) 4

Table 2.1: Overview of the conformal transformations and the corresponding infinitesi-

mal generators. aµ and bµ are constant vectors and M ν
µ is the matrix of Lorentz trans-

formations. In the last column we give the corresponding conserved charges in D = 4.

For the rest of this thesis we only need conformal transformations in D dimensional

Minkowski space. Thus the flat metric gµν = ηµν is used from now on. The

conformal group is a generalisation of the Poincaré group including dilatations and

special conformal transformations. In table 2.1 the finite form of the conformal

transformations and the corresponding infinitesimal generators are shown. The

generators obey the conformal algebra

[Lµν , Lρσ] = −iηµρLνσ ± permutations ,

[Lµν , Pρ] = −i(ηµρPν − ηνρPµ) ,

[Lµν ,Kρ] = −i(ηµρKν − ηνρKµ) ,

[D,Pµ] = −iPµ ,

[D,Kµ] = +iKµ ,

[D,Lµν ] = 0 ,

[Pµ,Kν ] = 2iLµν − 2iηµνD ,

(2.2)

with all other commutators vanishing. Note that it is possible to rewrite these

generators so that the algebra is manifestly isomorphic to SO(D, 2) (see e.g. [34]).

2.1.2 Aspects of Conformal Field Theories

Conformal field theories are highly constrained by their symmetries. Therefore it

is possible to write down many of its dynamical properties directly by demanding

the correct behaviour under these symmetries. Furthermore CFTs do not posses

an S-matrix, since it is not possible to define asymptotic states in the usual man-

ner2.

In this thesis we are interested in the adjoint representations of the conformal

group, i.e.

[D,O] = i (−∆ + xµ∂µ)O , (2.3)

2In [66] the authors show that there is no bosonic generalisation of the Poincaré Group with

a non-trivial S-matrix.
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with O a local operator of the CFT with scaling dimension ∆. Note that un-

der the scaling transformation x → x′ = λx this operator has to transforms as

O(x)→ O′(x) = λ∆O(λx).

From the commutators involving Pµ and Kµ with D in (2.2) it is apparent that

Pµ and Kµ rises and lowers, respectively, the scaling dimension of the operator O.

The main operators we are concerned with in this thesis are known as primary

operators, which are defined to be the ones annihilated by Kµ.

As remarked above, the high amount of symmetry severely constrains the 2- and

3-point correlation function for operators Oi with scaling dimension ∆i:

〈Oi(x)Oj(y)〉 = δij
const.

|x− y|2∆i
,

〈O1(x1)O2(x2)O3(x3)〉 =

=
const.

|x1 − x2|∆1+∆2−∆3 |x1 − x3|∆1+∆3−∆2 |x2 − x3|∆2+∆3−∆1
.

(2.4)

The final important property we need later on relates to the trace of the energy-

momentum-tensor Tµν of a CFT. It can easily be shown that it is traceless,

i.e. T ν
µ = 0 (see e.g. [65]). Note that this may not be true in a quantised theory,

since Weyl anomalies contribute to the trace of the energy-momentum-tensor.

2.2 Anti de-Sitter Space

Most of the calculations in this thesis are performed in Anti de-Sitter (AdS) space

or in spaces which asymptote to AdS space (asymptotically AdS will be defined

bellow). Next we define the AdS spacetime.

2.2.1 Definition

The AdS space is a maximally symmetric space, i.e. it is homogeneous as well

as isotropic (c.f. [34]). Other examples of maximally symmetric spaces are the

sphere and de-Sitter space. The isometry group of a D + 1 dimensional AdS space

is SO(D, 2)3. We define the space by the following embedding in D+2 dimensional

flat space (RD+2)

L2 = X2
0 +X2

D+1 −
D∑
i=1

X2
i . (2.5)

3Note that here we already see a first hint of the connection between CFTs living in D

dimensional flat space and a AdSD+1 spacetime, since both have the same symmetries (c.f. section

2.1.1).
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This is the equation of a hyperboloid and it defines AdSD+1 spacetime with an

AdS radius L. The resulting metric in Cartesian coordinates reads

ds2 = −dX2
0 − dX2

D+1 +
D∑
i=1

dX2
i . (2.6)

Furthermore AdSD+1 is a solution to the vacuum Einstein equations

Rµν −
1

2
gµν(R− Λ) = 0 , (2.7)

with a negative cosmological constant

Λ =
D− 1

D + 1
R = −D(D− 1)

L2
. (2.8)

For this space the Riemann curvature tensor and the Ricci scalar are given by

Rµνλρ = − 1

L2
(gµλgνρ − gµρgνλ) ,

R = −D(D + 1)

L2
.

(2.9)

2.2.2 Different Parametrisations

There are different ways to parametrise AdS spaces, following the literature (see

e.g. [34]) we call them global AdS coordinates and Poincaré coordinates. The

former parametrises the whole hyperboloid defined by equation (2.5), the latter

covers only half of it.

2.2.2.1 Global AdS Coordinates

The Cartesian coordinates defined earlier (see (2.5) and (2.6)) can be expressed

as

X0 = L cosh ρ cos τ ,

XD+1 = L cosh ρ sin τ and

Xi = L sinh ρ Ωi, with i ∈ {1, ...,D} and
∑

i

Ω2
i = 1 ,

(2.10)

which leads to the metric

ds2 = L2(− cosh2 ρ dτ2 + dρ2 + sinh2 ρ dΩ2) . (2.11)

The hyperboloid (2.5) is covered once, if ρ ∈ R≥0 and τ ∈ [0, 2π). In this co-

ordinates the topology of the space is easily recognisable by looking at the limit

ρ � 1, whereby the metric becomes ds2 = L2(−dτ2 + dρ2 + ρ2 dΩ2). Thus the

topology of global AdSD+1 is S1 × RD.

To have a well-defined causal structure we unwrap the S1 by defining τ from

−∞ < τ < ∞, leading to the universal cover of AdSD+1. Note that AdS can be

conformally mapped into one half of the Einstein static universe4. Spaces with

4The Einstein static universe is defined as R× SD−1, for details see e.g. [34].
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an asymptotic region which can be conformally mapped into half of the Einstein

static universe are called asymptotically AdS.

2.2.2.2 Poincaré Coordinates

The second parametrisation we consider are the Poincaré coordinates. All of the

computations in this thesis are performed in these.

They are defined as

X0 =
1

2r

(
1 + r2

(
L2 +

D−1∑
i=1

x2
i − t2

))
,

XD =
1

2r

(
1− r2

(
L2 −

D−1∑
i=1

x2
i + t2

))
,

XD+1 = Lrt and

Xi = Lrxi, with i ∈ {1, ...,D− 1} ,

(2.12)

with r > 0 and xi, t ∈ R∀i ∈ {1, ...,D− 1}. This leads to

ds2 = L2

(
dr2

r2
+ r2

(
−dt2 +

D−1∑
i=1

dx2
i

))
. (2.13)

The AdS boundary is situated at r → ∞. This form is our first choice through

out chapter 4.

By performing the coordinate transformation r = 1/z we get

ds2 =
L2

z2

(
dz2 − dt2 +

D−1∑
i=1

dx2
i

)
. (2.14)

Here z = 0 corresponds to the AdS boundary. We are going to use this coordinates

in chapters 3 and 5.

2.3 The AdS/CFT Correspondence

The AdS/CFT correspondence describes a one to one map between a supergravity

theory in AdS5 × S5 spacetime and a conformal field theory living in 3 + 1 di-

mensional Minkowski space. It was first conjectured by Maldacena in his seminal

paper [9] in 1997 and soon afterwards made precise by Gubser, Klebanov, Polyakov

and Witten in their papers [10] and [11]. Before we come to the correspondence

we introduce a central element needed for it, the D-brane.
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2.3.1 Two Complementary Pictures of D-branes

In the following we give a rough derivation of the correspondence based on [34].

In string theory5 there are non-perturbative objects called D-branes6. There are

two possible ways to interpret D-branes:

1. Open string picture: Dp-branes are p-dimensional surfaces where open

strings end. The open string excitations are described by a so called DBI-

action,

S
(p)
DBI = −Tp

∫
dp+1ξe−φ

√
det(gab +Bab + 2πα′Fab) (2.15)

where the fieldcontent of this action lives in the p + 1-dimensional world-

volume of the Dp-brane. gab is the pullback metric of the worldvolume, Bab

the induced Kalb-Ramond field, φ the dilaton related to the string coupling

gs and Fab the field strength tensor of gauge fields living on the brane. This

gauge fields are directly related to the excitations of the open strings. Note

that if we consider N branes lying on top of each other we get a non-abelian

generalization of SDBI with the gauge fields being in the adjoint represen-

tation of the U(N) group. Finally Tp is the brane tension and α′ = l2s the

square of the string length.

2. Closed string picture: Dp-branes are also solitonic solutions to ten di-

mensional supergravity theories7. They are electrically and magnetically

charged under Ramond-Ramond fields, i.e. they are governed by the action

SRR ∼ µp

∫
Mp+1

C(p+1) , (2.16)

where µp is the RR charge under the p + 1 form C(p+1). Furthermore the D-

branes are massive objects which curve the spacetime and therefore couple

to closed strings. For a more detailed analysis see for instance [65].

In general all the actions presented above have to be added up to get a full low

energy description of D-branes. However, in certain limits the one or the other

term provides a sensitive low energy description. We will come back to this in

order to “derive” the AdS/CFT correspondence. But first, we examine the D3-

branes, i.e. branes with a four dimensional worldvolume, which are of central

interest for the duality as we are using it in this thesis.

2.3.2 N D3-branes

Take a stack of N coincident D3-branes. As we saw above there are two low en-

ergy perspectives onto these branes. However, there are two possibilities to take

5For a nice review of string theory see e.g. [67]
6For a detailed account of D-branes see the book by Johnson [65].
7Supergravity theories emerge as the low energy limit of superstring theory.
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the low energy limit. The first way is to consider energies much smaller than the

inverse string length 1/ls, alternatively one can fix the energy and send ls → 0

(this is equivalent to sending α′ → 0). In the following we use the latter approach.

From the open string viewpoint onto the N D3-branes in the ls → 0 limit, we

find that the open string massless excitations are described by a N = 4 SU(N)

super Yang-Mills theory living on the 3+1 dimensional worldvolume of the branes

(see [34]). This is a conformal theory, i.e. its β-function vanishes identically for all

values of the coupling constant, which we call λ = g2
YMN . λ is the ’t Hooft cou-

pling. The vanishing of the β function is of great importance for different checks

of the correspondence. We present one of this checks in a later section. Addition-

ally there is a decoupled supergravity theory living in 10 dimensional spacetime.

Summing up we have a gauge theory living in 4 flat spacetimes dimensions and

a decoupled supergravity theory in 10 dimensions. This is a valid perturbative

point of view if λ = g2
YMN = gsN ∼ L4/l4s � 1. Note that the last relation will

become clearer in the following.

From a closed string perspective the N D3-branes are massive charged objects

which bend spacetime, i.e. black 3-branes. The corresponding (extremal) solution8

to the supergravity equations of motion is (c.f. [34])

ds2 = H(r)−1/2
(
−dt2 + dx2 + dy2 + dz2

)
+H(r)1/2

(
dr2 + r2dΩ2

5

)
,

F5 = (1 + ?)dtdx dy dz dH(r)−1 , with

H(r) = 1 +
L4

r4
and L4 = 4πgsα

′2N ,

(2.17)

with ? being the Hodge star operator. For the supergravity solutions to be a

sensible description we need L4/α′2 = L4/l4s � 1. There is a nice way to picture

this criteria. Since the string length is much smaller than the relevant scale in

the gravity theory we can treat the strings as point particles and hence the super-

gravity theory is the correct description. Using the last equation in (2.17) leads

to gsN � 1, since we always work in the perturbative string regime gs � 1. To

meet this demands we need N to be very large.

Next we can ask what are the low energy excitations a observer at spatial infinity

sees in such a background. For once the energy E, observed at spatial infinity,

is redshifted in comparison to the energies Er measured at a constant value of r.

The relation between both energies is

E = H(r)−1/4Er =

(
r4

r4 + L4

)1/4

Er , (2.18)

8This solution is not the most general one. We already took the extremal limit, where the

inner and outer horizon of the black 3-brane agree. This is a half BPS solution since the BPS

bound is saturated and half of the supercharges is annihilated by the solution.
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i.e. that the closer we come to r = 0 the lower the energy observed at spatial

infinity is. Hence one type of low energy excitation are excitations of arbitrary

energy very close to r = 0. The second low energy excitation are massless particles

in the bulk (away from r = 0). The two kind of low energy excitations decouple

from each other. With lower and lower energies it becomes harder and harder

for the excitations close r = 0 to go into the bulk. On the other hand the large

wavelength� L of the massless particles in the bulk makes them blind to the size

of the brane. Therefore we end up with a supergravity theory close to r = 0 (this

region is called the near-horizon region) decoupled from free supergravity theory

in the bulk.

We can examine the near-horizon region closer. Taking the limit r � L in (2.17)

leads to

ds2 =
r2

L2

(
−dt2 + dx2 + dy2 + dz2

)
+
L2

r2

(
dr2 + r2dΩ2

5

)
=
r2

L2

(
−dt2 + dx2 + dy2 + dz2

)
+
L2

r2
dr2 + L2dΩ2

5 .

(2.19)

This is the metric of AdS5×S5 (cf. (2.13) up to a rescaling of r).

Now we have all ingredients to formulate the AdS/CFT correspondence.

2.3.3 The Correspondence

In the section above we saw that there are two ways to see a stack of N coincident

D3-branes. For values of gsN = λ� 1, the coupling constant of the field theory,

the low energy excitations of the brane are described by gauge theory in 3 + 1

dimensions plus a free supergravity theory in 10 dimensions. On the other hand

for values of gsN � 1 (however, gs still small) two decoupled supergravity theories

emerge, one lives in AdS5×S5 the other one is a free theory in 10 dimensions. Since

in both limits of gsN , we get in the low energy limit a free supergravity theory in

10 dimensions it was conjectured by Maldacena in [9] that the other two resulting

theories are also equivalent (dual) to each other, i.e.

type IIB superstring theory compactified on AdS5×S5

corresponds to (is dual to)

N = 4 SU(N) super-Yang-Mills theory in 3 + 1 dimensions [9].

There are different forms of this correspondence (c.f. [35]). The best understood

and most tested form, called the weakest form, relates the two theories in the

N → ∞ and gs → 0 limit. In this case the gravity theory is a classical super-

gravity theory in AdS5×S5 dual to a strongly coupled, λ � 1, N = 4 SU(N)

super-Yang-Mills theory, in 3 + 1 dimensions. In this thesis we work in this limit
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of the correspondence.

The weak form of the duality is understood in terms of the ’t Hooft limit, i.e. λ =

g2
YMN = gsN is fixed to a finite large value, while N → ∞. This allows for the

inclusion of 1/N corrections on the field theory side and string loop corrections

(gs corrections) of the classical type IIB string theory on AdS5×S5.

Finally, in the strongest form of the correspondence the full quantum type IIB

superstring theory on AdS5×S5, with the AdS and five sphere radius L being

identified with L4 = 4πgsNα
′2, is dual to N = 4 SU(N) super-Yang-Mills theory

for all values of N and gs, i.e. for all values of λ.

For a more detailed discussion and subtleties in taking the different limits see

e.g. [35].

This correspondence works on the level of global symmetries and dynamics. The

matching of the bosonic symmetries is straight forward, i.e. the isometries of AdS5

correspond exactly to the conformal group in 3+1 dimensions (SO(4, 2) cf. sections

2.1.1 and 2.2.1) and the SO(6) rotational symmetry of the S5 corresponds to

the SU(4) R-symmetry in the field theory. In the following section we discuss

the mapping between the dynamics of both sides. Note that under inclusion of

fermions the symmetries also agree. In addition, one maps exactly the objects,

which transform in the irreducible representation of the symmetries in one theory,

to the objects with the same transformation behaviour in the other theory.

2.3.4 The Field-Operator Map (Dictionary)

In order to use the duality we need a well-defined map between the degrees of

freedom on both sides of the correspondence. More concretely, the fields on the

gravity side are identified with operators on the field theory side. We start this

discussion by giving the result followed by a very heuristic derivation.

The “mathematical” realisation of the AdS/CFT duality is (see e.g. [10, 11,34])

ZString [φ(z, ~x)|z→0 = φ∆(~x)] =
〈

e
∫

dDxφ∆(~x)O∆(~x)
〉

CFT
. (2.20)

In plain words, this means that the superstring theory partition function ZString

with a field φ(r, ~x), which at the AdS boundary z = 0 takes the value φ∆(~x), is

equal to the generating functional of a CFT with an operator O∆(~x) sourced by

φ∆(~x). In principle we are now able to compute any correlation function of O∆

in the strongly coupled field theory by simply differentiating the left hand side of

(2.20) with respect to the boundary value of φ∆. But before the boundary value
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of φ has to be thoroughly defined.

Close to the AdS boundary z = 0 the fields living on the gravity side, we call them

φ∆(z, ~x), generically behave as

φ∆(z, ~x) −−−→
z→0

{
z∆ normalisable solution

zD−∆ non-normalisable solution
. (2.21)

In [10] it was proposed that the normalisable mode be identified with the vacuum

expectation value of the dual operator O∆ while the non-normalisable mode φ̄∆

corresponds to the source. Therefore close to the boundary we may write the

solution for φ∆(z, ~x) as

φ∆(z, x) −−−→
z→0

〈O∆〉z∆ + φ̄∆z
D−∆,

with φ̄∆ := lim
z→0

φ∆(z, x)z∆−D.
(2.22)

On the gravity side ∆ is related to the mass of the field m in AdSD+1. Depending

on the field we get the following relations [34]:

• scalar: ∆± = 1
2

(
D±
√

D2 + 4m2L2
)

,

• spinor: ∆ = 1
2 (D + 2|mL|),

• vector: ∆± = 1
2

(
D±

√
(D− 2)2 + 4m2L2

)
,

• massless spin 2: ∆ = D.

From a dual field-theoretic point of view, ∆ is the scaling dimension of the operator

O∆. We will show that this is true in the next section. Note that the demand for

a unitary CFT constraints the value of the scaling dimension to be

∆ ≥ D

2
− 1 , (2.23)

where in principle ∆ can be chosen to be either ∆+ or ∆-. While ∆+ always fulfils

the bound, the case of ∆- is more subtle. Since the two values of ∆ are related by

∆- = D−∆+, only in special cases this bound is not violated for ∆-. In this special

case we are free to choose which of the expansion coefficients close to the boundary

(cf. (2.22)) are the source and the expectation value of the dual operator, if at the

same time ∆- does not violate the Breitenlohner-Freedman bound [68]

m2L2 ≥ −D2

4
. (2.24)

This translates into the constraint ∆- ≤ D/2.
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2.3.5 Correlators from AdS/CFT

After having defined the dictionary, we now determine the correlation functions on

the CFT side by performing a gravity theory computation. From this section on

we use the “weakest form” of the duality introduced before, i.e. our computations

are in the context of classical supergravity theory in AdS space, while we interpret

the results from a strongly coupled CFT point of view.

Our goal is to compute the time order correlation function

〈TO∆(x′)O∆(x)〉 (2.25)

of the CFT operator O∆ dual to the scalar field φ∆(z, ~x).

First consider a scalar field φ∆(z, ~x) in AdSD+1. Its boundary expansion is given

by equation (2.22). The bulk-to-bulk propagator, for the points (z′, ~x′) and (z, ~x)

far apart from each other, is given by (see e.g. [33])

〈
Tφ∆(z′, ~x′)φ∆(z, ~x)

〉
∼
(

z′z

z′2 + z2 + (x′ − x)2

)∆

. (2.26)

Note that in principle this computation can be performed in either, Lorentzian or

Euclidean, signature, without notable adjustments. To be concise we stick to the

Euclidean signature, i.e. (x′−x)2 =
∑D

i=1(x′i−xi)2. Furthermore we choose ∆ in

(2.22) to be ∆+ and we set φ̄∆ = 0. The latter is a consistent boundary condition

on the gravity side, which allows us to easily derive (2.25). Note that when using

this boundary condition the dual operator O∆ is defined through (c.f. equation

(2.22))

O∆(~x) = lim
z→0

φ∆(z, x)z−∆ . (2.27)

Now it is easy to see that by combining (2.25), (2.27) and (2.26) we obtain

〈TO∆(x′)O∆(x)〉 = lim
z, z′→0

〈
T z′−∆z−∆φ∆(z′, ~x′)φ∆(z, ~x)

〉
=

= lim
z, z′→0

z′−∆z−∆
〈
Tφ∆(z′, ~x′)φ∆(z, ~x)

〉
∼ lim
z, z′→0

z′−∆z−∆

(
z′z

z′2 + z2 + (x′ − x)2

)∆

=
1

(x′ − x)2∆
.

(2.28)

This is precisely the behaviour seen for a 2-point function of an operator O∆(x)

with scaling dimension ∆ in a CFT (see section 2.1.2).

For a more precise and thorough, yet, still brief review of the computation of

correlation functions in AdS/CFT we recommend [33]. In this review, Polchinski

shows that by not setting φ̄∆ = 0, as we do here, but just by fixing it, one obtains

the same result as we did above, however with the interpretation of φ̄∆ as the
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source of O∆, in the sense of (2.20). We will use this way of determining field

theory correlators in chapters 3 and 4.

Finally, there are many subtleties regarding renormalisation, correlators at finite

temperature, advanced or retarded propagators and many others, which we do not

address here (see e.g. [69]). In this work we only need real-time retarded thermal

Green’s functions which we introduce in section 3.2.4. For an extensive study of

correlators see [69] and references therein.

2.4 Generalisations of AdS/CFT:

Gauge/Gravity Duality

In the sections above we introduced the original form of the AdS/CFT duality.

It is derived from ten dimensional string theory and both sides of the duality are

known explicitly. In this section we generalise the AdS/CFT correspondence to a

general duality between gravity theories and gauge theories. The basic assump-

tion governing the generalisations is that there always exists a field theory in D

spacetime dimensions dual to a gravity theory living in asymptotically AdSD+1

spacetime. As opposed to the AdS/CFT case in most of the examples of the gen-

eralised duality the Lagrangian of the field theory is not known, since we do not

derive the theory from string theory9. Rather, the field theory is defined by its

operator spectrum and its correlators, which can be derived from the gravity side.

In this approach it is common to interpret the additional coordinate on the gravity

side as an RG scale [70]. Einstein’s equations in AdS are thought of describing the

RG flow of the dual field theory. Thus, the asymptotically AdS geometry close to

the boundary characterises the UV fixed point of the field theory. On the other

hand, the IR of the field theory is mapped into the bulk of AdS.

Looking at pure AdSD+1 solution described by the metric (cf. (2.14))

ds2 =
L2

z2

(
dz2 − dt2 +

D−1∑
i=1

dx2
i

)
, (2.29)

where the AdS boundary is situated at z = 0, we see that this metric is invariant

under rescaling

z → λz and t, xi → λt, λxi . (2.30)

The t, xi coordinates are regarded as the field theory coordinates. By rescaling

these coordinates, we move into the bulk of AdS space. However, in pure AdS

9We call the constructions which do not arise from consistent truncations of superstring theory

as bottom-up models, while theories which arise from string theory are coined top-down models.
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spacetime the geometry at every z-slice looks the same, i.e. it is conformal to flat

space. This is in agreement with the interpretation that the dual field theory is

conformal at all scales, i.e. the β function vanishes identically. For asymptotically

AdS, the dual field theory is conformal at the UV fixed point, while its couplings

run, away from this point. Depending on the geometry and the parameters in the

bulk, the field dual theory can flow to different IR fixed point. In addition we can

model phase transitions holographically by spontaneously breaking symmetries.

This is of major interest for the application of the duality to systems found in

nature, e.g. phases of condensed matter systems or the quark-gluon plasma. In this

thesis we will examine such a phase transition from a “normal”, non-superfluid,

fluid to a holographic superfluid (chapters 3 and 4). To study this more complex

systems we have to deform the pure AdS space, e.g. by adding matter to the

theory or considering black hole geometries. In the following we present two

simple examples where the effect of black holes and gauge fields is analysed.

2.4.1 D + 1 dimensional AdS Schwarzschild Solution

Following [57], the simplest example of a theory which admits above (pure AdS)

solution is Einstein gravity with a negative cosmological constant (see section

2.2.1)

SL =
1

2κ2

∫
dD+1x

√
−g (R− Λ)− 1

2κ2

∫
∂AdS

dDx
√
−γ
(
−2K +

2(D− 1)

L

)
,

(2.31)

with Λ = −D(D− 1)/L2, gAB the 5 dimensional metric, R the Ricci scalar, K the

trace of the extrinsic curvature Kµν , γµν the induced metric on the AdS boundary

and κ2 ∝ GD+1
N , while GD+1

N is the D + 1 dimensional Newton’s constant. The

second term above is the Gibbons-Hawking term (see e.g. [65]), which does not

affect the equations of motion, however it renders the action finite and gives the

correct Dirichlet boundary conditions at the AdS boundary. The corresponding

field equations,

RAB −
1

2
gAB(R− Λ) = 0 , (2.32)

admit, besides pure AdS, another solution, the AdS Schwarzschild black hole, i.e.

ds2 =
L2

z2

(
−f(z)dt2 +

1

f(z)
dz2 +

D−1∑
i=1

dx2
i

)
,

with f(z) = 1−
(
z

zH

)D

.

(2.33)

This solution is still AdS in the UV, i.e. for z → 0. However, in the bulk we have

a planar black hole, with black hole horizon zH , which distorts the pure AdS ge-

ometry. According to Hawking [6], a black hole radiates. Therefore a temperature

of the black hole, the so called Hawking temperature TH , can be defined. In order
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to compute that temperature we change to Euclidean coordinates, i.e. t = iτ and

we demand the spacetime to be regular at the horizon, which places a constraint

onto τ . This constraint translates into periodically identifying τ ,

τ ∼ τ +
4π

|f ′(zH)|
= τ +

1

T
. (2.34)

The last equality arises from the fact that thermal field theory identifies the inverse

of the period of Euclidean time with the temperature T i.e.

T =
|f ′(zH)|

4π
=

D

4πzH
. (2.35)

This temperature corresponds to the Hawking temperature TH = T of the black

hole10. It is defined as the temperature measured at spatial infinity of a field

theory living in a black hole geometry (c.f. [28]).

Wick rotating the action (2.31) and evaluating it at the Wick rotated solution

(2.33), leads to a saddle point approximation of the supergravity partition function

ZSUGRA ' e−SE [gµν ] , (2.37)

where by SE we denote the Euclidianised on-shell action (2.31), which is

SE = −L
D−1

2κ2

1

zD
H

VD−1

T
= −(4π)DLD−1

2κ2DD
VD−1T

D−1 . (2.38)

Note the factor of 1/T comes from the compactification of the Euclidean time di-

rection with a period of 1/T . SE describes a system in thermodynamic equilibrium

at a temperature T = TH , with a free energy given by

F = −T lnZ = TSE = −(4π)DLD−1

2κ2DD
VD−1T

D , (2.39)

and a entropy by

S =
∂(T lnZ)

∂T
= −∂F

∂T
=

(4π)DLD−1

2κ2DD−1
VD−1T

D−1 . (2.40)

The entropy can also be derived using the usual Bekenstein-Hawking formula [5,6]

SBH =
2π

κ2
AH , (2.41)

where AH is the area of the black hole horizon.

10An alternative way to compute the Hawking temperature of a black hole is by using

T =
κ

2π
, (2.36)

while κ =
√
∂Mξ∂Mξ

∣∣∣
zH

is the surface gravity of the black hole and ξ =
√
−gttξtξt the norm of

the timelike Killing vector ξµ = (1, 0, 0, 0, 0).
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Now we can use the gauge/gravity dictionary which relates the partition function

of the supergravity theory to the partition function of the dual field theory by

ZSUGRA = ZFT . (2.42)

This equation tells us, that the dual theory of a Schwarzschild AdS black hole in

thermal equilibrium is precisely described by temperature T , free energy F and

entropy S just derived above. Note that the temperature dependence of the free

energy is exactly as expected for a relativistic field theory with the temperature

being the only scale. In terms of field theory quantities we can relate LD−1/(2κ2) ∝
Nα with α > 0. In the usual AdS5×S5 version of the gauge/gravity duality α = 2.

Finally since the dual theory is scale invariant, and there is no second scale to

compare the temperature to, all the temperatures are equivalent and the theory

can only differentiate between zero and non-zero temperature. This is also visible

in the gravity theory since we can always set zH = 1 by rescaling z. In the next

section we introduce a second scale, the chemical potential µ, to which we can

compare the temperature.

2.4.2 D + 1 dimensional AdS Reissner-Nordström Solution

To render gauge/gravity duality interesting for condensed matter and also for

particle physics applications we have to introduce charged matter. The first step

into this direction is to introduce a U(1) gauge group on the gravity side which

translates into a global U(1) symmetry on the field theory side. Note that this

identification of the symmetries is true for all symmetries in gauge/gravity duality.

For example, the local diffeomorphism invariance of the AdS5 under the SO(4, 2)

symmetry group is dual to the global conformal invariance, SO(4, 2), in 4 dimen-

sional Minkowski space (cf. section 2.3.3). The simplest way to add a U(1) gauge

symmetry is to consider the Einstein-Maxwell system with the action

SL =

∫
dD+1x

√
−g
(

1

2κ2

(
R+

D(D− 1)

L2

)
− 1

4g2
FABF

AB

)
+ Sbdry , (2.43)

with the same definitions as in the AdS Schwarzschild solution above. In addition

we have g the Maxwell coupling, FAB = ∂AAB − ∂BAA the field strength tensor

associated to the U(1) gauge field AA(z, xµ) and Sbdry the boundary terms as

defined in equation (2.31). Note that we do not need additional boundary terms

since the gauge field falls of quickly enough towards the AdS boundary.

The corresponding equations of motion are

RAB −
1

2
gAB

(
R+

D(D− 1)

L2

)
= κ2TAB ,

with TAB =
1

4g2

(
4FACF

C
B − gABFCDFCD

)
and

∇AFAB = 0 .

(2.44)
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These equations admit the AdS Reissner-Nordström solution

ds2 =
L2

z2

(
−f(z)dt2 +

1

f(z)
dz2 +

D−1∑
i=1

dx2
i

)
,

with f(z) = 1−
(

1 +
z2
Hµ

2

γ2

)(
z

zH

)D

+
z2
Hµ

2

γ2

(
z

zH

)2(D−1)

,

γ2 =
(D− 1)L2g2

(D− 2)κ2
,

and At(z) = µ

(
1−

(
z

zH

)D−2
)
.

(2.45)

µ is, in principle, a free parameter of the theory which defines the boundary value

of the gauge field component At(z = 0). We can identify this value with the

chemical potential of the dual field theory. This follows from the identification

of the dual operator of a gauge field, which is associated to a local symmetry

on the gravity side, with a conserved global current 〈J µ〉. The time component

of the current, a density, naturally couples to the chemical potential from a field

theory point of view. Thus µ is considered to be the chemical potential of the QFT.

Using the same reasoning as in the AdS Schwarzschild case we can compute the

thermodynamic quantities which describe this system in the saddle point approx-

imation. The temperature is

T =
|f ′(zH)|

4π
=

1

4πzH

(
D−

(D− 2)z2
Hµ

2

γ2

)
, (2.46)

while the Euclidianised version of the on-shell action (2.43) is

SE = −L
D−1

2κ2

1

zD
H

(
1 +

z2
Hµ

2

γ2

)
VD−1

T
, (2.47)

with 1/T being the period of the compact Euclidean time direction.

The equivalent to the free energy in this model, the grand potential Ω, is given by

Ω = −T lnZ = TSE = −L
D−1

2κ2

1

zD
H

(
1 +

z2
Hµ

2

γ2

)
VD−1 . (2.48)

We do not compute the free energy, since by holding the chemical potential fixed

we automatically changed to the grand canonical potential11.

11Grand canonical ensemble means that we are keeping a system in thermal equilibrium with

a particle and energy reservoir attached. Thus, if we change the chemical potential µ or the

temperature T and wait long enough the system will be in a new equilibrium state with possibly

changed total energy and particle number.
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Next the entropy density s = S/VD−1 of this configuration is computed. Using

the Bekenstein-Hawking formulae (2.41), we find

s =
2π

κ2

LD−1

zD−1
H

. (2.49)

This result, even not apparent yet, bares some surprises. In the vanishing temper-

ature limit the AdS Reissner-Nordström black hole does not vanish, but it turns

into a extremal black hole. An extremal black hole is a black hole which does

not radiate Hawking radiation, i.e. it has zero temperature, however its horizon

does not vanish, but the inner and outer horizon are coincident. Note that the

blackening factor f(z) has more than one root. The root separating the black hole

from the bulk defines the outer horizon zH . We denote the other root as the inner

horizon z-. If zH = z-, we get TH = 0, however due to the existence of a horizon

entropy density s is still non-vanishing. This is possible in the AdSRN case but

not in the Schwarzschild case studied before, since we introduced a second scale

µ to which we can compare the temperature. Examining (2.46) we see that for

zH =

√
D

D− 2

γ

µ
(2.50)

the temperature vanishes. Plugging this into (2.49) results in

sT=0 = 2π
LD−1

κ2

(
(D− 2)µ2

Dγ2

)D−1

. (2.51)

As we remarked at the end of last section LD−1/κ2 is proportional to some posi-

tive power of N . Thus this entropy is not only not vanishing, but it is very big.

From a dual field theoretic point of view, this means that the ground state has

a non-zero entropy at zero temperature, i.e. it is highly degenerate. We will see

later that this behaviour can be regarded as a sign of instability of the system,

leading us to new IR geometries, which correspond to different ground states of

the dual theory. For a detailed discussion of the thermodynamics of the AdSRN

solution see [41].

The next quantity relevant to our discussion is the charge density ρ. To compute

it we use the thermodynamic relation

ρ = − 1

VD−1

∂Ω

∂µ
. (2.52)

Note that it has to be taken into account that zH ≡ zH(µ, T ), i.e. using equation

(2.46) we get
∂zH
∂µ

= −
2(D− 2)z3

Hµ

Dγ2 + (D− 2)z2
Hµ

2
. (2.53)

Putting everything together results in

ρ =
(D− 1)LD−1

κ2γ2

µ

zD−2
H

=
(D− 2)LD−3

g2

µ

zD−2
H

. (2.54)
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Using (2.42), we identify the values for the grand potential Ω and the charge den-

sity ρ with the corresponding quantities in the dual strongly coupled field theory.

There is a second way to compute the value of ρ without resorting to thermody-

namic relations, but by explicitly relaying on the gauge/gravity dictionary.

Following the discussion in section 2.3.4 we examine the behaviour of AA(z, ~x) at

the AdS boundary, which is

At(z, ~x) −−−→
z→0

µ+
−µ
zD−2
H

zD−2 , (2.55)

and considering equation (2.22), we can identify

〈Jt〉 ∼
µ

zD−2
H

. (2.56)

The global U(1) charge current 〈J µ〉(~x) is the field theory dual operator to

AA(z, ~x). As stated before, to every gauge symmetry on the gravity side there

is a corresponding global symmetry on the field theory side. The associated con-

served (Noether) current to the global symmetry is the dual operator to the gauge

field living in AdS. In this example we see the duality between a U(1) global and

local symmetry. However, there is another very simple example present in every

gauge/gravity correspondence model, the graviton hAB(z, ~x). It is related to the

diffeomorphism invariance on the gravity side and it is dual to the conserved field

theory energy momentum tensor 〈Tµν〉(~x). However, in this case to compute the

dual field theory tensor one has to be more careful, due to the appearance of

divergences and renormalisation terms. We will analyse this later on, see section

3.2.4.

Coming back to the the example studied here, note that the overall normalisation

of 〈J t〉 has to be fixed by plugging the AdS Reissner-Nordström solution into the

action and then in the spirit of gauge/gravity (cf. equation (2.42)) duality take

the functional derivative with respect to the boundary value of At(z = 0, ~x). The

relevant part of the action is

SL ∼−
1

4g2

∫
dD+1x

√
−gFABFAB =

=− 1

4g2

∫
dDx

∫ zH

0
dz
√
−ggACgBDFABFCD =

=− 1

2g2

∫
dDx

∫ zH

0
dz

(
∂A
(√
−ggACgBDABFCD

)
−AB ∂A

(√
−gFAB

)︸ ︷︷ ︸
=0 e.o.m.

)
=
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=− 1

2g2

∫
dDx

(√
−ggzzgBDABFzD

) ∣∣∣∣zH
z=0

=

(2.45)
= lim

z→0

1

2g2

∫
dDx

(
LD+1

zD+1

z2f(z)

L2

−z2

L2f(z)
At(z)∂zAt(z)

)
=

=− lim
z→0

LD−3

2g2

∫
dDx

(
1

zD−3

−(D− 2)zD−3

zD−2
H

µ2 +O(z)

)
=

=
LD−3

2g2

∫
dDx

D− 2

zD−2
H

µ2 .

Note that since At(zH) = 0 we only get contributions from the boundary.

Now we can use the dictionary (2.42) to determine 〈J t〉 by varying the on-shell

action, we just obtained, with respect to the boundary value of At(z → 0, ~x) =

Abt(~x) = µ, which sources 〈J t〉, i.e.

〈J t(~x)〉 =
δSon-shell

L

δAbt(~x)
=

(D− 2)LD−3

g2

µ

zD−2
H

(2.57)

Comparing this result to (2.54), we see that both agree. This has to be the case,

since 〈J t〉 is the charge density in the field theory.

The AdS Reissner-Nordström system is the starting point for the following chap-

ters. In the next chapter we add a scalar field to this setup and show how to

spontaneously break the U(1) symmetry. This leads us to holographic supercon-

ductors. In chapter 4, we examine the phase transition between AdSRN and a

phase with spontaneously broken U(1) and rotational symmetry. Afterwards, we

add the effect of relevant operators at the UV fixed point dual to AdSRN, which

results in a flow to a new IR fixed point. This fixed point has desirable properties

for the modelling of condensed matter systems (see chapter 5).
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Chapter 3

Holographic Superfluids and

Superconductors

In this chapter we start with a recapitulation of conventional superfluids and su-

perconductors. Afterwards we implement the concept in a holographic framework

by examining the holographic s-wave superconductor.

3.1 Superfluids and Superconductors

Superfluidity and superconductivity are remarkable macroscopic effects arising

from the quantum properties of the underlying microscopic theory. There are

many surprising consequences of superfluidity and superconductivity, for instance,

helium 4 in the superfluid phase can climb up the walls of a vessel, if there is

a lower lying basin which can be reached. The most famous characteristic of

superconductors is its zero electrical resistivity, a property which is heavily used

in many technical applications where large electrical currents are of need (e.g. to

generate strong magnetic fields). In this section we present a very brief review

of superfluidity and superconductivity based on [71–73], where we concentrate on

the effective description of these phenomena. The description of superconductivity

will be an effective description, i.e. close to a critical temperature Tc where the

theory undergoes a phase transition from a normal1 to a superconducting phase.

This theory is known as the Ginzburg-Landau theory of superconductivity [74].

3.1.1 Superfluidity

The easiest setup to study superfluidity is φ4 theory. The corresponding well-

known scalar field Lagrangian is

L = −Dµφ(Dµφ)∗ −m2|φ|2 − λ|φ|4 , (3.1)

1With normal we denote a phase without superfluidity and superconductivity.

37
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where m2 > 0 is the mass of the scalar field φ, λ > 0 a coupling constant and

Dµ = ∂µ − iAµ, with At = µ the (constant) chemical potential and Aa = 0. This

theory is invariant under a global U(1) symmetry, which transforms

φ(xµ)→ φ(xµ)eiα and φ∗(xµ)→ φ∗(xµ)e−iα . (3.2)

Including the chemical potential we get an effective potential

V (φ, φ∗) = (µ2 −m2)|φ|2 − λ|φ|4 . (3.3)

To compute the vacuum expectation value of 〈φ〉 in this theory we vary the po-

tential with respect to φ∗ 2 demand this to vanish, i.e.

0 = (µ2 −m2)φ− 2λ|φ|2φ =
(
(µ2 −m2)− 2λ|φ|2

)
φ . (3.4)

One solution is always 〈φ0〉 = 0. However, depending on the value of the chemical

potential µ this solution is either stable or unstable. By choosing a chemical

potential µ > m, then 〈φ〉 = 0 is an unstable state of the theory and the lower

lying stable ground states are given by |〈φ〉|2 = µ2−m2

2λ . Note that there is some

freedom left in the choice of 〈φ〉, namely its phase. The freedom in the choice of

ground state corresponds exactly to the U(1) symmetry of the Lagrangian. That

is

〈φθ〉 =

√
µ2 −m2

2λ
eiθ , (3.5)

where θ is the phase. However, once θ is fixed, the solution is not invariant under

the U(1) transformation anymore and the U(1) symmetry is spontaneously broken.

This has far reaching consequences and is also the reason for the appearance of

superfluidity. For concreteness we choose θ = 0.

To derive the effects of this new ground state 〈φθ=0〉 ≡ 〈φ〉 ∈ R, we consider

fluctuations around it, i.e. φ = 〈φ〉 + 1√
2
(ρ1 + iρ2). Plugging this ansatz into the

Lagrangian (3.1) and expanding up to quadratic order in the fluctuations (and

using the corresponding equations of motion) results in

L(2) =− 1

2
(∂µρ1∂

µρ1 + ∂µρ2∂
µρ2) + µ (ρ2∂tρ1 − ρ2∂tρ1)

− 1

2
(m2 − µ2)

(
ρ2

1 + ρ2
2

)
− λ〈φ〉2

(
3ρ2

1 + ρ2
2

)
.

(3.6)

Note that there are higher contributions in the fluctuations neglected above [73].

However, they are not of interest for the simple analyses of interest here. It is

easier to work in momentum space, thus we take the Fourier transform

ρi(x
µ) =

∫
dDk

(2π)D
eikµxµρi(kµ) . (3.7)

2In order to do so we take φ and φ∗ to be independent fields.
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The fields ρi in real and momentum space are differentiated only by their argu-

ments. Plugging this into the action S ∼
∫

dDxL(2) leads to

S ∼
∫

dDk

(2π)D

(
ρ1(−kµ), ρ2(−kµ)

)
G−1(kµ)

(
ρ1(kµ)

ρ2(kµ)

)
, (3.8)

with G−1(kµ) the inverse tree level propagator, given by

G−1(kµ) =

(
−k2 −m2 + µ2 − 6λ〈φ〉2 2iωµ

−2iωµ −k2 −m2 + µ2 − 2λ〈φ〉2

)
, (3.9)

with k2 = kµk
µ. The dispersion relation is obtained from the zeros of the deter-

minant of G−1(kµ), i.e.

ω±~k
=

√
~k2 +m2 + µ2 + 4λ〈φ〉2 ∓

√
4µ2

(
~k2 +m2 + 4λ〈φ〉2

)
+ 4λ2〈φ〉4 =

=

√
~k2 −m2 + 3µ2 ∓

√
4µ2~k2 + (3µ2 −m2)2 ,

(3.10)

where in the last step the solution for the condensate (3.5) was used. Next we

expand these solutions for small values of |~k|, i.e.

ω+
~k
'

√
µ2 −m2

3µ2 −m2
|~k|+O(|~k|2) ,

ω−~k
'
√

6µ2 − 2m2 +
5µ2 −m2

(2(3µ2 −m2))3/2
|~k|2 +O(|~k|3) .

(3.11)

The ω+ solution vanishes linearly for |~k| → 0, i.e. this is a massless mode, known

as the Goldstone mode, which corresponds to fluctuations along the minimum of

the potential (3.3). Being massless means that it can be excited with a minimal

amount of energy. This are clearly the fluctuations of the phase δθ around our

vacuum choice θ = 0, since 〈φθ〉 for all values of θ corresponds to the same energy.

Thus a change in the phase barely costs any energy. The second solution describes

a massive mode, which corresponds to the fluctuation of the modulus of 〈φθ〉 3.

Clearly the just derived dispersion relations are only valid for µ > m, i.e. in the

phase with a condensate. For the solutions with µ < m and therefore without a

condensate, we can immediately obtain the relations by setting 〈φ〉 = 0 in equation

(3.10).The well-known solution is

ω±~k
=

√
~k2 +m2 ∓ µ . (3.12)

3This mode is the Higgs particle. A corresponding mode coming from the spontaneous break-

ing of a SU(2)×U(1) symmetry was recently observed at the LHC at CERN in Geneva, Switzer-

land [20,21].
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Figure 3.1: Dispersion relation ω±~k
for the case with condensate, i.e. µ > m (blue lines)

and without a condensate (red lines). Note that in the case without a condensate the

difference between ω−~k
− ω+

~k
= 2µ, where for this plot µ = 0.5m.

From the discussion above we saw that the particle spectrum in the unbroken and

broken phase changes. In the unbroken phase positively and negatively charged

particles are the correct degrees of freedom, whereas in the broken phase a massive

and a massless mode take over. However, this does not yet explain why superflu-

idity in the hydrodynamic limit of such a setup is expected. In order to explain

this effect, we closely follow [71].

Let us consider a non-relativistic fluid through a pipe with a velocity ~V everywhere.

A part of the fluid with massM then carries a kinetic energy E1 = MV 2/2. Taking

the friction between the pipe walls and the fluid into account leads to an elementary

excitation in the fluid resulting in a kinetic energy E2 = MV 2/2+~p ~V +e(~p), where

~p and e(~p) is the momenta and the energy, respectively, of this excitation. Since

the energy for the excitation has to come from the fluid itself, energy conservation

tells that E1 = E2 and thus e(~p) = −~p ~V . Since ~p ~V = V p cos(θ) ≥ −V p we

obtain that e(~p) ≤ V p.

Massless excitations, which are not Goldstone modes, have dispersion relations

with e(~p) ∝ p2. In this case for every given fluid velocity V we can find a momen-

tum small enough to fulfil the inequality derived above. For massive excitations,

i.e. e(p→ 0) = const, on the other hand or massless excitations of the Goldstone

kind, i.e. e(~p) ∝ p there are values of V for which the above inequality is violated.

The massive case is clear, however, for the massless case let us call v the constant

of proportionality between e and p, thus e = v p. Plugging this into e(~p) ≤ V p,

we see that as soon as V < v the inequality is violated and it is not possible to

dissipate energy due to friction into elementary excitations anymore. Therefore,

for fluid velocities slower than v the flow has to be dissipationless.

There is one issue we still have to comment on. Until now everything was computed

at zero temperature. However, we expect superfluidity to appear below a finite

temperature Tc. As shown in [72, 73] for small temperatures T � 〈φ〉 all the
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considerations above are still valid. For increasing temperatures one finds that the

condensate has a temperature dependence. Finally for temperatures comparable

to the size of the zero temperature condensate one obtains that the condensate

takes the form

〈φ〉(T ) ∝
(

1− T

Tc

)1/2

, with

T 2
c =

3(µ2 −m2)

λ
+ higher order corrections .

(3.13)

Tc is the critical temperature below which a solution with a condensate sponta-

neously breaks the U(1) symmetry. The condensate 〈φ〉(T ) is the so-called order

parameter of this phase transition. By analysing the pressure and entropy den-

sity of the system one finds that they are continuous across the phase transition,

however, they are not differentiable. Thus, this is a second order phase transi-

tion [72]. We will see similar transitions in later sections and chapters arising from

holographic computations.

Finally we would like to remark that in the spontaneously broken phase the mass of

the Goldstone mode vanishes for all temperatures smaller than Tc and the massive

mode has a non-vanishing mass everywhere except right at the phase transition

where µ = m [72]. The last point hints to the fact that directly at the phase

transition the system is described by a conformal field theory, i.e. there is no scale

(mass) present.

3.1.2 Superconductivity from Ginzburg-Landau Theory

The microscopic theory of superconductivity is very different from the descrip-

tion of superfluidity presented. However, here we concentrate on the effective

description following [75], which is again very similar, up to a certain extent, to

the formalism in the last section. The description developed here is known as the

Ginzburg-Landau theory [74], which was proposed before the microscopic theory,

the BCS theory4, was known.

The starting point is the Lagrangian (3.1) from the last section. However, this

time the field φ is understood as a composite particle, composed for example of two

electrons5. In addition, this prescription is only valid close to the phase transition

between the normal and the superconducting phase, i.e. for T . Tc. The next

change is to promote the global U(1) symmetry to a gauge symmetry. Thus the

transformation under which the theory is invariant reads

φ(xµ)→ φ(xµ)eiα(xµ) and φ∗(xµ)→ φ∗(xµ)e−iα(xµ) . (3.14)

4BCS stands for J. Bardeen, L. Cooper and J. Schrieffer, which published their theory in [76].
5In order to understand this pairing mechanism we need BCS theory. Good explanations of

this process can be found in [71,73]
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Since the phase is spacetime dependent, another transformation has to be added,

namely

Aµ → Aµ + ∂µα(xµ) . (3.15)

It can easily be checked that the Lagrangian in (3.1) is invariant under these

transformations. The next assumption is that we are in a static situation. Thus

all time derivatives are set to zero and we choose the gauge At = 0. Finally the

Lagrangian

LGL = −
(
~∇− i ~A

)
φ
(
~∇+ i ~A

)
φ∗ −m2|φ|2 − λ|φ|4 − 1

2

(
~∇× ~A

)2
, (3.16)

is obtained, where the last term comes from the addition of a kinetic term for the

gauge field Aµ in the static case. It can easily be computed by starting from

LEM =
1

4
FµνF

µν with

Fµν = ∂µAν − ∂νAµ .
(3.17)

Putting everything together we get

LEM = −1

2

(
~∇× ~A

)2
. (3.18)

Since the ansatz above is valid close to the phase transition, we can linearise with

respect to the temperature dependence and use m2 = a(T −Tc). Note that in this

section m is not a mass of an elementary particle but rather a parameter of the

theory. For T ≤ Tc there is again a non-trivial value for the expectation value of

φ. Taking the conventions we use in this section into account, it turns out to be

〈φ〉 =

√
−m

2

2λ
=

√
aTc
2λ

(
1− T

Tc

)
. (3.19)

This is the same expectation value as in the superfluid case (see the end of section

3.1.1). Apart from that, all other conclusions we drew in the last section from this

result are also valid here. Thus 〈φ〉 is the order parameter of a second order phase

transition between a “normal” (Fermi-liquid-like) and a superconducting phase.

Next small fluctuations around this ground state are considered. Using Noether’s

theorem6, the conserved current is

~j = −i
(
φ∗~∇φ− φ~∇φ∗

)
− 2|φ|2 ~A , (3.20)

which is related to the U(1) symmetry of the theory. The next simplifying as-

sumption we make is that the scalar field varies slowly along the spatial directions

6Nother’s theorem: For every continuous symmetry of the fields we find a conserved current

[77].
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around the expectation value (3.19) and it is allowed to linearise in the fluctua-

tions. Therefore the first term in the conserved current above can be neglected

and we set φ to its expectation value. This gives the London equation

~j =
m2

2λ
~A . (3.21)

The vanishing resistance R can be seen from Ohm’s law, ~E = R~j, where ~E =

−∂t ~A = 0 is the vanishing electric field in the static case. Thus we conclude that

R = 0.

Next we derive the Meissner effect. This effect describes the expulsion of the

magnetic fields from the superconductor. We start with one of the Maxwell’s

equations, namely Ampère’s law,

~∇× ~B = ~j , (3.22)

with ~B = ~∇ × ~A in our conventions. Taking the curl of this equation and using

(3.21) we obtain

~∇2 ~B = −m
2

2λ
~B , (3.23)

where ~∇ ~B = 0. Choosing the magnetic field to only have a component in x

direction leads to

Bx = B0e−
√
−m2

2λ
x (3.24)

as the solution to the equation above. Note that the term under the square root

is positive. This result tells us that a magnetic field is exponentially suppressed

when entering the superconductor. Imagine a material at a temperature slightly

above its critical temperature Tc placed in a small magnetic field. Lowering the

temperature continuously below Tc leads to a phase transition in the material to

the superconducting phase. At Tc the magnetic field cannot go through the ma-

terial anymore, but it is exponentially suppressed. Since the flux is conserved the

magnetic field has to flow around the material.

By rewriting eq. (3.23) in a covariant form in terms of the gauge field Aµ we get

�Aµ = −m
2

2λ
Aµ , (3.25)

where the term in front of Aµ on the right hand side of the equation corresponds

to a squared mass term of the photon. This mass term arises from the Higgs

mechanism associated to the spontaneous breaking of a gauged symmetry. It is

noteworthy that the Meissner effect, as well as the superconductivity itself, is

strongly related to the fact that this theory has a local (gauged) symmetry, rather
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than a global symmetry as for instance in the discussion of the superfluid in sec-

tion 3.1.1.

With the effective approach presented in this section some of the effects seen

in “conventional” superconductors were derived. It is important to stress that

superconductivity does not arise due to a superflow of charged particles, with the

superflow originating from the linear dispersion relation of Goldstone modes, but

from the Higgs mechanism which makes the photon massive. Note that the critical

temperature Tc ∝ ∆0, where ∆0 is the zero temperature energy gap ∆(T → 0) =

∆0 between the ground state and the first excited state in the quasi-particle picture

of BCS theory (cf. [71]). In our effective description, around T . Tc, the energy

gap is 〈φ〉 = ∆(T ). Finally, this description only applies to conventional, weakly

coupled, superconductors. For high-Tc superconductors a theoretical description

is still missing. It may be that holography can close this gap. Thus in the next

section we describe holographic superfluids and superconductors.

3.2 Holographic Superfluids

In this section we study the holographic realisation of superfluids (superconduc-

tors)7. Our main source for this section is the presentation in [55,57]. Furthermore

most of the technical details, which are needed to solve the equations of the system

discussed below, are obscured. Nevertheless, in chapter 4 all details and subtleties

involved in this kind of computations are explicitly shown. Here we wish to con-

centrate on the overall picture and the physical interpretations.

To realise a holographic superconductor U(1) symmetry has to be broken spon-

taneously. To realise that some of the fields in the corresponding theory have

to be charged under this U(1). A very easy holographic setup we can study to

model this effect is the Einstein-Maxwell theory in asymptotically AdS space with

a charged scalar field in the bulk. The action reads

SL =

∫
dD+1x

√
−g
(

1

2κ2
(R− Λ)− 1

4g2
F 2 − |DAψ|2 − V (ψ)

)
, (3.26)

with Λ = −D(D − 1)/L2, F 2 = FABF
AB, |DAψ|2 = (DAψ)

(
DAψ

)∗
, where

DA = ∇A−iqAA and q being the charge of the scalar field ψ, and V (ψ) = m2 |ψ|2,

where m is the scalar mass. The remaining terms have the same definition as in

section 2.4.2. Again boundary terms Sbdry are needed to render the on-shell action

and Green’s functions finite. However, for the sake of legibility they are suppressed

7In the holographic literature superconductors and superfluids are used very loosely. From

the knowledge to date, one can consider a holographic superconductor to be a weakly gauged

superconductor. In this thesis we do not differentiate between holographic superconductors and

superfluids.
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here.

The equations of motion of this system are

− (∇A − iqAA)
(
∇A − iqAA

)
ψ +

1

2

ψ

|ψ|
V ′|ψ| = 0 ,

1

g2
∇AFAB = iq (ψ∗ (∇B − iqAB)ψ − ψ (∇B + iqAB)ψ∗) ,

RAB −
1

2
gAB

(
R+

D(D− 1)

L2

)
= κ2TAB ,

(3.27)

with

TAB =
1

4g2

(
4FACF

C
B − gABFCDFCD

)
− gAB

(
V (|ψ|) + |DAψ|2

)
+ ((DAψ) (DBψ)∗ + (DBψ) (DAψ)∗) ,

(3.28)

where DA is defined above.

Following [55,57,78] we choose the ansatz

ds2 = gABdxAdxb = −N(r)e−χ(r)dt2 +
1

N(r)
dr2 + r2

(
D−1∑
i=1

dx2
i

)
,

A = φ(r)dt ,

ψ = ψ(r) .

(3.29)

In the case of vanishing scalar field the AdS Reissner-Nordström black hole solu-

tion, studied in section 2.4.2, is the correct description, i.e.

ψ = 0 ,

φ(r) = µ

(
1−

(rH
r

)D−2
)
,

χ(r) = 0 ,

N(r) =

(
r2

L2
−
(
r2
H

L2
+
L2µ2

γ2

)(rH
r

)D−2
+
L2µ2

γ2

(rH
r

)2D−4
)
,

with γ2 =
(D− 1)L2g2

(D− 2)κ2
.

(3.30)

This result looks slightly different than (2.45), since here we took the coordinates

r = L2/z, with z as defined in chapter 2. At the same time the spatial field theory

directions was rescaled by xi → Lxi. The boundary value of At(rB) = µ is again

interpreted as the chemical potential of the dual field theory.
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From here on we work in 4 dimensional gravity, i.e. in a field theory living in

D = 2 + 1 dimensions. In this case the equations of motion for a non-vanishing

scalar field (primes denote ∂r) are

ψ′′ +

(
N ′

N
− χ′

2
+

2

r

)
ψ′ +

(
q2eχφ2

N2
− m2

N

)
= 0 ,

φ′′ +

(
χ′

2
+

2

r

)
φ′ − 2g2q2ψ2

N
φ = 0 ,

χ′ +
2κ2q2reχψ2φ2

N2
+ 2κ2rψ′2 = 0 ,

1

2
ψ′2 − 3

2κ2L2N
+ ψ2

(
m2

2N
+
q2eχφ2

2N2

)
+

N ′

2κ2rN
+
eχφ′2

4g2N
+

1

2κ2r2
= 0 .

(3.31)

This correspond to the equations (3.3) to (3.6) given in [55], with the difference

that there κ2 = 1/2 and g = 1.

3.2.1 Instabilities

To find the instabilities of the AdSRN setup, we start by linearising the equations

with respect to the scalar field ψ, i.e. all terms which are not linear in ψ are thrown

away. The resulting equations correspond exactly to the AdSRN case with one

additional one for ψ, namely

ψ′′ +

(
N ′

N
+

2

r

)
ψ′ +

(
q2µ2

N2

(
1− rH

r

)2
− m2

N

)
= 0 . (3.32)

Since the other fields are still governed by the AdSRN equations of motion, we can

consider the scalar field as a probe in the Reissner-Nordström background and just

use the solution (3.30) for the remaining fields in the equation above. Close to the

boundary, the scalar field falls off as ψ ∼ r−∆ with ∆ a positive number. Using

this ansatz in the equation for ψ and expanding close to the boundary results in

the relation

m2L2 = ∆ (∆− 3) (3.33)

between the mass and the fall-off behaviour. This is exactly the relation between

the mass of a scalar field and the scaling dimension of the dual operator stated

before, at the end of section (2.3.4). The next step is to analyse this equation

at zero temperature close to the horizon. Remember that in the AdSRN case

T = 0 corresponds to an extremal black hole. Thus even though the temperature

vanishes, there is still a horizon. First we rewrite the temperature derived in the

last chapter for the AdSRN solution (cf. eq. (2.46)) in terms of the conventions

used in this section, i.e.

T =
3rH
4πL2

(
1− κ2L2

g2

µ2

6r2
H

)
. (3.34)

Zero temperature means that µ =
√

6grH/(κL). Furthermore in this limit one

obtains near the horizon a geometry which is AdS2 × R2 with an AdS radius
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L2
2 = L2/6. Plugging this into the linearised equation for the scalar field and

evaluating it close to the horizon leads to a new effective mass of the scalar field in

the AdS2 geometry, namely m2
2 = m2−q2g2/κ2. Due to the negative cosmological

constant AdS space allows for negative mass squared of the scalar field down to a

certain value without becoming unstable. The lower stability bound for the mass,

the Breitenlohner-Freedman (BF) bound [68], is (c.f. section 2.3.4)

L2m2 ≥ −D2

4
. (3.35)

Putting everything together, i.e. D = 1 in the extremal near horizon AdS2 case,

the scalar field becomes unstable if

− 1

4
≥ (L2m2)2 =

L2

6

(
m2 − q2g2/κ2

)
. (3.36)

It is noteworthy that also in the q = 0 case, i.e. the scalar field is uncharged, by

a certain choice of m2 the system could become unstable, since squared masses

which are perfectly fine in AdS4 may render the AdS2 region unstable [55,57].

At finite temperature and due to the covariant derivative the effective mass reads

m2
eff = m2 + q2gttA2

t = m2 − q2 1

N(r)
φ(r)2 . (3.37)

By tuning the chemical potential, or alternatively, the temperature we can get

m2
eff smaller than the BF bound, which renders the AdSRN solution unstable.

The instabilities described above at T = 0 and T 6= 0 result in a phase transition

from AdSRN to a new vacuum with a condensed scalar field φ(r) 6= 0, which breaks

the U(1) symmetry spontaneously. In the following we concentrate on the T 6= 0

case. Since the effective mass square m2
eff depends on q and ∆ (or alternatively

L2m2) a phase transition from the AdSRN solution to a phase with a condensate

can be triggered by changing these values. The phase transition takes place at a

critical values of (T/µ)c, where the numerical value depends on the parameters

chosen. A plot relating the different values of (T/µ)c, q and ∆ is shown in figure

1 in [79].

3.2.2 The Superconducting Solution

After having examined the conditions for instabilities of the system (3.26) in the

AdSRN phase, we go on to discuss the corresponding stable solution. Again the

results were derived in [55,57]. In chapter 4 we compare these results to the ones

we find in a holographic superconductor with an additional rotational symmetry

broken.
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The relevant quantities are presented in terms of the coefficients of the expansion

of the fields close to the AdS boundary8. These coefficients are related to the

expectation values of the dual field theory operators9, as was pointed out in section

2.3.4. The expansions at the AdS boundary of the different fields in the broken

phase are

φ(r →∞) ' µ+
L

r
φB1 +O(r−2) ,

ψ(r →∞) ' L

r
ψB1 +

L2

r2
ψB2 +O(r−3) ,

N(r →∞) ' r2

L2
+ κ2ψB1 +

L

r
NB

1 +O(r−2) and

χ(r →∞) ' κ2L2

r2

(
ψB1
)2

+O(r−3) ,

(3.38)

where µ denotes the chemical potential, φB1 is proportional to the charge density of

the dual field theory and χB0 = 0. The latter fixes the space to be asymptotically

AdS. In addition we set L2m2 = −2. This choice of mass leads to ∆+ = 2 and

∆- = 1, in agreement with the boundary expansion above (cf. (2.22)). Note that

this choice for the mass is special since both modes, the normalisable one, with

∆+ = 2, and the non-normalisable one, with ∆- = 1 have a fall-off behaviour,

which does not violate the unitarity bound

3

2
− 1 =

1

2
≤ ∆ . (3.39)

See also the discussion at the end of section 2.3.4. Hence we are free to choose

which of the coefficients to interpret as the expectation value of the dual operator

and which one as its source. However, to break the U(1) symmetry spontaneously

on the field theory side, the source term has to vanish, since a term in the field

theory Hamiltonian of the form ∼
∫
ψ̄B2 〈O1〉 would break the symmetry explicitly.

Therefore, if we choose to set ψB1 ∼ 〈O1〉, ψB2 has to vanish or vice versa. Thus,

from a field theoretic point of view the operator O1 obtains a vacuum expectation

value dynamically, i.e. the U(1) symmetry is broken spontaneously.

From the dual field theory, this new solution with a non-vanishing condensate

presents a new stable thermal equilibrium state for certain regions of parameter

space, i.e. for certain values of T/µ for given q and m2. Thus, in the same way the

grand potential, the entropy density and charge density was computed for the AdS

Reissner-Nordström solution at the end of last chapter, this could be redone for

8With boundary expansion we denote the expansion close to the AdS boundary. For the

coordinates used in this chapter, this means that the fields are expanded in negative powers of r

for r →∞.
9In section 3.2.4 a second method is derived to compute the expectation value of a dual

operator.
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this new solution. Below (T/µ)c the grand potential of the solution with conden-

sate is lower than the AdSRN one. Therefore the broken phase, for values of the

temperature below (T/µ)c, is thermodynamically preferred and describes the cor-

rect state of the theory. In addition the entropy density at this point is continuous

but not differentiable which hints to a second order phase transition between both

solutions (cf. [55, 57] and discussions in the sections 3.1.1 and 3.1.2). In the dual

field theory, 〈Oi〉 acts as an order parameter of the phase transition. Therefore

it is of interest to study its temperature dependence. For both choices of bound-

ary conditions this dependence is presented in figure 3.2, see also [55]. Note that

above a certain critical temperature Tc
10 the condensate vanishes and the AdSRN

solution is obtained. Close, but below Tc, for both choices of boundary conditions

the order parameter has a mean field behaviour, i.e. 〈Oi〉 ∼ (1− T/Tc)1/2, which

is in agreement with the postulated second order phase transition. Note that the

mean field behaviour and the similarities to classical Ginzburg-Landau theory is

due to the large N limit of the dual field theory. This is also the reason why there

is an ordered phase in 2 + 1 dimensions, which in principle is excluded by the

Mermin-Wagner theorem [80].
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Figure 3.2: Vacuum expectation value of the operators O1 and O2, respectively, as a

function of the temperature. The different curves correspond to different values of q.

Source: [55]

3.2.3 Perturbations and Hydrodynamic Transport

Important quantities which on the one hand can be compared to experiment and

on the other hand are very sensible to many characteristics of a theory are the

transport coefficients. These coefficients determine the behaviour of a system close

to thermal equilibrium, i.e. it has been slightly perturbed. These perturbations

depend on time and in general also on the spatial coordinates. We start the dis-

cussion from a field theoretic point of view in general dimensions D and then make

contact to the holographic computation of the relevant quantities in the next sec-

10Note that this is short for (T/µ)c. For a more intuitive presentation of the results we can

always rewrite T/µ as T/Tc = (T/µ)/(T/µ)c, by fixing µ = 1 for instance.
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tion. For a very nice introduction to hydrodynamics we refer the interested reader

to [81].

While the form of an effective theory describing the thermodynamic equilibrium

and small fluctuations about this state is fully determined by the symmetries of

the system, i.e. by its conserved currents

the energy-momentum tensor Tµν and

conserved charge current Jµ ,
(3.40)

the transport coefficients appearing in this currents are determined by the un-

derlying microscopic theory. For instance the dual field theory of the AdSRN

solution, which is isotropic and includes a conserved U(1) current, is effectively

described by

〈Tµν〉 = euµuν + P Pµν + Πµν and

〈Jµ〉 = ρuµ + Υµ ,
(3.41)

with uµ the four velocity, Pµν = gµν − uµuν the projector transverse to the four

velocity. Note that by using gµν these equations also apply to curved spaces. For

computations in Minkowski space choose gµν = ηµν . In addition, we work in the

fluid rest frame, i.e. ut = 1, while ua = 0. The coefficients e, the energy density, P ,

the pressure, and ρ, the charge density, are determined by the underlying theory

(see section 2.4.2 for the corresponding AdSRN values of these coefficients). In

Πµν and Υµ the first order dissipative contributions to the energy-momentum

tensor and the current are hidden. These arise due to small fluctuations about

the thermal equilibrium. There is some ambiguity in how the energy density of a

system including fluctuations is defined. To resolve this issue, we use the Landau

frame choice throughout this thesis, i.e. uµuνT
µν ≡ e is always the energy density

and does not get perturbative contributions, therefore uµΠµν = 0 and uµΥµ = 0.

The fluctuations are organised in terms of an expansion series in gradients of

the four velocity uµ, the temperature T and the chemical potential µ (in case of a

charged fluid), see e.g. [40]. Taking the symmetries of the AdS Reissner-Nordström

solution into account we expect the dissipative terms up to linear order to have

the form [82]

Πµν = −η P α
µ P β

ν (∇αuβ +∇βuα) and

Υµ = σ uαFαµ − σT P α
µ ∇α

(µ
T

)
− αP α

µ ∇αT ,
(3.42)

where η, the shear viscosity, σ, the electrical conductivity, and α the thermoelectric

conductivity are transport coefficients. Fµν = ∇µAν −∇νAµ is the field-strength

tensor of a external vector field acting on the U(1) charge, µ the chemical po-

tential associated to the U(1) and T the temperature. Note that Eµ = uαFαµ
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corresponds to an external electrical field. Since the AdSRN solution describes

a dual conformal field theory the trace of the energy-momentum tensor has to

vanishes implying that there is no bulk viscosity.

The transport coefficients introduced above can be computed using linear response

theory [72]. For the coefficients of interest here, it is enough to consider fluctu-

ations up to linear order. We start with an unperturbed Hamiltonian H0 and

consider small perturbations11

Hpert(t) =

∫
dD−1xOm(t, ~x) δjm(t, ~x) , (3.43)

i.e. an operator Om coupled to some external source jm. Following, e.g. [72], the

reaction of the expectation value of the other operators to this perturbation is

given by

δ〈On〉(t, ~x) '
∫ ∞
−∞

dt′
∫

dD−1x′GROnOm(t, ~x; t′, ~x′) δjm(t′, ~x′) , (3.44)

with

GROnOm(t, ~x; t′, ~x′) = −iθ(t− t′)〈
[
On(t, ~x),Om(t′, ~x′)

]
〉 . (3.45)

GROnOm is the retarded Green’s function computed in the unperturbed system.

Note that at finite temperature the vacuum expectation value has to be replaced

by the corresponding thermal average, i.e.

〈O〉 =
tr
(
e−βHO

)
tr (e−βH)

, (3.46)

where β = 1/T . Since the Green’s function is computed with regard to the

unperturbed Hamiltonian, describing the thermal equilibrium, it does not depend

on the coordinates (t, ~x) and (t′, ~x′) separately, but rather only on their difference

(t− t′, ~x− ~x′). Therefore, the equivalent to (3.44) in momentum space is simply

δ〈On〉(ω,~k) = GROnOm(ω,~k) δjm(ω,~k) . (3.47)

In the last step the retarded Green’s function is related to the corresponding

transport coefficient. This goes under the name Kubo’s formulae [83]. For the

shear viscosity, for instance, this is

η = − lim
ω→0

1

ω
Im
(
GRTxyTxy

)
. (3.48)

We postpone the derivation of this result to section 4.2.7.3. Here we concentrate

on the U(1) current.

11We present the general results in arbitrary dimensions D and only comeback to the D = 3

case when relating it to the holographic s-wave superconductor.
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A very important quantity in a superconductor is the optical, or electrical, con-

ductivity σab, where a, b run over the spatial directions in the field theory. It

is defined as the answer of the U(1) current to an external electrical field Ea,

i.e. Ohm’s law

〈Ja〉 = σabEb . (3.49)

Choosing a gauge where the gauge potential δAt = 0 and considering a vector po-

tential dependent on time only, δAb(t) ∼ δAbe−iωt 12, Ohm’s law can be rewritten

by using Eb = uµFµb = iωδAb resulting in

δ〈Ja〉 = iωσab δAb . (3.50)

Now we have all ingredients to apply the just developed linear response theory

to Ohm’s law (3.49). Small fluctuations of a vector potential δAa about some

background photon field source a electrical current Ja. Using (3.47) we obtain

δ〈Ja〉(ω,~0) = GRJaJb(ω,
~0) δAa(ω,~0) . (3.51)

Using the same choices as mentioned above equation (3.50) and comparing it with

(3.50) leads to

σab(ω) = − i

ω
GRJaJb(ω,

~0) . (3.52)

This is Kubo’s formula for the electrical conductivity. Note that until now the α

term in eq. (3.42) was omitted. To include this term it has to be taken into account

that charged particles not only transport charge but also energy. Therefore Ohm’s

law (3.49) has to be generalised to [57](
〈Ja〉
〈Qa〉

)
=

(
σab Tαab

Tαab T κ̄ab

)(
Eb

−(∇bT )/T

)
, (3.53)

where α is the thermoelectric conductivity, κ̄ is the thermal conductivity and

〈Qa〉 = 〈Tta〉 − µ〈Ja〉 is the heat current. Without magnetic fields there are no

off-diagonal matrix entries for the different transport coefficients, e.g. σab = 0 for

a 6= b. Similarly to the connection between Eb and the fluctuation of the vector

potential, the fluctuations about a background metric are related to the temper-

ature gradient. We follow the procedure presented in [57] to derive this relation.

First rescale the time t → t̄ = t T , thus the period of the Euclidean time τ is 1

instead of 1/T . This also redefines the metric to gt̄t̄ = −1/T 2. Small fluctuations

of the temperature xa∇aT lead to small fluctuations of the t̄t̄ component of the

metric,

gt̄t̄ − δgt̄t̄ = − 1

T 2
+

2xa∇aT
T 3

. (3.54)

12A mathematically more rigorous approach would be to work in Fourier space. Doing so we

would automatically obtain the e−iωt factor. We pursue this approach in the next chapter.
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As in the pure Ohm’s law case, we again choose the following time dependence

e−iω̄t̄ of the fluctuations.

Taking into account that fluctuations of the metric can be seen as diffeomorphisms,

δgµν = ∂µξν + ∂νξµ and

δAµ = Aν∂µξ
ν + ξν∂νAµ ,

(3.55)

acting on the background fields, we can set δgt̄t̄ = 0 by a choosing certain ξµ,

namely ξt̄ = ixa∇aT/(ω̄T 3)e−iω̄t̄ and ξa = 0. This leads to

δgta = i
∇aT
ωT

e−iωt and

δAa = −iµ
∇aT
ωT

e−iωt ,

(3.56)

where we changed back to the original coordinates t, used that the background

vector field is At = µ and the background metric is flat. Finally one obtains

−∇aT
T

= iωδgta and

Ea = iω (δAa + µδgta) .

(3.57)

Switching on the fluctuations δAa and δgta in a theory in thermal equilibrium

leads to the following additional terms in the action (similar to eq. (3.43))

Spert =

∫
dDx
√
−g
(
T taδgta + JaδAa

)
=

(3.57)
=

∫
dDx
√
−g
((
T ta − µJa

)(
i
∇aT
ωT

)
+ Ja

Ea
iω

)
.

(3.58)

This has exactly the format claimed in (3.53). Now Kubo’s formula for all the

coefficients in (3.53) are

σ(ω) = − i

ω
GRJaJa(ω,~0) ,

α(ω)T = − i

ω
GRJaQa(ω,~0) and

κ̄(ω)T = − i

ω
GRQaQa(ω,~0) .

(3.59)

3.2.4 Holographic Transport

In this section we compute the transport coefficients derived in the last section

from holography. One of the big advantages of gauge/gravity duality is that in

order to derive the dynamical properties of a strongly coupled theory (with grav-

ity dual) only relatively easy computations are needed as we see in this section.

Again we concentrate on the results since a detailed calculation of this kind will

be presented in chapter 4.
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In the following only δAx(t, r) and δgtx(t, r) fluctuations are considered on top of

the background metric and vector field given in section 3.2. Thus only the op-

tical (electrical) conductivity and the thermoelectric effect introduced above, are

derived.

Our goal in this section is to compute the Green’s functions associated to the

different transport coefficients shown in equation (3.59) from holography. To

compute retarded Green’s functions in gauge/gravity duality the procedure devel-

oped in [44] is used. However, here we choose slightly different sign conventions.

Through this section we work in momentum space, i.e.

Φm(xµ, r) =

∫
dDk

(2π)D
eikµxµΦm(kµ, r) , (3.60)

with Φm being some arbitrary field living in the gravity theory. For now it does

not matter either if this field includes perturbations or just a background field.

Next we define the conjugate momentum to the field Φm(kµ, r), i.e.

Πm(kµ, r) =
δSL[(Φm)B0 ]

δ∂rΦm(kµ, r)
+
δSbdry[(Φm)B0 ]

δ (Φm)B0
, (3.61)

where Sbdry is an appropriate boundary action to render the conjugate momentum

finite, i.e. it includes counterterms, and (Φm)B0 is the value of the non-normalisable

mode of Φm(kµ, r). With S[(Φm)B0 ] we mean that one has to plug in the solution

for Φm(kµ, r) subject to the boundary condition (Φm)B0 into the equation above.

Note that one has to be careful in applying this formula to arbitrary fields. For

instance, in the case of a scalar field Ψ, as defined in section 3.2.2, the correct

definition is Φ = r−(∆−D)Ψ. Thus all the fields have to be redefined in a way that

the non-normalisable mode is constant at the boundary in order for this approach

to work13. The expectation value of the dual operator 〈Om〉 can be written in

terms of the conjugate momentum, resulting in

〈Om〉(kµ) = lim
r→∞

Πm(kµ, r) =
δSL[(Φm)B0 ]

δ (Φm)B0
. (3.62)

The theory behind this equation is the Hamilton-Jacobi formulation of classi-

cal mechanics (see e.g. [44, 84]). Considering fluctuations to linearised order,

i.e. Φm(kµ, r) = Φbkg
m (r) + δΦm(kµ, r), we get an equation very similar to (3.47),

however, with δjm replaced by the non-normalisable mode of the perturbed field,

i.e. by δ (Φm)B0 (kµ), thus

δ〈Om〉(kµ) = GROmOn(kµ) δ (Φn)B0 (kµ) . (3.63)

It is important to remark that to obtain the retarded Green’s function the bound-

ary conditions at the black hole horizon matters. We make this statement more

13This approach works for the spin 0, 1 and 2 cases. Other cases may be more subtle.



3.2. Holographic Superfluids 55

precise below. Let us for now assume that the conditions at the horizon are cho-

sen in a way that the retarded Green’s function is obtained. Comparing eq. (3.62)

and eq. (3.63) and taking into account that we have linearised with respect to the

fluctuation, we obtain

GROmOn(kµ) = lim
r→∞

δΠm(kµ, r)

δ (Φn)B0 (kµ)
= lim

r→∞

δΠm(kµ, r)

δΦn(kµ, r)
. (3.64)

Some comments are in place: First, since we linearised with respect to the fluc-

tuations the sources δ (Φn)B0 (kµ) do not need to be set to zero after taking the

functional derivative. The conjugate momentum only depends linearly on the fluc-

tuations. Second, the last equality holds due to the definition of the fields above

equation (3.62).

Next we use (3.62) to derive a general formula for the expectation value of the

energy-momentum tensor 〈Tµν〉 and the current 〈Jµ〉14. The current is straight-

forward to compute, namely

〈Jµ〉 = lim
r→∞

δSL
δ∂rAµ

= − 1

g2

√
−gF rµ

∣∣∣∣
r→∞

. (3.65)

For the s-wave superfluid background solution, using the boundary expansion

(3.38), results in15

〈J t〉 = − 1

g2L
φB1 , (3.67)

The conjugate momentum to gµν , i.e. the boundary energy-momentum tensor,

is more intricate to compute. First let us remind ourselves that since we are

in asymptotically AdS space the metric and its fluctuations behave as (for the

boundary at infinity and µ , ν 6= r)

gµν =
r2

L2
g(0)
µν (r) , (3.68)

with g
(0)
µν (r →∞) = (gµν)B0 . Thus following (3.62) we obtain

〈Tµν〉 =
SL[gB0 ]

δ (gµν)B0
= lim

r→∞

SL[gB0 ]

δg
(0)
µν

= lim
rB→∞

(rB
L

)2√
−γ 1√

−γ
SL[gB0 ]

δγµν
, (3.69)

where γµν is the induced metric on the boundary, i.e. γµν = gµν |rB = (r2
B/L

2)g
(0)
µν (rB)

and SL[gB0 ] is the on-shell action. In principle rB could be any constant r-slice

14We denote by J and T the equilibrium expectation values only, while J and T include the

equilibrium values plus fluctuations.
15In the unbroken phase introduced before, the AdS Reissner-Nordström case in D = 3, we

obtain for the background current

〈J t〉 =
rH
g2L2

µ , (3.66)

in perfect agreement with eq. (2.57) (using z = L2/r).
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of the foliated asymptotically AdS space, to stress this point we use rB instead

of r here. Furthermore we used that δγµν/δg
(0)
µν (rB) = (r2

B/L
2). The reason for

rewriting this expression is to use a well-known result from Brown and York [85]

together with the appropriate counter terms (cf. [86,87] and the discussion in the

next chapter) to obtain the field theory energy-momentum tensor

〈Tµν〉 =
1

κ2
lim
r→∞

( r
L

)2√
−γ
(
Kµν − γµνK +

D− 1

L

)
, (3.70)

where the extrinsic curvature KAB is defined as

KAB = −1

2
P C
A P D

B (∇CnD +∇DnC) , (3.71)

with the outward-point normal vector and the projector being

nAdx
A =
√
grrdr and PAB = gAB − nAnB , (3.72)

respectively. The induced metric γµν and the extrinsic curvature tensor Kµν on

the boundary are the pull-back of PAB and KAB, respectively. In the coordi-

nates we use through out this thesis this is always equivalent to γµν ≡ Pµν and

Kµν ≡ KAB, with A, B 6= r.

Note that more counterterms have to be added to the equation above, depend-

ing on the background metric and the fluctuations considered. In addition, it is

important to remark that in the way 〈Tµν〉 and 〈Jµ〉 are defined we could in prin-

ciple compute it on every r-slice rB and not only at the AdS boundary, i.e. for

rB → ∞. For instance, we could compute the flow of these operators along the

r-direction. However, a word of caution is in order. The counterterms, which in

the case of Tµν is (D− 1)/L are only valid at the AdS boundary. To compute the

correct r flow we would need to compute the corresponding “flow” of the coun-

terterms, which is very challenging and to the author’s knowledge has not been

done so far. The methods used in [87] to derive the counterterms only work at the

AdS boundary, since one of the central points is to rewrite the metric in terms of

Fefferman-Graham coordinates, which in full generality is only possible close to

the AdS boundary.

For the s-wave superfluid background solution, using the boundary expansion

(3.38), we obtain16

〈T tt〉 = − 1

κ2L
NB

1 and

〈T xx〉 = 〈T yy〉 = − 1

2κ2L
NB

1 ,

(3.74)

16In the unbroken phase introduced before, the AdS Reissner-Nordström case in D = 3, we

obtain for the background energy-momentum tensor

〈T tt〉 =
µ2rH
2g2L2

+
r3
H

κ2L4
and 〈T xx〉 = 〈T yy〉 =

µ2rH
4g2L2

+
r3
H

2κ2L4
. (3.73)



3.2. Holographic Superfluids 57

where either ψB1 or ψB2 was set to zero. For the case of ψB1 6= 0 additional coun-

terterms have to be added (cf. [57]). It is interesting that even in the broken phase

the energy-momentum tensor is still traceless, i.e. −〈T tt〉 + 〈T xx〉 + 〈T yy〉 = 0,

implying that the dual theory is still conformal (cf. section 2.1.2).

Now we add the fluctuations to this background. In addition we explain the

relation between the boundary conditions at the horizon and the Green’s functions.

We look at the perturbations δAx(kµ, r) and δgtx(kµ, r). The linearised equations

of motion for this fields are

δA′′x +

(
N ′

N
− χ′

2

)
δA′x +

(
−2g2q2ψ2

N
− 2κ2eχφ′2

g2N
+
ω2eχ

N2

)
δAx = 0 ,

4
κ2

g2
φ′δAx + δg′tx −

2δgtx
r

= 0 ,

(3.75)

where we set ~k = 0. At the AdS boundary this fields have the expansion

δAx(r →∞) = (Ax)B0 + (Ax)B1
L

r
and

δgtx(r →∞) =
r2

L2
(gtx)B0 + (gtx)B1

L

r
,

(3.76)

where (gtx)B1 actually depends on (Ax)B0 , however, the explicit form is not im-

portant. In order to apply the formalism developed above we use δξtx = gxxδgtx

instead of δgtx. This way a constant non-normalisable mode is obtained.

To solve the equations (3.75) we still have to fix conditions at the horizon. The

expansions of the fields at the horizon are

δAx(r → rH) =

(
r

rH
− 1

)−i ω
4πT

n∑
j=0

(Ax)Hj

(
r

rH
− 1

)j
and

δξtx(r → rH) =

(
r

rH
− 1

)−i ω
4πT

n∑
j=0

(ξtx)Hj

(
r

rH
− 1

)j
,

(3.77)

where we used δξtx instead of gtx, while T denotes the Hawking temperature.

The only independent parameter is (Ax)H0 which can be set to 1. Note that in

principle there is a second expansion to the equations (3.75) with a prefactor

(r/rH − 1)iω/(4πT ). However, we set all the corresponding expansion coefficients

to zero since this solution corresponds to outgoing boundary conditions at the

black hole horizon, i.e. the black hole would emit information. The condition with

the minus sign, which we choose, corresponds to ingoing boundary condition at

the black hole horizon, i.e. information can only fall into the black hole. This is

equivalent to the dissipation of energy, opposed to the generation of energy. Thus

the choice of boundary conditions at the horizon sets half of the free parameters

to zero. In addition it fixes the kind of field theory Green’s function, since the
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ingoing condition leads to the retarded Green’s function while the outgoing con-

dition results in the advanced Green’s function (cf. [69, 88,89]).

Next we compute the Green’s functions associated with the fluctuations δAx and

δξtx. The corresponding conjugate momenta are

Πtx
T (ω, r) =

2r3

κ2L4
e
χ
2

(
1− r

L
√
N

)
δξtx(ω, r)− e

χ
2
r2φ′

g2L2
δAx(ω, r)

Πx
J(ω, r) = −e−

χ
2N

g2
δA′x(ω, r)− e

χ
2
r2φ′

g2L2
δξtx(ω, r) ,

(3.78)

where we set again ~k = 0 and prime denotes ∂r. Therefore the field theory

operators are

〈T tx〉(ω) = −〈T tt〉 (ξtx)B0 (ω)− 〈J t〉 (Ax)B0 (ω) and

〈Jx〉(ω) =
1

L2g2
(Ax)B1 (ω)− 〈J t〉 (ξtx)B0 (ω) ,

(3.79)

where besides the background expansion (3.38) we also used (3.76). Comparing

this results with equation (3.63) enables us to write down the Green’s function

matrix for these fluctuations(
〈Jx〉(ω)

〈T tx〉(ω)

)
=

 1
L2g2

(Ax)B1 (ω)

(Ax)B0 (ω)
−〈J t〉

−〈J t〉 −〈T tt〉

((Ax)B0 (ω)

(ξtx)B0 (ω)

)
. (3.80)

Note that (Ax)B1 (ω) can only depend linearly on (Ax)B0 (ω). This comes from the

fact that ingoing boundary conditions were chosen at the horizon by which one of

the free parameters of a linear second order differential equation was set to zero.

Thus (Ax)B0 (ω), the only free parameter left, is an overall factor of the solution,

which can be scaled out.

Finally, we make contact to the dual field theory by comparing this results to

our findings in section 3.2.3. By identifying δAx in section 3.2.3 with (Ax)B0 above

and similarly δgtx with (ξtx)B0
17, we are able to compute the transport coefficients

(3.59) holographically, i.e.

σ(ω) = − i

ω

1

L2g2

(Ax)B1 (ω)

(Ax)B0 (ω)
,

Tα(ω) =
i

ω
〈J t〉 − µσ(ω) and

T κ̄(ω) =
i

ω

(
〈T tt〉+ 〈T xx〉 − 2µ〈J t〉

)
+ µ2σ(ω) .

(3.81)

17Since δgtx = (r/L)2δξtx we can identify δξtx with g
(0)
tx in eq. (3.69).
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One term was added by hand, namely 〈T xx〉 in the last equation, which is a con-

tact term originating from the fluctuation of the projector Pµν in equation (3.41)18.

Now we can integrate equation (3.75) using for instance Mathematica and read off

the boundary expansions (3.76) to compute σ(ω). In figure 3.3, taken from [55],

the real part of the conductivity is plotted with respect to the reduced frequency

ω/〈Oi〉. There are a few points which are noteworthy. At zero frequency there

is a delta peak which arises in part from the superconducting behaviour19, then

there is a gap for frequencies lower than a certain value ωg. ωg divided by the

temperature is roughly of the order 8 which is a value close to the findings in

high-Tc superconductors. Thus, there is hope that maybe holography can model

this kind of superconductors. However, note that the gap here is not a real gap,

since in the T → 0 limit the real conductivity does not vanish [90]. Therefore the

analogy does not entirely hold. This is opposed to the case for the p-wave (see

next chapter). For large frequencies the asymptotic behaviour agrees with the

expectation value of a conformal field theory in 3 dimensions (see section 4.2.7.1

for more comments on this fact). Finally note that the superconductors from

holography are weakly gauged superconductor, thus the Meissner Effect cannot

be derived directly. However, it is seen indirectly from the currents it induces in

the superconducting material (cf. [90]).
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Figure 3.3: Real part of the conductivity for both condensates as a function of reduced

frequency for different values of q. Note that both solutions show the typical frequency

gap. Source: [55]

18To first order in fluctuations Pµν = gµν − δgµν + uµuν , where we used that the inverse of

ĝµν = gµν + δgµν is ĝµν = gµν − δgµν . This insures that we obtain ĝµλĝλν = δµν +O(δ2).
19There is a second contribution to the delta peak originating from the momentum conservation

in this system, we comment more on that in section 4.2.7.1.
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Chapter 4

The Holographic

p-wave Superfluid

In this chapter we discuss a generalisation of the holographic s-wave superconduc-

tor, namely the holographic p-wave superconductor1. In this model, apart from

the U(1) also the SO(3) rotational symmetry is broken spontaneously.

The search for anisotropic and/or inhomogeneous solutions in the context of

gauge/gravity duality recently gained a lot of attention [60,61,91], since condensed

matter systems are generically governed by an underlying lattice, e.g. high-Tc su-

perconductors [92]. The system discussed in this chapter is probably the simplest

implementation of anisotropy. Due to its relative simplicity, it is technically fea-

sible to study many different aspects of the model, for instance hydrodynamic

effects, i.e. low energy excitations about the thermodynamic equilibrium. In this

thesis we concentrate on these properties of the holographic p-wave superconduc-

tor.

We find that, due to the broken symmetries, many interesting transport effects

which are known from crystals and other condensed matter systems, can be mod-

elled. The most remarkable result observed in holographic models relates to the

universal behaviour2 of the ratio between shear viscosity and entropy density

η/s = 1/(4π) at strong coupling. The value was first computed in [42]3. By

now it is known to be a generic result in field theories with a dual isotropic two

derivative Einstein gravity description. In section 4.2.7.5 we show that by break-

ing the rotational invariance a temperature dependent ratio is obtained. This is

1As stated before in the holographic context we use superfluid and superconductor inter-

changeably.
2Universal quantities, i.e. quantities which are dimensionless and independent of the number

of colours, allow for a comparison between results from gauge/gravity duality and experiment.

Note that in nature the number of colours is usually small.
3For a supersymmetric generalisation of η/s see [93].
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the first example of a deviation from universality at leading order in 1/N and 1/λ,

where λ is the ’t Hooft coupling (cf. [1, 2]).

Besides η/s, we find two distinct electrical conductivities (see sections 4.2.7.1 and

4.2.7.2). Whereas the conductivity perpendicular to the symmetry breaking vector

condensate behaves as expected, the other direction displays interesting features:

Apart from the expected gap for small frequencies and the correct large frequency

limit, we observe a broad peak at very small frequencies, which resembles a Drude

behaviour. Normally, to obtain the latter the translational symmetry has to be

broken. Interestingly, our solution does not implement this in an obvious way.

Finally, the coupling between energy-momentum tensor and different currents

which are present in the setup, resemble three effects known as thermoelectric,

flexoelectric and piezoelectric effect. The first one has been observed before in the

context of gauge/gravity duality and it describes the coupling between heat and

charge transport. The other two effects were first seen in [2,3] (cf. sections 4.2.7.5

and 4.2.7.6). The flexoelectric effect relates the polarisation of a liquid crystal

to mechanical bending, while the piezoelectric effect generates a current through

mechanical squeezing.

This chapter is structured as follows: first we introduce the holographic p-wave

superfluid and discuss the thermodynamic properties (section 4.1), followed by a

discussion about the fluctuations on top of this solution (section 4.2). In the latter

section we first present the technical aspects of the calculations (see sections 4.2.1

to 4.2.6) followed by the physical interpretation of the results (section 4.2.7). This

chapter is based on the author’s publications [1–3].

4.1 Holographic Setup and Equilibrium

The starting point to generated the holographic p-wave superfluid is a SU(2)

Einstein-Yang-Mills theory in (4+1)-dimensional asymptotically AdS space. Tak-

ing the full backreaction of the gauge field on the geometry into account, this

system was first described in [50], while the probe limit was discussed in [47]. The

action is given by

Spwave
L =

∫
d5x
√
−g

[
1

2κ2
(R− Λ)− 1

4g2
F aABF

aAB

]
+ Sbdy , (4.1)

where we use the same conventions as in the chapters before, while here, g denotes

the SU(2) Yang-Mills coupling constant. The boundary terms Sbdy are the same

as in section 2.4.1, with D = 4, i.e.

Sbdy = − 1

2κ2

∫
∂AdS

d4x
√
−γ
(
−2K +

6

L

)
, (4.2)
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with K the trace of the extrinsic curvature, defined in eq. (3.71), and γ the induced

metric on the AdS boundary (cf. equation (3.72) and below). The SU(2) field

strength F aAB is given by

F aAB = ∂AA
a
B − ∂BAaA + εabcABAA

c
B , (4.3)

where εabc is the totally antisymmetric tensor with ε123 = +1. The AaA are the

components of the gauge field, A = AaAτ
adxA, where τa are the SU(2) generators,

related to the Pauli matrices by τa = σa/2i. Moreover, it is also convenient to

define

α ≡ κ

g
, (4.4)

which determines how strongly the vector fields influence the AdS5 geometry. Note

that α is a free parameter of the theory, since the model discussed here is not a

top-down model. That is, the 5 dimensional theory is not embedded into a 10

dimensional superstring theory. Embedding the theory would fix most of the free

parameters (cf. for instance [94] for the AdSRN an s-wave case and [48,49] for the

probe p-wave model with two D7-branes). In this chapter we rather work in the

bottom-up approach, whereby allowing for a free choice of the field content and

of some of the parameters in the system. The prize we pay for this simplification

is with an uncertainty about the field content of the dual theory. This makes it

harder to understand and interpret the results obtained. Nevertheless, by sym-

metry arguments and by analogy to the D7-brane system, we are able to identify

most of the results from a field theoretic point of view.

The resulting Einstein and Yang-Mills equations from the action above are

RAB +
4

L2
gAB =

(
TAB −

1

3
TC

CgAB

)
, (4.5)

∇AF aAB = −εabcABAF cAB , (4.6)

where the Yang-Mills stress-energy tensor TAB is

TAB = α2

(
F aCAF

aC
B −

1

4
gABF

a
CDF

aCD

)
. (4.7)

Note that we pulled the gravitational constant κ into the definition of the energy

momentum tensor. We stick to this unusual choice since the results are charac-

terised in terms of different values of α.

Next we examine a solution to these equations, which break some of the sym-

metries of this system. Moreover, we find that for certain choices of boundary

conditions the AdSRN solution is recovered (cf. section 2.4.2).
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4.1.1 Hairy Black Hole Solution

In this section we search for a solution to the equations of motion (4.5) and (4.6)

which breaks some of the gauge and rotational symmetries, under which the action

4.1 is invariant. A priori the action does not change under SU(2) gauge transfor-

mations and the diffeomorphisms of AdS5. This translates into a dual field theory,

which is invariant under the full conformal symmetry in 4 dimensional Minkowski

space and under a global SU(2) (flavour) symmetry (see discussions in chapters 2

and 3). However, since we want a dual field theory at finite temperature and finite

charge density, i.e. with a global U(1) symmetry4, gravity solutions with a black

hole and a non-trivial gauge field profile are considered. In analogy to the AdS

Reissner-Nordström case the time component of one of the gauge fields is chosen

to have a profile in the radial AdS direction, where we are free to choose which of

the flavour directions to take. Our choice is the 3 direction, thus A3
t = A3

t (r). This

solution explicitly breaks the SU(2) invariance to a U(1) gauge symmetry. Apart

from that, the black hole solution is still invariant under the full SO(3) rotational

symmetry in the x, y, z directions. This solution correspond exactly to the AdS

Reissner-Nordström black hole (see below). Next we go one step further and break

some of the remaining symmetries. Remember the discussion about the stability

of the AdSRN in section 3.2, the same applies here. While in that section the con-

densation of a scalar field was considered (holographic s-wave superconductor),

which led to a new stable solution with a spontaneously broken U(1) symmetry.

Here we examine the next simpler possibility, namely the condensation of a vector

field (cf. [47]). This not only breaks the U(1) symmetry, but the rotational invari-

ance as well. We will see that the breaking of the SO(3) leads to very interesting

effects, especially when considering fluctuations about the thermal equilibrium.

That is, when computing hydrodynamic transport properties of this solution.

The solutions of interest here are called hairy black hole solutions. The corre-

sponding gauge field ansatz is (c.f. [47, 50])

A = φ(r)τ3dt+ w(r)τ1dx , (4.8)

where we denote r to be the radial AdS direction. The vector condensate w(r)

is known as the vector hair of the AdS black hole. This ansatz guarantees that

by setting w(r) ≡ 0 the well-known AdS Reissner-Nordström solution is recovered

(see section 2.4.2 and the discussion below).

The dual operator to A3
t (r) = φ(r) is the charge density 〈J 3

t 〉, which is the only

non-vanishing component of the U(1) charge current 〈J 3
µ 〉 in the dual field theory.

4The charge density is the time component of a conserved current, which, following Noether’s

theorem, is related to a continuous symmetry [77].
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With a non-vanishing A1
x(r) = w(r) component, a dual operator 〈J 1

x 〉 is generated,

which, as stated above, not only breaks the U(1) symmetry but also the SO(3)

rotational symmetry. Thus a SO(2) rotational symmetry around the x-axis and

a Z2 parity symmetry P‖: x→ −x and w → −w is left. Throughout this chapter

we call the x-axis the preferred direction. Finally we want the U(1) and rotational

symmetry to be broken spontaneously in the dual field theory. Thus a solution with

non-trivial w(r) 6= 0 in the bulk and the boundary condition w(r → ∂AdS) = 0

is chosen (cf. discussions in section 3.2.2). Therefore the dual operator 〈J 1
x 〉 6= 0,

the vector condensate, gets a expectation value without being sourced explicitly.

That is, the symmetries are broken spontaneously and the expectation value is

generated dynamically. A consistent ansatz for the metric in agreement with the

symmetry discussions above is [50,95]

ds2 = −N(r)σ(r)2dt2 +
1

N(r)
dr2 +

r2

f(r)4
dx2 + r2f(r)2

(
dy2 + dz2

)
, (4.9)

with N(r) = r2

L2 − 2m(r)
r2 . In the following we denote the position of the horizon as

rH . The AdS boundary is at r → ∞. This choice of coordinates corresponds to

(2.13) and the conventions used in chapter 3. Note that this ansatz is consistent

with a diagonal bulk energy-momentum tensor (4.7), as it is the case for the choice

of gauge fields.

Inserting everything into the Einstein and Yang-Mills equations yields five equa-

tions of motion for m(r), σ(r), f(r), φ(r), w(r) and one constraint equation. The

dynamical equations can be rewritten as (prime denotes ∂
∂r )

m′ =
α2rf4w2φ2

6Nσ2
+
α2r3φ′2

6σ2
+N

(
r3f ′2

f2
+
α2

6
rf4w′

2

)
,

σ′ =
α2f4w2φ2

3rN2σ
+ σ

(
2rf ′2

f2
+
α2f4w′2

3r

)
,

f ′′ = −α
2f5w2φ2

3r2N2σ2
+
α2f5w′2

3r2
− f ′

(
3

r
− f ′

f
+
N ′

N
+
σ′

σ

)
,

φ′′ =
f4w2φ

r2N
− φ′

(
3

r
− σ′

σ

)
,

w′′ = − wφ2

N2σ2
− w′

(
1

r
+

4f ′

f
+
N ′

N
+
σ′

σ

)
.

(4.10)

The equations of motion are invariant under the following four scaling transfor-
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mations,

(I) σ → λσ , φ→ λφ,

(II) f → λf , w → λ−2w,

(III) r → λr , m→ λ4m, w → λw , φ→ λφ ,

(IV ) r → λr , m→ λ2m, L→ λL , φ→ φ

λ
, α→ λα ,

where in each case λ is some real positive number. Using (I) and (II) we can set

the boundary values of both σ(r) and f(r) to one, leading to the usual asymp-

totically AdS spacetime. With (III) it is possible to set rH to one. However, we

retain rH as a bookkeeping factor to restore the temperature dependence of the

dual operators (cf. discussions in the next section). Finally, later we will use (IV)

to set the AdS radius L to one.

As mentioned above the AdSRN is also a solution of this system, namely for

w(r) = 0 ,

φ(r) = µ

(
1−

r2
H

r2

)
,

σ(r) = 1 = f(r) and

N(r) =

(
r2

L2
−
r2
H

r2

(
r2
H

L2
+

2α2µ2

3

)
+

2α2µ2r4
H

3r4

)
.

(4.11)

Here the same conventions and coordinates are used as in equation (3.30), with

D = 4. As before, the value of A3
t (r) = φ(r) at the boundary, namely µ, is the

U(1) chemical potential in dual field theory.

Unfortunately no analytic solutions are known for w(r) 6= 0 therefore we solve the

equations (4.10) using numerical methods. Our method of choice is the shooting

method. It is suitable for problems with boundary values instead of initial val-

ues. That means that there are values at the horizon rH as well as at the AdS

boundary rB � 1 which have to be met5. The shooting method takes as input a

combination of known and guessed values at one of the boundaries, for conciseness

we choose it to be at the horizon rH . Then we integrate to the boundary rB and

compare the integrated results with the known values. If the values coming from

numerical integration do not agree with the demanded values at rB we change

slightly the guessed values at the horizon and integrate again. This procedure is

repeated until finally the correct values at the AdS boundary are obtained. We

automatise this approach by turning the search for the initial values into a root

5rB is the UV cut off of our solution, since it is from a technical point of view not possible to

set rB =∞.
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finding problem and implementing, for instance, the well-known Newton’s method.

To realise the methods described above the expansions of the functions near the

horizon and the AdS boundary have to be known. Furthermore the thermody-

namic quantities of this system are expressed in terms of these expansion coeffi-

cients.

Near the horizon, we expand every function in powers of
(
r
rH
− 1
)i

with some

constant coefficients. The generic structure of the expansions is6

F (r)
∣∣
r→rH

' FH0 +

(
r

rH
− 1

)
FH1 +

(
r

rH
− 1

)2

FH2 + ... , (4.12)

with F ∈ {m,σ, f, φ, w}. Two of the coefficients are fixed by

N(rH) = 0 ⇒ m(rH) =
r4
H

2
and

A3
t (rH) = φ(rH) = 0 .

(4.13)

The former is due to the definition of a black hole horizon, while the latter takes

into account that the gauge field A has to be well defined at the horizon, i.e.

gMNAaMA
a
N < ∞ (see for example discussions in ref. [90, 96]). The equations of

motion then impose relations among all the remaining coefficients.

Near the AdS boundary the expansion reads

F (r)
∣∣
r→∞ ' F

B
0 + FB2

r2
H

r2
+ FB4

r4
H

r4
+ ... , (4.14)

again F ∈ {m,σ, f, φ, w} and we set f(r =∞) = σ(r =∞) = 1 and w(r =∞) =

0. The former is due to our demand for asymptotically AdS spacetime7 and the

latter due to the fact that U(1) symmetry of field theory side is supposed to be

broken spontaneously. That is, the dual operator J 1x is not to be sourced (see

discussion above (4.9)).

A straightforward exercise shows that only five coefficients are independent at

the AdS boundary. Consider the equations of motion (4.10), there are two first

order differential equations and three second order ones. Hence we get a total of

3 · 2 + 2 · 1 = 8 free parameters. Taking the fixed parameters at the boundary

into account (fB0 = σB0 = 1 and wB0 = 0) and plugging the asymptotic expansion

(4.14) into the equations of motion (4.10) leaves us with 5 free parameters, which

we choose to be the lowest order ones, i.e.

φB0 = µ, φB2 , f
B
4 , w

B
2 and mB

0 . (4.15)

6From here on we set L = 1 by using the scaling symmetries (IV) above.
7As stated before, we fix the values at the boundary to 1 by using the scaling transformations

(I) and (II).
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We take the chemical potential µ as the independent physical parameter of the

theory, i.e. every time a different value is chosen for it we obtain a new set of solu-

tions to the equations of motion and therefore a new thermodynamic configuration

of the system. Consequently we use the grand canonical ensemble8 when comput-

ing the thermodynamic properties of the system. The four remaining parameters

are determined from the solutions of the equations of motion. They are related to

dual field theory quantities, namely φB2 is proportional to the charge density, wB2
to the condensate, mB

0 to the energy and fB4 measures the amount of anisotropy

at the UV fixed point. However, we will see that the energy-momentum tensor

in equilibrium is insensitive to the rotational symmetry breaking and therefore

fB4 = 0.

For the expansion at the boundary up to the first two non-vanishing orders, we

get

mB ' mB
0 +mB

2

r2
H

r2
, with mB

2 = −
α2(φB2

2
+ wB2

2
)r2
H

3
,

σB ' 1 + σB6
r6
H

r6
, with σB6 = −2

9

α2wB2
2

r2
H

,

fB ' 1 + fB4
r4
H

r4
,

φB ' µ+ φB2
r2
H

r2
,

wB ' 0 + wB2
r2
H

r2
+ wB4

r4
H

r4
, with wB4 = −1

8

µ2wB2
r2
H

.

(4.16)

The counting at the horizon is slightly more difficult. Again we start with 8

free parameters due to the structure of the equations of motion (3 · 2 + 2 · 1).

Not taking into account that we are expanding close to the horizon results in

φH0 , φ
H
1 , m

H
0 , m

H
1 , f

H
0 , f

H
1 , σ

H
0 and wH0 as independent parameters. However,

since rH is the horizon, this fixes mH
0 = r4

H/2 (N(rH) = 0) and φH0 = 0 for

regularity reasons (gABAAAB should be finite at the horizon). Thus, 6 free pa-

rameters are left. Note that the horizon rH is fixed by the remaining expansion

coefficients. However, we rather choose rH to be a free parameter and fix mH
1

instead. Therefore, now rH , φ
H
1 , f

H
0 , f

H
1 , σ

H
0 and wH0 are free. Finally, these

choices set fH1 = 0, while φH1 can be used to scan through different temperatures.

Therefore at the horizon there are 5 independent parameters left. They are

rH , φ
H
1 , σ

H
0 , f

H
0 and wH0 . (4.17)

To solve the equations (4.10) explicitly using numerical methods we set rH = 1.

8In the grand canonical ensemble the chemical potential is fixed (cf. section 2.4.2).
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The explicit form of the near-horizon expansions for the different fields are

mH '
r4
H

2
+

(
r

rH
− 1

)
mH

1 , with mH
1 =

α2φH1
2

6σH0
2 r

2
H ,

σH ' σH0 +

(
r

rH
− 1

)
σH1 ,

fH ' fH0 +

(
r

rH
− 1

)2

fH2 ,

φH ' 0 +

(
r

rH
− 1

)
φH1 +

(
r

rH
− 1

)2

φH2 ,

wH ' wH0 +

(
r

rH
− 1

)2

wH2 .

(4.18)

Note that we have not stated explicitly the dependency of the coefficients σH1 , f
H
2 ,

φH2 and wH2 on the free parameters, since the quantities we present here do not

depend on them.

The shooting method relies on finding the correct value for the remaining 4 pa-

rameters at the horizon, while setting rH = 1 using (III), for a given µ = µ0, so

that fB0 = σB0 = 1 and wB0 = 0 are met at the boundary. Finally, the 4 indepen-

dent expansion coefficients at the boundary can be read off by fitting the resulting

numeric functions to the expansions series (4.16).

4.1.2 Thermodynamics

Next we extract thermodynamic information about the dual field theory (most of

the results of this section were already presented in [50]) in the same way done

for the AdS Reissner-Nordström solution (cf. section 2.4.2 and section 3.2.4). The

relevant quantities are given in terms of the expansion coefficient of the fields

at the horizon and at the boundary. For convenience we use the scaling trans-

formation (III) to make the rH dependence explicitly and render the remaining

fields dimensionless. We thus define the dimensionless functions m̃(r) ≡ m(r)/r4
H ,

φ̃(r) ≡ φ(r)/rH and w̃(r) ≡ w(r)/rH , while f(r) and σ(r) are already dimension-

less.

We work in the grand canonical ensemble, with fixed chemical potential µ, similar

to the case of the AdS Reissner-Nordström solution studied at the end of chapter 2.

The temperature and entropy is obtained from horizon data. The temperature T

is given by the Hawking temperature of the black hole,

T =
N ′(rH)σ(rH)

4π
=
σH0
12π

(
12− α2 (φ̃H1 )

2

σH0
2

)
rH , (4.19)
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where the first equal sign is equivalent to (2.46). Note that (c.f. expansion (4.18))

m′(rH) =
1

rH
mH

1 =
α2(φH1 )2

6(σH0 )2
rH =

α2(φ̃H1 )2

6(σH0 )2
r3
H (4.20)

was used. In what follows we often convert from rH to T simply by inverting the

equation above.

The entropy S is given by the Bekenstein-Hawking entropy of the black hole,

S =
2π

κ2
5

AH =
2πV3

κ2
5

r3
H =

2π4

κ2
5

V3T
3 123σH0

3(
12σH0

2 − (φ̃H1 )
2
α2
)3 , (4.21)

where AH denotes the area of the horizon and V3 =
∫

d3x (cf. section 2.4.1).

The next quantity we compute is the grand potential Ω (cf. section 2.4.2), which

is the object of interest in the grand canonical ensemble in order to find stable

vacua. As before, Ω is identified with T times the on-shell bulk action in Euclidean

signature Spwave
E (cf. section 2.4.2), with a compactified Euclidean time direction

with period 1/T . We denote the Euclidean bulk action as Spwave
E and Spwave

E,on-shell for

its on-shell value. Our solution is always static, hence Spwave
E,on-shell always includes an

integration over the time direction, producing a factor of 1/T . Spwave
E,on-shell includes

a bulk term, a Gibbons-Hawking boundary term and counterterms,

Spwave
E,on-shell = Spwave

bulk + Spwave
GH + Spwave

CT . (4.22)

Spwave
bulk and Spwave

GH exhibit divergences, which are cancelled by the counterterms in

Spwave
CT . To regulate these divergencies we introduce an UV cut off r = rB, with

rB large but finite. Ultimately the regulator is removed by taking rB →∞.

Plugging the ansatz for the metric and the gauge fields into the action we obtain

the explicit on-shell form of the three terms (see also [50])

Spwave
bulk =

V

Tκ2
5

1

2f(r)2
rN(r)σ(r)∂r(r

2f(r)2)

∣∣∣∣
r=rB

,

Spwave
GH = − V

Tκ2
5

N(r)σ(r)r3

(
N ′(r)

2N(r)
+
σ′(r)

σ(r)
+

3

r

)∣∣∣∣
r=rB

,

Spwave
CT =

3V

Tκ2
5

r3
√
N(r)σ(r)

∣∣∣∣
r=rB

.

(4.23)

To derive these results the extrinsic curvature and induced metric, defined as in

equation (3.71) and below, was used.

Finally, we can use equation (2.48) to determine Ω as

Ω = TSpwave
E,on-shell

∣∣∣
rB→∞

=
π4

κ2
V3T

4 124σH0
4(

12σH0
2 − (φ̃H1 )

2
α2
)4

(
m̃B

0 + 4fB4
)
, (4.24)
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where again the result is expressed in terms of expansion coefficients of the func-

tions defined at the end of last section.

To compute the charge density 〈J 3t〉 and the condensate 〈J 1x〉 we take the same

approach as developed in section 3.2.4, generalised to non-Abelian gauge fields.

We obtain

〈Jaµ〉 = lim
rB→∞

δSpwave
L,on-shell

δ∂rAaµ
= lim

r→∞
− 1

g2

√
−gF a rµ (4.25)

Using the AdS boundary expansions (4.16), the charge density and the condensate

read

〈J 3t〉 = − 2

g2
φB2 r

2
H = −2π3

g2
T 3 123σH0

3(
12σH0

2 − (φ̃H1 )
2
α2
)3 φ̃

B
2 and

〈J 1x〉 =
2

g2
wB2 r

2
H =

2π3

g2
T 3 123σH0

3(
12σH0

2 − (φ̃H1 )
2
α2
)3 w̃

B
2 ,

(4.26)

respectively.

The expectation value of the stress-energy tensor of the CFT is derived in section

3.2.4. We rewrite it here with the spacetime indices down,

〈Tµν〉 = lim
rB→∞

√
−γ
r2
B

1√
−γ

δSpwave
L,on-shell

δγµν
=

= lim
rB→∞

[
1

κ2
5

√
−γ
r2
B

(Kµν −Kρ
ργµν + 3 γµν)

]
,

(4.27)

where the extrinsic curvature is defined in (3.71). Note that contrary to the

result in section 3.2.4, here we divide by a factor of r2, since the differentiation

is with respect to δγµν and not δγµν . The non-trivial components of the energy-

momentum are

〈Ttt〉 = 3
r4
H

κ2
m̃B

0 = 3
π4

κ2
T 4 124σH0

4(
12σH0

2 − (φ̃H1 )
2
α2
)4 m̃

B
0 ,

〈Txx〉 =
r4
H

κ2

(
m̃B

0 − 8fB4
)

=

=
π4

κ2
T 4 124σH0

4(
12σH0

2 − (φ̃H1 )
2
α2
)4

(
m̃B

0 − 8fB4
)
,

〈Tyy〉 = 〈Tzz〉 =
r4
H

κ2

(
m̃B

0 + 4fB4
)

=

=
π4

κ2
T 4 124σH0

4(
12σH0

2 − (φ̃H1 )
2
α2
)4

(
m̃B

0 + 4fB4
)
.

(4.28)

All the other components vanish identically, i.e. the net momentum of the fluid is

zero. This result is guaranteed by our ansatz for the gauge field which implies a
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diagonal Yang-Mills stress-energy tensor and a diagonal metric.

Since the dual field theory is supposed to describes a conformal9 fluid, the energy-

momentum tensor is expected to be traceless. This is easily checked by plugging

the above quantities into the equation 〈Ttt〉 = 〈Txx〉+ 〈Tyy〉+ 〈Tzz〉. Therefore the

broken solution is still conformal and the only physical parameter in the dual field

theory is the ratio µ/T .

For m̃B
0 = 1

2 + α2µ̃2

3 , σh0 = 1, φ̃h1 = 2µ̃, fB2 = 0, and φ̃B1 = −µ̃ the correct thermody-

namic properties of the Reissner-Nordström black hole are recovered (see results

in section 3.2.4).

For solutions with nonzero 〈J 1x〉, the SO(3) rotational symmetry is broken to

SO(2). From the results presented above, eq. (4.28), we may expect that 〈Txx〉 6=
〈Tyy〉 = 〈Tzz〉. However, it turns out that the numerical solution is consistent with

fB4 = 0, also in the broken case. Furthermore analytic double expansions in small

values of the condensate and α2 confirmed this result10. In addition the authors

of [97] showed that generic stationary black hole solutions (possibly breaking ro-

tational or translational symmetries) with gravity coupled to a U(1) gauge field

in asymptotically AdS spacetime have an isotropic dual energy-momentum-tensor

in the UV. However, in the next sections it will become apparent that at the

level of small deviations from the thermal equilibrium the effect of the rotational

symmetry breaking becomes important.

In the diagrams 4.1, 4.2 and 4.3 we show the grand canonical potential, the

entropy and 〈J 1x〉, respectively, for two different values of α: α = 0.316 and

α = 0.447. For temperatures T < Tc it is evident that there are more than one

solution to the equations of motion. Note that Tc is the temperature at which,

for α < αc = 0.365 ± 0.001, 〈J 1x〉 6= 0, while for α > αc the situation is more

complicated. We discuss this case below. One of the solutions is always the an-

alytically known AdS Reissner-Nordström black hole. The second solution has a

non-vanishing vacuum expectation value for the current 〈J 1x〉 6= 0, i.e. there is

a condensate in the system and the U(1) and SO(3) symmetries are broken. For

temperatures T > Tc the AdSRN solution describes the thermodynamic equilib-

rium.

As pointed out in [50] for values of α below αc = 0.365 ± 0.001 there is a second

order phase transition, recognisable by the discontinuity in the first derivative of

the entropy at Tc (see fig. 4.2(a)). Moreover, by looking at the grand potential

9It is a conformal fluid, since we are analysing a gravity theory in asymptotically AdS, see

discussion in section 2.4.
10The author is thankful to Ann-Kathrin Straub for pointing this out.
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Figure 4.1: This plot shows the grand potential Ω versus the temperature T for the α

values: (a) α = 0.316 < αc and (b) α = 0.447 > αc. The red line is the solution for a

vanishing 〈J1x〉, the blue line for the solution with a condensate. We see that in figure

(a) for T < Tc the solution with non-vanishing condensate is the energetically preferred

one. For T > Tc there is only one solution without a condensate, i.e. at T = Tc there

is a phase transition. In figure (b) the solution with non vanishing condensate is multi-

valued. Nevertheless, the physical state in which the system is in, is above Tc the red line,

i.e. the solution without condensate, and only at T ≤ Tc the solution with condensate is

energetically favourable. Cf. [50]

Ω (see fig. 4.1(a)) it is evident that the solution with 〈J 1x〉 6= 0 is energetically

favourable to the one with vanishing expectation value (see discussions in chapter

3).

For the case α > αc we see a kink in the grand potential at T ' Tc (see fig. 4.1(b)),

which is characteristic for first order phase transitions. Note that 〈J 1x〉 6= 0 also

at temperatures above Tc. The reason for that is that we define Tc at the point

where the solution with non-vanishing current becomes energetically favourable in

comparison to the Reissner-Nordström solution and not at the highest tempera-

ture where the solution with condensate is mathematically possible.

The solution with non-vanishing 〈J 1x〉 dynamically brakes the U(1) symmetry

and at the same time leads to a breaking of the SO(3) symmetry to a SO(2)

symmetry. Therefore 〈J 1x〉 can be seen as the order parameter for this phase

transition. The critical exponent of this parameter seems to agree with the stan-

dard mean field value of 1/2 (for the second order transition) (see [50] and section

3.2.4).

To interpret these results, we have to keep in mind that there is no net momen-

tum flow. However, 〈J 1x〉 is a non-vanishing current, i.e. we have a system with

a charge flow without mass transport. Such a system can possibly be described

by spinorial degrees of freedom fixed to a lattice. In the case of the Reissner-
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Figure 4.2: This plot shows the entropy S versus the temperature T for the α values:

4.1(a) α = 0.316 < αc and 4.1(b) α = 0.447 > αc. The red line is the solution for a

vanishing 〈J 1x〉, the blue line for the solution with a condensate. In figure 4.2(a) we

see that for the energetically preferred solution, i.e. 〈J 1x〉 6= 0, the curve at T = Tc is

continuous but not differentiable, i.e. for α < αc we have a second order phase transition.

On the other hand, in figure 4.2(b) we see that there is a jump at T = Tc between the

energetically preferred solutions, i.e. for α > αc we have a first order phase transition.

Cf. [50]

Nordström solution the spins have no preferred direction. However, in the broken

phase they do. Due to fixed position of the spins there is no mass transport and

therefore no net momentum transport, i.e. 〈Tti〉 = 0, with i ∈ {x, y, z}. The

condensation can be seen as a correlation between the spins, with the correlation

length increasing with the decrease of temperature. Alternatively, due to the sym-

metries in this system there are some similarities to liquid crystals which in the

nematic phase also align along one preferred direction [54]. The last interpreta-

tion, we present, is motivated by the discussion in the context of a broken phase

in D3/D7 systems [48,49]. In this system two probe D7-branes are embedded into

AdS5×S5. The resulting DBI action includes an SU(2) Yang-Mills term and a

similar condensation process as we see here occurs. However, since this system is

a top-down-model the dual field theory is known and in that theory the conden-

sate corresponds to a ρ meson, which condenses. That is 〈J1x〉 ∝ ūγxd + d̄γxu,

where u and d corresponds to the up- and down-quark spinors, while γµ are the

gamma matrices.

For a better understanding and interpretation of the results it would be helpful to

determine the T → 0 limit of this solution. The T → 0 limit is interesting, since

it describes the dual field theory at its IR fixed point. Fixed points are governed

by universal behaviours and thus it may be helpful to identify the correct class of

systems described here. Note that we expect a stable IR fixed point in our solu-

tion, since the entropy density seems to tend to zero for decreasing temperatures

(cf. fig. 4.2). However, for small values of the temperature in comparison to the
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Figure 4.3: This plot shows the condensate 〈J 1x〉 versus the temperature T for two

values of α, namely, the red line is computed for α = 0.447 > αc and the blue line for

α = 0.316 < αc. Furthermore the solution for α = 0.447 was scaled with a factor 1/5.

〈J 1x〉 is the order parameter of the phase transition, for the case α < αc (blue line) it was

shown in [50] that the critical exponent is 1/2. The red line is multi-valued for certain

regions of the plot. Bellow Tc it takes the topmost values, jumping down to zero for

T > Tc, which is a consequence of the first order phase transition. Cf. [50]

chemical potential the solutions obtained by numerical methods become numeri-

cally unstable. Nevertheless there is one approach described in [98], where they

start at zero temperature and construct a domain wall solution of this setup in the

broken phase. However, as described in chapter 5, depending on the parameters

one could possibly flow to different IR fixed points. Assuming there are different

fixed points, then the authors of [98] would have computed one of them.

To summarise the findings above we present an overview plot in figure 4.5 of

the different phases depending on µ/T and α. For α ≤ αc = 0.365, the phase

transition is second order while for larger values of α the transition becomes first

order. The critical temperature decreases as we increase the parameter α. The

broken phase is thermodynamically preferred in the blue and red region while in

the white region the Reissner-Nordström black hole is favoured. The Reissner-

Nordström black hole is unstable in the blue region and the phase transition from

the white to the blue region is second order. In the red region, the Reissner-

Nordström black hole is still stable, however the state with non-zero condensate

is preferred. The transition from the white to the red region is first order. In

the green region we cannot trust the numerics. At zero temperature, the data is
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Figure 4.4: The energy density 〈Ttt〉 (a) and the charge density 〈J 3t〉 (b) over the reduced

temperature T/Tc for α = 0.316. The red line is the solution without a condensate and

the blue line the solution with 〈J 1x〉 6= 0 below Tc. Note that 〈J 3t〉 describes the total

charge in the bulk. Thus, we see that in the broken solution some of the black hole charge

is wandering into the bulk. Source: [2]

obtained as described in [98,99].

4.2 Perturbations about Equilibrium

In this section we study the response of the holographic p-wave superfluid to small

perturbations. On the gravity side these perturbations are given by fluctuations

of the metric hMN (xµ, r) and the gauge field aaM (xµ, r). Thus we study in total 14

physical modes: 5 from the massless graviton in 5 dimensions and 3× 3 from the

massless vectors in five dimensions. Due to time and spatial translation invariance

in the Minkowski directions, the fluctuations can be decomposed into their Fourier

modes

hMN (xµ, r) =

∫
d4k

(2π)4
eikµxµ ĥMN (kµ, r) ,

aaM (xµ, r) =

∫
d4k

(2π)4
eikµxµ âaM (kµ, r) .

(4.29)

To simplify notations we drop the hat on the fields in momentum space, which we

use from now on if not stated otherwise.

4.2.1 Characterisation of Fluctuations

In general we have to introduce two spatial momenta: one longitudinal to the con-

densate k‖ and one perpendicular to the condensate k⊥, i. e. kµ = (ω, k‖, k⊥, 0),

in order to fully describe the perturbations. Introducing the momentum perpen-

dicular to the condensate breaks the remaining rotational symmetry SO(2) down

to the discrete Z2 parity transformation P⊥: k⊥ → −k⊥ and x⊥ → −x⊥. Thus

introducing this momentum forbids the usual classification of the fluctuations in
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Figure 4.5: The phase structure of the theory: In the blue and red region the broken

phase is the thermodynamically preferred phase while in the white region the Reissner-

Nordström black hole is the ground state. In the blue region the Reissner-Nordström

black hole is unstable and the transition from the white to the blue region is second order.

In the red region the Reissner-Nordström black hole is still stable. The transition form

the white to the red region is first order. The black dot determines the critical point

where the order of the phase transition changes. In the green region we cannot trust the

numerics. Source: [2]

different helicity states of the little group, since the symmetry group just consists

of discrete groups at best P‖ × P⊥. We do not study this case further in this

thesis. However a momentum exclusively in the direction longitudinal to the con-

densate or zero spatial momentum preserves the SO(2) rotational symmetry such

that we can classify the fluctuations according to their transformation under this

SO(2) symmetry (see table 4.1). The modes of different helicity decouple from

each other. The momentum longitudinal to the condensate, however, breaks the

longitudinal parity invariance P‖.

4.2.2 Gauge Fixing

To obtain the physical modes of the system we have to fix the gauge freedom. We

choose a gauge where aar ≡ 0 and hMr ≡ 0. Thus the equations of motion for these

fields become constraints. These constraints fix the unphysical fluctuations in each

helicity sector and allow only the physical modes to fluctuate. The physical modes

are constructed by enforcing invariance under the residual gauge transformations

subject to the constraints δaar = 0 and δhMr = 0.



78 Chapter 4. The Holographic p-wave Superfluid

dynamical fields constraints # physical modes

helicity 2 hyz, hyy − hzz none 2

helicity 1 hty, hxy; a
a
y hyr 4

htz, hxz; a
a
z hzr 4

helicity 0 htt, hxx, hyy + hzz, hxt; a
a
t , a

a
x htr, hxr, hrr; a

a
r 4

Table 4.1: Classifications of the fluctuations according to their transformation under the

SO(2) group. The constraints are given by the equations of motion for the fields which

are set to zero due the fixing of the gauge freedom: aar ≡ 0 and hrM ≡ 0. The number

of physical modes is obtained by the number of dynamical fields minus the number of

constraints. Due to SO(2) invariance the fields in the first and second line of the helicity

one fields can be identified. Source: [2]

4.2.2.1 Ansatz

We begin the construction of gauge invariant fields by examining the relevant

diffeomorphism and SU(2) gauge transformations of the metric functions and the

Yang-Mills fields. Under diffeomorphism the fields transform as

LΣgAB = ∇AΣB +∇BΣA = ∂AΣB + ∂BΣA − 2ΓCABΣc ,

LΣA
a
A = ΣC∇CAaA +AaC∇AΣC = ΣC∂CA

a
A +AaC∂AΣC ,

(4.30)

where LΣ is the Lie derivative along Σ and ΓCAB are the Christoffel symbol.

The SU(2) transformation only affects the gauge fields, therefore we do not take

the metric fluctuations into account. A field in the adjoint SU(2) representation

transforms under the SU(2) as

δΛa
a
A = ∇AΛa + εabcABAΛc . (4.31)

The combination of these transformation leads to

δgAB = ∂AΣB + ∂BΣA − 2ΓCABΣc ,

δAaA = ΣC∂CA
a
A +AaC∂AΣC +∇AΛa + εabcABAΛc .

(4.32)

Hence, in our case, a generic infinitesimal transformation acting on a perturbed

solution is given in terms of the 8 parameters {ΣM ,Λa}.

To compute the transformations of the fluctuations we start by defining

ĝAB = gAB + hAB ,

ÂaA = AaA + aaA ,
(4.33)

where gAB and AaA are the background fields of the hairy black hole solution

(cf. sec. 4.1.1), which are completely fixed and there is now gauge ambiguity

left. The fluctuations hMN and aaM are our dynamical fields. Thus, for in-

stance the variation of the fluctuation field defined as ξt = gtthtt is given by
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δξt = gttδhtt = gttδĝtt. Furthermore, they are of the same order as the parameters

ΣA and Λa, i.e. if we expand in powers of perturbations, the infinitesimal genera-

tors and the fluctuations are treated equally.

In order to shorten the expressions during the derivation of the physical modes,

we rewrite the background metric (4.9) in terms of

ds2 = gMNdxMdyN =

= −c1(r)2dt2 + c2(r)2dx2 + c3(r)2(dy2 + dz2) + c4(r)2dr2 ,
(4.34)

the only non-zero components of the background Yang-Mills field are A3
t = φ(r)

and A1
x = w(r). From here on we work in momentum space, i.e.

ΣM (xµ, r) =

∫
d4k

(2π)4
eikµx

µ
ΣM (kµ, r),

Λa(xµ, r) =

∫
d4k

(2π)4
eikµx

µ
Λa(kµ, r),

(4.35)

where kµ = (ω, k‖, 0, 0). To make the equations more legible from now on we set

k‖ = k.

Thus the variations of the hMr components of the metric and the aar components

of the Yang-Mills field under an infinitesimal transformation (4.32) acting on a

perturbed background solution are, up to first order contributions,

δhtr = −iωc4
2Σr + c1

′Σt − c1∂rΣ
t,

δhxr = ikc4
2Σr + c2

2∂rΣ
x,

δhyr = c3
2∂rΣ

y,

δhzr = c3
2∂rΣ

z,

δhrr = 2c4

(
c4
′Σr + c4∂rΣ

r
)
,

δa1
r = w∂rΣ

x + ∂rΛ
1,

δa2
r = ∂rΛ

2,

δa3
r = − φ

c1
∂rΣ

t + ∂rΛ
3.

It is easy to convince ourselves that by carefully choosing ΣA and Λa δhMr and

δaar can be set to vanish. The residual gauge freedom corresponds to any further

transformation of the form (4.32) that, while keeping the above components null,

changes the rest of the dynamical fields. The physical modes on the other hand,

which we derive in the next section, are invariant under these transformations.

The solutions to δhMr = 0, δaar = 0 can be written in terms of 8 constants
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{KM ,Λ
a
0} as

Σt(ω, k, r) = −Ktc1 − iωKrc1A, with A =

∫
dr

c4

c1
2
,

Σx(ω, k, r) = Kx − ikKrB, with B =

∫
dr

c4

c2
2
,

Σy(ω, k, r) = Ky ,

Σz(ω, k, r) = Kz ,

Σr(ω, k, r) =
Kr

c4
,

Λ1(ω, k, r) = ikKrCw + Λ1
0, with Cw =

∫
dr
c4w

c2
2

Λ2(ω, k, r) = Λ2
0

Λ3(ω, k, r) = −Ktφ− iωKr (φA− Cφ) + Λ3
0, with Cφ =

∫
dr
c4φ

c1
2
.

(4.36)

Next we build the physical fields out of linear combination of all the remaining

fluctuations.

4.2.2.2 The Physical Fields

The helicity two fluctuations, Ξ = gyyhyz and hyy−hzz are already invariant under

(4.32), i.e.

δΞ = gyyδhyz = 0 ,

δ(hyy − hzz) = 0 .
(4.37)

Thus there is nothing left to do in this sector. The helicity one fluctuations

transform as

δhxy = ikc3
2Ky ,

δhty = −iωc3
2Ky ,

δaay = 0 .

(4.38)

Hence the aay are physical, while the invariant combination of the other two gives

the physical mode Ψ = gyy(ωhxy+khty), where for technical reasons we multiplied

with a background metric component (cf. discussion in section 3.2.4). Summaris-

ing, we obtain for these modes

helicity two: Ξ = gyyhyz, hyy − hzz ,

helicity one: Ψ = gyy(ωhxy + khty); a
a
y .

(4.39)

Note that the same applies to the z components, which behave in exactly the same

way as the y components, since there is a SO(2) symmetry in the yz-plane.
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Next we arrange the helicity zero fields11 ξtx, ξt, ξx, ξy, ξz, a
a
x and aat in different

linear combinations, with r-dependent coefficients τn, so that the combinations

are invariant under residual gauge transformations. That is

δΦ =
3∑

a=1

(τaδa
a
x + τ3+aδa

a
t ) + τ7δξtx + τ8δξt + τ9δξx + τ10δξy + τ11ξz = 0 , (4.40)

where we call the physical modes Φi, with i ∈ {1, 2, 3, 4}. Note that from table

4.1 we know that we should expect 4 invariant fields. Due to the structure of the

equations we also get the helicity 2 mode ξy − ξz here.

The helicity zero fluctuations transform under the residual gauge transformations

as

δξtx = −iωKx + ik
c1

2

c2
2
Kt − ωk

(
B +

c1
2

c2
2
A

)
Kr ,

δξt = 2iωKt +

(
2c1
′

c1c4
− 2ω2A

)
Kr ,

δξx = 2ikKx +

(
2c2
′

c2c4
+ 2k2B

)
Kr ,

δξy =
2c3
′

c3c4
Kr ,

δξz =
2c3
′

c3c4
Kr , (4.41)

δa1
x = ikΛ1

0 + ikwKx +

(
w′

c4
+ k2 (wB − Cw)

)
Kr ,

δa1
t = −iωΛ1

0 − φΛ2
0 − iωwKx − ωk (wB − Cw)Kr ,

δa2
x = ikΛ2

0 − wΛ3
0 − iωwCφKr ,

δa2
t = −iωΛ2

0 + φΛ1
0 + ikφCwKr ,

δa3
x = ikΛ3

0 + wΛ2
0 − ikφKt + ωk (φA− Cφ)Kr ,

δa3
t = −iωΛ3

0 + iωφKt +

(
φ′

c4
− ω2 (φA− Cφ)

)
Kr .

Plugging everything into equation (4.40) results in 6 algebraic equations, since

(4.32) has to vanish independently for all values of Ki and Λa0. Thus, we can

solve for 6 of the τn coefficients in terms of the other five. The solution gives the

most general gauge invariant combination and it is independent of {A,B,Cw, Cφ}.

What we call the four physical fields, Φi, are chosen as a set of linear independent

fields invariant under residual diffeomorphisms and SU(2) transformations. The

linear combinations are not entirely fixed, but there is some freedom left. We

11We use ξy = gyyhyy, ξz = gyyhzz, ξx = gxxhxx, ξt = gtthtt and ξtx = gxxhtx.
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choose

Φ1 =a1
x −

ik

φ
a2
t +

k2

wφ
a3
t +

kω

wφ
a3
x +

kw

ω
ξtx −

k2f4Nwσ2

2r2ω2
ξt+

+
k2f5w2σφ (σN ′ + 2Nσ′)− 2r2ω2f

(
wφw′ + k2φ′

)
8rω2wφ (f + rf ′)

(ξy + ξz) ,

Φ2 =a2
x +

i
(
−k2 + w2

)
ωw

a3
t −

ik

w
a3
x −

iwφ

2ω
ξt+

+
irf
(
w2φ (σN ′ + 2Nσ′) + 2N

(
k2 − w2

)
σφ′
)

8ωNwσ (f + rf ′)
(ξy + ξz) ,

Φ3 =ξx +
2k

ω
ξtx −

k2f4Nσ2

r2ω2
ξt+

+
4r2ω2f ′ − 2rω2f + k2f5σ (σN ′ + 2Nσ′)

4rω2 (f + rf ′)
(ξy + ξz) ,

Φ4 =a3
x −

wφ

ω2 − φ2
a1
t −

iωw

ω2 − φ2
a2
t +

w2φ

ω2 − φ2
ξtx −

kf4Nw2σ2φ

2r2ω (ω2 − φ2)
ξt+

+
k

ω
a3
t +

kf
(
f4w2σφ (σN ′ + 2Nσ′) + 2r2

(
−ω2 + φ2

)
φ′
)

8rω (ω2 − φ2) (f + rf ′)
(ξy + ξz) ,

(4.42)

with

ξy = gyyhyy, ξz = gyyhzz, ξx = gxxhxx, ξt = gtthtt, ξtx = gxxhtx . (4.43)

As already mentioned above with this approach we get a fifth physical mode,

which, however, transforms as a helicity two state, namely ξy − ξz. Using this

definition of the physical modes makes the identification between the Green’s

functions and the transport coefficients later on easier (cf. section 4.2.7). Note

that at the level of the equations of motion, we still work with all fields and only

when determining the Green’s function the linear combinations derived above are

used to obtain physically sensible results.

4.2.3 Equations of Motion and Asymptotic Behaviour

In the following we will focus on the response exclusively to time dependent per-

turbations, i. e. kµ = (ω, 0, 0, 0). In this case, in addition to the SO(2) symmetry,

P‖ parity is conserved which allows us to decouple some of the physical modes in

the different helicity blocks. In this section we write down the equations of motion

for the fluctuations and determine the corresponding asymptotic behaviours.

4.2.3.1 Equations of Motion

The equations of motion are easily derived by expanding the equations of motion

(4.5) up to first order in fluctuations. The corresponding equation for the helicity

two mode Ξ = gyyhyz reads

Ξ′′ +

(
1

r
+

4r

N
− rα2φ′2

3Nσ2

)
Ξ′ +

ω2

N2σ2
Ξ = 0 . (4.44)
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This is the equation of a minimally coupled scalar field. We will see below that

due to this fact the value of the corresponding transport coefficient, namely the

shear viscosity, is immediately known.

Due to the parity P‖, the helicity one modes split into two blocks where the modes

of the first block are even while the modes of the second block are odd under P‖.

The equations of motion for the helicity one even block are

0 = a3
y
′′

+

(
1

r
− 2f ′

f
+
N ′

N
+
σ′

σ

)
a3
y
′
+

(
ω2

N2σ2
− f4w2

r2N
− 2α2φ′2

Nσ2

)
a3
y ,

0 = Ψ′t +
2α2φ′

r2f2
a3
y ,

(4.45)

while the ones of the odd block read

0 =Ψ′′x +

(
1

r
+

4r

N
+

6f ′

f
− rα2φ′2

3Nσ2

)
Ψ′x +

2α2w′

r2f2
a1
y
′
+

ω2

N2σ2
Ψx

+
2iα2ωwφ

r2f2N2σ2
a2
y −

2α2wφ2

r2f2N2σ2
a1
y ,

0 =a1
y
′′

+

(
1

r
− 2f ′

f
+
N ′

N
+
σ′

σ

)
a1
y
′ − f6w′Ψ′x

+

(
ω2

N2σ2
+

φ2

N2σ2

)
a1
y −

2iωφ

N2σ2
a2
y,

0 =a2
y
′′

+

(
1

r
− 2f ′

f
+
N ′

N
+
σ′

σ

)
a2
y
′

+

(
ω2

N2σ2
+

φ2

N2σ2
− f4w2

r2N

)
a2
y +

2iωφ

N2σ2
a1
y −

iωf6wφ

N2σ2
Ψx .

(4.46)

where Ψt = gyyhty and Ψx = gyyhxy. Notice that following our discussion of

section 4.2.2, in the first block there is only one physical mode a3
y while the value

of the other field Ψt is given by the constraint (4.45). The same is true for the

second block, since in the gauge invariant fields (4.39) hty drops out for k‖ = 0

and we are left with the three physical modes Ψx = Ψ, a1
y and a2

y.

Finally, the same arguments are also valid for the helicity zero fields. We obtain

a parity even block containing the fields ξt, ξx, ξy, ξz, a
1
x, a

2
x, a

3
t and a parity odd

block with ξtx, a
1
t , a

2
t , a

3
x. Due to their length we omit the equations here, but

rather present them in appendix A. However, note that here the counting of the

second and first order differential equations agrees as well with the number of

physical fields we derived for this sector in the section before. We come back to

this point in the next section when deriving the asymptotic behaviour of the fields.

4.2.3.2 Asymptotic Behaviour

Next we derive the behaviour of the fluctuation fields {F (r)} at the horizon and

at the boundary from the equations of motion stated above. To compute the real-
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time retarded Green’s functions [88,100], besides regularity12, we have to fulfil the

incoming boundary conditions at the horizon. The ansatz used to compute the

behaviour of the fields close to rH is

F (r)
∣∣
r→rH

=

(
r

rH
− 1

)β∑
i≥0

F hi

(
r

rH
− 1

)i
. (4.47)

We obtain two possibilities for β, namely

β = ±i
ω

4πT
, (4.48)

with T the temperature defined in equation (4.19). This corresponds to the in-

coming as well as outgoing boundary condition at the horizon. We choose the

solution with the “−” sign which corresponds to the incoming boundary condi-

tion. As stated before, this corresponds to the dissipation of energy and leads us

to the retarded Green’s function (see [88] and discussion in section 3.2.4).

On the other hand, our ansatz at the boundary is similar to the one used for the

background calculation in section 3.2.4 and 4.1. However, here we have to add

logarithmic terms to get a consistent solution (cf. [101]). Therefore our ansatz is

F (r)
∣∣
r→∞ =

∑
i≥0

(
FBi + F̂Bi ln

(rH
r

))(rH
r

)i
. (4.49)

The helicity two case, Ξ, is simple, since there is only one equation and the in-

coming boundary condition at the horizon. Due to the incoming condition one of

the free parameters at the horizon is set to zero, leaving one free parameter (Ξ)H0 .

At the AdS boundary we are left with 2 free parameters,(Ξ)B0 and (Ξ)B4 . Now if

we choose a value for (Ξ)H0 , the equation of motion is fully determined and we can

integrate to the boundary and read of the boundary values of Ξ.

The helicity one case is slightly more complicated. For the parity even case the

equations (4.45) have 3 independent expansion coefficients at the boundary (4 free

parameters from the 2 second order differential equations minus 1 free parameter

due to the constraint). We choose them to be
(
a3
y

)B
0
,
(
a3
y

)B
2

and
(
Ψt

)B
0

. As before,

at the horizon the independent parameters were already halved by choosing the

incoming boundary condition. From the remaining two parameters we can get rid

of one by using the constraint equation (4.45). Hence one free parameter at the

horizon is left, namely
(
a3
y

)H
0

. When solving these equations numerically we set(
a3
y

)H
0

= 1 and scan through different values of ω. We can perform similar consid-

erations for the parity odd block (equations (4.46)) of the helicity one fields. We

do not have any constraint, just three fields and their corresponding equations of

12The condition φ(rH) = 0 at the horizon guarantees regularity, also at the level of fluctuations.

Thus, even with all fluctuations switched on, there is no need for any further constraint.
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motion. Therefore at the boundary there are six independent parameters, namely(
a1
y

)B
0
,
(
a1
y

)B
2
,
(
a2
y

)B
0
,
(
a2
y

)B
2
,
(
Ψx

)B
0

and
(
Ψx

)B
4

. At the horizon we have
(
Ψx

)H
0
,(

a1
y

)H
0
,
(
a2
y

)H
0

. Again three free parameters at the horizon are fixed by the in-

coming boundary condition. As before, by choosing the values for all fields at the

horizon the system is fully determined.

In the helicity zero case, the equations of motion for the fluctuation fields can

again be distributed into two blocks. In the first block (parity odd), there are 5

independent expansion coefficients at the boundary (8 free parameters from the

4 second order differential equations minus 3 free parameters due to the con-

straints). We choose them to be (ξtx)B0 ,
(
a1
t

)B
0
,
(
a2
t

)B
0
,
(
a3
x

)B
0

and
(
a3
x

)B
2

. The

boundary condition at the horizon leaves us with half of the independent param-

eters, i.e. 4. We can get rid of another 3 by using the constraint equations. Hence

just one free parameter is left at the horizon. For the parity even block there

are also 3 constraints, but we are dealing with 7 fields, each with its own second

order differential equation. Therefore at the boundary we get 14 − 3 = 11 inde-

pendent parameters, namely (ξy)
B
0 , (ξz)

B
0 , (ξx)B0 , (ξt)

B
0 ,
(
a1
x

)B
0
,
(
a2
x

)B
0
,
(
a3
t

)B
0
,(

a1
x

)B
2
,
(
a2
x

)B
2
, (ξy)

B
4 and (ξz)

B
4 . At the horizon, as before, we already fixed 7 free

parameters by choosing the incoming boundary condition. There are 7 − 3 = 4

free parameters that fully determines the system of equations.

Next we explicitly present the expansions at the boundary, since the Green’s func-

tions and the corresponding transport coefficients are expressed in terms of these

(cf. section 4.2.5). Note that the metric fluctuation expansion coefficients are

dimensionless, while the coefficients of the gauge field fluctuations have rH di-

mension one. We cut the expansion after the last order which is relevant for the

computation of the Green’s functions.

Helicity two mode:

Ξ = (Ξ)B0 +
ω2

4r2
(Ξ)B0 +

(
r4
H (Ξ)B4 −

ω4

16
(Ξ)B0 ln

rH
r

)
1

r4
(4.50)

Helicity one parity even modes:

a3
y =

(
a3
y

)B
0

+

(
r2
H

(
a3
y

)B
2
− 1

2
ω2
(
a3
y

)B
0

ln
rH
r

)
1

r2
,

Ψt = (Ψt)
B
0 − α

2φB2
(
a3
y

)B
0

r2
H

r4

(4.51)



86 Chapter 4. The Holographic p-wave Superfluid

Helicity one parity odd modes:

a1
y =

(
a1
y

)B
0

+
r2
H

r2

(
a1
y

)B
2

− 1

2

(
ω2
(
a1
y

)B
0
− 2iωµ

(
a2
y

)B
0

+ µ2
(
a1
y

)B
0

) 1

r2
ln
rH
r
,

a2
y =

(
a2
y

)B
0

+
r2
H

r2

(
a2
y

)B
2

− 1

2

(
ω2
(
a2
y

)B
0

+ 2iωµ
(
a1
y

)B
0

+ µ2
(
a2
y

)B
0

) 1

r2
ln
rH
r
,

Ψx = (Ψx)B0 +
ω2

4r2
(Ψx)B0 +

(
r4
H (Ψx)B4 −

ω4

16
(Ψx)B0 ln

rH
r

)
1

r4

(4.52)

Helicity zero parity even modes:

ξy = (ξy)
B
0 + ω2 2 (ξy)

B
0 − (ξx)B0 − (ξz)

B
0

12

1

r2

+

(
r4
H (ξy)

B
4 −

1

48
ω4
(

(ξy)
B
0 − (ξx)B0 − (ξz)

B
0

)
ln
rH
r

)
1

r4
,

ξz = (ξz)
B
0 + ω2 2 (ξz)

B
0 − (ξx)B0 − (ξy)

B
0

12

1

r2

+

(
r4
H (ξz)

B
4 −

1

48
ω4
(

(ξz)
B
0 − (ξx)B0 − (ξy)

B
0

)
ln
rH
r

)
1

r4
,

ξx = (ξx)B0 + ω2 2 (ξx)B0 − (ξy)
B
0 − (ξz)

B
0

12

1

r2
+
(
−r4

H

(
(ξy)

B
4 + (ξz)

B
4

)
+ α2r2

Hw
B
2

(
−
(
a1
x

)B
0

+ i
µ

ω

(
a2
x

)B
0

)
+
(
2fB4 −mB

0

)
(ξx)B0 (4.53)

−
(
fB4 +mB

0

) (
(ξy)

B
0 + (ξy)

B
0

)
− 1

48
ω4
(

2 (ξx)B0 − (ξy)
B
0 − (ξz)

B
0

)
ln
rH
r

)
1

r4
,

ξt = (ξt)
B
0 + ω2 (ξy)

B
0 + (ξz)

B
0 + (ξx)B0

6

1

r2
+
((
fB4 +mB

0

) (
(ξy)

B
0 + (ξz)

B
0

)
α2r2

Hw
B
2

((
a1
x

)B
0
− i

µ

ω

(
a2
x

)B
0

)
+
(
−2fB4 +mB

0

)
(ξx)B0

)
1

r4
,

a1
x =

(
a1
x

)B
0

+
r2
H

r2

(
a1
x

)B
2
− 1

2

((
µ2 + ω2

) (
a1
x

)B
0
− 2iµω

(
a2
x

)B
0

) 1

r2
ln
rH
r
,

a2
x =

(
a2
x

)B
0

+
r2
H

r2

(
a2
x

)B
2
− 1

2

((
µ2 + ω2

) (
a2
x

)B
0

+ 2iµω
(
a1
x

)B
0

) 1

r2
ln
rH
r
,

a3
t =

(
a3
t

)B
0

+

(
− i

ω
wB2
(
a2
x

)B
0
− 1

2
φB2

(
2 (ξy)

B
0 + (ξx)B0 − (ξt)

B
0

)) r2
H

r2
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Helicity zero parity odd modes:

a1
t =

(
a1
t

)B
0

+

(
ω2 (ξtx)B0 −

(
a3
x

)B
0
µ− (ξtx)B0 µ

2
)
wB2

ω2 − µ2

r2
H

r2

−

((
a1
t

)B
0
µ+ iω

(
a2
t

)B
0

)
φB2

ω2 − µ2

r2
H

r2
,

a2
t =

(
a2
t

)B
0

+
−iω

(
a3
x

)B
0
wB2 +

((
a2
t

)B
0
µ− iω

(
a1
t

)B
0

)
φB2

µ2 − ω2

r2
H

r2
,

a3
x =

(
a3
x

)B
0

+

(
r2
H

(
a3
x

)B
2
− 1

2
ω2
(
a3
x

)B
0

ln
1

r2

)
1

r2
,

ξtx = (ξtx)B0 − α
2
(
a3
x

)B
0
φB2

r2
H

r4

(4.54)

We use (4.16) for the background fields.

4.2.4 Counterterms

Before computing the Green’s functions, we have to determine the counterterms

which render the solution finite at the AdS boundary (cf. eq. (3.61)). The algo-

rithmic generation of such counter terms goes under the name holographic renor-

malisation [101].

The boundary part Sbdy of the action (4.1) does not have any influence on the

equations of motion, but it ensure that the action is finite on-shell. It includes

the Gibbons-Hawking boundary term, which renders the variational problem with

Dirichlet boundary conditions to be well-defined, and additional terms, the coun-

terterm action SCT, needed to cancel divergences. Thus, the full action is

S =
1

2κ2

∫
d5x
√
−g

[
R− Λ− α2

2
F aMNF

aMN

]
+

1

κ2

∫
d4x
√
−γ K + SCT .

(4.55)

A systematic way to compute the counterterms was derived in [87]. For a nice

review see [101]. Note that for us it is enough to follow the lead of [101,102], use

the terms calculated there and adapt them to the non-Abelian case at hand.

First we start by determining the on-shell action Spwave
L,on-shell to second order in the

fluctuations. For the background on-shell action see section 4.1.2. To guarantee

better legibility we split the action into the different modes, i.e.

Son-shell
helicity 2 =

1

κ2

∫
d4k

(2π)4

{
− 1

4
r3NσΞΞ′

+ r3Nσ

(
3

2
√
N
− 1

r
+
f ′

2f
− N ′

4N
− σ′

2σ

)
Ξ2

}∣∣∣∣
r=rB

,

(4.56)
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Son-shell
hel.0, bl.1 =

=
1

κ2

∫
d4k

(2π)4

{
r5

4f4σ
ξtxξtx

′ +
r3α2

2σ

(
a1
ta

1
t
′
+ a2

ta
2
t
′
)
− rα2f4Nσ

2
a3
xa

3
x
′

+

(
3r4

2f4σ
− 3r5

2f4σ
√
N

)
ξtx

2 − r3α2

2σ
ξtx
(
w′a1

t + φ′a3
x

)}∣∣∣∣
r=rB

,

(4.57)

Son-shell
hel.0, bl.2 =

=
1

κ2

∫
d4k

(2π)4

{
r3Nσ

4
ξyξy

′ − rα2f4Nσ

2

(
a1
xa

1
x
′
+ a2

xa
2
x
′
)

+
r3α2

2σ
a3
ta

3
t
′

− 3r2Nσ

8
ξt

2 − r2

8f

(
2fNσ +

frσN ′

2
+ fNrσ′ + 2Nrσf ′

)
ξx

2

+
r3Nσ

4
ξy
(
ξt
′ + ξx

′)+
r2

4f

(
5fNσ − rNσf ′ + rfσN ′

2
+ rfNσ′

)
ξyξt

+
r3Nσ

4
(ξt + ξx) ξy

′ +
r2

2f

(
2fNσ +

rNσf ′

2
+
rfσN ′

2
+ rfNσ′

)
ξyξx

+
r3Nσ

8

(
ξtξx

′ + ξxξt
′)+

r2

8f

(
5fNσ + 2rNσf ′ +

rfσN ′

2
+ rfNσ′

)
ξtξx

−rα
2f4Nσw′

4
a1
x (ξt − ξx + 2ξy)−

r3α2φ′

4σ
a3
t (ξt − ξx − 2ξy)

}∣∣∣∣
r=rB

(4.58)

and

Son-shell
helicity 1 =

=
1

κ2

∫
d4k

(2π)4

{
r5f2

4σ
ΨtΨt

′ − 1

4
r3f6NσΨxΨx

′

− rα2Nσ

2f2

(
a1
ya

1
y
′
+ a2

ya
2
y
′
+ a3

ya
3
y
′
)

+
3r4f2

2σ

(
1− r√

N

)
Ψt

2

+
r3f6Nσ

2

(
3√
N
− 2

r
− 2f ′

f
− N ′

2N
− σ′

σ

)
Ψx

2

+
rα2f4Nσw′

2
a1
yΨx −

r3α2φ′

2σ
a3
yΨt

}∣∣∣∣
r=rB

,

(4.59)

where we again use rB us an UV cut off of the theory.

By plugging the expansions at the AdS boundary, (4.50), (4.51), (4.52), (4.53) and

(4.54), into the boundary actions (4.56), (4.59), (4.57) and (4.58), we obtain the

non-renormalized on-shell action, Son-shell = 1
κ2

∫
d4k

(2π)4 LrB , where the integrand

LrB is written in terms of the free parameters of the boundary expansions. Here

we concentrate on the divergent parts only. The terms that have to be cancelled by

the counterterms are the ones with explicit 1/raB dependence, with a ≥ 1. These
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are
LDiv
rB

r4
H

=

= +
2

r4
H

ln
rH
rB

[
+
ω4

48

(
(ξy)

B
0

2
+ (ξx)B0

2 − 2 (ξy)
B
0 (ξx)B0

)
+

1

32
ω4
(

(Ξ)B0
2

+ (Ψx)B0
2
)
− α2ω2

4

(
a3
x

)B
0

2

−
α2
(
µ2 − ω2

)
4

((
a1
x

)B
0

2
+
(
a2
x

)B
0

2
)

+ iα2µω
(
a1
x

)B
0

(
a2
x

)B
0

+ iα2ωµ
(
a1
y

)B
0

(
a2
y

)B
0

+
1

4
α2

(
ω2

((
a1
y

)B
0

2
+
(
a2
y

)B
0

2
+
(
a3
y

)B
0

2
)

+ µ2

((
a1
y

)B
0

2
+
(
a2
y

)B
0

2
))]

.

(4.60)

For the construction of the counterterms, first we need to define the induced metric

γµν on the r = rB plane,

γµν =
∂xM

∂x̃µ
∂xN

∂x̃ν
gMN (r)

∣∣∣∣
r=rB

. (4.61)

Next we examine possible covariant counterterms by following [101, 102]. They

are composed of a combination of R[γ], Rµν [γ] and F aµν (i.e. the Ricci scalar, Ricci

tensor and field strength on the induced surface). Possible covariant combinations

of the three terms and the determinant of the induced metric are
√
−γ,
√
−γR[γ],

√
−γR[γ]2,

√
−γRµν [γ]Rµν [γ] and

√
−γF aµνF aµν . The coefficients in front of them

can be guessed by requiring the divergences to vanish in the complete action. Their

expansions for rB � 1 are

√
−γR[γ]

∣∣∣∣
rB

=
r2
Bω

2

2

[
(Ξ)B0

2
+ (Ψx)B0

2 − (ξy)
B
0

2 − 2 (ξy)
B
0 (ξx)B0

]
+
ω4

12

(
3(Ξ)B0

2
+ 3(Ψx)B0

2
+ (ξy)

B
0

2
+ (ξx)B0

2

−2 (ξy)
B
0 (ξx)B0

)
,

√
−γR[γ]2

∣∣∣∣
rB

=ω4
(

4(ξy)
B
0

2
+ (ξx)B0

2
+ 4 (ξy)

B
0 (ξx)B0

)
,

√
−γRµν [γ]Rµν [γ]

∣∣∣∣
rB

=
ω4

2

(
(Ξ)B0

2
+ (Ψx)B0

2
+ 3(ξy)

B
0

2
+ (ξx)B0

2

+2 (ξy)
B
0 (ξx)B0

)
and

(4.62)

√
−γF aµνF aµν

∣∣∣∣
rB

=− 2ω2

((
a3
x

)B
0

2
+
(
a3
y

)B
0

2
)

− 2
(
µ2 + ω2

)((
a1
x

)B
0

2
+
(
a2
x

)B
0

2
+
(
a1
y

)B
0

2
+
(
a2
y

)B
0

2
)

+ 8iµω
((
a1
x

)B
0

(
a2
x

)B
0

+
(
a1
y

)B
0

(
a2
y

)B
0

)
.

(4.63)
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By comparing these terms to the ones in (4.60), it can be checked that by adding

the real space action

SCT = − 1

κ2

∫
d4x
√
−γ

(
3 +

1

4
R[γ] +

(
1

24
R[γ]2 − 1

8
Rµν [γ]Rµν [γ]

+
α2

4
F aµνF

aµν

)
ln
rH
rB

) ∣∣∣∣
rB�1

(4.64)

to the action Spwave
L (4.1) we get a divergence-free theory (up to second order in

the fluctuations) for rB � 1. Now we have all the ingredients to compute the

finite retarded Green’s functions for the different fluctuations.

4.2.5 Green’s functions

In this section we determine the retarded Green’s functions G of the stress-energy

tensor Tµν and the currents Jaµ, namely (small Latin letters refer to the flavour

directions and small Greek letters to the field theory spacetime directions)

Gµν,ρσ(k) = −i

∫
dtd3x e−ikµxµ θ(t)〈[Tµν(t, ~x), T ρσ(0, 0)]〉 ,

Gaµ,bν(k) = −i

∫
dtd3x e−ikµxµ θ(t)〈[Jaµ(t, ~x), Jbν(0, 0)]〉 ,

Gµν,aρ(k) = −i

∫
dtd3x e−ikµxµ θ(t)〈[Tµν(t, ~x),J aρ(0, 0)]〉 ,

Gaρ,µν(k) = −i

∫
dtd3x e−ikµxµ θ(t)〈[Jaρ(t, ~x), Tµν(0, 0)]〉 .

(4.65)

Tµν and Jaµ are the full stress-energy tensor and current, respectively. Thus

they include the equilibrium parts, 〈T µν〉 and 〈J aµ〉, as well as the corresponding

dissipative parts which arise due to the inclusion of fluctuations in our model. We

use the approach determined in section 3.2.4. That is, we compute the conjugate

momentum Πm, which in our case corresponds to the boundary charge current

and energy-momentum tensor,

〈Jaµ〉 =

(
−
√
−g
g2

F arµ +
Son-shell

CT

δ
(
Aaµ
)B

0

)∣∣∣∣∣
r→∞

,

〈Tµν〉 =

(
r2√−γ
κ2

(
Kµν − γµνK +

D− 1

L

)
+
Son-shell

CT

δ (gµν)B0

)∣∣∣∣∣
r→∞

(4.66)

and then use

GROmOn(kµ) = lim
r→∞

δΠm(kµ, r)

δ (Φn)B0 (kµ)
= lim

r→∞

δΠm(kµ, r)

δΦn(kµ, r)
(4.67)

to determine the corresponding Green’s function. Note that in the current we use

the full metric gAB rather than the induced metric γµν , this is not a typo (cf. sec-

tion 3.2.4). Finally we use Son-shell
CT as in equation (4.64) with the terms given by
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(4.62). We do not show this explicitly, however, all divergence cancel exactly.

Next we present the Green’s functions sorted by helicity. We constraint ourselves

to just stating the result. The physical interpretation and the identification of

transport coefficients of the dual field theory is left for section 4.2.7. Note that

the metric fluctuation expansion coefficients are dimensionless and the gauge field

fluctuations expansion coefficient have rH dimension one.

4.2.5.1 Helicity two mode

The non-trivial helicity two mode displayed in table 4.1 is hyz = gyyΞ. Using the

the formalism above we obtain for the energy momentum tensor

〈T yz〉(ω) =
2r4
H

κ2
(Ξ)B4 (ω) +

1

κ2

(
−
(
4fB4 +mB

0

)
r4
H −

5ω4

32

)
(Ξ)B0 (ω) =

=
2r4
H

κ2
ΞB4 (ω)−

(
〈T yy〉+

5ω4

32κ2

)
(Ξ)B0 (ω) .

(4.68)

The corresponding Green’s function is

Gyz,yz(ω) =

(
2r4
H

κ2

(Ξ)B4 (ω)

(Ξ)B0 (ω)
− 〈T yy〉 − 5ω4

32κ2

)
, (4.69)

where 〈T yy〉 is the equilibrium contribution given by the pressure P (cf. section

4.1.2). As we will see in section 4.2.7.4, the Green’s function of this helicity mode

will lead to a shear viscosity component with universal behaviour, i.e. ηyz/s =

1/4π.

4.2.5.2 Helicity one modes

The helicity one modes displayed in table 4.1 are discussed next. As pointed out

before, due to the parity P‖ transformations, the helicity one modes split into two

blocks where the modes of the first block are even while the modes of the second

block are odd under P‖. In the first block there is only one physical mode a3
y,

while the value of the other field Ψt is given by the constraint (4.45). This can

also be seen in the gauge invariant fields (4.39) since hty drops out for k‖ = 0.

The other three physical modes appear in the second block where Ψx for k‖ = 0.
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Block 1 - Parity even For the parity even block of the helicity one modes we

obtain (⊥ stands for either y or z)

〈T t⊥〉(ω) =
2r2
Hφ

B
2

g2

(
a3
⊥
)B

0
(ω)− 3mB

0

κ2
(Ψt)

B
0 (ω) =

= −〈J 3t〉
(
a3
⊥
)B

0
(ω)− 〈T tt〉 (Ψt) (ω) ,

〈J3⊥〉(ω) =
2r2
H

g2

(
a3
⊥
)B

2
(ω) +

2r2
Hφ

B
2

g2
(Ψt)

B
0 (ω)− ω2

2g2

(
a3
⊥
)B

0
(ω) =

=
2r2
H

g2

(
a3
⊥
)B

2
(ω)− 〈J 3t〉 (Ψt)

B
0 (ω)− ω2

2g2

(
a3
⊥
)B

0
(ω) .

(4.70)

Using 〈J3⊥〉(ω)

〈T t⊥〉(ω)

 =

G3⊥,3⊥(ω) G3⊥,t⊥(ω)

Gt⊥,3⊥(ω) Gt⊥,t⊥(ω)

(a3
⊥
)B

0
(ω)(

Ψt

)B
0

(ω)

 , (4.71)

the Green’s functions readG3⊥,3⊥(ω) G3⊥,t⊥(ω)

Gt⊥,3⊥(ω) Gt⊥,t⊥(ω)

 =

2r2
H
g2

(a3
⊥)

B

2
(ω)

(a3
⊥)

B

0
(ω)
− ω2

2g2 −〈J 3t〉

−〈J 3t〉 −〈Ttt〉

 . (4.72)

This result agrees exactly with the result we obtained before in the holographic

s-wave superfluids (see section 3.2.4). The symmetry breaking of the rotational

symmetry has no effect on these modes. As discussed before, the coupling between

the current 〈J3⊥〉 and the momentum 〈T t⊥〉 is known as the thermoelectric effect

which we will study in section 4.1.2.

Block 2 - Parity odd The response due to the fluctuations a1
⊥, a2

⊥ and Ψx =

gxxhxy is given by

〈J1⊥〉 =
2r2
H

g2

(
a1
⊥
)B

2
−
(
µ2 + ω2

)
2g2

(
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⊥
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0
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iµω
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(
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⊥
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0

−
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2

g2
(Ψx)B0 =

=
2r2
H

g2

(
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⊥
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2
−
(
µ2 + ω2

)
2g2

(
a1
⊥
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0
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iµω

g2

(
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⊥
)B

0

− 〈J 1x〉 (Ψx)B0 ,

〈J2⊥〉 =
2r2
H
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2
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(
µ2 + ω2

)
2g2

(
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)B

0
− iµω

g2

(
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⊥
)B

0
,

〈T x⊥〉 =
2r4
H

κ2
(Ψx)B4 −

5

κ2

(
−
(
−8fB4 +mB

0

)
r4
H +

ω4

32

)
(Ψx)B0 =

=
2r4
H

κ2
(Ψx)B4 −

(
〈T xx〉+

5ω4

32κ2

)
(Ψx)B0 .

(4.73)
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Due to the length of the expressions from now on we do not state the ω dependence

explicitly. Again we define the Green’s functions as
〈J1⊥〉

〈J2⊥〉

〈T x⊥〉

 =


G1⊥,1⊥ G1⊥,2⊥ G1⊥,x⊥

G2⊥,1⊥ G2⊥,2⊥ G2⊥,x⊥

Gx⊥,1⊥ Gx⊥,2⊥ Gx⊥,x⊥



(
a1
⊥
)B

0(
a2
⊥
)B

0(
Ψx

)B
0

 , (4.74)

where the matrix of Green’s functions is given by

2r2
H
g2

(a1
⊥)

B

2
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B
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− µ2+ω2
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H
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2
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0

+ iωµ
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H
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⊥)
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0
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H
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(a2
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B

2

(a1
⊥)

B

0

− iωµ
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(a2
⊥)

B

2

(a2
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B
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− µ2+ω2

2g2

2r2
H
g2

(a2
⊥)

B

2(
Ψx
)B

0

2r4
H
κ2

(
Ψx
)B

4

(a1
⊥)

B

0

− 〈J x1 〉
2r4
H
κ2

(
Ψx
)B

4

(a2
⊥)

B

0

2r4
H
κ2

(
Ψx
)B

4(
Ψx
)B

0

− 〈T xx〉 − 5ω4

32κ2


. (4.75)

Note that here it has to be taken into account that all the physical fields are

sourcing each other. Thus the ratios in the off-diagonal components have to be

included. We explain the notation above by means of an example, namely let us

set the initial conditions
(
a1
⊥
)H

0
= 0 = (Ψx)H0 and

(
a2
⊥
)H

0
= 1rH

13 at the horizon.

Since the equations are coupled (cf. eq. (4.46)), we not only obtain non-trivial

values for
(
a2
⊥
)B

2
, but also for

(
a1
⊥
)B

2
and (Ψx)B4 . Hence, for instance, in the

1, 2 component the ratio
(
a1
⊥
)B

2
/
(
a2
⊥
)B

0
is proportional to the Green’s function

describing the mixing of the corresponding dual operators. In section 4.2.6 an

algorithm to compute these correlators using numerical methods is presented.

Due to the breaking of rotational symmetry we see a new coupling between the

currents 〈J1⊥〉, 〈J2⊥〉 and the stress tensor 〈T x⊥〉 in this subset of the fluctuations.

This new coupling generates some interesting new physical effect: it induces a

non-universal behaviour of the ratio between shear viscosity to entropy density

(opposed to the yz case shown above) and a flexoelectric effect known from nematic

crystals. We present the interpretation of these effects in our setup in a later

section.

4.2.5.3 Helicity zero modes

The Green’s functions related to the helicity zero modes are the most challenging

ones to obtain. Not only because there are more fields involved than in any other

block, but rather since here two effects we saw separately in the helicity one case

have to be combined, namely the coupling of physical modes to physical modes

and to non-dynamical fields. Besides, the relevant physical modes, which were

13We have to include one power of rH to get the units right. In case of a non-vanishing

metric fluctuation at the horizon we do not have to multiply the 1 by rH , since these fields are

dimensionless.
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derived in section 4.2.2, are far more complicated than the ones of the other cases.

At least, for k = 0 these modes can be split into two blocks, one transforming

oddly (block 1) and the other evenly (block 2) under P‖.

Block 1 - Parity odd The first block is composed by the modes {a1
t , a

2
t , a

3
x, ξtx =

gxxhtx}. The corresponding conjugate momenta are

〈J1t〉 =
1

(ω2 − µ2)

(
2r2
Hφ

B
2

g2

(
µ
(
a1
t

)B
0

+ iω
(
a2
t

)B
0

)
+

2r2
Hw

B
2

g2
µ
(
a3
x

)B
0

)
=

=
1

(ω2 − µ2)

(
−〈J 3t〉

(
µ
(
a1
t

)B
0

+ iω
(
a2
t

)B
0

)
+ µ〈J 1x〉

(
a3
x

)B
0

)
,

〈J2t〉 =
1

(ω2 − µ2)

(
2r2
Hφ

B
2

g2

(
iω
(
a1
t

)B
0
− µ

(
a2
t

)B
0

)
+

2r2
Hw

B
2

g2
iω
(
a3
x

)B
0

)
=

=
1

(ω2 − µ2)

(
−〈J 3t〉

(
iω
(
a1
t

)B
0
− µ

(
a2
t

)B
0

)
+ iω〈J 1x〉

(
a3
x

)B
0

)
,

〈J3x〉 =
2r2
H

g2

(
a3
x

)B
2
− ω2

2g2

(
a3
x

)B
0

+
2r2
Hφ

B
2

g2
(ξtx)B0 =

=
2r2
H

g2

(
a3
x

)B
2
− ω2

2g2

(
a3
x

)B
0
− 〈J 3t〉 (ξtx)B0 ,

〈T tx〉 =−
3mB

0 r
4
H

κ2
(ξtx)B0 +

2r2
Hφ

B
2

g2

(
a3
x

)B
0

=

=− 〈T tt〉 (ξtx)B0 − 〈J
3t〉
(
a3
x

)B
0
.

(4.76)

Before we continue to compute the Green’s functions there is one subtlety that

needs to be addressed. As discussed in section 4.2.2, there is a residual gauge

freedom left which has to be taken into account to obtain physically sensible

observables. Using the gauge transformations given in (4.41) for k = 0 and setting

Kt = Kr = Λ3
0 = 0, since they do not affect the fields discussed in this block, we

obtain the unique gauge invariant linear combination

Φ4 = a3
x + w

iωa2
t + φa1

t − wφξtx
φ2 − ω2

(4.77)

The boundary expansion of Φ4 is

Φ4(r)|r−>∞ ' (Φ4)B0 + (Φ4)B2
r2
H

r2
=

=
(
a3
x

)B
0

+

((
a3
x

)B
2

+ wB2
µ
(
a1
t

)B
0

+ iω
(
a2
t

)B
0

µ2 − ω2

)
r2
H

r2
,

(4.78)

where we used the boundary expansion (4.54) of the fields a1
t , a

2
t , a

3
x and ξtx. Note

that terms with ln(rH/r) are not of interest here, since the expectation values
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were already regularised. The important fact is that the coefficient of (rH/r)
2 is

gauge invariant by construction, while
(
a3
x

)B
2

is not. Thus to obtain a physical

Green’s function, i.e. which is invariant under gauge transformations, it has to be

proportional to the ratio (Φ4)B2 / (Φ4)B0 , rather than
(
a3
x

)B
2
/
(
a3
x

)B
0

. An easy way

to implement this, is by adding and subtracting the missing terms to the current

〈J3x〉, that is

〈J3x〉 =
2r2
H

g2

((
a3
x

)B
2

+ wB2
µ
(
a1
t

)B
0

+ iω
(
a2
t

)B
0

µ2 − ω2

)

−

(
2r2
Hw

B
2

g2

µ
(
a1
t

)B
0

+ iω
(
a2
t

)B
0

µ2 − ω2

)
+ · · · =

=
2r2
H

g2
(Φ4)B2 − 〈J

1x〉

(
µ
(
a1
t

)B
0

+ iω
(
a2
t

)B
0

µ2 − ω2

)
+ . . . ,

(4.79)

where the ellipsis stands for the remaining terms of the relevant equation in (4.76).

In addition the adding of this zero renders our Green’s function matrix symmetric.

It is defined by
〈J1t〉

〈J2t〉

〈J3x〉

〈T tx〉

 =


G1t,1t G1t,2t G1t,3x G1t,tx

G2t,1t G2t,2t G2t,3x G2t,tx

G3x,1t G3x,2t G3x,3x G3x,tx

Gtx,1t Gtx,2t Gtx,3x Gtx,tx





(
a1
t

)B
0(

a2
t

)B
0

(Φ4)B0(
ξtx
)B

0

 ,

which explicitly written in terms of the field theory expectation values is

G(1)(ω) =



µ
µ2−ω2 〈J 3t〉 iω

µ2−ω2 〈J 3t〉 −µ
µ2−ω2 〈J 1x〉 0

−iω
µ2−ω2 〈J 3t〉 µ

µ2−ω2 〈J 3t〉 iω
µ2−ω2 〈J 1x〉 0

−µ
µ2−ω2 〈J 1x〉 −iω

µ2−ω2 〈J 1x〉 G3x,3x(ω) −〈J 3t〉

0 0 −〈J 3t〉 −〈T tt〉

 . (4.80)

The matrix is completely determined by the equilibrium solution, except for one

entry, namely the correlator generated by Φ4, which in terms of the parity odd

helicity zero modes reads

G3x,3x(ω) =
2r2
H

g2

(Φ4)B2
(Φ4)B0

− ω2

2g2
=

=
2r2
H

g2

1

(a3
x)B0

((
a3
x

)B
2

+ wB2
µ
(
a1
t

)B
0

+ iω
(
a2
t

)B
0

µ2 − ω2

)
− ω2

2g2
.

(4.81)

Thus all entries of G(1) are gauge invariant.
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Block 2 - Parity even The fields left to discuss are {a3
t , a

2
x, a

1
x, ξt, ξy, ξx}, which

transform evenly under the parity transformation P‖. Again we first state the

conjugate momenta at the boundary associated to these fields, that is14

〈J1x〉 =
2r2
H

g2

(
a1
x

)B
2
−
(
µ2 + ω2

)
2g2

(
a1
x

)B
0

+
iµω

g2

(
a2
x

)B
0

+
r2
Hw

B
2

g2
((ξt)

B
0 − (ξx)B0 + (ξ⊥)B0 ) =

=
2r2
H

g2

(
a1
x

)B
2
−
(
µ2 + ω2

)
2g2

(
a1
x

)B
0

+
iµω

g2

(
a2
x

)B
0

+
1

2
〈J 1x〉((ξt)B0 − (ξx)B0 + (ξ⊥)B0 ) ,

〈J2x〉 =
2r2
H

g2

(
a2
x

)B
2
− iµω

g2

(
a1
x

)B
0
−
(
µ2 + ω2

)
2g2

(
a2
x

)B
0
,

〈J3t〉 =
2ir2

Hw
B
2

g2ω

(
a2
x

)B
0

=
i

ω
〈J 1x〉

(
a2
x

)B
0
,

〈T tt〉 =
r4
H

2κ2

(
8fB4 −mB

0

)
(ξx)B0 +

r4
H

2κ2

(
−4fB4 −mB

0

)
(ξ⊥)B0

−
3mB

0 r
4
H

2κ2
(ξt)

B
0 −

2r2
Hw

B
2

g2

(
a1
x

)B
0

+
2iµr2

Hw
B
2

g2ω

(
a2
x

)B
0

=

=− 1

2
〈T xx〉 (ξx)B0 −

1

2
〈T yy〉 (ξ⊥)B0 −

1

2
〈T tt〉 (ξt)B0

− 〈J 1x〉
(
a1
x

)B
0

+
iµ

ω
〈J 1x〉

(
a2
x

)B
0
,

(4.82)

and

〈T xx〉 =−
2r4
H

κ2
(ξ⊥)B4 (ω) +

r4
H

2κ2

(
−8fB4 +mB

0

)
(ξt)

B
0 (ω)

+
r4
H

κ2

(
8fB4 −

5mB
0

2

)
(ξx)B0 (ω)−

r4
H

κ2

(
6fB4 +

3mB
0

2

)
(ξ⊥)B0 (ω)

−
2r2
Hw

B
2

g2

(
a1
x

)B
0

(ω) +
2iµr2

Hw
B
2

g2ω

(
a2
x

)B
0

(ω) ,

〈T yy〉 =
2r4
H

κ2
(ξy)

B
4 +

r4
H

2κ2

(
4fB4 +mB

0

) (
(ξt)

B
0 + (ξx)B0 + (ξz)

B
0 − (ξy)

B
0

)
,

〈T zz〉 =
2r4
H

κ2
(ξz)

B
4 +

r4
H

2κ2

(
4fB4 +mB

0

) (
(ξt)

B
0 + (ξx)B0 + (ξy)

B
0 − (ξz)

B
0

)
,

(4.83)

where ξ⊥ = ξy + ξz. In the last two cases we have not identified the background

expansion coefficients with the corresponding expectation values, since the gauge

fixing changes many of the numerical prefactors.

The second block is composed by the modes {a3
t , a

2
x, a

1
x, ξt, ξy, ξz, ξx}, which com-

bine to three physical fields. The combinations were defined in (4.42). However,

14For legibility reasons, we do not state the terms with higher powers of ω, since they are of

no interest to us.
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in this section we choose k = 0, in which case they reduce to (again ξ⊥ = ξy + ξz)

Φ1 = a1
x −

rfw′

4 (f + rf ′)
ξ⊥ ,

Φ2 = a2
x +

iw

ω
a3
t −

iwφ

2ω
ξt +

irfw (2φNσ′ + φN ′σ − 2φ′Nσ)

8ωNσ (f + rf ′)
ξ⊥

Φ3 = ξx +
2rf ′ − f

2(f + rf ′)
ξ⊥ ,

(4.84)

As in the previous case, we have to recast the conjugate momenta to get gauge

invariant Green’s functions. To fix the gauge freedom, we first examine the bound-

ary expansion of Φ1, Φ2 and Φ3, namely

Φ1 =
(
a1
x

)B
0

+

((
a1
x

)B
2

+
wB2
2

(ξ⊥)B0

)
r2
H

r2
,

Φ2 =
(
a2
x

)B
0

+

((
a2
x

)B
2

+ i
wB2
ω

(
a3
t

)B
0
− i

wB2 µ

2ω

(
(ξt)

B
0 − i

1

2
(ξ⊥)B0

))
r2
H

r2
,

Φ3 = (ξx)B0 −
1

2
(ξ⊥)B0 +

(
−3

2
(ξ⊥)B4 − α

2wB2
(
a1
x

)B
0

+ i
α2wB2 µ

ω

(
a2
x

)B
0

+
(
2fB4 −mB

0

)
(ξx)B0 −

(
7fB4 +mB

0

)
(ξ⊥)B0

)
r4
H

r4
.

(4.85)

Next we identify the expansion above with the expansion coefficients of the fields,

i.e. we can rewrite above expressions in terms of

Φ1 = (Φ1)B0 + (Φ1)B2
r2
H

r2
,

Φ2 = (Φ2)B0 + (Φ2)B2
r2
H

r2
and

Φ3 = (Φ3)B0 + (Φ3)B4
r4
H

r4
.

(4.86)

Due to the form of the asymptotic behaviour shown above, from here on we redefine

our fields in the following way

ξp(ω, r) =ξx(ω, r) +
1

2
(ξy(ω, r) + ξz(ω, r)) ,

ξm(ω, r) =ξx(ω, r)− 1

2
(ξy(ω, r) + ξz(ω, r)) .

(4.87)

In addition, a rotation of the a1
x, a

2
x fluctuations is performed into

a+
x (ω, r) = a1

x(ω, r) + i a2
x(ω, r) , a−x (ω, r) = a1

x(ω, r)− i a2
x(ω, r) . (4.88)

Accordingly, we rotate the corresponding physical fields into Φ± = Φ1 ± i Φ2, so

that their respective boundary values coincide with those of a±x . This parametri-

sation is more convenient, since the a+
x and a−x fields transform in the fundamental

representation of the unbroken U(1). That is, they behave in a similar fashion
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as electrically charged vector mesons do under the U(1)em or alternatively the W

bosons in the Standard Model. To make contact with the unbroken phase, we

keep the parametrisation also in the broken phase. Notice that these fields are

conjugate of one another: (a±(ω))
∗

= a∓(−ω).

Next the gauge invariant Green’s functions are again constructed by adding a zero

in the same way done above for the parity odd block. However, to secure readabil-

ity we omit the steps in between (they are the same as before) and jump directly

to the result.

The Green’s function matrix of this block is



〈J3t〉

〈Jx+〉

〈Jx- 〉

〈12
(
T xx − T⊥⊥

)
〉

〈12
(
T xx + T⊥⊥

)
〉

〈T tt〉


=G(2)



(
a3
t

)B
0

(Φ+)B0

(Φ-)
B
0(

Φ3

)B
0(

ξp
)B

0(
ξt
)B

0


, (4.89)

where T⊥⊥ = T xx + T yy and the entries are denoted by

G(2) =



G3t,3t G3t,x
+ G3t,x

- G3t,m G3t,p G3t,t

Gx,3t+ Gx,x+,+ Gx,x+,- Gx,m+ Gx,p+ Gx,t+

Gx,3t- Gx,x-,+ Gx,x-,- Gx,m- Gx,p- Gx,t-

Gm,3t Gm,x+ Gm,x- Gm,m Gm,p Gm,t

Gp,3t Gp,x+ Gp,x- Gp,m Gp,p Gp,t

Gt,3t Gt,x+ Gt,x- Gt,m Gt,p Gt,t


. (4.90)

Some comments are in order explaining the expectation values of equation (4.89)

and the notation we use. Regarding the former, we derive 〈12
(
T xx − T⊥⊥

)
〉 and

〈12
(
T xx + T⊥⊥

)
〉 in section 4.2.7.3. Regarding the notation, note that the index m

is related to Φ3 field, since (Φ3)B0 = (ξm)B0 . Furthermore the x
± indices are related

to the Φ+ and Φ- fields. Here all entries are functions of the background, except

for the sector containing the physical fields and their couplings, which has to be

computed numerically. This part of the Green’s function matrix depends on the
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boundary values (4.86). The different entries are

G3t,3t = G3t,m = G3t,p = G3t,t = Gm,3t = Gp,3t = Gt,3t = 0

G3t,x
+ = Gx,3t+ =

1

2ω
〈J 1x〉

G3t,x
- = Gx,3t- = − 1

2ω
〈J 1x〉

Gx,p+ = Gp,x+ = −ω − µ
4ω
〈J 1x〉

Gx,t+ = Gt,x+ =
ω − µ

2ω
〈J 1x〉

Gx,p- = Gp,x- = −ω + µ

4ω
〈J 1x〉

Gx,t- = Gt,x- =
ω + µ

2ω
〈J 1x〉

Gm,p = Gp,m =
3

8

(
〈T tt〉 − 2〈T xx〉

)
Gm,t = Gt,m = −1

4

(
〈T tt〉 − 2〈T xx〉

)
Gp,t = Gt,p =

1

4
〈T tt〉

Gp,p = −3

8
〈T tt〉

Gt,t = −1

2
〈T tt〉

(4.91)

Gx,x±,±(ω) =
2r2
H

g2

(Φ±)B2 (ω)

(Φ±)B0 (ω)
+

1

4g2
(ω ± µ)2 ,

Gx,x±,∓(ω) =
2r2
H

g2

(Φ±)B2 (ω)

(Φ∓)B0 (ω)
,

Gm,x±(ω) =
4r4
H

3κ2

(Φ3)B4 (ω)

(Φ±)B0 (ω)
+
ω ∓ µ
12ω

〈J x1 〉 ,

Gx,m± (ω) =
r2
H

g2

(Φ±)B2 (ω)

(Φ3)B0 (ω)
+
ω ∓ µ
12ω

〈J x1 〉 ,

Gm,m(ω) =
4r4
H

3κ2
5

(Φ3)B4 (ω)

(Φ3)B0 (ω)
+

1

3
(7〈T yy〉+ 〈T xx〉)− 5

4
〈T tt〉 .

(4.92)

4.2.6 Generating the Solutions

In this section we describe how to solve the equations of motion using numerical

methods in Mathematica15. All the equations we solve in this chapter are ordinary

first or second order linear differential equations. Therefore the built-in numerical

solver function NDsolve is sufficient for our purpose.

The solving of the equations for the helicity two mode (section 4.2.5.1), the parity

odd helicity one modes (first part of section 4.2.5.2) and the parity odd helicity

15Wolfram Mathematica
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zero modes (first part of section 4.2.5.3) is straight forward. Complications arise in

the remaining two parity even helicity one and zero blocks, since here we have to

deal with a mixing of the different physical modes. This is known under operator

mixing described in [103].

In the easier cases, there is exactly one free parameter for each block at the horizon

(c.f. section 4.2.3.2), i.e. (Ξ)H0 ,
(
a3
y

)H
0

and
(
a3
x

)H
0

. This is a consequence of our

choice of incoming boundary conditions and the amount of physical fields present

in each sector. We can set all this expansion coefficients to 1 since they only deter-

mine a overall scaling of the resulting function. Now we integrate to the boundary

and fit the corresponding boundary expansion (see equations (4.52) and (4.54)) to

the numerical result obtained. Finally we plug this expansion coefficients into the

corresponding Green’s functions derived in section 4.2.5, i.e. into the equations

(4.69), (4.72) and (4.80). The results are discussed in the next section.

Next we review the algorithm to compute Green’s function matrices in the case of

operator mixing. For concreteness we present the algorithm for the second block

of the helicity one fields where the fluctuations a1
y, a

2
y and Ψx mix (cf. second part

of section 4.2.5.2). However, the same methodology applies to the relevant helicity

zero block as well.

We start by defining the boundary conditions at the horizon for the vector ΛT(r) =(
a1
y(r), a

2
y(r),Ψx(r)

)
. On the one hand we demand incoming boundary conditions

(cf. eq. (4.47)), that is

ΛI(a)(r → rH) '
(
r

rH
− 1

)− iω
4πT (

eI(a) + . . .
)
, (4.93)

where the index I refers to the three fields a1
y, a

2
y and Ψx. Since 3 coupled second

order differential equations have to be solved with incoming boundary conditions

chosen at the horizon, we are left with three free parameters. We choose three

linear independent conditions for these parameters. This generates three linear

independent solutions for each function a1
y(r), a

2
y(r) and Ψx(r). The reasoning

behind this approach is that the fields not only gain a non-trivial profile along

the r direction if the field is switched on at the horizon but also through the

coupling with the other fields. That is, if we choose, for instance,
(
a1
y

)H
0

= 1 while

the other two parameters vanish, we still get non-trivial solutions for a2
y(r) and

Ψx(r). This solutions depend linearly on
(
a1
y

)B
0
∝
(
a1
y

)H
0

, since the differential

equations are linear in the fluctuations. It is important to remark that
(
a2
y

)B
0

and (Ψx)B0 both vanish, since they are only proportional to
(
a2
y

)H
0

and (Ψx)B0 ,

respectively. Nevertheless, in general, the subleading terms are present. Note that

from this solutions the off-diagonal terms in the Green’s function matrix (4.75)
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are gained. In order to generate all the possible solutions at once, we choose the

three linear independent conditions at the horizon and plug our choices into the

vectors e(1), e(2) and e(3), where we use

eT
(1) = (1, 0, 0) , eT

(2) = (0, 1, 0) , eT
(3) = (0, 0, 1) . (4.94)

Each vector e(1) generates one solution for each field. Note that different choices

are possible, however, we get the best numerical result (with least numerical error)

using these set of vectors. Next the resulting functions are collected in a 3 by 3

matrix H(r) defined by

HI
a(z) = ΛI(a)(r) , (4.95)

with I = 1, 2, 3 and a = 1, 2, 3. We also need the matrix

H(r) = H(r)H(rB)−1 , (4.96)

which divides the fields by their value at the boundary.

By taking the derivative of this matrix with respect to r, we obtain H′(r) =

H ′(r) ·H(rB)−1. This is nothing else but the holographic Green’s function (4.75)

up to some powers of r, which come from taking the derivative. Remember that the

boundary expansions of the fields look like a+b/ri. To obtain the Green’s function

matrix we have to multiply H′(r) by a matrix A(r) which contains the correct

powers of r to cancel the ones discussed above. For the case we are discussing

here, A(r) is given by

A(rB) =

 −r
3
B 0 0

0 −r3
B 0

0 0 − r5
B
2

 , (4.97)

with rB the value of the UV cut off. Note that when performing the computation

on a computer we cannot take rB →∞, however, a very big number is chosen, so

that the numerical error is small.

Finally we obtain

GR(ω) = lim
rB→∞

A(ω, rbdy)H′(ω, rbdy) , (4.98)

where GR(ω) corresponds to, e.g., equation (4.75), up to contact terms. Note that

we have to subtract the counterterms, determined in section 4.2.4, by hand to

render our results finite.

Using the procedure described above, we automatically get the full Green’s func-

tion matrices (up to counterterms) (4.75) and (4.92). For the latter there is another

subtlety that has to be taken into account, namely that the physical fields are a
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linear combination of the solutions. However, this is easily fixed by adding the

leading and subleading terms of the solutions in the way shown in equation (4.85).

The explicit results for the different modes are shown in the next section.

4.2.7 Transport Properties – Physical Interpretation

In this section we extract the transport properties of the holographic p-wave su-

perfluid from the correlation functions in section 4.2.3. We split our analysis into

distinct transport phenomena. We start with the thermoelectric effect perpendic-

ular and parallel to the condensate. Then we discuss the different components

of the shear viscosity tensor and the results we obtain for them holographically.

Finally, we present the flexoelectric and piezoelectric effects originating from the

coupling between flavour currents and energy-momentum tensor.

4.2.7.1 Thermoelectric Effect perpendicular to the Condensate

As discussed for the s-wave case in chapter 3, we can relate the results of (4.71)

to the thermoelectric effect found in some condensed matter materials. We begin

with the well known connection between electric 〈J3⊥〉 = 〈J⊥〉16 and thermal

〈Q⊥〉 = 〈T t⊥〉 − µ〈J⊥〉 transport perpendicular to the condensate direction, i.e.(
〈J⊥〉
〈Q⊥〉

)
=

(
σ⊥⊥ Tα⊥⊥

Tα⊥⊥ T κ̄⊥⊥

)(
E⊥

−(∇⊥T )/T

)
, (4.99)

where the electric field E⊥ and the thermal gradient −∇⊥T/T are related to the

background values of the gauge field
(
a3
⊥
)B

0
and the metric (Ψt)

B
0 . This identifi-

cation is equivalent to the one in section 3.2.3,

E⊥ = iω
((
a3
⊥
)B

0
+ µ (Ψt)

B
0

)
,

−∇⊥T
T

= iω (Ψt)
B
0 .

(4.100)

Putting everything together and comparing the relation of the electric and thermal

transport to the corresponding equations for 〈J⊥〉 and 〈T t⊥〉 in (4.71), we can

identify the coefficients in (4.99) as

σ⊥⊥ = −
iG⊥,⊥3,3

ω
= − 1

g2

i

ω

(
2r2
H

(
a3
⊥
)B

1(
a3
⊥
)B

0

− ω2

2

)
,

Tα⊥⊥ = − i

ω

(
G⊥3

t⊥ − µG⊥,⊥3,3

)
=

i

ω
〈J t3 〉 − µσ⊥⊥,

T κ̄⊥⊥ = − i

ω

(
Gt⊥,t⊥ + µ2G⊥,⊥3,3

)
=

i

ω
〈
(
Ttt〉 − 2µ〈J t3 〉

)
+ µ2σ⊥⊥.

(4.101)

These results are in agreement with all our findings in the s-wave case. Thus we

interpret this result again as a description of the simultaneous transport of charge

16We use the index ⊥ for either y or z. Note that all quantities are the same in both cases.
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and heat (or energy). This means that an electric field not only leads to a current,

but also to a heat flux and, conversely, a temperature gradient leads to an electric

current in addition to a heat flux. Note that in this subset we do not observe

any effect of the breaking of the rotational symmetry since all the fields are in the

transverse direction to the condensate.
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Figure 4.6: Real part of the conductivity Re(σ⊥⊥) over the frequency ω/(2πT ) for

α = 0.032. The color coding is as follows: blue T =∞, red T = 1.34Tc, brown T = 1.00Tc,

green T = 0.40Tc, orange T = 0.19Tc. Note that the three curves with the highest

temperature, blue, red and brown, are nearly on top of each other. The agreement of the

curves in the ω → 0 limit is due to the small change in the strength of the Drude peak

with temperature. Below Tc, the superfluid contribution to the delta peak at ω = 0 is

turned on and we obtain larger deviations from the T = ∞ curve, since the area below

the curves has to be the same for all temperatures (sum rule). Furthermore the value for

ω → 0 clearly asymptotes to 0 with decreasing temperature. Source: [2]

In figure 4.6, 4.7 and 4.8 we plot our numerical results for Re(σ⊥⊥) versus the

reduced frequency ω/(2πT ) for different values of α as defined in (4.4), namely

α = 0.032 < αc, α = 0.316 . αc and α = 0.447 > αc, respectively. For large

frequencies, i. e. ω � 2πT , the conductivity depends linearly on the frequency

(e.g. [104]),

Re(σ⊥⊥)→ α2

κ5
2
πω for ω � 2πT . (4.102)

We expect this behaviour on dimensional grounds, and as a consequence of the

conformal symmetry in our system17. For temperatures T < Tc we see a gap

17There is no lattice spacing which would spoil the high frequency behaviour.
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Figure 4.7: Real part of the conductivity Re(σ⊥⊥) over the frequency ω/(2πT ) for

α = 0.316. The color coding is as follows: blue T =∞, red T = 1.00Tc, brown T = 0.88Tc,

green T = 0.50Tc, orange T = 0.19Tc. In this plot we see that the Drude peak has already

a much stronger dependence on the temperature than in the α = 0.032 case, since the

blue and the red curve can be clearly distinguished. Below Tc the contributions of the

superfluid phase to the delta peak leads again to a tendency of the curve to vanish for

frequencies in the gap region, since the area below the curves have to be the same for all

temperatures (sum rule). Source: [2]

opening up at small frequencies. The size of the gap increases as the temperature

decreases. This gap is expected from superconductors. It ends at a frequency

ωg with a sharp increase of the conductivity. Beyond the gap the conductivity

at temperature T < Tc is larger than the corresponding values at temperatures

T > Tc, such that the small temperature conductivities approach the asymptotic

behaviour (4.102) from above (cf. [47–49]).

The value of Re(σ⊥⊥) at ω = 0 approaches zero with decreasing temperature.

Below Tc the tendency for this part of the conductivity to vanish increases. Nev-

ertheless, we still find finite values even below Tc. However, these values are

exponentially suppressed (c.f. [55]). In [98] it is shown that in the limit T → 0

there is a hard gap, i. e. the value for the conductivity becomes zero. Thus in the

p-wave, we can interpret the region between ω = 0 and ωg as a gap, opposed to

the s-wave case (cf. [90]). Finally, we observe that an increase in α leads to a

stronger suppression of the real part of the conductivity in the gap region.

Due to the sum rule for the conductivity, i.e. the frequency integral over the real
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Figure 4.8: Real part of the conductivity Re(σ⊥⊥) over the frequency ω/(2πT ) for

α = 0.447. The color coding is as follows: blue T = ∞, brown T = 1.95Tc, green

T = 1.00Tc, red T = 0.91Tc, orange T = 0.34Tc. Again we see the same tendency as

before for the curve to vanish at ω → 0 for decreasing temperatures. The strength of

the Drude peak has a strong dependence on the temperatures, since the blue and the

brown curve are quite far apart (both curves were computed for temperatures above Tc).

Source: [2]

part of the conductivity is constant for all temperatures, a delta peak has to form

at zero frequency which contains the “missing area” of the gaped region. The

strength of the delta peak has two contributions: the first is proportional to what

we call the perpendicular superfluid density n⊥s in analogy to the behaviour found

in superconductors (see [73]), Re(σ⊥⊥) ∼ α2/κ2 πn⊥s δ(ω) and appears only for

temperatures below Tc. The second contribution is a consequence of the trans-

lation invariance of our system (c.f. [57]), the Drude peak, and appears for all

temperatures.

The delta peak appears in the imaginary part of the conductivity as a pole. We

can see this from Kramers-Kronig relation (see [55]), which leads to

Im(σ⊥⊥) ' AD(α, T )

ω
+
A⊥s (α)

ω

(
1− T

Tc

)
, (4.103)

for T . Tc, with A⊥s (α)
(

1− T
Tc

)
∝ n⊥s and AD parametrising the contribution

from the Drude peak. In figure 4.9 we present the imaginary part of the con-

ductivity ωIm(σ⊥⊥) versus the frequency ω/(2πT ) for α = 0.316 and different

temperatures. We see that ωIm(σ⊥⊥) takes finite values for ω → 0 and T < ∞.

The finite values above Tc are due to the Drude peak, i.e. the AD part of (4.103).
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Figure 4.9: Imaginary part of the conductivity ωIm(σ⊥⊥) over the frequency ω/(2πT )

for α = 0.316. The color coding is as follows: blue T = ∞, red T = 1.00Tc, brown

T = 0.88Tc, green T = 0.50Tc, orange T = 0.19Tc. The curves in this plot have a constant

value for ω
2πT → 0, which is determined by the δ-peak in the real part of the conductivity

by the Kramers-Kronig relation. The values for this constant are, in the same order as

the temperatures above: 0, 8.0, 14.7, 50.3 and 362.4. Note that we already see a finite

value for T = 1.00Tc, this is due to the Drude peak. Below Tc the values at ω = 0 are due

to two contributions, first the Drude peak, as before, and second due to the superfluid

density. Source: [2]

Below Tc we see a further contribution from the superfluid density. By analysing

the temperature dependence of limω→0 ωIm(σ⊥⊥), we get a smooth curve, which

is, however, not differentiable at Tc, i.e. it behaves as equation (4.103) anticipates.

Note that AD and A⊥s have a non trivial dependence on α. Finally, as expected,

there is an increase in the superfluid density with decreasing temperature.

4.2.7.2 Thermoelectric Effect parallel to the Condensate

Similar to the presentation above, we see the thermoelectric effect parallel to the

condensate as well, i.e. we look at charge transport and temperature gradients in

the x direction. This is related to the first block of helicity zero states presented

in section 4.2.5.3. However, in the case at hand, there is a slight complication in

comparison to the last section due to a further coupling of the a1
t and a2

t fields to

a3
x and to htx (see section 4.2.5.3).

We start again by relating the field theoretical quantities Ex and ∇xT to the
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corresponding boundary values of the dual fields (Φ4)B0 and (ξtx)B0 . As before we

obtain

Ex = iω
[
(Φ4)B0 + µ (ξtx)B0

]
,

−∇xT
T

= iω (ξtx)B0 .
(4.104)

This modes source the charge current 〈Jx〉 = 〈J3x〉 in direction of the conden-

sate and the heat flux 〈Qx〉 = 〈T tx〉 − µ〈Jx〉, respectively. The relation of these

currents to the corresponding electrical field and temperature gradient defines the

conductivity matrix (c.f. equation (4.99))〈Jx〉
〈Qx〉

 =

 σxx Tαxx

Tαxx T κ̄xx

 Ex

−(∇xT )/T

 . (4.105)

Comparing this matrix to the lower right corner of the one in (4.80), we are able

to identify the electric, thermal and thermoelectric conductivity related to the

retarded Green’s functions in the following way

σxx = − i

ω
Gx,x3,3 ,

Tαxx = − i

ω

(
Gx3

tx − µGx,x3,3

)
=

i

ω
〈J t3 〉 − µσxx ,

T κ̄xx = − i

ω

(
Gtx,tx − 2µGx3

tx + µ2Gx,x3,3

)
=

i

ω

(
〈Ttt〉 − 2µ〈J t3 〉

)
+ µ2σxx .

(4.106)

The rest of the matrix (4.80) shows the response of the system due to the a1
t ,

a2
t fluctuations. Here we see the difference to the case discussed in the previous

section, which arises due to the breaking of the rotational symmetry. In [47], the

a1
t , a

2
t fluctuation fields are interpreted as generating a rotation of the charge den-

sity in direction 〈J1t〉 and 〈J2t〉, however without changing its magnitude. The

chemical potential then tries to pull the charge density back to 〈J3t〉

The complete transport matrix of this block then reads
〈J t1 〉

〈J t2〉

〈Jx〉

〈Qx〉

 =


σt,t1,1 σt,t1,2 σt,x1,3 −µσt,x1,3

σt,t2,1 σt,t2,2 σt,x2,3 −µσt,x2,3

σx,t3,1 σx,t3,2 σxx Tαxx

−µσx,t3,1 −µσx,t3,2 Tαxx T κ̄xx




iωa1

t

iωa2
t

Ex

−∇xTT

 , (4.107)

where each of the transport coefficients is simply related to the corresponding

Green’s function by σ = −iG/ω. We will now focus on the electric conductivity

σxx, all the other components can either be obtained from it or are given by back-

ground fields (cf. (4.80)).
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The numerical results for σxx are shown in figures 4.10 and 4.11 for α = 0.316 < αc.

As it is the case for the conductivity perpendicular to the condensate, the results

for other values of α do not show any significant qualitative difference therefore

we do not present them in this thesis.
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Figure 4.10: Real part of the conductivity Re(σxx) over the frequency ω/(2πT ) for

α = 0.316. The color coding is as follows: blue T = 1.63Tc, red T = 0.98Tc, brown

T = 0.88Tc, green T = 0.78Tc, orange T = 0.50Tc. There is a delta peak at strictly ω = 0,

not noticeable in this figure, as dictated by the sum rule (the area below the curves has

to be the same for any T ). Source: [3]

Let us discuss the similarities and differences between σxx and σ⊥⊥. The curve

of the real part of σxx (fig. 4.10) shows the correct asymptotic behaviour for

large frequencies [104], i. e. the real part is proportional to the frequency for all

temperatures. More precisely, for ω � T we have (cf. section above)

Re(σxx)→ α2

κ2
5

πω . (4.108)

Both Re(σxx) and Re(σ⊥⊥) have the same behaviour in the large frequency limit.

In this limit all the effects due to finite temperature, finite chemical potential

and symmetry breaking become negligible and we obtain the expected result for

a conformal field theory.

For decreasing frequencies we see that the conductivity decreases until nearly van-

ishing. This sharp decrease is a known feature of superconductors. It is present

for all temperatures, not only for T < Tc. However, for smaller temperatures the
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decrease starts at larger values of ω. It is by far not as sharp as in σ⊥⊥, and

there are some qualitative differences: The bump before decreasing is absent for

σxx. Thus the asymptotic value at large frequencies is approached by the curves

from below, rather than from above, as it is the case for Re(σ⊥⊥). Besides, up to

numerical inaccuracy, the conductivities do not seem to vanish for any frequency,

for temperatures above 0.5Tc. In comparison, the transverse conductivity has a

far stronger temperature suppression in the gaped region. However, below 0.5Tc

the situation seems to change dramatically as is explained in the next paragraph.
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Figure 4.11: Imaginary part of the conductivity times the frequency, ωIm(σxx) over the

frequency ω/(2πT ) for α = 0.316. The color coding is as follows: blue T = 1.63Tc, red

T = 0.98Tc, brown T = 0.88Tc, green T = 0.78Tc, orange T = 0.50Tc. The curves tend to

a constant value as ω → 0, which indicates the presence of a pole at the origin. This is

related to the delta peak in the real part of σxx. Source: [3]

The real part of σxx, as opposed to the perpendicular case, increases again for

small but finite frequencies and reaches a finite value in the ω → 0 limit, as seen

in the zoomed region of figure 4.10. This increase of the real part in the zero

frequency limit is due to a quasinormal mode which moves up the imaginary axis

in the complex frequency plane (see the blue arrow in figure 4.20) and seems to

reach the origin ω = 0 at temperatures around 0.5Tc. The increase we see towards

the ω → 0 limit comes from the projection of the quasinormal mode onto the real

frequency axis. Since the quasinormal mode moves in direction of the origin, this

bump increases with decreasing temperature. Unfortunately it is challenging to

compute the exact temperature when the mode arrives at the origin, since we have
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to rely on numerical calculations. Nevertheless, for temperatures below 0.5Tc it

seems that a pole is formed and at the same time the real part of the conductivity

is more strongly suppressed at finite small frequencies in comparison to cases of

temperatures above 0.5Tc (see the green and orange curve in zoomed region of

figure 4.10). It seems that somewhere around 0.5Tc, due to the quasinormal mode

at the origin, the conductivity behaviour in direction of the condensate changes.

It is challenging to understand this behaviour from a dual field theoretical point

of view, since we do not know explicitly the dual field theory. At the time of

writing we could not identify any real system with this behaviour. However, the

broad peak in figure 4.10 resembles a Drude like behaviour (see for instance [105]).

This would mean that besides some rotational breaking also the translational in-

variance is somehow spoiled. It would be very interesting to further examine the

similarities and differences to a conventional Drude model.

Due to the pole in the imaginary part of the conductivity (see fig. 4.11) and the

Kramers-Kronig relation [55] we know that at ω = 0 the real part must have a

delta peak. Again there are two main contributions to the prefactor of this delta

peak, which depend on the temperature. Accordingly the pole in the imaginary

part can be expressed as

lim
ω→0

ω Im (σxx) ' AD(α, T ) +Axs (α)

(
1− T

Tc

)
. (4.109)

This is similar to the perpendicular case. In fact, the first contribution AD is

again a consequence of translational invariance in our system. The second con-

tribution, Axs , appears when temperatures decrease below Tc. This prefactor is

expected to be connected to the superfluid density nxs , which we expect to differ

from n⊥s , since we do not have an isotropic condensate. In addition the values

of limω→0 ω Im (σxx) and limω→0 ω Im (σxx) for values of T . Tc differ from each

other. Unfortunately we can not determine n⊥s and nxs , since we do not know the

contribution of AD explicitly, neither do we know if AD is the same in both cases.

The properties of the two components of the conductivities we state here are

very similar to the ones found in the non-backreacted case (see [47]). Therefore

corrections due to the backreaction seem to be rather small.

4.2.7.3 Viscosity Tensor in Anisotropic Fluids

Before we present our results for the components of the viscosity tensor in the

isotropic and transversely isotropic case, i.e. a fluid with a SO(2) rotational sym-

metry, we derive the general form of the energy-momentum tensor up to first order

in fluctuations.
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The equilibrium energy-momentum tensor plus its dissipative contribution Πµν is

given by (cf. discussion in section 3.2.3)

Tµν = euµuν + P Pµν + Πµν , (4.110)

with e the energy density, P the pressure uµ the 4-velocity and Pµν = ηµν +uµuν ,

where ηµν is the flat metric. Next we consider small fluctuations around the flat

metric, i. e. gµν = ηµν + εhµν(xµ). This leads to corrections of Tµν , which we take

up to first order in ε into account and collect them in Πµν . We derive the general

form of Πµν in agreement with the symmetries below. However, there is a second

contribution of order ε coming from the projector Pµν , which is not included in

Πµν . It is given by

P̃µν = Pµν + εhµν . (4.111)

When computing Tµν to order ε we not only have to take the transport coefficients

we obtain from Πµν into account but also the contributions coming from P̃µν , i.e.

Tµν = euµuν + P Pµν + εP hµν + Πµν . (4.112)

Note that in section 4.1.2 we found that the equilibrium energy-momentum tensor

for the p-wave is isotropic therefore we can apply the same reasoning described

above to that case. The kind of contributions we just discussed leads to contact

terms in the Green’s functions (cf. [57]).

In general, viscosity refers to the dissipation of energy due to some internal motion

[106]. For an internal motion which describes a general translation or a general

rotation, the dissipation is zero. Thus the dissipation depends on the gradient of

the velocities uµ in the combination uµν = 1
2 (∇µuν +∇νuµ), and we may define a

general dissipation function Ξ = 1
2η

µνλρuµνuλρ, where ηµνλρ defines the viscosity

tensor [107]. Its symmetries are given by

ηµνλρ = ηνµλρ = ηµνρλ = ηλρµν . (4.113)

The part of the stress tensor which is dissipative due to viscosity is defined as

Πµν = − ∂Ξ

∂uµν
= −ηµνλρuλρ . (4.114)

In the case of a fluid in the rest frame ut = 1, and to satisfy the Landau

frame condition uµΠµν = 0, the stress energy tensor (and the viscosity tensor,

correspondingly) must have non-zero components only in the spatial directions

i, j, . . . = {x, y, z}. In the most general case, only 21 independent components of

ηijkl appear in the expressions above.
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For the particular case of an isotropic fluid, the tensor can be recast in terms of

only 2 independent components. They are usually parametrised by the shear vis-

cosity η and the bulk viscosity ζ, so that the dissipative part of the stress tensor

can be expressed as Πij = −2η(uij − 1
3δ
ijull)− ζullδij (see [107]).

For a transversely isotropic fluid, there are 5 independent components of ηijkl.

Without loss of generality, we choose the symmetry axis to be the x-axis. The

non-zero components are parametrized by

ηxxxx = ζx +
4

3
λ , ηyyyy = ηzzzz = ζy +

λ

3
+ ηyz ,

ηxxyy = ηxxzz = −2

3
λ , ηyyzz = ζy +

λ

3
− ηyz ,

ηyzyz = ηyz , ηxyxy = ηxzxz = ηxy .

(4.115)

The non-zero off-diagonal components of the stress tensor are

Πxy = −2ηxyuxy = − iω

2
ηxyhxy , Πxz = −2ηxyuxz = − iω

2
ηxyhxz ,

Πyz = −2ηyzuyz = − iω

2
ηyzhyz .

(4.116)

Here we used that small fluctuations hµν about the flat metric are translated into

∇aub = −Γλabuλ = Γtab =
1

2
gtt (∂agtb + ∂bgat − ∂tgab) =

=
1

2
∂tgab = −ε iω

2
hab ,

(4.117)

where a, b run over the spatial directions x, y, z and we used that uµ = (1, 0, 0, 0)

and hab(x
µ) = e−iωthab. From now on we neglect ε since it should be clear from

the context which order we are considering. Due to the rotational symmetry in

the yz-plane ηxy = ηxz ≡ ηx⊥.

In the consideration which led to (4.115) we only include contributions to the

stress tensor due to the dissipation via viscosity. Thus we find the terms in the

constitutive equations which depend on the velocity gradient of the normal fluid

uµ only. In general, there could also be terms depending on the derivatives of the

Goldstone boson fields vµ = ∂µϕ, i.e. on the superfluid velocity and on the velocity

of the director (since our condensate sets a direction we also call it a director in

analogy to the expressions used in [108]), which may contribute to the dissipative

part of the stress tensor.

However, these terms do not contribute to the off-diagonal components of the

energy-momentum tensor because (1) a shear viscosity due to the superfluid ve-

locity leads to a non-positive divergence of the entropy current [106,109], and (2)

no rank two tensor can be formed out of degrees of freedom of the director if the

gradients of the director vanish [108]. In our case, the second argument is fulfilled
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since the condensate is homogeneous and the fluctuations depend on time only.

Even though these degrees of freedom will generate additional transport coeffi-

cients, they do not change the shear viscosities, so we can use Kubo’s formulae

(see 3.2.3) which give the shear viscosities in terms of the stress energy correlation

functions.

Next we discuss the other components we displayed in (4.115). Let us consider

a conformal fluid, so that ζx = ζy = 0 (this can easily be shown using the trace-

lessness condition of the stress-energy tensor, i. e. Πa
a = 0, with a = x, y, z). The

usual way to perturb a system in thermal equilibrium is to switch on small per-

turbations of the background fields and add these sources to the action. Here we

are interested in the metric fluctuations about the flat Minkowski metric, i. e. the

terms of interest here are

Πxxhxx + Πyyhyy + Πzzhzz =

= +iω
2

3
λ

(
hxx −

1

2
(hyy + hzz)

)2

+ iω
ηyz
2

(hyy − hzz)2 .
(4.118)

To derive the right hand side we use equations (4.114) and (4.115), as well as

uaa = − iω
2 haa, with a = x, y, z and the rest frame choice uµ = (1, 0, 0, 0). Applying

the same calculation to the isotropic case we obtain

Πxxhxx + Πyyhyy + Πzzhzz =

= +
iω

3
η
(

(hxx − hyy)2 + (hxx − hzz)2 + (hyy − hzz)2
)

= +iω
2

3
η

(
hxx −

1

2
(hyy + hzz)

)2

+ iω
η

2
(hyy − hzz)2 .

(4.119)

Note that in the isotropic case there is only one shear viscosity η. The purpose

of the rewriting of the latter case is to show the connection to the transversely

isotropic case. This rewriting shows that at a phase transition between an isotropic

and transversely isotropic material, λ turns into the isotropic shear viscosity η,

explaining the behaviour we see in figure 4.17 (see section below). Note that this

computation takes place on the field theory side. Therefore the metric we need to

lower and raise indices is the flat Minkowski metric.

It is easy to show that the left hand side of equation (4.118) is equivalent to

Πxxhxx + Πyyhyy + Πzzhzz =

=
1

2
(Πxx − (Πyy + Πzz))

(
hxx −

1

2
(hyy + hzz)

)
+

1

2
(Πxx + (Πyy + Πzz))

(
hxx +

1

2
(hyy + hzz)

)
+

1

2
(Πyy −Πzz) (hyy − hzz) .

(4.120)
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The next step is to apply linear response theory (c.f. section 3.2.3) and relate the

field theory two point functions to the corresponding Green’s function we obtain

from gravity. We show the identification on a case by case study. In the following

sections we discuss the different terms we introduced in (4.116) and (4.120). Note

that the Green’s function of the dissipative part of the second term of (4.120) is

zero, thus we only find contact terms for this component (cf. (4.91)). Finally the

last term of (4.120) corresponds to the helicity two mode and is related to the

shear viscosity ηyz, which we discuss in the next section.

4.2.7.4 Universal Shear Viscosity

Now we have the necessary background to properly interpret our results for the

energy-momentum correlators. We first consider the helicity two mode hyz. It

is well known that, in the isotropic case, the corresponding component of the

energy-momentum tensor may be written as (cf. section 4.2.7.3 and [42,44,110])

〈T yz〉 = −(P + iωηyz)hyz . (4.121)

Using (4.112) and (4.116) we see that this is still correct in the transversely sym-

metric case we are studying here. The result also takes the form of the gravity

calculation (4.69)18. Thus the shear viscosity is given by the well-known Kubo

formula

ηyz = − lim
ω→0

1

ω
Im (Gyz,yz) = − lim

ω→0

1

ω

2r4
h

κ2
5

ΞB4 (ω)

ΞB0 (ω)
. (4.122)

The value for ηyz we obtain by evaluating the corresponding equations of motion

(4.44) is within numerical uncertainty consistent with 1/(4π)s, with s the entropy

density (4.21). This value for the shear viscosity was coined the universal value,

since it is found in all strongly coupled field theories dual to isotropic two derivative

gravity [42,44,110]. In [42] it was conjectured that

η

s
=

1

4π

~
kB

, (4.123)

with ~ Planck’s constant and kB Boltzmann’s constant, is a lower bound for all

fluids found in nature. From here on we call this bound the Kovtun, Son and

Starinets (KSS) bound. The common fluids we know from our daily life, e.g. wa-

ter, have viscosities far above this value. However, strikingly, the value measured

in quark-gluon plasma seems to be very close to the conjectured lower bound of

1/4π [46]. This is a strong hint that the quark-gluon plasma is a strongly coupled

phase of QCD.

Actually, we can also proof our result analytically following [44]. In the ω → 0

limit the equation of motion (4.44) corresponds to ∂rΠ = 0, with Π the conjugate

18We do not see an ω4-term, as in (4.69), in the linear hydrodynamic description since this

term corresponds to a higher order term with four derivatives.
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momentum to the field Ξ = gyyhyz. It was shown in [44] that a constant profile

along radial AdS direction is the decisive condition in order for the ratio between

shear viscosity and entropy density have to take the universal value,

ηyz
s

=
1

4π
. (4.124)

The reason for the applicability of the proof and the result described above lies

in the fact that this subset of the fluctuations is not influenced by the rotational

symmetry breaking. The fluctuation hyz is transverse to the condensate.

4.2.7.5 Non-Universal Shear Viscosity and Flexoelectric Effect

Next we study the remaining three components of the helicity one modes, 〈J⊥1 〉,
〈J⊥2 〉 and 〈T x⊥〉 as given by (4.74).

Non-Universal Shear Viscosity We first focus on 〈T x⊥〉, which for
(
a1
⊥
)B

0
=(

a2
⊥
)B

0
= 0 can be translated into the following dual field theory behaviour (see

section 4.2.7.3)

〈T x⊥〉 = −P hx⊥ − iωηx⊥hx⊥ , (4.125)

where ηx⊥ is the second shear viscosity which is present in a transversal isotropic

fluid (see section 4.2.7.3) and with P = 〈T xx〉 as defined in (4.28). Here we see

again that we can apply the Kubo formula to determine the shear viscosity ηx⊥,

ηx⊥ = − lim
ω→0

1

ω
Im
(
Gx⊥,x⊥

)
, (4.126)

where Gx⊥,x⊥ is given by equation (4.75). This shear viscosity has a non-trivial

temperature dependence even in the large N and large ’t Hooft coupling limit

and is therefore not universal. In fig. 4.12 we compare our numerical results for

the ratio of the shear viscosity ηx⊥ to the entropy density s with the universal

behaviour of the shear viscosity ηyz for different values of α. We see that in the

normal phase T ≥ Tc, the two shear viscosities coincide as required in an isotropic

fluid. In addition, the ratio of shear viscosity to entropy density is universal. In

the superfluid phase T < Tc, the two shear viscosities deviate from each other and

ηx⊥ is non-universal. However, it is exciting that ηx⊥/s ≥ 1/4π, such that the

KSS bound on the ratio of shear viscosity to entropy density [42] is still valid. In-

terestingly it was shown in [111] that in an axion-dilaton-gravity setup this bound

can be violated to leading order in ‘t Hooft coupling and 1/N . In this setup the

violation is also due to a rotational symmetry breaking, however, there they ex-

plicitly break it with an anisotropic axion. On a computational basis the only

difference between their setup and ours is that in our case f(r) ≥ 1 and in theirs

f(r) ≤ 1, with f(r) defined in equation (4.9). It would be interesting to further

study the difference between both approaches and understand why one leads to

an increase and the other to a decrease of the ratio with decreasing temperature
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in comparison to the isotropic case.
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Figure 4.12: Ratio of shear viscosities ηyz and ηx⊥ to entropy density s over the reduced

temperature T/Tc for different values of the ratio of the gravitational coupling constant

to the Yang-Mills coupling constant α. The colour coding is as follows: In yellow, ηyz/s

for all values of α; while the curve for ηx⊥/s is plotted in green for α = 0.032, red for

α = 0.224 and blue for α = 0.316. The shear viscosities coincide and are universal in the

normal phase T ≥ Tc. However in the superfluid phase T < Tc, the shear viscosity ηyz has

the usual universal behaviour while the shear viscosity ηx⊥ is non-universal. Source: [2]

The difference between the two viscosities in the superfluid phase is controlled

by α as defined in (4.4). In the probe limit where α = 0, the shear viscosities

also coincide in the superfluid phase. By increasing the backreaction of the gauge

fields, i. e. rising α, the deviation between the shear viscosities becomes larger in

the superfluid phase as shown in fig. 4.12. If α is larger than the critical value

αc = 0.365 found in [50] (see fig. 4.5) where the phase transition to the superfluid

phase becomes first order (cf. 4.1.2), the shear viscosities are also multivalued close

to the phase transition as seen in fig. 4.13. Since there is a maximal α denoted

by αmax = 0.628 for which the superfluid phase exists (see fig. 4.5), we expect

that the deviation of the shear viscosity ηx⊥ from its universal value is maximal

for this αmax. Unfortunately numerical calculations for large values of α are very

challenging such that we cannot present satisfying numerical data for this region.

It is interesting that also the deviations due to ‘t Hooft coupling and N corrections

are bounded. In this case the bound is determined by causality [112].
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Figure 4.13: Ratio of shear viscosities ηyz (blue) and ηx⊥ (red) to entropy density s over

the reduced temperature T/Tc for α = 0.447, which is larger than the critical value where

the phase transition becomes first order: The shear viscosities coincide in the normal

phase T ≥ Tc and are universal. In the superfluid phase ηx⊥ is non-universal. Close

to the phase transition, it is multivalued as expected for a first order phase transition.

Source: [2]

In addition, close to the critical temperature, we find numerically that for α < αc

1− 4π
ηx⊥
s
∝
(

1− T

Tc

)β
with β = 1.00± 3% . (4.127)

Interestingly, the value of β appears to be independent of α. This result has been

confirmed by an analytic calculation in [113].

The non-universality of the shear viscosity can be understood in the following way.

For the ηx⊥ component, the relevant equation of motion (4.46) in the ω → 0 limit

includes also non-vanishing source terms besides the derivative of the conjugate

momentum Πx of Ψx, i.e. ∂rΠx = source. This is in contrast to the equation of

motion which leads to the ηyz component. Note that the source term depends

on the condensate w and the fluctuation a1
⊥ and vanishes if the condensate w

vanishes. Hence, as we confirm numerically in fig. 4.12, when the condensate is

absent (i.e. for the T > Tc case) we obtain again the universal result, since in this

case the same proof as described above for the helicity two mode applies.

Flexoelectric Effect For hx⊥ = 0, we obtain flavor charge transport, i. e. a

flavour field a1,2
⊥ generates a flavour current 〈J1,2⊥〉. In the unbroken phase it is

useful to combine the fields a1,2
⊥ in the way a±⊥ = a1

⊥± ia2
⊥ since they transform in

the fundamental representation of the U(1) symmetry and are complex conjugate
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to each other. To make contact to the unbroken phase, we also use this definition

in the broken phase.

Using the following definition for the currents 〈J±〉 = 1/2 (〈J1〉 ± i〈J2〉), the full

transport matrix becomes
〈J⊥+ 〉

〈J⊥− 〉

〈T x⊥〉

 =


G⊥,⊥+,+ G⊥,⊥+,− G⊥,x⊥+

G⊥,⊥−,+ G⊥,⊥−,− G⊥,x⊥−

Gx⊥,⊥+ Gx⊥,⊥− −〈Txx〉 − iωηx⊥



a+
⊥

a−⊥

hx⊥

 , (4.128)

where the flavor conductivities are given by

G⊥,⊥±,±(ω) =
1

4

[
G1⊥,1⊥(ω) +G2⊥,2⊥(ω)∓ i

(
G1⊥,2⊥(ω)−G2⊥,1⊥(ω)

)]
=
r2
H

2g2

((
a1
⊥
)B

2(
a1
⊥
)B

0

+

(
a2
⊥
)B

2(
a2
⊥
)B

0

− (µ∓ ω)2

2

∓i

((
a1
⊥
)B

2(
a2
⊥
)B

0

−
(
a2
⊥
)B

2(
a1
⊥
)B

0

))
,

G⊥,⊥±,∓(ω) =
1

4

[
G1⊥,1⊥(ω)−G2⊥,2⊥(ω)± i

(
G1⊥,2⊥(ω) +G2⊥,1⊥(ω)

)]
=
r2
H

2g2

((
a1
⊥
)B

2(
a1
⊥
)B

0

−
(
a2
⊥
)B

2(
a2
⊥
)B

0

± i

((
a1
⊥
)B

2(
a2
⊥
)B

0

+

(
a2
⊥
)B

2(
a1
⊥
)B

0

))
,

Gx⊥,⊥±(ω) =
1

2

[
Gx⊥,1⊥(ω)∓ iGx⊥,2⊥(ω)

]
=

= −〈J
x
1 〉
4

+
r4
H

κ2

((
Ψx

)B
4(

a1
⊥
)B

0

∓ i

(
Ψx

)B
4(

a2
⊥
)B

0

)
,

G⊥,x⊥± (ω) =
1

2

[
G1⊥,x⊥(ω)± iG2⊥,x⊥(ω)

]
=

= −〈J
x
1 〉
4

+
r2
H

g2

((
a1
⊥
)B

2(
Ψx

)B
0

± i

(
a2
⊥
)B

2(
Ψx

)B
0

)
.

(4.129)

First note that for µ = 0 where the SU(2) symmetry is restored, i. e. a1 ≡ a2, the

Green’s function is diagonal and G⊥,⊥+,+ = G⊥,⊥−,− = G3⊥,3⊥. In the unbroken phase,

G⊥,⊥+,− = G⊥,⊥−,+ ≡ 0 is still valid for µ 6= 0, since the a± do not couple to each other,

while G⊥,⊥+,+ 6= G⊥,⊥−,− for µ 6= 0. In the unbroken as well as in the broken phase we

find

G⊥,⊥−,−(ω) = G⊥,⊥+,+(−ω)∗ , G⊥,⊥+,−(ω) = G⊥,⊥−,+(−ω)∗ ,

G⊥,x⊥+ (ω) = G⊥,x⊥− (−ω)∗ and Gx⊥,⊥+(ω) = Gx⊥,⊥−(−ω)∗ ,
(4.130)

as expected since a1(ω) =
(
a1(−ω)

)∗
, a2(ω) =

(
a2(−ω)

)∗
and Ψx(ω) = (Ψx(−ω))∗.

In figure 4.14 we plot the real and imaginary parts of G⊥,⊥±,±(ω). We see in

fig. 4.14(c) and 4.14(d), showing Im(G⊥,⊥±,±), that for temperatures T > Tc, the
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Figure 4.14: These plots show the real and imaginary part of the correlators G⊥,⊥±,± versus

the reduced frequency ω/(2πT ) for α = 0.316 at different temperatures: T =∞ blue line,

T = 3.02Tc red line, T = 1.00Tc brown line, T = 0.88Tc green line and T = 0.50Tc orange

line. Source: [2]

quasinormal modes tend towards the origin (in these plots we see their projection

on the real axis) (see e. g. [47, 114] and figure 4.20). For T ≤ Tc we see a pole at

the origin which is due to the massless Goldstone modes. These Goldstone modes

are related to rotations of the director 〈J 1x〉 in real space which are generated

by the fluctuations a1
⊥

19. Furthermore, as expected for large frequencies, the

Green’s function grows proportional to ω2 in the ±± components, the same as for

the correlator G3⊥,3⊥. In figure 4.14 the correlators for the different temperatures

do not seem to have the same asymptotic behavior. However, in this case we have

contribution from terms such as ωµ, i.e. of first order in ω, which are not existent

in the G3⊥,3⊥ component. Hence to see that all correlators have the same limit,

larger values of ω have to be considered. Even not present in our figures we veri-

fied numerically that the asymptotics of the correlators at different temperatures

agree. Furthermore, in this context, we check that the fluctuations a±⊥, which are

unstable in the normal phase, are stabilised in the broken phase for T < Tc, i.e.

the quasinormal modes of these perturbations stay in the lower half plane. Thus,

the preferred direction induced by the current 〈J 1x〉 is stable.

19The other Goldstone mode is related to the change of the phase of the condensate and

correspond to the fluctuation a2
x, see section 4.2.7.6.
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Figure 4.15: These plots show the real and imaginary part of the correlator G⊥,⊥+,− versus

the reduced frequency ω/(2πT ) for α = 0.316 at different temperatures: T = ∞ blue

line, T = 3.02Tc red line, T = 1.00Tc brown line, T = 0.88Tc green line and T = 0.50Tc

orange line. The curves for the temperatures above Tc are exactly zero for all frequencies.

Source: [2]

In figure 4.15 we plot G⊥,⊥+,−(ω). We see that this correlator vanishes for T > Tc

since the a±⊥ do not couple in the unbroken phase. Furthermore, below Tc, a pole

at ω = 0 due to the Nambu-Goldstone mode appears. We do not show G⊥,⊥−,+(ω)

since G⊥,⊥+,− and G⊥,⊥−,+ look alike. Nevertheless, there is a difference between them

in the broken phase. The difference arises from the contributions to the correla-

tors due to the mixed terms, G1⊥,2⊥ and G2⊥,1⊥, in the corresponding equation

in (4.129). However, these are suppressed in relation to G1⊥,1⊥, which contains

the Goldstone mode in the broken phase.

Finally, in figure 4.16 we show G⊥,x⊥± (ω). Note that the contribution of 〈J x1 〉 to

the real parts of the correlators is not included in the corresponding plots since

it just shifts the curves by a constant. Furthermore, we have that Im(G⊥,x⊥± ) =

Im(Gx⊥,⊥±) and Re(G⊥,x⊥± ) − const = Re(Gx⊥,⊥±), i.e. there is a constant offset

between the real parts of these correlators. We expect that this constant offset is

generated by the term
(
Ψx

)B
4

(ω)/
(
a1
⊥
)B

0
(ω) which may be constant in the limit

ω → 0 since a1
⊥ has a normal mode at ω = 0 and the subleading term of Ψx is

probably not sourced in this case. To check this claim one ansatz is to compute

analytically a double expansion in terms of small α and small condensate, following

[113]. However, it turns out that it is very hard to push the expansion far enough

to see the relevant terms, which would explain the observations described above.

In the unbroken phase these correlators vanish since the differential equations of

the corresponding fields decouple. In the broken phase the correlators present a

rich structure, which we cannot fully address. However, it seems that the coupling

between the a±⊥ flavor fields and the strain hx⊥ generates new excitations which

appear as bumps in the curves.
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Figure 4.16: These plots show the real and imaginary part of the correlators G⊥,x⊥±
versus the reduced frequency ω/(2πT ) for α = 0.316 at different temperatures: T = ∞
blue line, T = 3.02Tc red line, T = 1.00Tc brown line, T = 0.88Tc green line and T =

0.50Tc orange line. The curves for the temperatures above Tc are exactly zero for all

frequencies. Source: [2]

These correlators arise from the coupling between the stress 〈T x⊥〉 and the flavour

fields a±⊥ as well as the currents 〈J⊥± 〉 and the strain hx⊥ described in (4.128). From

a field theoretic point of view this coupling introduces an effect which is similar to

the flexoelectric effect known from nematic crystals [54] and only appears in fluids

with broken rotational symmetry. We have a current 〈J 1x〉 in a favoured direc-

tion in the background which interacts with the flavour fields a±⊥. This interaction

induces a force on the current which pushes the current in its perpendicular direc-

tion generating the stress 〈T x⊥〉. In the similar way, a strain hx⊥ introduces an

inhomogeneity in the current 〈J 1x〉 resulting in a flavour field a±⊥ which generates

the currents 〈J⊥± 〉.

4.2.7.6 Viscosities and Flavour Transport Coefficients

The last remaining block contains the modes which transform as scalars under the

SO(2) symmetry and are even under the parity transformation 〈J 1
x 〉 → −〈J 1

x 〉. It

includes the fields a1
x, a2

x, a3
t , ξt = gtthtt, ξx = gxxhxx and ξ⊥ = gyyhyy + gyyhzz.

Similarly to the parity odd block (section 4.2.7.2), these fields form 3 physical

modes, Φ1, Φ2 and Φ3 (see (4.42)). It turns out that it is more sensible to consider
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this fields in terms of Φ± = Φ1 ± iΦ2, since they transform fundamentally under

the U(1) in the unbroken phase.

Transport Coefficient associated to a Normal Stress Difference In the

presence of anisotropy, besides the two shear viscosities ηyz and ηx⊥, there are

three other independent coefficients. However, in a conformal fluid, two of them,

ζx and ζy, vanish due to the tracelessness condition of the energy-momentum ten-

sor in conformal theories (see section 4.2.7.3). The remaining nonzero component,

λ, is related to the normal stress difference as we will discuss next.

The two point function Gm,m (see equation (4.90)) generated by the bulk field Φ3

can be related to the Green’s function obtained from the first term in equation

(4.120) by

Gm,m(ω) = lim
|~k|→0

∫
dt d3xe−ikµxµθ(t)×〈[

1

2

(
T xx(t, ~x)−

(
T⊥⊥(t, ~x)

))
,
1

2

(
T xx(0, 0)−

(
T⊥⊥(0, 0)

))]〉
.

(4.131)

Using Kubo’s formula we obtain the connection to the transport coefficient λ,

defined in (4.115), i. e.

λ = lim
ω→0

3

2ω
ImGm,m(ω) . (4.132)

As discussed in section 4.2.7.3 there is no λ in the isotropic phase. However, the

corresponding transport coefficient in the unbroken phase is just the shear viscos-

ity η (compare equations (4.118) and (4.119)). Therefore we can match λ to η at

the phase transition.

In the broken phase λ is the transport coefficient related to the normal stress

difference, that is, the difference of the diagonal components of the stress tensor,

〈12
(
T xx − T⊥⊥

)
〉. Generically, whenever an incompressible material is squeezed

between two surfaces by applying normal stresses, it will tend to expand along

the directions parallel to these surfaces (e.g. normal radial squeezing on a cylinder

is expected to lengthen its shape on the vertical direction). In figure 4.17 we see

that with decreasing temperature it becomes more and more difficult to deform

the material, since the energy cannot be dissipated that easily anymore.

Piezoelectric effect The remaining part of the transport matrix (4.91), which

we now discuss is
〈Jx+〉

〈Jx−〉

〈12(T xx − 2T⊥⊥)〉

 =


Gx,x+,+ Gx,x+,− Gx+

m

Gx,x−,+ Gx,x−,− Gx−
m

Gmx+ Gmx− Gm,m




Φ+
⊥

Φ−⊥

Φ3

 . (4.133)
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Figure 4.17: We plot λ
s over the temperature T/Tc for α = 0.032 (red), α = 0.224

(yellow), α = 0.316 (blue) and α = 0.447 (green). Note that α = 0.447 > αc and therefore

the phase transition is first order leading to multiple values near the phase transition. All

curves tend to 1/(4π) at Tc, since in the unbroken phase λ corresponds to the isotropic

shear viscosity η. Source: [3]

For the explicit form of this matrix see equation (4.92). The transport properties

presented here show similarities to an effect known as piezoelectric effect found in

crystals [54]. This effect describes the generation of an electric current due to the

squeezing or elongation of a crystal, or the generation of a mechanical strain due

to an external electric field. A coupling between a normal stress difference and

(flavour) currents that resembles this effect is found in this block. Note that the

piezoelectric effect was also found in the context of black branes in [115].

In the same way we find a coupling between the stress tensor and the gauge fields

perpendicular to the condensate, we find here an analogous coupling between a±x
and the diagonal elements of the energy-momentum tensor, and correspondingly

between the diagonal metric fluctuations and the flavour currents 〈Jx±〉 (cf. equa-

tion (4.91)). In the field theory this may be related to a current (in our case a

flavour current) being affected by, or generating, mechanical stress (piezoelectric

effect).

In figures 4.18 and 4.19 we plot the real and imaginary part of Gx,x±,± and Gx,x±,∓
over the reduced frequency ω/(2πT ), for several values of the temperature, or

equivalently of the chemical potential µ. Again, we find the symmetry relations

Gx,x-,- (ω) = Gx,x+,+(−ω)∗ , Gx,x+,-(ω) = Gx,x-,+(−ω)∗ ,
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Figure 4.18: These plots show the real and imaginary part of the correlators Gx,x±,±
versus the reduced frequency ω/(2πT ) for α = 0.316 at different temperatures: blue

T = 0.98Tc, red T = 0.88Tc, brown T = 0.78Tc, purple T = 0.62Tc, green T = 0.50Tc,

orange T = 0.46Tc. Source: [3]

Gx,x-,- (ω) = Gx,x+,+(−ω)∗ , Gx,x+,-(ω) = Gx,x-,+(−ω)∗ ,

as we did in the study of helicity one modes above. This was expected from the

fact that (Φ+(ω))∗ = Φ-(−ω), (Φ-(ω))∗ = Φ+(−ω) and (Φ3(ω))∗ = Φ3(−ω)∗.

In figure 4.21 we plot the Gm,x±, whose imaginary parts are identical to those of

Gx,m± , and whose real parts are similar, except for small frequencies compared to

the temperature.

Notice that many of the curves in figs. 4.18 to 4.21 show a pole at ω = 0. To

understand why, remember that the formation of 〈J 1x〉 selects a preferred direc-

tion in flavour space, spontaneously breaking the SO(3) and U(1)3 symmetries.

As a consequence of this, the a2
x field becomes one of the three massless Gold-

stone modes arising from the spontaneous symmetry breaking20. This common

pole reflects the Goldstone mode in all of the correlators presented here. When

plotting the quasinormal modes in the complex frequency plane we see this pole at

the origin. In the unbroken case the quasinormal modes tend towards this point

(see figure 4.20). In fact, although it is not apparent in figs. 4.19 and 4.21, the

20The other two Goldstone modes, a1
y and a1

z, corresponding to the breaking of the SO(3) were

discussed in the last section.
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Figure 4.19: These plots show the real and imaginary part of the correlator Gx,x+,-,

or equivalently Gx,x-,+, versus the reduced frequency ω/(2πT ) for α = 0.316 at different

temperatures: blue T = 0.98Tc, red T = 0.88Tc, brown T = 0.78Tc, purple T = 0.62Tc,

green T = 0.50Tc, orange T = 0.46Tc. Source: [3]

correlators vanish completely in the unbroken phase T > Tc, since in this limit

the equations of motion of the bulk fields decouple.

PSfrag repla
ements Imw Rew
n = 0 n = 0n = 1 n = 1

n = 0
Figure 4.20: This figure, taken from [48], shows the different quasinormal modes in

the D3/D7 system in the complex frequency plane. Here w = ω/(2πT ). The red and

green curves show the modes of the fluctuations which correspond to Φ± in our setup

and the blue curve corresponds to our Φ4. It is interesting to see that the backreaction

and the bottom up approach we pursue in the system at hand behave in a very similar

fashion as the D3/D7 probe setup. Note however, that there is one difference: due to the

backreaction and consequently the rotational symmetry breaking in the superfluid phase,

the a±y decouple from the Φ±, contrary to what happens in the D3/D7 mode. Moreover,

we only see the red and green modes in the Φ± sector and not in the a±y sector (see [2]

for a treatment of this modes). Source: [48]

In addition to the pole, we see the formation of a bump located at the same

value of the frequency for all Green’s functions. These bumps arise due to higher

quasinormal mode excitations. With decreasing temperature, they move in the

direction of smaller values of the negative imaginary parts and larger real parts of

the frequencies. Therefore they become more accentuated with decreasing tem-

perature. Nevertheless, the quasinormal modes stay in the lower half complex

frequency plane for all values of the temperatures we are able to check. It would
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be very interesting to see if the system is still stable if we switch on finite momen-

tum. Perhaps in that case it is possible to find a transition to the phases known as

spatially modulated phases, which were studied in [116–119]. The behaviour of the

quasinormal modes is very similar to the one found in the D3/D7 model in [48] (see

figure 4.20), where they are interpreted as mesonic excitations. However, since we

do not have a precise knowledge of the field theory side, this interpretation should

be treated with care. Furthermore, since our dual field theory is strongly coupled,

quasiparticle excitations are probably not the correct description anymore.

The Green’s functions Gx,x±,± (c.f. fig. 4.18) seem to have the wrong asymptotic

values, however, as described in the helicity one section this is just a consequence

of the small frequency range displayed here. Actually, they do asymptote to the

same value for all temperatures in the limit of large frequencies. However this

veils the interesting details at low frequency, therefore we do not show it here.

Nevertheless, the large frequency limit is proportional to ω2, in agreement with

the underlying CFT.

Finally, note that the real parts of Gx,m± and Gm,x± are not symmetric to each other.

In the latter one we see poles in the ω → 0 limit. This poles are due to the fact

that in the Gm,x± case we are dividing by the boundary value of Φ±, which contains

the (massless) Goldstone mode a2
x and therefore vanishes at ω = 0, whereas in the

Gx,m± case we divide by the boundary value of Φ3, whose quasinormal mode is not

located at the origin and thus should not vanish. A better interpretation of this

behaviour can only be accounted for in a analytic treatment, e.g., for small values

of α and the condensate (see e.g. [120]).
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Figure 4.21: These plots show the real and imaginary part of the correlators Gx±
m

versus the reduced frequency ω/(2πT ) for α = 0.316 at different temperatures: blue

T = 0.98Tc, red T = 0.88Tc, brown T = 0.78Tc, purple T = 0.62Tc, green T = 0.50Tc,

orange T = 0.46Tc. We are not showing Gmx± because their imaginary parts are identical.

Their real parts, however, show a different low frequency behaviour. Source: [3]
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Chapter 5

Entanglement Entropy in

Scaling Geometries

In this chapter our main focus lays on the computation of holographic entangle-

ment entropy in scaling geometries. We concentrate on one example of a scaling

geometry with very “fermionic” properties, i.e. it allows for low energy excitations

at finite momentum. This is precisely the property of a Fermi surface, namely

excitations at a finite Fermi momentum kF .

In [121] the authors claim that it is possible to study Fermi surfaces holographi-

cally by examining the holographic entanglement entropy. The conjecture states

that a Fermi surface leads to a logarithmic dependence of the entanglement en-

tropy on the relevant length scale of an entangling shape. However, this last point

is still vividly discussed. In this thesis we cannot find any sign of a logarithmic

dependence, although the geometry has fermionic characteristics.

The entangling shapes discussed in this chapter are a strip, disc and annulus. Re-

markably we find that in the scaling geometry mentioned above the strip and the

annulus undergo a phase transition, while the sphere does not. This is an inter-

esting feature seen in other geometries as well (see [64]). The phase transitions

strongly resemble results computed in confining geometries [122,123]. However, it

is important to stress that our geometry is not confining.

In the first section of this chapter we discuss the scaling geometry and its UV

completion in terms of asymptotically AdS (see section 5.1). In the second part

we briefly introduce entanglement entropy and its holographic counterpart (see

section 5.2). Finally, in section 5.3 we show our results for the holographic en-

tanglement entropy of a strip, disc and annulus computed in one specific scaling

geometry. The first and the last main section of this chapter are based on work

published by the author in [4].

129
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5.1 Einstein-Maxwell-Dilaton Theory

In the chapters 3 and 4 we studied the instabilities of AdS Reissner-Nordström

which led to dynamical symmetry breaking and new stable and thermodynam-

ically preferred solutions with a condensate. However we did not analyse the

different possible ground states of these theories at T = 0. For the s-wave case

this was done in [124, 125]. The authors find that depending on the potential of

the scalar field (cf. eq. (3.26)) and the ratio between the gravitational constant κ2

and the Maxwell coupling g2, different ground states are possible. In this chapter

we interpret the flow along the radial AdS direction as the RG flow of the dual

field theory. In this spirit we interpret the different ground states as IR fixed point

of the dual field theory. Thus, in the s-wave different scalar potentials lead to a

flow to different IR fixed points.

In this section we discuss a second approach to generate a flow into new IR fixed

points, which in the field theory will correspond to turning on relevant operators at

the UV fixed point. One holographic realisation of this deformation is done in the

framework of Einstein-Maxwell-Dilaton systems (see [70] and references therein),

where the Dilaton plays the role of the relevant deformation.

The motivation to consider Einstein-Maxwell-Dilaton systems is to study con-

densed matter applications. In order for a setup to be interesting for these kind of

applications it has to include a finite charge density. As we saw in chapter 3, this

is related to a gauge field in the bulk, which is dual to a conserved U(1) charge

current in the field theory. One possible solution is the AdS Reissner-Nordström

black hole. However, as we saw in section 3.2 in the T → 0 limit the geometry de-

scribing the ground state of the dual theory is AdS2 × RD−1. As discussed there,

the problem with this IR fixed point is the large finite entropy density at zero

temperature (see also [70]). This violates the third law of thermodynamics and

is not in agreement with experimental results seen in condensed matter physics.

Therefore this state is considered to be unstable. We would like to generate new

IR fixed points which do not suffer from this illness. As described above, besides

considering the condensation of operators in the bulk, a second possibility to tackle

this issue is to add relevant deformations to the UV theory. This translates into

a dilatonic field in the Einstein-Maxwell action. By doing so we generate new

geometries in the bulk (IR geometries) which in the T → 0 limit have, possibly,

vanishing entropy. A second interesting property of these new IR fixed points

are emergent non-trivial scaling behaviours. That is, the radial AdS direction,

time and the spatial field theory coordinates scale different from each other. This

translates into the scaling properties of the dual field theory. Hence these IR ge-

ometries are also called scaling geometry. This way it is also possible to construct
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non-relativistic fixed points of strongly coupled theories (see for instance [126]).

We consider one of these geometries in the following.

We study a concrete solution to the Einstein-Maxwell-Dilaton theory. We start

with the analysis of the IR geometry, i.e. the geometry far away from the AdS

boundary. This geometry is thought of describing the IR fixed point of a dual

field theory. Concretely, the scaling properties of the geometry can be translated

into the dynamical critical exponent z̃ and the hyperscaling violation parameter θ

(see e.g. [127])1. After determining the IR geometry we compute the correspond-

ing AdS completion. That is, we build a D + 1 dimensional spacetime which for

values z � zF takes the form of the IR geometry and for z � zF is asymptotically

AdSD+1. Here zF is a scale we introduce to distinguish between the IR and UV

regions of the spacetime. Note that opposed to the last two chapters here we work

again with z coordinates (cf. equation (2.14)), i.e. the AdS boundary is at z = 0.

5.1.1 IR Solution

The relevant action in this chapter is the Einstein-Maxwell-Dilaton (EMD) action

SEMD
L =

∫
dD+1x

√
−g
(

1

2κ2
R− Z(Φ)

4g2
FABF

AB − 1

2κ2
(∂Φ)2 − V (Φ)

2κ2L2

)
, (5.1)

with the effective gauge coupling and scalar potential (for the IR geometry) given

by

Z(Φ) = Z2
0eαΦ and V (Φ) = −V 2

0 e−βΦ . (5.2)

Z0, V0, α and β are constants characterising the theory. A few remarks are in

order. First, in this chapter we work with a slightly different convention as used

in chapter 3 (cf. action (3.26)). That is, the field Φ is a real scalar field, it is

not charged under the U(1) gauge symmetry and we pulled out the gravitational

constant κ2. Second, the form of the effective gauge coupling and the scalar po-

tential are motivated by effective actions arising in the low energy limit of string

theories [58]. These kinds of theories were coined in [58] “Effective Holographic

Theories”.

1θ can be seen as an effective spatial dimensionality, while the critical scaling exponent z̃

measures the anisotropic scaling between the time and spatial directions.
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Applying the standard techniques, we obtain the equations of motion

∂A(
√
−g Z(Φ)FAB) = 0 ,

∂A(
√
−g ∂AΦ) =

κ2

4g2

√
−g∂Z

∂Φ
FCDF

CD +
1

2L2

√
−g∂V

∂Φ
,

RAB −
1

2
RgAB = κ2TAB ,

with

TAB =
1

κ2

(
∂AΦ∂BΦ− gAB

2

(
(∂Φ)2 +

V (Φ)

L2

))
+

+
1

4g2

(
4Z(Φ)FACFB

C − Z(Φ) gABFCDF
CD
)
.

(5.3)

These equations admit the solution [63,128]

ds2 =
L2

z2

(
−f(z)dt2 + g(z)dz2 +

d∑
i=1

dx2
i

)
,

with f(z) = f0 z
− 2d(z̃−1)

d−θ and g(z) = g0 z
2θ
d−θ ,

At(z) =
gL

κ
h(z) , with h(z) = h0 z

−d− dz̃
d−θ , and

Φ(z) =

√
d
dz̃ − d− θ
d− θ

log z ,

(5.4)

where we use d = D− 1,

θ =
d2β

α+ (d− 1)β
and z̃ = 1 +

θ

d
+ 4

(d(d− θ) + θ)2

d2(d− θ)α2
. (5.5)

Finally, the remaining constants g0 and h0 are obtained by plugging the above

functions into the equations of motion (5.3). We get

g0 =
d2(d+ z̃ − θ − 1)(d+ z̃ − θ)

V 2
0 (d− θ)2

and

h2
0 = f0

z̃ − 1

Z2
0 (d+ z̃ − θ)

,

(5.6)

while f0 can be fixed by embedding this geometry into asymptotically AdS space-

time.

It is easy to see that the solution (5.4) under z → λ(d−θ)/dz has the scaling property

t→ λz̃t , xi → λxi , ds→ λθ/dds . (5.7)

Another very important quantity which is influenced by the scaling behaviour of

the coordinates is the entropy S, which scales as [128]

S ∝ T
d−θ
z̃ . (5.8)
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Thus, depending on the values of the dynamical critical exponent z̃ and the hy-

perscaling violation parameter θ, the entropy vanishes in the limit T → 0.

Before continuing, some comments on a few interesting values of θ and z̃ are in

order. If we take θ = 0 and z̃ = 1 the proper distance is invariant under scale

transformations, and the time and spatial directions scale in the same way. The

IR geometry corresponds to AdSD+1. However, possibly with a different AdS ra-

dius LIR in comparison to the UV. The field theories dual to this geometries are

relativistic conformal field theories. That is, the RG flow is between a relativis-

tic conformal field theory in the UV and a relativistic conformal field theory in

the IR. The next limit of interest is θ = 0 and z̃ → ∞. This corresponds to the

AdS2×RD−1 IR geometry, which is the extremal AdS Reissner-Nordström solution

(see chapter 3). The final case we would like to mention is θ = 0 and z̃ = 2, which

corresponds to Lifshitz geometries. These describe dual non-relativistic theories.

All these theories with different values for θ and z̃ are potentially very interesting

for different applications, see for instance [63] for the analysis of spectral densities

in various scaling geometries.

The limit in which we are interested in is

z̃ →∞ , θ → −∞ , while η ≡ −θ
z̃
> 0 is fixed . (5.9)

Plugging this limit into solution (5.4), we obtain

ds2 =
L2

z2

(
− f0

z2d/η
dt2 +

g0

z2
dz2 +

d∑
i=1

dx2
i

)
, with g0 =

d2

V 2
0

(
1 +

1

η

)2

,

Φ =
√
d

√
1 +

d

η
log z and

At =
gL

κ
h(z) , with h(z) =

h0

zd(1+1/η)
and h0 =

√
f0

Z0
√

1 + η
.

(5.10)

This spacetime possesses the following scaling properties

t→ λt, z → λη/dz, ⇒ ds→ λ−η/dds , (5.11)

while the spatial coordinates xi do not scale at all. Hence the background geometry

is conformal to AdS2 × RD−1. This is made precise by the change of coordinates

z = ξη/d, leading to

ds̃2 =
1

ξ2η/d

(
−dt̃2

ξ2
+

dξ2

ξ2
+

d∑
i=1

dx̃2
i

)
, (5.12)

where ∼ means that we rescaled the coordinates by constants to make the similar-

ity with AdS2×RD−1 explicit. It is important to note that the entropy density S
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is sensitive to the conformal factor ξ−2η/d. Thus, as opposed to the extremal AdS

Reissner-Nordström case we obtain a vanishing entropy in the T → 0 limit [63],

since

S ∝ T η . (5.13)

Therefore this choice of z̃ and θ is very interesting for condensed matter applica-

tions. In addition, the authors of [63] found that this solution displays fermionic

properties in the spectral density, i.e. possibly it models a Fermi surface in the

dual field theory. Constructing a Fermi surface holographically was one of the big

goals of the gauge/gravity community during the time of writing of this thesis.

It is important to note that these surfaces are quite generic in condensed mat-

ter systems and are by no means a perturbative result at weak coupling [59, 63].

One of the main characteristics of a Fermi surface is the low energy excitations at

finite momenta. Since the spatial field theory directions do not scale in the space-

time (5.10), while the time direction does, it is possible to generate low energy

excitations at all momenta. Hence the AdS2 × RD−1 spacetime, or alternatively,

spacetimes conformal to AdS2 × RD−1 are thought of as the most “fermionic”

geometries in holographic systems known to date. Most of the other cases with

different scaling properties examined in [63] behave in a rather bosonic way. This

is one of our main motivations for analysing the holographic entanglement entropy

in this setup (see section 5.3). To have a sensible holographic description, next we

compute the AdS completion of the geometry discussed above. This means that

we embed (5.10) into an asymptotically AdS spacetime.

5.1.2 UV Completion

To compute the UV completion of the IR geometry discussed in the last section,

we follow [121]. Basically it relies on turning around the formula derived before.

That is, we define f0 = k and g0 = zF in (5.10) and derive the corresponding

scalar potential and effective gauge potential. The next step is to generalise the

metric components to obtain asymptotically AdS for z � zF and the IR geometry

discussed above for z � zF . Here we anticipate the interpretation of zF as a scale

introduced to distinguish between the IR and UV regions of spacetime.

The equations for Φ′(z), Z(Φ) and V (Φ), derived from equations (5.3), are

Φ′(z)2 =− d(g(z)f ′(z) + f(z)g′(z))

zf(z)g(z)
,

V (Φ) =
1

4f(z)2g(z)2

[
z2g(z)f ′2(z)− 2df(z)2(2(d+ 1)g(z) + zg′(z))+

+zf(z)(zf ′(z)g′(z) + 2g(z)(2df ′(z)− zf ′′(z)))
]

and

1

Z(Φ)
=− 1

4g2κ2L2−2d〈J t〉2
1

f(z)2g(z)2z2d−1

[
zg(z)f ′2(z)+

+f(z)(zf ′(z)g′(z) + 2g(z)(df ′(z)− zf ′′(z)))
]
,

(5.14)
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where we used the general form of the metric in (5.4), i.e. without specifying f(z)

and g(z). 〈J t〉 is defined using (3.65) and the first equation in (5.3). However,

since here we are using the “z” coordinates we get an additional minus sign in

comparison to chapter 3. Thus

〈J t〉 =
Ld−2

g2

z2−d√
f(z)g(z)

Z(Φ)A′t(z) =
Ld−1

gκ

z2−d√
f(z)g(z)

Z(Φ)h′(z) . (5.15)

We did not specify any value for z in the definition of the dual charge density

since the first equation in (5.3) tells us that this is a conserved quantity along the

z direction. Note that we can derive h′(z) in terms of the dual conserved current

using this equation. Finally, to be physically sensible we demand Φ′(z)2 ≥ 0 and

Z(Φ) ≥ 0, which constrains f(z) and g(z) in the equations above. The same

constrains are derived using the null energy condition [4, 121]. The former is a

consequence of the scalar field being real, while the latter makes sure that the

kinetic term of the gauge field has the correct sign.

Now we have all the ingredients we need to compute the full spacetime. Our

ansatz is

f(z) =
k

k + z2d/η
and g(z) =

z2
F

z2 + z2
F

, (5.16)

with k > 0 some arbitrary constant and zF the scale which separates between the

UV and IR. One can check that in the IR, for z � zF , the IR geometry of last

section is obtained, while for z = 0 we get AdSd+2 spacetime. By plugging this

ansatz into (5.14) results in

Φ′(z)2 =
d
(
2kz2 + zp

(
(p+ 2)z2 + pz2

F

))
2z2

(
z2 + z2

F

)
(k + zp)

V (Φ) =− 1

4z2
F (k + zp)2

[
4d2

(
z2 + z2

F

)
(k + zp)2 +

+4d (k + zp)
(
z2
F (k + zp) + pzp

(
z2 + z2

F

))
+

+pzp
(
zp
(
pz2 + (p+ 2)z2

F

)
− 2k

(
pz2 + (p− 1)z2

F

))]
Z(Φ) =

4〈J̄ t〉2 z2
F z

2d−p (k + zp)2

2kp
(
(d− p)

(
z2 + z2

F

)
+ z2

F

)
+ pzp

(
(2d+ p)

(
z2 + z2

F

)
+ 2z2

F

) ,

(5.17)

with 〈J̄ t〉 = gκL1−d〈J t〉 and p = 2d/η. The requirement for positivity of Z(Φ)

leads to p < d + 1. Next we examine the near boundary z → 0 limit of these

functions, which is

Φ(z) '
√
d

zF
z ,

Z(Φ) ' 2〈J̄ t〉
kd

p
2
−dz2d−p

F

p(d− p+ 1)
Φ(z)2d−p ,

V (Φ) ' −d(d+ 1)− dΦ(z)2 .

(5.18)
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The scalar potential close to the boundary corresponds to an AdS spacetime with

negative cosmological constant −d(d + 1)/L2 = −(D − 1)D/L2 and a mass term

for the scalar field, with L2m2 = −d. This mass squared term is above the BF

bound m2 ≥ −(d+ 1)2/4. Thus we conclude that the full geometry

ds2 =
L2

z2

(
− k

k + z2d/η
dt2 +

z2
F

z2 + z2
F

dz2 +
d∑
i=1

dx2
i

)
(5.19)

is a physically sensible solution to the Einstein-Maxwell-Dilaton system, with the

potentials and scalar fields given by (5.17).

Before we change gears and introduce entanglement entropy in the next section

we would like to add some final comments about this background. In [129] it

was shown that it is possible to derive geometries of the form (5.10) in top-down

models. That is by consistently truncating a supergravity theory. In their case,

however, η = 1 is fixed. In addition, they can identify the scale zF as set by the

charge density 〈J t〉. However, since there is no other scale in our theory apart

from the charge density, or alternatively the chemical potential, we assume that

a similar identification is possible here, even though we do not know the precise

relation. For the computations in the last section of this chapter we will set zF = 1

and by that effectively fixing the chemical potential to a certain value.

5.2 Holographic Entanglement Entropy

5.2.1 Entanglement Entropy

In this section we give a brief introduction to entanglement entropy from a field

theoretic perspective. Most of the material and ideas presented below are based

on [121,130].

Take some quantum mechanical system M at zero temperature. The system is in

the ground state |Ψ〉, which is also non-degenerate. In this case the density matrix

ρ is very simple, namely

ρM = |Ψ〉〈Ψ| . (5.20)

The von Neumann entropy,

SM = −tr (ρM ln ρM ) , (5.21)

for this cases vanishes, since the ground state is non-degenerate. Next we divide

the system M into to subsystems A and B, where B is the complement of A (see

fig. 5.1). The total Hilbert space HM decomposes into a direct product of the

Hilbert spaces of the two subsystems, i.e. HM = HA ⊗HB.
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A
B

Figure 5.1: Visualisation of entanglement entropy. A system M is divided into two

subsystems A and B.

Assume that an observer can only access the degrees of freedom in A. Thus she

would only be able to determine the reduced density matrix ρA, i.e. the degrees

of freedom of B are traced out, thus

ρA = trBρM , (5.22)

where trB denotes the trace taken over the states living in HB. The corresponding

von Neumann entropy is

SA = −trA (ρA ln ρA) . (5.23)

This is the entanglement entropy and it accounts for the amount of entanglement

between subsystem A and subsystem B. As argued in [130], the entanglement

entropy can be seen as a measure for how quantum a system is. Note that by

dividing the total system M into the two subsystems we do not change the system

in any physical sense, we just draw a symbolic line through it.

Before continuing, let us discuss two small examples to illustrate the concept of

entanglement and entanglement entropy. The first example starts with a ground

state in the pure state

|Ψ〉 =
1√
2

(
|+〉A|−〉B − |−〉A|+〉B

)
, (5.24)

where + and − denotes, for instance, the spin up or down state of an electron

or positron. The indices A and B would, in this case, each label one of the two

particles. If we stay in the electron-positron picture, this ground state describes a

electron-positron system in a spin singlet state. This state could be generate for

instance in a pair-production process.

The density matrix of the system is

ρ =
1

2

((
|+〉A|−〉B〈+|A〈−|B

)
−
(
|+〉A|−〉B〈−|A〈+|B

)
+
(
|−〉A|+〉B〈−|A〈+|B

)
−
(
|−〉A|+〉B〈+|A〈−|B

))
.

(5.25)
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A simple computation shows that the von Neumann entropy of this state vanishes.

Thus |Ψ〉 is a pure state. However, what we really want to compute is the entan-

glement entropy of, e.g., system A. To do so we first trace over system B in ρ and

obtain the reduced density matrix

ρA =
1

2

(
|+〉A〈+|A + |−〉A〈−|A

)
(5.26)

of system A. The corresponding entanglement entropy is easy to compute. Using

(5.23) it reads

SA = −trA (ρA ln ρA) = −1

2

(
ln

1

2
+ ln

1

2

)
= ln 2 . (5.27)

This is the maximal value for the entanglement entropy of a two qubit system.

Thus states with this property are called maximally entangled states.

In the second example the pure ground state is

|Ψ〉 =
1√
2

(
|+〉A − |−〉A

)
⊗ 1√

2

(
|+〉B − |−〉B

)
. (5.28)

By performing the same steps as before we find that the entanglement entropy of,

say, system A vanishes. Thus this two qubit system is not entangled at all.

These examples are very simple, however, they show how entanglement entropy

can characterise the entanglement between two subsystems. Furthermore we can

easily see that SA = SB in above examples. It is clear that in these cases this

has to be true since the ground state was symmetric in A and B. However, it is

important to note that the statement

SA = SB (5.29)

is true in general if B is the complement of A. This tells us that the entanglement

entropy is an intensive quantity. The other important properties of this entropy

are subadditivity and strong subadditivity. The former is defined by

SA1 + SA2 ≥ SA , (5.30)

where A1 and A2 are submanifolds of A. Note that A1 and A2 are not expected to

be complementary to each other and they may overlap. The strong subadditivity

reads

SA+B+C + SB ≤ SA+B + SB+C . (5.31)

The next step would be to perform the same computations in quantum field the-

ories. However, these are far more intricate and we refer the interested reader to

the literature (see e.g. [121, 130, 131] and references therein). Nevertheless, there
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are some important results which we need for our later sections. We restrain our-

selves to just state them here without derivation, again following the presentation

of [130].

In a continuum theory, the entanglement entropy is always divergent and takes

the generic form [130]

SA = γ
Area(∂A)

εd−1
+ subleading orders , (5.32)

where γ is some numerical prefactor depending on the theory, ∂A is the boundary

separating A and B (see fig. 5.1) and ε is an UV cutoff, for instance, the lattice

spacing. This behaviour is called the area law. There are some exceptions to this

area law. In a 1 + 1 dimensional CFT the entanglement entropy is

S1+1 dim.
A ∝ ln

l

ε
+ . . . , (5.33)

where l is the width of A in one distinct spatial dimension. Finally, the last

(logarithmic) violation of the area law we need is known to appear in systems

with Fermi surfaces [121,130]. In this case one finds

SFermi surface
A ∝

(
l

ε

)d−1

ln
l

ε
+ . . . , (5.34)

where l is again the typical size of A spanning in all directions and ε−1 ∼ kF , with

kF the Fermi momentum. As stated in [121], for Fermi momenta smaller than the

UV cutoff it is possible to see a Fermi surface in a logarithmic dependence on the

typical length of A of the finite parts of the formula above. Note, however, that

at the time of writing this last point was still controversially discussed.

Next we show how to compute the entanglement entropy of a field theory with a

dual gravity description.

5.2.2 Entanglement Entropy from Hologaphy

In [132], Ryu and Takayanagi proposed a simple way to compute the entanglement

entropy for systems with a holographic dual description. In this section we present

the conjectured formula and some examples.

The conjectured equation is [132]

SA =
Area(γA)

4Gd+2
N

, (5.35)

(γA) is a d dimensional minimal surface in (asymptotically) AdSd+2 spacetime

with ∂γA = ∂A, where A is the entangling region of the CFT (see figure 5.2).
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z

x

y

AdSd+2

CFTd+1
A

γA

Figure 5.2: The holographic entanglement entropy is computed by minimising the sur-

face γA reaching into the AdS bulk.

Gd+2
N is the d + 2 dimensional Newton’s constant. The authors of [133] claim to

have proven this conjecture for the static case in Einstein-Hilbert gravity, at most

minimally coupled to matter. In [130] some examples are computed, where equa-

tion (5.35) reproduces exactly known CFT results.

We present some of these examples to explain how to use (5.35). We are interested

in simple static entangling geometries at the boundary of pure AdSd+2, namely a

strip with width l and a disk with radius R. In the following we use the Poincaré

z coordinates, i.e.

ds2 =
L2

z2

(
−dt2 + dz2 +

d∑
i=1

dx2
i

)
. (5.36)

5.2.2.1 Strip

z

y

x

l

γA

A

Figure 5.3: The holographic entanglement entropy is computed by minimising γA. z is

the radial AdS direction, while x and y are spatial field theory coordinates.

In this section we aim to compute the entanglement entropy of a strip in a CFT
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dual to pure AdS gravity. The strip has a width l along the x1 = x direction and

in all other directions has length K � l. As stated above we have to compute

the minimal surface γA extending from the AdS boundary into the bulk with

∂γA = ∂A (see fig. 5.3). To do so, we first parametrise the coordinates in terms

of the radial AdS coordinate z. Hence the induced metric on γA is

ds2
γA

=
L2

z2

((
1 + x′(z)2

)
dz2 +

d∑
i=2

dx2
i

)
. (5.37)

The surface area of γA is defined as

Area(γA) = 2

∫
dd−1xi

∫ z∗

0
dz

Ld

zd

√
(1 + x′(z)2) =

= 2Kd−1Ld
∫ z∗

0
dz

√
(1 + x′(z)2)

zd
,

(5.38)

where z∗ is the turning point of γA in the AdS bulk. The factor of 2 is due to the

fact that the integral only covers half of γA with the choice of bounds used above.

To compute the minimal surface we use the Euler-Lagrange equation derived from

the functional above
∂

∂z

(
x′(z)

zd
√

1 + x′(z)2

)
= 0 . (5.39)

Since the right hand side of this equation vanishes, we know that the term in

parentheses is conserved. Thus we get

x′(z) =

(
z
z∗

)d√
1−

(
z
z∗

)2d . (5.40)

This enables us to compute the turning point z∗ in terms of the strip width l,

since
l

2
=

∫ z∗

0
dz x′(z) =

√
π

Γ
(
d+1
2d

)
Γ
(

1
2d

) z∗ , (5.41)

where Γ(t) is the gamma function. Putting everything together and evaluating

the integral (5.38) for d > 1 leads to

Area(γA) =
2Ld

d− 1

(
K

ε

)d−1

− 2dLdπd/2

d− 1

(
K

l

)d−1
(

Γ
(
d+1
2d

)
Γ
(

1
2d

) )d , (5.42)

where we expressed z∗ in terms of l using equation (5.41). Furthermore, since the

integral (5.38) diverges at z = 0 we choose a cutoff ε � 1. Finally, we compute

the entanglement entropy Sstrip
A using equation (5.35), hence for d > 1

Sstrip
A =

1

4Gd+2
N

 2Ld

d− 1

(
K

ε

)d−1

− 2dLdπd/2

d− 1

(
K

l

)d−1
(

Γ
(
d+1
2d

)
Γ
(

1
2d

) )d
 . (5.43)
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For the d = 1 case it is possible to solve the equation (5.40) directly and obtaining

x = −
√

(z∗)2 − z2 . (5.44)

Hence, the final result is z∗ = l/2 and Area(γA) = 2L ln
(
l
ε

)
.

By comparing these results with equations (5.32) and (5.33), we see that the

gravity calculations give exactly the behaviour expected from the corresponding

field theories.

5.2.2.2 Disc

The next entangling region of interest is a disc/ball of radius R on the field theory

side (see fig. 5.2). First we change to polar coordinates in the spatial field theory

directions, i.e.
∑d

i=1 dx2
i = dr2 + r2dΩd−1. Next we determine the induced met-

ric on the surface γA, where γA is parametrised with respect to the radial AdS

coordinate z. Thus we get

ds2
γA

=
L2

z2

((
1 + r′(z)2

)
dz2 + r2dΩd−1

)
. (5.45)

Following the same steps as before the surface area of γA is

Area(γA) = LdVol(Sd−1)

∫ z∗

0

rd−1

zd

√
1 + r′(z)2 . (5.46)

The corresponding Euler-Lagrange equation reads

zr(z)r′′(z) + (d− 1)zr′(z)4− dr(z)r′(z)3 + (d− 1)zr′(z)2− dr(z)r′(z) = 0 . (5.47)

It is easy to check that

r2 = R2 − z2 (5.48)

solves this equation. Plugging this solution into (5.46) and using that z∗ = R

results in

Area(γA) = LdVol(Sd−1)

∫ 1

ε/R
dz̃

(
1− z̃2

)(d−1)/2

z̃d
, (5.49)

with z̃ = z/R. Unfortunately it is not possible to derive a closed form for all

dimensions. Therefore we stick to the d = 2 and 3 case, that is

Area(γd=2
A ) = 2πL2

(
R

ε
− π

2

)
and

Area(γd=3
A ) = 4πL3

(
1

2

(
R

ε

)2

− ln

(
R

ε

)
− 1

2

)
.

(5.50)

Note that for d = 1 we get the same result as in the strip case, with l/2 = R. The

entanglement entropy thus reads

Sd=2
A =

πL2

2G4
N

(
R

ε
− π

2

)
and

Sd=3
A =

πL3

G5
N

(
1

2

(
R

ε

)2

− ln

(
R

ε

)
− 1

2

)
.

(5.51)
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Here again, the leading divergent behaviour on the gravity side agrees with the

results in field theories stated in equation (5.32). For a more general discussion

regarding arbitrary dimensions d we refer the interested reader to [130].

5.3 Holographic Entanglement Entropy in IR Scaling

Geometries

In this section we use the tools developed above to compute the entanglement

entropy of the field theory dual to the scaling geometry discussed in section 5.1.2.

First we examine a strip and a disc region solely in the IR limit of this space-

time, since this case is easier to compute. In parts the computation can even be

performed analytically. The results we obtain in this limit should agree with the

full spacetime calculations for large values of the typical length of an entangling

region. This comes from the fact that larger entangling surfaces at the AdS bound-

ary probe farther into the bulk region of the gravity side. An intuitive picture for

this is that long distances on the field theory side should be described by the IR

limit of the underlying microscopic theory. From a gravity dual description this

means that the long distance behaviour at the boundary is encoded by the deep

IR geometries, i.e. the geometries far away in the bulk. Next we compute the

entanglement entropy for these shapes in the full geometry as well. In addition we

consider the annulus. The reason for computing the annulus is that the strip and

disc entangling surface behave very differently from each other for large values of

their typical lengths. The annulus is thus thought of an interpolating geometry

between the other two geometries.

5.3.1 IR Geometry

In this section we calculate the holographic entanglement entropy in the IR limit

of the geometry (5.19) for two different entangling surfaces, namely the strip and

the disc. For this purpose we consider the case where g0 = zF = 1 in (5.10),

ds2 =
L2

z2

[
−f0

zp
dt2 +

1

z2
dz2 +

d∑
i=1

dx2
i

]
, with p = 2d/η. (5.52)

As shown before, this metric is conformal to AdS2×Rd, i.e. for z = ξ2/p,

ds2 =
L2

ξ
2η
d

[
− 1

ξ2
dt2 +

1

ξ2
dξ2 +

d∑
i=1

dx2
i

]
. (5.53)

The metric (5.52) is used to calculate the entanglement entropy of the strip, while

the metric (5.53) is considered when dealing with the case of the disc. We find

that in the IR limit the the boundary separation length of the strip is always con-

stant. We will see that this translates into the fact that in the IR the predominant
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minimal surface is two parallel slabs reaching into the bulk. For the sphere case we

extract the leading order behaviour in terms of a large disc radius of the entangle-

ment entropy analytically. These results are confirmed by numerical evaluations,

in addition the leading order behaviour exhibits an ’area law’.

5.3.1.1 Strip

The strip is defined in the following way (cf. section 5.2.2.1)

x1 ≡ x ∈
[
− l

2
,
l

2

]
, (5.54)

with xi ∈ [0,K] for i = 2 . . . d and we demand l� K. The induced metric is given

by

ds2
γA

=
L2

z2

((
1

z2
+ x′2

)
dz2 +

d∑
i=2

dx2
i

)
, (5.55)

where we have parameterised the minimal surface area γA by x = x(z). Thus the

minimal surface area reads

A(γ) =2

∫
Ld

zd

√
1

z2
+ x′2

=2LdKd−1

∫
dz

zd

√
1

z2
+ x′2 .

(5.56)

Since the Lagrangian does not explicitly contain x, there is a conserved quantity

(cf. section 5.2.2.2)

C =
x′

zd
√

1
z2 + x′2

, (5.57)

which can be recast into

x′ =
( zz∗ )

d

z
√

1− ( zz∗ )
2d
. (5.58)

Here z∗ denotes the turning point where x′ diverges. The boundary separation

length l is related to z∗ by

l

2
=

∫ z∗

0
dz

( zz∗ )
d

z
√

1− ( zz∗ )
2d
, (5.59)

which can be integrated and results in

l = lcrit =
π

d
. (5.60)

Thus the width of the entangling surface is always constant for any value of z∗.

The constant boundary separation length has been observed for several other

examples as well, i.e. for NS5-branes in [130] and for backgrounds with semi-

locality [63, 129]. As argued in [63], this result indicates that a minimal surface
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connecting the strip edges at the boundary only exists for a specific separation

l < lcrit. We will see when repeating this computation in the full geometry that as

l→ lcrit the minimal surface drops increasingly farther into the IR. For l > lcrit, the

disconnected minimal surface, i.e. the solution with x′(z) = 0 corresponding to two

slabs falling into the IR at constant separation length, dominates. This behaviour

is reminiscent of holographic entanglement entropy in confined phases [122], where

the connected minimal surface describes the deconfined phase, while the discon-

nected solution is related to the confined phase. We will see that the overall

properties mentioned above holds for the whole geometry.

5.3.1.2 Disc

In this subsection we calculate the holographic entanglement entropy with a spher-

ical entangling surface. For convenience we work with the metric (5.53), which

is explicitly conformal to AdS2 × Rd. The spherical entangling region is parame-

terised by
d∑
i=1

x2
i = R2 and the induced metric is given by

ds2
γA

=
L2

ξ
2η
d

[(
1 +

ξ′2

ξ2

)
dρ2 + ρ2dΩ2

d−1

]
. (5.61)

We find that the minimal surface area reads (cf. section 5.2.2.2)

A(γ) = Ld
∫
dΩd−1dρ

ρd−1

ξη

√
1 +

ξ′2

ξ2

= LdVol(Ωd−1)

∫
dρ
ρd−1

ξη

√
1 +

ξ′2

ξ2
, (5.62)

which leads to the equation of motion

∂

∂ρ

 ρd−1ξ′

ξη+2
√

1 + ξ′2

ξ2

 = − ρd−1

ξη+3
√

1 + ξ′2

ξ2

(ηξ2 + (η + 1)ξ′2). (5.63)

We can estimate the large R behaviour of the solution to the equation above. To

do so we choose the ansatz ξ(ρ) = λe−Aρ
B

, where A,B and λ are constants. Note

that in large R limit, most of the hypersurface lies in the near horizon region,

hence the metric (5.53) provides an approximate description. The value of λ is

fixed by assuming that the crossover from the IR region to the full geometry is at

ρ ∼ R and ξ(R) ∼ 1, where the latter is a consequence of zF ∼ 1, hence λ = eAR
B

.

Plugging this ansatz into the equation (5.63) leads to

ηρ4 + ηA2B2ρ2+2B −A3B3(d− 1)ρ3B −AB(B + d− 2)ρ2+B = 0. (5.64)

The values of A and B can be determined by extracting the leading order (large

R) behaviour,

B = 2 and A =
η

2(d− 1)
⇒ ξ(ρ) = λe

− η
2(d−1)

ρ2

. (5.65)
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Figure 5.4: The embedding profile ξ(ρ) for a disc entangling surface. ρ is the radial

coordinate of the field theory. The blue, red and green curves correspond to the cases

d = 2, 3, 4 respectively. Source: [4]

The behaviour of ξ(ρ) in different dimension d is plotted in fig. 5.4.

For this case, the holographic entanglement entropy is given by

Ssphere
A ∝

∫
dρ
ρd−1

ξη

√
1 +

ξ′2

ξ2

'
∫
dρρdeAηρ

2
.

(5.66)

It can be verified that for all dimensions d, the leading order term is Rd−1, which

means that the area law always holds for large values of R. In particular, we have

the following results for d = 2, 3,

d = 2, S ∼ A(γ) = R− 1

Rη4
,

d = 3, S ∼ A(γ) = R2.

(5.67)

In fig. 5.5 we compare our leading order results (5.67) with straightforward numer-

ical integration of (5.62). Note that for the d = 2 case we use A1 = A(γ) − R ∼
−1/R, where we compute A(γ) numerically by integrating (5.62). In the d = 3 case

we compare the estimated A(γ) in (5.67) with the numerical integration of (5.62).

We see that the estimate and the exact numerical integration agree quite well for

large values of R. Finally, it is noteworthy that there is no trivial solution ξ′ = 0

in this case. Thus there is no disconnected phase as in the strip.

5.3.2 Full Geometry

Knowing what to expect for the entanglement entropy in the case of large values

of the typical length of the different entangling surfaces, now we go on to compute

the entanglement entropy in the full geometry. We find that for a strip entangling

shape, the behaviour of the entanglement entropy agrees with the picture proposed

in [129], i.e. the boundary separation length l is a smooth function of the turning
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Figure 5.5: The blue curve denotes the numerical solution to (5.62) for η = 1, while the

purple line is the plot of the leading R behaviour of equation (5.67). The left diagram is

for the d = 2 case, with A1 = A(γ)−R. The right one is for d = 3. Source: [4]

point and it approaches lcrit for large values z∗. In addition, the connected surface

dominates when l is sufficiently small and the disconnected surface dominates for

l > lcrit. In the disc case there is no phase transition. This behaviour is unex-

pected, since both entangling surfaces probe the same geometry. Unfortunately

we can not lift the veil of this mystery here. However, to shed some light on

the issue we also compute an annulus entangling region. Before starting with the

actual computations, we state the full metric, which was derived in section 5.1.2,

since it is used extensively in the following. It reads

ds2 =
L2

z2

(
− k

k + z2d/η
dt2 +

z2
F

z2 + z2
F

dz2 +

d∑
i=1

dx2
i

)
. (5.68)

5.3.2.1 Strip

The strip is defined in the same way as before

x1 ≡ x ∈
[
− l

2
,
l

2

]
, with xi ∈ [0,K], i = 2 . . . d , (5.69)

where l� K. The induced metric can be read off the solution (5.68)

ds2
γA

=
L2

z2

(
(g(z) + x′2)dz2 +

d∑
i=2

dx2
i

)
, (5.70)

where we parameterise x = x(z). The minimal surface area is given by

A(γ) = 2

∫
Ld

zd

√
g(z) + x′2

= 2LdKd−1

∫
dz

zd

√
g(z) + x′2 .

(5.71)

This functional leads to a conserved quantity

C =
x′

zd
√
g(z) + x′2

, (5.72)
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Figure 5.6: Visualisation the two possible solutions for the strip in the scaling geometry.

which we again recast in terms of the turning point z∗, i.e.

x′ =

√
g(z)( zz∗ )

d√
1− ( zz∗ )

2d
. (5.73)

The boundary separation length is given by integrating this equation, thus

l

2
=

∫ z∗

0
dz

√
g(z)( zz∗ )

d√
1− ( zz∗ )

2d
. (5.74)

If we plug the IR limit of (5.68) into this equation, i.e. g(z) = z2
F /z

2, the width

of the strip is constant and takes the value (cf. the computation above)

l = lcrit =
πzF
d

. (5.75)

Considering the full solution g(z) = z2
F /(z

2 + z2
F ), we have to integrate

l = 2

∫ z∗

0
dz

zF√
z2 + z2

F

√(
z∗

z

)2d − 1
, (5.76)

to obtain the boundary separation length. Unfortunately this integral can only be

solved numerically. In fig. 5.7 we plot l(z∗) for d = 2, 3. For all numerical compu-

tations we set zF = 1. It is clear from this plot that l is a smooth function of z∗.

For small values of z∗, l and lcrit differ significantly. However, for z∗ sufficiently

large, l approaches lcrit. Following the RG flow picture, this can be interpreted

as probing more and more into the IR. Thus, for increasing values of l we should

obtain the result derived in the section above, i.e. l→ lcrit. Note that this solution

can not go beyond lcrit.

To compute the holographic entanglement entropy using equation (5.35) we first

determine the minimal surface area A(γ) of γA. In addition we have to subtract
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Figure 5.7: We show the boundary separation length of the full solution (blue curve)

and the IR solution (red curve). The plot on the left is for the d = 2 case and on the

right for d = 3 case. For both cases l and lcrit are significantly different for small values of

the turning point z∗. In this case the minimal surface just probes the geometry near the

UV. As z∗ increases, the minimal surface goes deeper into the IR and l approaches lcrit.

Source: [4]

the divergent part of the minimal surface. Thus

Acon
finite =

1

2LdKd−1
(A(γ)−Adiv)

=

∫ z∗

0

dz

zd

√
g(z)

1− ( zz∗ )
2d
− 1

(d− 1)εd−1
,

(5.77)

and we take the limit ε→ 0. The divergent term is the standard result from pure

gravity we derived in section 5.2.2.1 (see also [130]). This is a valid approach since

our geometry is asymptotically AdS and therefore should have the same depen-

dence on the UV cut off as pure AdS gravity. We plot Astrip
finite in fig. 5.8 for the

d = 2 and d = 3 cases.
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Figure 5.8: Finite part of the holographic entanglement entropy of a strip entangling

surface. The plot on the left is for the d = 2 case, while the right one is for d = 3. As

l→ lcrit the entanglement entropy tends to a constant. Source: [4]

The disconnected surface is given by x′ = 0, so the minimal surface area reads

Adis(γ) = LdKd−1

∫
dz

zd
√
g(z)

. (5.78)
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Figure 5.9: The differences between the holographic entanglement entropy of the con-

nected minimal surface and the disconnected one, i.e. ∆A = Acon
finite −Adis

finite. The plot on

the left is for the d = 2 case and the one on the right for d = 3. When l is sufficiently

small, the connected minimal surface dominates. For l > lcrit the disconnected solution

dominates. Source: [4]

The behaviour of ∆A = Acon
finite − Adis

finite for d = 2, 3 is plotted in fig. 5.9, where

we again subtracted the divergent term for Adis(γ). It can be seen that when

l < lcrit, the connected surface dominates. For l→ lcrit, the difference between the

two solutions tends to zero. Thus the disconnected surface will be the dominant

solution for values of the boundary separation length l > lcrit. In fig. 5.6 we

summarise the finding of this section.

5.3.2.2 Disc

Next we consider the case of a spherical entangling region in the full geometry

with polar coordinates at the boundary. The induced metric is given by

ds2
γA

=
L2

z2

[(
g(z) + ρ′2

)
dz2 + ρ2dΩ2

d−1

]
. (5.79)

The minimal surface area reads

AγA = LdVol(Ωd−1)

∫
dz

zd
ρd−1

√
g(z) + ρ′2, (5.80)

from which we can derive the equation of motion for ρ(z),

∂z

(
ρd−1ρ′

zd
√
g(z) + ρ′2

)
=

(d− 1)ρd−2

zd

√
g(z) + ρ′2. (5.81)

Note that in this case there is no conserved quantity or trivial solution ρ′ = 0. We

solve for ρ(z) numerically by fixing the boundary conditions ρ(0) = R, ρ(z∗) = 0,

where z∗ denotes the turning point. The plots for ρ(z) for d = 2 and d = 3 are

shown in fig. 5.10.

In fig. 5.11 we plot the finite part of the holographic entanglement entropy

Afinite =
1

LdVol(Ωd−1)
(Asphere −Adiv), (5.82)



5.3. Holographic Entanglement Entropy in IR Scaling Geometries 151

2 4 6 8 10

0.5

1.0

1.5

ρ

z
2 4 6 8 10

0.5

1.0

1.5

ρ

z

Figure 5.10: The profile of the disc solution. Note that ρ is the radial field theory

coordinate and z the radial AdS coordinate. Left: d = 2 case; Right: d = 3 case.

Source: [4]
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Figure 5.11: Finite part of the holographic entanglement entropy for a spherical entan-

gling region. The plot on the left is the d = 2 case, while the right one shows the solution

for d = 3. The dots are data from numerical evaluations and the curves denote the fits in

equation (5.84). Source: [4]

where

Adiv =
R

a
for d = 2 and

Adiv =
R2

2a2
+

1

2
log a for d = 3 ,

(5.83)

are the divergencies derived in section 5.2.2.2. The same argumentation as in the

strip case holds also here. That is, our geometry corresponds to pure AdS in the

UV.

We are interested in the deviation of the finite part of HEE from the area law [129],

which can be analysed by performing the fits on the numerical data. The resulting

behaviour reads

Afinite = −0.171− 0.975R for d = 2 ,

Afinite = 0.470− 3.561R2 for d = 3 .
(5.84)

This indicates that for large values of R the finite part of the holographic entangle-

ment entropy is governed by the area law. This is consistent with the conclusion
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in [129], where they compute similar quantities in a string theory embedding of

the geometry discussed in section 5.1.2. However, they have to fix η = 1.

In addition, we cannot find any hint for a phase transition. Rather, with increasing

R the turning point z∗ diverges exponentially. The divergence is exactly what the

authors of [64] find for disc entangling regions in general IR geometries where

g(z) ∝ 1/z2 (see equation (A5) of their paper, where zt corresponds to z(r = 0)

in our case). Note that the IR geometry discussed in this chapter falls exactly in

this class. Interestingly, they argue that the reason for this divergent behaviour is

a mass gap in the theory with a continuous spectrum directly on top of the gap.

However, in the case at hand this cannot be true, since, as was shown in the first

section of this chapter, our IR geometry is dual to AdS2 × Rd and so there is no

scale which could set the gap. Concluding, our case should not have a mass gap

neither in the IR nor in the UV.

5.3.2.3 Annulus

From our evaluation of the holographic entanglement entropy for the cases of a

strip and a sphere we see a phase transition in the strip case, while no such tran-

sition occurs for the sphere case. This behaviour has also been observed in [129],

where the background is a charged dilatonic black hole in type IIB supergravity

truncated on S5, whose near horizon geometry is similar to ours with η = 1.

As argued in [129], a third scale supplied by the anisotropy of the strip should play

a role in understanding the phase transition. One way to see this is to consider de-

forming the sphere entangling surface continuously into an ellipsoid, which finally

results in a strip shape entangling region. The phase transition should appear

suddenly during this process. However, the ellipsoid is technically quite complex,

hence we focus on a simpler case, the annulus, and leave the ellipsoid to future

work.

In the annulus case we expect to approximate a sphere in the limit of vanishing

inner radius and the strip for both, the inner and outer radius, large in comparison

to their difference. We will see that this interpolation between the two geometries

does not work out entirely as expected. First we calculate the holographic entan-

glement entropy for annulus entangling region.

In this case we parametrize z = z(ρ) and obtain the induced metric

ds2
γA

=
L2

z2

[(
1 + g(z)z′

2
)

dρ2 + ρ2dΩ2
d−1

]
, (5.85)

where prime denotes the partial derivative with respect to ρ.
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Figure 5.12: Generic connected (annulus) solution. z is the radial AdS coordinate and

ρ the radius of the spherical coordinates on the boundary. Both plots are solutions to the

equation (5.87) for d = 2 and zF = 1. For larger radii ρ1 and ρ2 the resulting minimal

surface goes deeper into the IR (z → ∞) than it is the case for smaller ones. Note that

the solution is not a single valued function, therefore we first generate the blue curve and

afterwards search for the matching red one. Source: [4]

The minimal surface area is given by

Aann = LdVol(Ωd−1)

∫
dρ
ρd−1

zd

√
1 + g(z)z′2, (5.86)

which leads to the equation of motion

∂ρ

 ρd−1g(z)z′

zd
√

1 + g(z)z′2

 = −dρ
d−1

zd+1

√
1 + g(z)z′2 +

ρd−1

2zd
z′2√

1 + g(z)z′2
∂zg(z),

(5.87)

with boundary condition z(ρ1) = z(ρ2) = ε → 0. It is not possible to solve

this equation for the whole profile of z(ρ) at once (see blue part of fig. 5.12).

What we do instead is to solve the system a second time, however, this time

with the parametrisation ρ(z) (see red part of profile in fig. 5.12). Afterwards we

numerically invert this result and match both curves.

The finite parts of the minimal surface area are again given by

Afinite =
1

LdVol(Ωd−1)
(Aann −Adiv), (5.88)

where we take the divergent terms from [134],

Adiv =
ρ1 + ρ2

ε
, d = 2 ,

Adiv =
ρ2

1 + ρ2
2

2ε2
− 1

2
log

ρ1ρ2

a2
, d = 3 .

(5.89)

We show generic results for the entanglement entropy for d = 2 and d = 3 in figures

5.13 and 5.14. There we plot Afinite versus the difference of the radii ∆ρ = ρ2−ρ1.

We find two connected solutions (deformed annulus, see figure 5.12) for values of

∆ρ ≤ (∆ρ)max and one disconnected solution (two concentric balls) for all values
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Figure 5.13: Finite part of the annulus entangling region for d = 2 versus the difference

of the radii ∆ρ = ρ2 − ρ1. The left plot has ρ2 = 0.1 and the right one ρ2 = 4 in

terms of zF . Note that for small differences ∆ρ ≤ (∆ρ)max we see different solutions,

two connected (deformed annulus) solutions with the lower one being preferred (blue and

red) and the concentric balls solution (yellow). The transition between the connected and

disconnected solutions at (∆ρ)crit is first order for small values of ρ2 as becomes obvious

from the swallow tail form of the left plot. For larger values of ρ2 we have a second order

transition (see right plot). If ∆ρ > (∆ρ)max the disconnected solution is the only solution,

this behaviour is very similar to the strip case discussed in section 5.3.2.1. To generate

these plots we set zF = 1 and the cutoff a = 0.001. Source: [4]
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Figure 5.14: Finite part of the annulus entangling region for d = 3 versus the difference

of the radii ∆ρ = ρ2 − ρ1. The left plot has ρ2 = 0.3 and the right one ρ2 = 2 in terms of

zF . Note that for small differences ∆ρ ≤ (∆ρ)crit we see different solutions, two connected

(deformed annulus) solutions with the lower one being preferred (blue and red) and the

concentric balls solution (yellow). In contrast to the d = 2 case we don’t find a transition

for small values of ρ2 < O(1) and a second order one for larger values. For larger values

of ∆ρ the disconnected solution is the only solution, this behaviour is very similar to the

strip case discussed in section 5.3.2.1. To generate these plots we set zF = 1 and the cutoff

a = 0.001. The jagged feature in the right plot is an artifact of the numerical computation

and has no physical interpretation. Source: [4]
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of ∆ρ. Note that for each value of ∆ρ the preferred solution is the one with smaller

value of Afinite. In the d = 2 case, at a value (∆ρ)crit a first order transition from

the preferred connected to the disconnected solution for small values of the radii

and a second order transition for larger ones is found. For d = 3 we find a different

behaviour: In that case there is no transition for values ρ1, ρ2 < O(1) (the exact

value is hard to determine, due to difficult numerical computations), only for larger

radii we observe a second order transition. This behaviour is very similar to the

strip case discussed in section 5.3.2.1, where there also only exists a connected

solution for l ≤ lcrit, however, there the transition is second order opposed to the

case at hand. The analogy goes further: increasing the values of the radii ρ1, ρ2

leads to (∆ρ)crit → π/d (c.f. eq. (5.75) with zF = 1). We are not able to check this

limit analytically, however our results using numerical methods are in very good

agreement with above statement for d = 2 and d = 3 (see figure 5.15). Looking

closer at this limit in d = 2, we see the swallow tail becomes smaller turning

into a second order transition (see right part of fig. 5.13). From this behaviour we

deduce that the annulus tends towards the strip solution for large radii. The other

limit, however, where we aim at approximating a sphere, does not work entirely as

expected, since for each given pair of radii of the annulus solution, we always find

a maximal difference (∆ρ)max between both which is smaller than outer radius

ρ2. Therefore we can at most approximate two concentric spheres, but never

one sphere alone. Even this is not always possible, as the small radii d = 3 case

described above shows. Nevertheless, the similarity in most of the parameter space

to the behaviour seen in confining geometries is astonishing (see [122, 123]). It

would be interesting to understand if there is a common origin to this resemblance.
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Figure 5.15: We plot the maximal difference between the radii of the connected solution

(∆ρ)max versus the middle radius (ρ2 + ρ1)/2, for d = 2 (left) and d = 3 (right). It is

apparent that (∆ρ)max → zFπ/d (red line), with zF = 1, for larger values of the radii ρi.

Source: [4]

Finally in the annulus as well as in the strip case lcrit = πzF /d plays an important

role governing the phase transition, however, to our knowledge, there is no known

dual interpretation of this value. This would be interesting to study further. Since
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it is possible to embed the solution described in section 5.1.2 into string theory, at

least for the η = 1 case (see [129]), in principle it should be possible to compute

the entanglement entropy in the dual theory, although probably this is not feasible

from a technical point of view.



Chapter 6

Conclusion

Universalities play a major role in gauge/gravity duality. At the moment the best

understood limit of the duality is the large N and large ’t Hooft coupling limit.

Thus, sensible quantitative predictions are only possible in terms of dimensionless

quantities, without an explicit N dependence.

A second field of application is related to quantum phase transitions. The quan-

tum critical points of different materials can be categorised in terms of a few

parameters, for instance, the dynamical critical exponent. Therefore, these points

are of universal nature as well. In addition they are described by conformal field

theories and some of them seem to be governed by strong coupling. Thus it is

natural to expect that gauge/gravity duality can provide some input in this area.

In this thesis we saw discussions about both kinds of universalities.

In chapter 4 the first aspect mentioned above was discussed. There, however, we

were interested in how to break a universal behaviour, namely the famous ratio

between shear viscosity and entropy density. From gauge/gravity duality it was

derived that for strongly coupled theories this ratio takes the value η/s = 1/4π.

Even though this result is already very close to the measured values for the quark-

gluon plasma, to describe any substance found in nature this ratio should be

temperature dependent. In this thesis we showed that by breaking the rotational

symmetry of a holographic system we can generate such non-universal behaviour.

Besides the shear viscosity, many other transport properties in an anisotropic

setup were computed. We found a surprising low frequency behaviour in one of

the electrical conductivities of the system, namely a broad Drude peak. This

is remarkable, since no translational invariance was broken in any obvious way.

In addition, the phase with broken rotational symmetry is also superconducting,

i.e. there is a superimposed delta peak on top of the Drude peak.

157
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Due to the coupling between metric and gauge field components, well-known ef-

fects from transversely isotropic liquid crystal were induced. Firstly the interaction

between flavour currents and off-diagonal stress components resembles the flexo-

electric effect, which describes the polarisation of a crystal through mechanical

bending. Secondly we see the same structure as in the piezoelectric effect. This

effect describes an electrical current due to the squeezing and elongation of a crys-

tal.

Our second main chapter, chapter 5, is related to the universal aspect of quantum

phase transitions raised in the first paragraph. There we analysed an IR scaling

geometry, i.e. a geometry with a dynamical critical scaling and a hyperscaling

violation parameter. The geometry of interest to us was obtained in the limit

where the critical scaling and the hyperscaling parameter were send to infinity

and minus infinity, respectively, while the ratio of both was kept fixed. This leads

to a solution with very fermionic properties, which means low energy excitations

at finite momentum and in addition a vanishing entropy at zero temperature. The

latter is sensible to describe condensed matter systems, while the former resembles

the behaviour close to a Fermi surface.

In this geometry we computed the holographic entanglement entropy for a strip, a

disc and an annulus. It is noteworthy that while the strip and the annulus encoded

a phase transition for a certain value of the corresponding typical length, the disc

did not. Interestingly, in the literature similar effects were observed, however, the

explanation put forward there did not apply to our case. Apart from that we

could not find any logarithmic area law violation, which may have been related to

a Fermi surface.

We see that many of the points discussed in this thesis relate to some kind of

universal behaviour. Be it to break it or to find a system describing it. As long as

the duality is not better understood in other limits, the search for universalities

will be a natural way to continue along. So before we finally conclude we present

some future directions arising from this thesis outcome.

Outlook

The holographic p-wave superconductor provides many interesting and feasible

directions to follow up on, since it implements anisotropy without the demand for

advanced numerical techniques. For once, it would be interesting to switch on a

finite momentum along the direction of the condensate. This may lead to momen-

tum induced instabilities [116] and open a door to making contact with the helical

phases of black holes, which recently gained much attention [61,118,119]. A second
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direction is the computation of the fluid/gravity description of the p-wave. This

would not only strengthen the identification of the different transport properties

derived in this thesis, but it would at the same time lead to a constitutive equation

of a relativistic conformal fluid with broken rotational symmetry. This equation

would be valid independently from gauge/gravity duality. Another direction is

the inclusion of a time dependent chemical potential, in the spirit of [135], to see

how anisotropy influences the time evolution of different modes. Finally, the IR

limit of the backreacted p-wave geometry is still an unsolved problem. It would

be interesting to see if there are different IR fixed points, besides the domain wall

solution of [98], depending on the parameters we choose.

Concerning the holographic entanglement entropy in scaling geometries, a natu-

ral extension is to perform a broad survey of the geometries known to have the

awkwardly behaving disc entangling surface. Since the entanglement entropy is

considered to be sensitive to the spectrum of a theory, it would be very interesting

to understand why we see so similar behaviours in so different theories, namely

between theories with confinement and without, and with a mass gap and without.

Throughout this thesis we computed various black hole solutions to describe dual

superconductors and other condensed matter systems. Nevertheless, one of the big

goals of gauge/gravity duality is to understand the duality the other way around.

Our hope is that by learning more and more about this simpler direction, some

day it will be possible to create a black hole on a lab table.



160 Chapter 6. Conclusion



Acknowledgements

I would like to thank Johanna Erdmenger for her continuous and stimulating

support and advice, and for the possibility to work in the inspiring environment
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