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Abstract

Due to the raising demand on electrical energy the field of organic solar cells evolved rapidly within the last decades. The detailed knowledge about energy transport within any used material is the key towards increasing light to energy conversion efficiency within the photovoltaic device. Therefore the objective of the present thesis is the time resolved optical investigation of charge carrier dynamics and phenomena within organic semiconductors and graphene. Triggered by the need of becoming more and more independent from silicon based devices organic polymers are in the focus of current semiconductor research. A major drawback within the currently used organic polymers for photovoltaic applications is the short exciton diffusion length in combination with the high exciton binding energy compared to silicon or III – V semiconductors. These drawbacks limit current device designs to thin film applications only.

The present work is grouped into two segments. Throughout the first part new device designs to raise the efficiency of light to energy conversion of polymer based devices within a interdisciplinary work among chemists and physicists are presented. Realized either by reducing non-radiative losses within exciton transport by the use of self induced ordering effects within the polymer or by the use of an covalent organic framework architecture. By filling this COF with an organic polymer the presence of electron-donor and acceptor in close proximity is realized, which was for the first time successfully demonstrated within a working device in the course of this thesis.

Another approach is the control on the film morphology, which leads to an increased efficiency of the resulting device, due to the optimization of electrical transport properties within the semiconductor. This increase of unpercolated pathways for charge carriers and its influence on efficiency is demonstrated for TiO₂ blocking layers and also for organic polymer films in the first part of the thesis.

To substitute silicon in different areas, graphene became another promising candidate for electronic and optoelectronic devices within the last decade due to its outstanding material properties. The huge variety of possible applications, ranging from serving as transparent electrode material up to transistor fabrication technology creates the demand of detailed information of charge carrier transport within this material.

In the course of the second part of this work the photoluminescence of exfoliated graphene flakes on different sample materials is used to investigate the time dependent inter- and intraband charge carrier dynamics. Fourier-plane imaging in combination with polarization pulse shaping is demonstrated to be a versatile tool to examine the emission characteristics of the ultrabroad non-linear luminescence. The applied theoretical models are in good agreement with the obtained experimental results and were able to clarify the influence of carrier-carrier scattering and phonon mediated energy transfer in time domain on the photoluminescence properties of graphene.
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1 Motivation

Electrical energy and its generation is probably the key topic at the beginning of the 21st century. The continuously growing demand of electrical energy is nowadays mainly covered by conventional power plants burning fossil energy sources. Becoming more and more independent of fossil fuels is the major aim of mankind to ensure the coverage of the future need on electrical energy. Stimulated by this demand different approaches to harvest alternative energy sources were developed. This triggered an enormous effort of researchers in the area of light to energy conversion in universities, research institutes and companies. The most promising approach appears to be the generation of electrical energy by photovoltaics of different designs and materials.

Photovoltaic cells are based on the photovoltaic effect, which was for the first time experimentally demonstrated by Becquerel in 1839 [1] and 66 years later theoretically explained as the photoelectric effect by Einstein [2] for which he received the Nobel prize in 1921. Two decades later solar cells become commercially relevant in the 1940’s. At that time the Bell labs had to answer the question which energy source to use for satellites. They decided to employ the patent by R.S. Ohl et al. [3] in which he suggested to use a p-n junction made from doped silicon to generate electrical energy out of light.

This first solar cell, which was based on a silicon p-n junction was proven to be inefficient because of the high concentration of impurities in the silicon. Soon after this first drawback Shockley et al. in 1947 and DuPont et al. in 1950 managed to purify the used silicon. In 1962 the Telstar1 satellite was equipped with 3600 silicon based solar cells [4]. From this time on the field of photovoltaic rapidly evolved up to present. Nowadays people try to maximize efficiency of light to energy conversion by the use of different solar cell designs and materials (see Chap. 2). Two major classes of photovoltaic devices evolved within the last two decades. One is the inorganic device, which means a solar cell mainly built out of inorganic material (i.e. $III-V$ junctions and silicon devices) and the other class is the respective organic device.

Since the large scale production of silicon and other inorganic semiconductor materials meeting the high purity requirements is expensive and energy consuming the organic device is supposed to be a suitable exchange for inorganic solar cells in future.

Organic polymers are beginning to play a key role in solar cell applications because of their appealing material properties (i.e. cost, tunable absorption,...). To increase the efficiency of these solar cells the two major disadvantages of polymers have to be overcome: The short exciton diffusion length on the order of a few tens of nm that is substantially smaller than the light absorption length and the extremely high exciton binding energy of $\approx 1\text{eV}$ in comparison to inorganic semiconductors (a few tens of meV for inorganic materials). Current device designs thus need to balance energy transport and light absorption efficiencies limiting in the case of P3HT (poly3-hexylthiophene), PCBM ([6,6]-phenyl C$_{61}$-butyric acid methylester) or MDMO-PPV (poly(2-methoxy-5-(3’-7’-dimethyloctyloxy)-1,4-phenylenevinylene)) or comparable materials present applications to thin films only. Due to its material properties each polymer can serve as electron donor or acceptor. Sev-
eral strategies are currently being investigated that focus either on controlling the film morphology or on enhancing plasmonically light absorption [5, 6] within the device.

Overcoming the major drawbacks of each solar cell material means also gaining deeper insight into charge carrier dynamics of the respective material. Therefore fundamental knowledge about the charge carrier transport within certain devices and materials is necessary. Throughout the first part of this thesis several device designs have been studied by optical, electrical and electron microscopy investigations.

While the overall efficiency of all types of photovoltaic devices can be improved either by reducing contact resistance or using transparent contact materials to enhance light absorption graphene became strongly related to the topic of solar cells [7–9]. The material’s ability to conduct electricity without reducing the amount of transmitted light graphene is considered the most promising candidate for transparent conduction layers used in solar cells [10].

Graphene is a monolayer of sp\(^2\) hybridized carbon atoms forming an honeycomb lattice. This material was already theoretically predicted to exist in 1947 by Wallace et al. in his textbook [11] and served up to present as model structure for theoreticians [12, 13]. Novoselov et al. invented a simple preparation method based on mechanical exfoliation of high quality bulk graphite. Therefore naturally kish graphite flakes are repeatedly peeled utilizing Scotch tape and then transferred to a substrate [14]. Another approach to fabricate graphene on a flat substrate is based on the epitaxial growth of graphene by thermally heating silicon carbide substrates to high temperatures [15,16] and was presented by Berger et al also in 2004. Since this year graphene flakes in reasonable sizes and qualities were available, graphene attracted the first interest of the community. Novoselov et al. reported for the first time on electrical transport measurements on this material [17] in 2004. From this time on the Manchester group around A. Geim and K. Novoselov dominated the research in this field up to present. The physical effect identified as one of the most significant phenomena in condensed matter physics is the integer Quantum Hall Effect discovered by K. von Klitzing, G. Dorda, and M. Pepper in 1980 [18]. This effect is neither influenced by impurities or interface effects in the semiconductor since it depends exclusively on fundamental constants.

For their description and modeling of charge carriers as a two dimensional electron gas (2DEG) von Klitzing received the Nobel price in 1985. These quantum physical findings in combination with the availability of graphene for the community triggered an huge effort on fascinating experiments. The one with the highest impact in the field were on one hand the occurrence of the Berry’s phase [19] or experiments in which the relativistic properties of the charge carriers close to the Fermi level led to a near ballistic sheet conductivity [17]. A. Geim and K. Novoselov further theoretically predicted and showed experimentally that graphene has unique electronic properties, like the existence of quasi-particle excitations that can be described as massless Dirac Fermions. This feature leads to the presence of a Landau level with zero energy in single layer graphene and hence to a shift of \( \frac{1}{2} \) in the filling factor of the Hall conductivity.

A. Geim and K. Novoselov from the University of Manchester received 2010 the Nobel prize for their work on the anomalous quantum Hall effect [20, 21] at room temperature in graphene.
Due to its unique optical, electro-optical and structural flexibility, which is reflected in its electronic properties [22–30], like lowest room temperature resistance of any known material, outstanding mechanical strength and many others, this material seems to be suitable for being used in many different devices either enhancing the device performance or to reduce its power consumption due to the extremely high room temperature charge carrier mobility of $30000 \text{cm}^2/\text{Vs}$ [31, 32] and the extremely high thermal conductivity [33, 34]. In combination with its impressive mechanical properties (Young modulus $0.5 \text{TPA}$) [35–37], which were also mentioned in the Nobel announcement by an impressive Gedankenexperiment: “1 square meter graphene hammock would support a 4 kg cat but would weigh only as much as one of the cat’s whiskers, at 0.77 mg (about 0.001% of the weight of 1 m$^2$ of paper)” [38] make graphene a promising candidate for a variety of applications.

The complete set of properties ranging from the chemical characterization to other material properties of graphene can be found elsewhere [39, 40]. These properties led to different applications [16, 22, 41–44], such as field effect transistors [45–47], field emission displays [48], fast graphene based photodetectors [47, 49–51], photovoltaic devices [52, 53] or as saturable absorbers in modelocked laser systems [54, 55]. Recently it was shown that graphene retains its impressive set of properties even when it is coated with a silicon film by molecular beam epitaxy (MBE) [56]. This knowledge opens up a new opportunity for the future design of inorganic or hybrid photovoltaic devices. To completely utilize the full potential of the wonder material graphene detailed knowledge about its key properties for each application is necessary. For the use in electronic devices the charge carrier dynamics in graphene is probably the most relevant property.

Insight into the electronic band structure and the related material properties of graphene were given by a lot of fascinating experiments and techniques, like optical absorption [57], Raman scattering [58–63], two photon absorption [64], pump-probe [65], phonon lifetime [66] and many other optical and non-optical experimental techniques. These experiments gave insight into many different material properties, like mobility of charge carriers, reflectivity and structure and addressed many open scientific questions.

Since charge carriers in graphene are considered to behave like massless Fermi-Dirac particles their ultrashort dynamics are extremely challenging to be extracted experimentally.

### 1.1 Synopsis of the thesis

The experimental work presented in this thesis is grouped primarily in two segments each addressing certain scientific questions regarding the photophysics of organic polymers (Chap. 4, Chap. 5, Chap. 6, Chap. 7) and graphene (Chap. 8, Chap. 9). The first experimental section addresses different approaches to enhance either light absorption or reduce non-radiative losses within different organic polymer thin films suitable for photovoltaic applications.

In the second part of this thesis a new experimental technique combining ultrafast pulse shaping with leakage radiation microscopy making use of the strong non-linear photoluminescence (NL-PL) signal from graphene is introduced. Photoluminescence and its emission characteristics is used to get further insight into the dynamic of energy transfer from the excitation towards the charge carriers and is a versatile tool to investigate carrier-carrier interactions occurring on ultrafast timescales. In (Chap. 8 and in Chap. 9)
detailed investigations and theoretical modeling of the photoluminescence of graphene are presented. These findings range from the generation to the controlling of the photoexcited radiative and non-radiative emission by characterizing the emission energy, polarization and the influence of the photoluminescence on excitation power and energy [25, 65, 67–72].

Each experimental chapter starts with an short motivation section which introduces the scientific problem to the reader and reviews the current state of knowledge.

The present thesis is composed as follows:

Chapter 2 and Chapter 3 establishes the theoretical and experimental background and is intended as a brief overview about the current state of knowledge.

In Chapter 4 the optical properties of organic semiconductor thin films (MDMO-PPV and P3HT) deposited on nanostructured surfaces are investigated using time-resolved two-photon photoluminescence (PL) microscopy. This chapter is intended to show the possibility to enhance the efficiency of organic photovoltaic devices by nanopatterning of the used substrate. The surfaces consist of parallel metallic or dielectric nanowires forming well-defined arrays on glass substrates. Keeping the nanowire dimensions constant and varying only their spacing from 40-400 nm the range of different types of nanowire-semiconductor interactions is studied. Nanostructured surfaces, when fabricated across large areas, could be used to control film morphologies and to improve energy transport and collection efficiencies in P3HT-based solar cells.

Chapter 5 describes the filling of 3 nm pores in a covalent organic framework (COF) with [6,6]-phenyl-C61-butyric acid methyl ester (PCBM). Since PCBM serves as electron acceptor and the thieno[2,3-b]thiophene-COF (TT-COF) as donor, the architecture of a photoconductive thienothiophene-based covalent organic framework is utilized to overcome one of the major disadvantages of any polymer based solar cell: the short exciton diffusion length within the organic polymer. This chapter describes the chemical generation of the used TT-COF and the the experimental proof that the PCBM completely filled the pores. In the last section of this chapter the working device built out of the nanostructured matrix of TT-COF and PCBM is presented and its efficiency is evaluated as a proof of principle measurement.

In Chapter 6 the results on the optimization of the TiO₂ blocking layer to improve the efficiency of organic and hybrid solar cells is presented. The major aim of the present work is to increase the electrical conductivity within the TiO₂ blocking layer to guarantee for efficient charge carrier transport and separation. This is realized by optimizing the calcination process towards an increase in particle/domain size to increase the unpercolated pathways for charge carriers and to get deeper insight into the morphology of the sol-gel produced films.

In Chapter 7 a hybrid organic solar cell consisting of upright freestanding TiO₂ nanowires embedded in an P3HT thin film is presented. The influence of the fabrication method of the blocking layer on the TiO₂ nanowires to guarantee for efficient charge carrier transport and separation is investigated by time resolved photoluminescence measurements and electrical transport measurements. Differences of morphology and of the constituents of
the blocking layer are investigated by scanning and transmission electron microscopy.

Chapter 8 reports on the strong broadband photoluminescence signal obtained from exfoliated graphene flakes after femtosecond laser excitation on transparent dielectric substrates. Since graphene is a zero gap semiconductor this effect arised completely unexpected by the community in 2010. This non-linear effect could be described by several models presented throughout this chapter.

To gain further understanding and allow for verification of the applied models the influence on the NL-PL intensity and energy of varying excitation energy and power is investigated.

In Chapter 9 the NL-PL from single and few layer graphene based on the findings presented in Chapter 8 is further investigated. Since this effect is explained by two competing models [73–75] the strong photoluminescence of graphene is in the focus of current research. Controlling the excitation of charge carriers within the graphene flake allow for drawing conclusions about the microscopic carrier-carrier interactions. In the course of this section it is shown that the control of the optical excitation of graphene leads to a control over the coupled coherence and the respective population dynamics of charge carriers. Therefore the NL-PL created by chirped broadband femtosecond laser pulses launches surface plasmon polaritons (SPP) in a thin Au-film in the direction of the excitation. These radiative emission generated by the SPPs is detected via leakage radiation microscopy to extract the original spatial distribution of the exciting photoluminescence. The obtained experimental results provide insight into the microscopic polarization and its relaxation dynamics. Positively chirped excitation pulses for which the lower energy of the pulse interacts first with the sample maximizes the NL-PL intensity. The theoretical models applied within this chapter are developed by E. Malic and his co-workers [28, 29, 76, 77] which are in general agreement with the experimental results presented.
2 Previous knowledge and state of the art

This chapter provides theoretical descriptions and previous knowledge useful for the understanding of the presented experiments in the course of this work.

2.1 Solar cells

Based on the photovoltaic effect, which was for the first time experimentally demonstrated by Becquerel in 1839 [1] and 66 years later theoretically explained as the photoelectric effect by Einstein [2] for which he received the Nobel prize in 1921 the first patent of a silicon based solar cell was sent to the US patent office in 1941 by Ohl and co-workers [3] (see Fig. 2.1).

Driven by the wish of extending working time for satellites Chapin and co-workers built the first solar cell based on a p-n junction out of silicon [78]. This is the best known and most built basic concept for solar cells up to present.

The width $W_d$ of the depletion region within the p-n junction is extended by applying a backward bias $-V$ (see Eqn. 2.1). This leads to a more effective charge carrier separation

$$W_d \approx \sqrt{\frac{2\epsilon_r\epsilon_0}{q} \left( \frac{N_A + N_D}{N_A N_D} \right) (V_{bi} - V)}$$

and therefore to an increase of efficiency of the solar cell [79]. Here $N_A$ and $N_D$ is the number of free charge carriers (donor and acceptor) and the relative dielectric permittivity $\epsilon_r$ and the respective vacuum permittivity $\epsilon_0$ and $V_{bi}$ is the built-in voltage between p and
n-type semiconductor. To gain the maximum efficiency of the silicon solar cell device incoming light has to be absorbed completely. Therefore the penetration depth (skin depth) of visible light in silicon has to be taken into account.

The skin depth \( \sigma_{Si} \) is defined as the depth below the surface of the (semi-)conductor at which the current density has fallen to \( 1/e \) with respect to its value \( J_S \) at the surface.

\[
\sigma_{Si} = \sqrt{\frac{2\rho}{\omega\mu}} \tag{2.2}
\]

With the resistivity \( \rho \) and the angular frequency \( \omega \) and \( \mu \) the absolute magnetic permeability.

Fig. 2.2 shows the relatively long skin depth of silicon for visible and infrared light. Since the fabrication of silicon is expensive and energy consuming many different materials and designs where invented within the last two decades to reduce costs and raising efficiency. The dominating types of solar cells can be classified into Silicon [78], III – V [80], thin film chalcogenide [81], amorphous silicon [82], photochemical or dye sensitized [83], organic [84] and the so called multi-junction devices [85], which show efficiencies up to 50% [86].

Organic polymers are cheap, non-toxic, easy to fabricate, printable and have with that unbeatable advantages compared to any other known solar cell material. These material properties have been the driving forces for the development in organic photovoltaic devices raising their efficiency from 10^{-5}\% in the early 70ies to almost 10\% nowadays [87]. Despite this remarkable progress within the last four decades the difference in efficiency of \( \approx 10\% \) to \( \approx 30\% \) compared to silicon and III – V devices (see Tab. 2.1) makes further improvement necessary.

In the course of this work several approaches to improve efficiency of organic and hybrid organic solar cells are presented. These approaches aim on the reduction of the two major disadvantages of organic polymers: The relatively short exciton diffusion length and the high exciton binding energy in most of the polymers used for photovoltaic applications. Increasing efficiency of the organic photovoltaic devices is often realized by increasing the
Table 2.1 Efficiency records of different types of solar cells measured by independent test centers

<table>
<thead>
<tr>
<th>Solar Cell Type</th>
<th>Efficiency [%]</th>
<th>$J_{sc}$ [mA/cm²]</th>
<th>Test Centre (and date)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si (crystalline)</td>
<td>25.0 ± 0.5</td>
<td>42.7</td>
<td>Sandia (3/99)</td>
</tr>
<tr>
<td>Si (multicrystalline)</td>
<td>20.4 ± 0.5</td>
<td>38.0</td>
<td>NREL (5/04)</td>
</tr>
<tr>
<td>Si (thin film)</td>
<td>19.1 ± 0.4</td>
<td>37.8</td>
<td>FhG-ISE (2/11)</td>
</tr>
<tr>
<td>Si (amorphous)</td>
<td>10.1 ± 0.3</td>
<td>29.47</td>
<td>NREL (7/09)</td>
</tr>
<tr>
<td>III-V cells (GaAs thin film)</td>
<td>28.3 ± 0.8</td>
<td>16.75</td>
<td>NREL (8/11)</td>
</tr>
<tr>
<td>Thin film chalcogenide (CIGS cell)</td>
<td>19.6 ± 0.6</td>
<td>34.8</td>
<td>AIST (9/11)</td>
</tr>
<tr>
<td>Photochemical (Dye sens.)</td>
<td>11.0 ± 0.3</td>
<td>21.93</td>
<td>AIST (10/11)</td>
</tr>
<tr>
<td>Organic thin film</td>
<td>10.0 ± 0.3</td>
<td>16.75</td>
<td></td>
</tr>
<tr>
<td>Multijunction (GaInP/GaInAs/Ge)</td>
<td>34.1 ± 1.2</td>
<td>14.7</td>
<td>FhG-ISE (9/09)</td>
</tr>
</tbody>
</table>

amount of absorbed light by scattering from metal nanoparticles within the polymer thin film (see Fig. 2.3(a)).

Different solar cell designs [6] to enhance light absorption in the surrounding polymer are shown in Fig. 2.3. Here Fig. 2.3 a) shows a polymer film with randomly distributed metal nano-spheres serving as multiple scatterer for the incoming light. Subsequently the optical path within the polymer is extended while keeping the polymer film thickness constant. Additionally the strong plasmonic enhancement of the electrical field around the metal nanostructures can be used to transfer energy from the incoming light into the polymer (see Fig. 2.3(b) and [6]). Nanopatterning of the used substrate is another promising tool to enhance light absorption within the organic polymer (see chapter 4). This approach increases exciton diffusion length by extending the unpercolated pathways for electrons due to ordering of the molecules (see Fig. 2.3(c)) within the polymer film.

![Fig. 2.3 Different approaches to enhance light absorption in the surrounding polymer (adopted from [6]).](image)

One approach to overcome the disadvantage of the short exciton diffusion length in PCBM is presented in Chap. 5. In this work it is shown that by filling the nanometer sized pores of a COF-system the charge carrier separation is drastically enhanced in comparison to thin film and blend devices.
2.2 Shaping of femtosecond laser pulses

2.2.1 Properties of light in media

To give deeper insight into the presented experimental results and techniques some calculations regarding the way light travels through media are described in this section. The mathematical descriptions presented in the following are mainly based on [88–90].

Group velocity

The group velocity $v_g$ of a wave through a medium is defined as the inverse of the derivative of the wavenumber with respect to angular frequency:

$$v_g \equiv (dk/d\omega)^{-1} \tag{2.3}$$

With $k = \omega n(\omega)/c_0$ $dk/d\omega$ is expressed by:

$$\frac{dk}{d\omega} = n + \omega \frac{dn}{d\omega} \tag{2.4}$$

By plugging this into Eqn. 2.3 the group velocity reads:

$$v_g = \frac{c_0/n}{1 + \omega/ndn/d\omega} = \frac{v_{\text{phase}}}{1 + \frac{\omega}{n} \frac{dn}{d\omega}} \tag{2.5}$$

The refractive index $n(\omega)$ depends on the wavelength the group velocity is calculated in terms of the vacuum wavelength $\lambda_0$. Therefore Eqn. 2.5 can be rewritten:

$$\frac{dn}{d\omega} = \frac{d}{d\lambda_0} \frac{dl_\lambda_0}{d\omega} \tag{2.6}$$

From there it follows for $v_g$:

$$v_g = \frac{c_0}{n}(1 - \frac{\lambda_0}{n} \frac{dn}{d\lambda_0}) \tag{2.7}$$

From the presented equations it becomes clear that the propagation speed of light through a medium strongly depends on the wavelength dependent refractive index $n(\omega)$. In the experiments presented in Chap. 8 and in Chap. 9 the laser pulse characteristics are tuned on femtosecond timescales by modulating the refractive index within the spatial light modulator (SLM). For experimental details see Chap. 3. In the following the group velocity dispersion (GVD) and group delay dispersion (GDD) are introduced for describing the Fourier transform pulse shaping (FT-PS) technique presented in Chap. 3.

2.2.2 Group velocity dispersion

To create ultrashort laser pulses every optical element and its influence on the group velocity by its characteristic refractive index has to be taken into account. This is extremely sensitive, due to the fact that the refractive index of every known material depends on the wavelength. The group velocity dispersion (GVD) describes the propagation speed of light through media for different wavelength. Since an ultrafast laser pulse has a huge spectral bandwidth, due to the Fourier transform limit it is an important issue for every ultrafast experiment. The effect of a linear, passive optical device (lenses, prisms, etc.) on
2.2 Shaping of femtosecond laser pulses

Medium/Device: $H(\omega)$

Fig. 2.4 Light properties are changed by traveling through medium or device. $\tilde{E}_{\text{in}}$ describes the electrical field of the incoming Gaussian laser pulse, while $\tilde{E}_{\text{out}}$ describes the respective electrical field after being influenced by the medium described by $H(\omega)$.

A optical pulse is to multiply the frequency-domain field by a transfer function:

$$\tilde{E}_{\text{out}}(\omega) = H(\omega)\tilde{E}_{\text{in}}(\omega)$$  \hspace{1cm} (2.8)

While the transfer function $H(\omega)$ can be described by:

$$H(\omega) = e^{(-\alpha(\omega)L)}e^{-i\phi_H(\omega)}$$  \hspace{1cm} (2.9)

The wave of the incoming and outgoing electrical fields $\tilde{E}_{\text{in}}(\omega)$ and $\tilde{E}_{\text{out}}(\omega)$ can also be described by $E(\omega) = S(\omega)\exp[-i\phi(\omega)]$. By plugging in the field functions into Eqn. 2.8, the spectral phase of the output light will be:

$$\phi_{\text{out}}(\omega) = \phi_H(\omega) + \phi_{\text{in}}(\omega)$$  \hspace{1cm} (2.10)

The phase due to a certain medium with length $L$ is defined as:

$$\phi_H(\omega) = k(\omega)L$$  \hspace{1cm} (2.11)

For a mathematical description of the dispersion of light in media the $k$-vector is expanded in a Taylor series:

$$k(\omega)L = k(\omega_0)L + k'(\omega_0)[\omega - \omega_0]L + \frac{1}{2}k''(\omega_0)[\omega - \omega_0]^2$$  \hspace{1cm} (2.12)

Here the second order term $k''(\omega) = \frac{d}{d\omega}[\frac{1}{v_g}]$ describes the dispersion of the group velocity (GVD). This means that the group velocity will be different for different frequencies within the laser pulse while propagating through a medium.

A more convenient expression for the GVD is again in terms of wavelength. Taking into account that $\frac{d\lambda_0}{d\omega} = -\frac{\lambda_0^2}{2\pi c_0}$ and with that $\frac{d}{d\omega} = \frac{d\lambda_0}{d\omega} = \frac{d\lambda_0}{d\omega} \frac{d}{d\lambda_0} = -\frac{\lambda_0^2}{2\pi c_0} \frac{d}{d\lambda_0}$ and Eqn. 2.7 one get for the GVD:

$$k''(\omega_0) = \frac{\lambda_0^3}{2\pi c_0^2} \frac{d^2n}{d\lambda_0^2}$$  \hspace{1cm} (2.13)

The group delay dispersion is defined as the $GVD \cdot L$, which leads with Eqn. 2.13 to:

$$\frac{d}{d\omega}[\frac{1}{v_g}] \cdot L = k''(\omega)L$$  \hspace{1cm} (2.14)

From Eqn. 2.11 and Eqn. 2.12 it becomes clear that the phase $\phi$ of the pulse within the optical medium holds:
\[ \phi_H(\omega) = \phi_{H0} + \phi_{H1}(\omega - \omega_0) + \frac{\phi_{H2}(\omega - \omega_0)^2}{2!} + \ldots \] (2.15)

Eqn. 2.15 clearly shows that the phases for light propagating through optical media add a dispersive pulse broadening is unavoidable.

### 2.2.3 The transform-limited pulse

The duration of a transform-limited pulse (TLP) is completely determined by the inverse value of its spectral width \( \delta \omega_{\text{rms}} \). This pulse is the shortest possible pulse without applying changes to phase or frequency of the pulse. For the following calculation a model pulse described by the complex amplitude \( A_0(t) \) by the real envelope \( \rho_0(t) \) and a phase \( \phi_0(t) \) [88] is used.

\[ A_0(t) = \rho_0(t)e^{i\phi_0(t)} \] (2.16)

The pulse duration is defined as a root-mean-square (RMS) value

\[ \tau_{\text{rms}} = \left[ \overline{t^2} - (\overline{t})^2 \right]^{\frac{1}{2}}. \] (2.17)

While

\[ \overline{t^n} = W_0^{-1} \int_{-\infty}^{\infty} t^n |A_0(t)|^2 dt, n = 1, 2, 3, ... \] (2.18)

with the pulse-energy \( W_0^{-1} = \int_{-\infty}^{\infty} |A_0(t)|^2 dt \)

The spectral width of the pulse is described in a similar way:

\[ \Delta \omega_{\text{rms}} = [\overline{\omega} - (\overline{\omega})^2]^{\frac{1}{2}}. \] (2.19)

While

\[ \overline{\omega^n} = W_0^{-1} \int_{-\infty}^{\infty} \omega^n s_0(\omega) d\omega, n = 1, 2, 3, ... \] (2.20)

with the spectral density of the pulse \( s_0(\omega) \):

\[ s_0(\omega) = 2\pi |A_0(\omega)|^2 = (2\pi)^{-1} \left| \int_{-\infty}^{\infty} A_0(t)e^{-i\omega t} dt \right|^2 \] (2.21)

The duration \( \tau_{\text{rms}} \) of the pulse and its spectral bandwidth \( \Delta \omega_{\text{rms}} \) are related as:

\[ \tau_{\text{rms}} \Delta \omega_{\text{rms}} = K \geq \frac{1}{2}. \] (2.22)

In case that the pulse duration \( \tau_{\text{rms}} \) is completely determined by the inverse of the spectral width \( \Delta \omega_{\text{rms}} \). For transform limited pulses the constant \( K \approx 1 \).

The used laser system provides Gaussian pulses with the following envelope:

\[ \rho(t) = \rho_0 \exp(-t^2/2\tau_0^2) \] (2.23)

It holds for a Gaussian pulse at the transform limit \( K = \frac{1}{2} \).

The half-width of the pulse length at the exp\(^{-1}\) point of the intensity is equal to \( \tau_0 = \sqrt{2} \tau_{\text{rms}} \), while \( \tau_0 \) is related to the pulse length at half-width \( \tau_\frac{1}{2} \) by \( \tau_\frac{1}{2} = 2\sqrt{\ln 2}\tau_0 \).
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For a Gaussian pulse the pulse duration is described by:

\[ \tau_0 \Delta \omega_0 = 2, \tau_1 = 2 \ln 2 \]  (2.24)

Assuming now a Gaussian pulse which phase varies in time quadratically.

\[ \rho_0(t) = -\alpha_0 t^2 / 2 \]  (2.25)

This pulse is called phase modulated (PM). The quadratic dependence of the phase on time leads to an linear rate of frequency modulation \( \alpha_0 \) in time.

\[ \delta \omega(t) = \omega(t) - \omega_0 = d\rho_0(t)/dt = -\alpha_0 t \]  (2.26)

The frequency modulation (FM) described in Eqn. 2.26 is called linear chirp. Controlling the chirp of the optical pulse can be realized by the use of pulse shaping techniques in combination with a spatial light modulator.

2.2.4 Femtosecond polarization pulse shaping

In the course of this work computer-controlled femtosecond polarization pulse shaping technique was applied to control intensity, momentary frequency, and light polarization in time [91–95]. The influence of chirping the excitation laser pulses on the charge carrier recombination dynamics is presented in Chap. 9.

2.2.5 Chirped laser pulses

This section includes a mathematical description of the influence of positive and negative chirp [89] on the pulse characteristics based on the work of Piredda et al. [96].

Each single frequency component of the optical field can be expressed as negative time-exponentials

\[ \hat{f}(\omega) = \hat{f}_0(\omega) \exp\left[i(kr - \omega t)\right] \]  (2.27)

The SLM adds a positive spatial phase \( \varphi(\omega) \) to the pulse phase. This phase corresponds to the term \( \exp(ikr) \), which is equal to \( \exp \varphi(\omega) \). This leads to

\[ \hat{f}(\omega) = \hat{f}_0(\omega) \exp\left[i(\varphi(\omega) - \omega t)\right] \]  (2.28)

The integral over each single-frequency component represents the pulse in time domain

\[ f(t) = \int_{-\infty}^{\infty} \hat{f}_0(\omega) \exp\left[i\varphi(\omega)\right] \exp(-i\omega t) d\omega \]  (2.29)

and is the well known Fourier transform.

Since the pulse spectrum is centered around \( \omega_0 \) it holds for \( \hat{f}_0(\omega) = \hat{g}_0(\omega - \omega_0) \) and \( \varphi(\omega) = \psi(\omega - \omega_0) \):

\[ \psi(\omega - \omega_0) = \hat{C}(\omega - \omega_0)^2 \]  (2.30)

\[ \hat{g}_0(\omega - \omega_0) = \exp\left[\frac{(\omega - \omega_0)^2}{\Delta \omega^2}\right] \]  (2.31)
The pulse phase in the time domain will be then

\[ \eta(\omega) = \exp\left(-iCt^2 - i\omega_0 t\right) \]  

(2.32)

where \( C \) has the same sign of \( \hat{C} \).

Therefore

\[ f(t) = g(t) \exp\left(-iCt^2 - i\omega_0 t\right) = g(t) \exp[-i\eta(t)] \]  

(2.33)

The instantaneous frequency is

\[ \omega_{\text{inst}}(t) = \frac{d\eta(t)}{dt} = \frac{d}{dt}(Ct^2 + \omega_0 t) = 2Ct + \omega_0 \]  

(2.34)

For positive chirp \( C > 0 \) the following values are extracted Tab. 2.2

<table>
<thead>
<tr>
<th>Case</th>
<th>frequency sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>for ( t &lt; 0 )</td>
<td>( \omega_{\text{inst}} &lt; \omega_0 ) (red shift)</td>
</tr>
<tr>
<td>for ( t &gt; 0 )</td>
<td>( \omega_{\text{inst}} &gt; \omega_0 ) (blue shift)</td>
</tr>
</tbody>
</table>

\[ \text{Fig. 2.5} \] Theoretical evaluated chirped Gaussian laser pulses like described in Sec. 2.2.5 keeping the overall fluence constant.

2.2.6 Compressing the pulse

Since every optical element adds a certain chirp to the pulse the whole system has to be corrected for this issue to guarantee for reproducible results. The compensation of second-order dispersion in femtosecond can be realized by the use of dispersive elements, like gratings [97,98] or prisms [99–101] or the combination of both [102] or alternatively by the use of chirped mirrors [103,104] or simply by the use of a Michelson interferometer [105].
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2.2.7 Bloch equations for semiconductors

The optical response upon coherent excitation, such as laser sources of semiconductors can be described by the Bloch equations for semiconductors (SBE). These equations are based on quantum theory and form a closed set of integro-differential equations [89,106–109]. The SBEs are named after the structural analogy to the optical Bloch equations that describe the excitation dynamics in a two-level atom interacting with a classical electromagnetic field. As the major difference with respect to the atomic approach, the SBEs must address the many-body interactions resulting from Coulomb force and scattering among charges and the phonon induced coupling of lattice vibrations and electrons, since the optical properties of semiconductors are determined by conduction and their respective uppermost valence bands. Since the SBEs include systematically many body effects within the semiconductor they are one of the most sophisticated and successful approaches to describe optical properties of semiconductors based on the classical description of light-matter interaction. The equations presented in this section are mainly based on the work of Lindberg and co-workers [106], since the influence of high and low power optical excitation on the relaxation dynamics is discussed within this work.

The Hamiltonian reads:

\[ H = \sum_k \epsilon_c(k) a_{c,k}^\dagger a_{c,k} + \sum_k \epsilon_\nu(k) a_{\nu,k}^\dagger a_{\nu,k} + V. \]  

(2.35)

The energies \( \epsilon_c(k) \) and \( \epsilon_\nu(k) \) are defined for a single electron in the lattice and the respective Coulomb interaction term \( V \). The interaction of the exciting electric field is most often described by the rotating wave approximation [106], while it is assumed that the number of charge carriers is conserved within the band. The resulting equations of motion for the two expectation values for electrons and holes:

\[ \langle a_{k}^\dagger a_k \rangle = n_{e,k}, \]  

(2.36)

\[ \langle b_{-k}^\dagger b_{-k} \rangle = n_{h,k}. \]  

(2.37)

The expectation value for the microscopic polarization of the medium reads

\[ \langle a_{k}^\dagger b_{-k}^\dagger \rangle = p_k^*. \]  

(2.38)

While the first two expressions represent the population of electrons and holes within the band at certain k-values the third (microscopic polarization) becomes macroscopic because of the applied external electric field. By solving the Hamiltonian equation of motion:

\[ \frac{\partial}{\partial t} \langle A \rangle = -i tr([A, H_{\text{tot}}] \rho), \]  

(2.39)

based on Eqn. 2.35 one gets the time dependent coherent parts of the equation of motion, like described in [106]. This equations consider only the macroscopic expectation values, which translates to the diagonal matrix elements of the density matrix leading to an
effective Hamiltonian $H_{\text{eff}}$ considering coherent excitation and scattering as well leading to the effective Bloch equations:

$$\frac{\partial}{\partial t} p^*_{k,\text{coh}} = \imath \left[ \epsilon^s_k + \epsilon^h_k - \sum_{q \neq 0} V(q)(n_{e,k+q} + n_{h,k+q}) \right] p^*_{k} - \imath \mu^*_{k} E^*_{s}(t) + \sum_{q \neq 0} V(q)p^*_{k+q} \times (1 - n_{e,k} - n_{h,k}),$$

(2.40)

$$\frac{\partial}{\partial t} n_{e,k,\text{coh}} = -2\text{Im} \left[ \mu_k E(t) + \sum_{q \neq 0} V(q)p_{k+q} \right] p^*_{k},$$

(2.41)

and

$$\frac{\partial}{\partial t} n_{h,k,\text{coh}} = \frac{\partial}{\partial t} n_{e,k,\text{coh}}$$

(2.42)

Since no scattering contributes in Eqn. 2.40 to Eqn. 2.42 holds for all $k$ values:

$$n_{h,k,\text{coh}} - n_{e,k,\text{coh}} = 0$$

(2.43)

In the work of Lindberg et al. [106] the coherent optical excitation of semiconductors in relation to high and low power regime is discussed and the influence on the Bloch equations for semiconductors is calculated.

It is worth noting that the resulting PL-intensity can be calculated either by the knowledge of $p$ or $n$. Based on the finding presented in this section the graphene Bloch equations have been extracted by our cooperation partners Ermin Malic and his group [28, 29, 72, 76, 77, 110, 111]. The resulting theoretical approach to explain charge carrier excitation and relaxation mechanisms is used within the presented experimental results in Chap. 9.

2.2.8 Graphene Bloch equations

Based on the findings in Sec. 2.2.7 the following set of equations is evolved by our cooperation partners from the group of Prof. Malic. Further details can be found in [112]. The dynamics of the microscopic polarization $p_k(t)$, is evaluated within graphene Bloch equations describing the coupling to the carrier occupation $\rho^\lambda_{k}(t)$ in conduction and valence band ($\lambda = c, v$), and to the phonon population $n^j_{q}(t)$ at the phonon momentum $q$ for different optical and acoustic phonon modes $j$ [76].

Based on the Hamilton operator $H = H_0 + H_{c-f} + H_{c-c} + H_{c-ph}$ accounting for the non-interacting contribution $H_0$, the semi-classical electron-field coupling $H_{c-f}$, the electron-phonon $H_{c-ph}$, and the electron-electron interaction $H_{c-c}$, the dynamics of the quantities of interest $O(t) = p_k(t), \rho^c_k(t), n^c_q(t)$ is determined using the Heisenberg equation of motion:

$$i\hbar \frac{d}{dt} O(t) = [O(t), H].$$

(2.44)

For the contribution to the Hamilton operator $(H_0 + H_{c-f})$ excluding the many-particle interactions, the evaluation of the commutator in Eq. (2.44) directly yields

$$\frac{d}{dt} \rho^c_k(t) = -\imath \left[ 2v_F k - \Omega^c_{k}(t) \right] p_k(t),$$

(2.45)

$$\frac{d}{dt} p_k(t) = -\imath \left[ 2v_F k - \Omega^c_{k}(t) + \Omega^v_{k}(t) \right] p_k(t) - \imath \Omega^c_{k}(t) \left[ \rho^c_k(t) - \rho^v_k(t) \right],$$

(2.46)
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where \( v_F \) denotes the carrier velocity and \( \Omega_{\lambda k}(t) = i \frac{e_0}{m_0} M_{\lambda k} \cdot \mathbf{A}(t) \) describes the coupling between the carrier system and an external optical excitation represented by its vector potential \( \mathbf{A}(t) \). Here, \( e_0 \) (\( m_0 \)) is the free electron charge (mass) and \( M_{\lambda k} \) is the electron-field matrix element [76].

Applying the correlation expansion and second-order Born-Markov approximation for the many-particle interactions \( H_{c-ph} \) and \( H_{c-c} \), the equations obtain additional contributions and can be solved numerically. For further details see [76,112].

\[
\frac{d}{dt} \rho_k(t) = -\gamma_k(t) \rho_k(t) + \mathcal{U}_k(t), \tag{2.47}
\]

\[
\frac{d}{dt} \rho_{\lambda k}^\lambda(t) = \Gamma_{\lambda k}^{\lambda in}(t) \left[ 1 - \rho_{\lambda k}^{\lambda}(t) \right] - \Gamma_{\lambda k}^{\lambda out}(t) \rho_{\lambda k}^\lambda(t), \tag{2.48}
\]

\[
\frac{d}{dt} n_{jq}(t) = \Gamma_{jq}^{em}(t) \left[ n_{jq}(t) + 1 \right] - \Gamma_{jq}^{abs}(t) n_{jq}(t), \tag{2.49}
\]

The numerical solution of Eqs. (2.45-2.49) gives access to the coupled photo-excitation-induced dynamics of the microscopic polarization, carrier occupation, and phonon population resolved time, momentum, and angle.

\[
\dot{\rho}_k(t) = -\left[ iv_F k + \gamma_k(t) \right] \rho_k(t) + \Omega_k \Delta \rho_k(t) + \mathcal{U}_k(t), \tag{2.50}
\]

where the driving term is the Rabi frequency \( \Omega_k = \frac{e_0}{m_0} M_k \cdot \mathbf{A}(t) \) with the electronic charge \( e_0 \), mass \( m_0 \) and Fermi velocity \( v_F \). The dynamics of the microscopic polarization depends on \( \Delta \rho_k(t) = \rho_k^c(t) - \rho_k^v(t) \), expressing the difference between the carrier occupations in the conduction and the valence band. Furthermore, the dynamics couples to ultrafast carrier scattering via diagonal dephasing:

\[
\gamma_k(t) = \frac{1}{2} \sum_{\lambda k} \Gamma_{\lambda k}^{in}(t) + \Gamma_{\lambda k}^{out}(t) \tag{2.51}
\]

and off-diagonal \( \mathcal{U}_k(t) \) dephasing, where \( \Gamma_{\lambda k}^{in/out}(t) \) describe time-, momentum-, and angle-dependent carrier scattering rates [76].
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In this chapter the used measurement techniques are presented. At first the layout of each experiment is presented, while in the second part of the chapter time resolved measurement techniques are described in detail. In individual parts of this chapter a full overview about the used combination of a homebuilt inverted confocal laser scanning microscope (CLSM) and time correlated single photon counting (TCSPC) and ultrafast pulse shaping (UPS) is given.

3.1 Setup

The main part of the used setup is a inverted optical microscope. This CLSM (based on a Nikon Eclipse TE2000 platform) is used in epi/inverted-geometry (see Fig. 3.1), which allows for detecting exclusively light from a single plane. Here, a single infinity corrected microscope objective (Nikon CFI Plan Apo VC 60x NA 1.4) having sufficient transmission in the near infrared (IR) spectral region is used to excite and collect the optical response of the sample. The collimated laser beam (black line in Fig. 3.1) is reflected by a beamsplitter or a dichroic mirror and is focused onto the sample surface. The emitted light from the sample is collected by the same objective, reflected at the beamsplitter and focused by a second lens on a pinhole in front of the detector. The microscope is equipped with a piezo scan stage (Physik Instrumente PI-P-517.3) which allows for rastering the sample through the fixed focus within a range of 10000µm².

Fig. 3.1 The collimated laser beam is reflected by a beamsplitter and focused onto the sample surface. The emitted light from the sample is collected by the same objective, reflected at the beamsplitter and focused by a second lens on a pinhole in front of the detector (adopted from [113]).
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The pulsed laser, which excites the optical response of the sample is a Ti:Sa oscillator (Coherent MIRA) optically pumped by a frequency doubled (532nm) Nd:YAG (Verdi V10) laser (cf. Fig. 3.2). This system creates 150fs laser pulses at a tunable center wavelength $\lambda$ between 760 – 900nm at a repetition rate of 76 MHz.

![Diagram](image)

**Fig. 3.2** This figure shows an illustration of the setup used for TCSPC experiments and confocal studies. A Ti:Sa oscillator provides femtosecond laser pulses which pump either a photonic crystal fiber to generate a white light continuum or can be used directly to excite the sample. Both beams can be used at the same time or in single pulse experiments. The detection allows for recording spectra via the monochromator and the CCD camera while the APD allows for time resolved intensity measurements.

**Avalanche Photo Diode**

An avalanche photo diode (APD) is a silicon based diode consisting of a n-p junction sandwiching an area free of charges (depletion region). The operation principle of an APD is based on the conversion of the energy of photons into free charge carriers in the semiconductor bulk and their further multiplication via the process of impact ionization.
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The basic element of the structure is the p-n junction. By reverse biasing this junction a volume is created where all charges drift towards their respective electrodes (depletion region). In an APD the charge carriers traversing this region acquire enough energy by the very high electric field ($>10^5$ V/cm) to produce electron-hole pairs by impact ionization and with that an avalanche (avalanche breakdown) of electrons and holes moving towards the electrode. These current pulses are then detected in an external circuit. To achieve the gain needed for single photon detection the APD (MPD PDM) is operated with a reverse voltage above its breakdown voltage. This leads to a gain factor up to $10^6$ on very short timescales. Since an extremely uniform field distribution over the sensitive area of the detector is necessary to reduce the noise level the biggest area available commercially is $2.5\, \text{cm}^2$ \cite{115} up to present.

Charged Coupled Device

The Charged Coupled Device invented 1970 by Boyle et al. \cite{116, 117} is a well known semiconductor device for imaging technology. The photo-active region of this detector type consists of small transistors mostly out of silicon, which accumulate charges proportional to the light intensity by applying an electrical field. This trapped charges within each transistor are then transport towards an contact electrode by sequentially pulsing this electric field. Nowadays many different designs and architectures for different applications are commercially available.

To reduce the dark current generated by thermal electrons within the conductive layer the CCD device (Andor Newton & IDUS open electrode) is thermo-electrically cooled by a Peltier element to $\approx -70^\circ$ Celsius. This camera is mounted on a spectrometer (Shamrock 300i) consisting of different gratings to balance detection sensitivity and resolution for each application.

Detection Sensitivity

To estimate the detection sensitivity of the utilized experimental setup the transmission throughout the whole system is measured utilizing the white light source described in Fig. 3.2. Afterwards the optical transmission of every single element in the beam path is measured separately to extract its influence on the detected signals. The detection
sensitivity is mainly influenced by the quantum efficiency (see Fig. 3.3 a)) of the detection device (APD or CCD-camera) and by the beam splitter located directly underneath the microscope objective as depicted in Fig. 3.1.

![Fig. 3.4](image)

**Fig. 3.4** (a) Shows the spectral modulations of the used setup caused mainly by the beam splitter. The gray shaded region is the most used detection range. To obtain reliable results the signal was corrected with the shown parameters ((b)(c)).

The resulting correction factor for the system is shown in Fig. 3.4. The resulting factor calculated by the quotient of the transmitted intensity with and without the losses of the setup is used throughout the presented experiments in the course of this work to correct the detected signals.

### 3.1.1 Leakage radiation detection and Back-focal plane imaging

Leakage radiation microscopy [118, 119] detection together with back-focal plane (BFP) imaging [120–122] was utilized to investigate the carrier relaxation with momentum \((k_x, k_y)\) resolution in the presented experiments (see Chap. 9).

An emitter placed on a thin metal film can relax by launching propagating surface plasmons polaritons (SPPs). These SPPs are electromagnetic modes bound to the interface between the metal and the adjacent dielectric. In the present configuration two SPP modes are distinguished: The lower plasmon between the gold film and the glass substrate and the upper plasmon between gold film and an effective medium formed by the dielectric spacer layer and air. Due to momentum mismatch both SPPs can not couple directly to photons in the respective dielectric medium. Due to the larger refractive index of glass as compared to that of the dielectric spacer layer / air side, the upper plasmon, on the other hand, can couple to photons in the glass. This process is termed leakage radiation. For momentum conservation \(k_{SPP}\) has to match the in-plane photon momentum \(k_{||}\) leading to the resonance condition

\[
k_{SPP} = k_{||} = \frac{2\pi}{\lambda} \sin \theta.
\]

As the result, leakage radiation is emitted into the lower halfspace at a certain angle \(\theta\) that is determined by the frequency of the light emitted by the source and the SPP dispersion relation [123].

The angular distribution of emission can be visualized by imaging the BFP of the microscope objective. The resulting pattern directly reveals the intensity distribution with respect to photon momentum \(k_{||,x}, k_{||,y}\) and hence \((k_{X,SPP}, k_{Y,SPP})\) (Fig. 3.5).

For an in-plane dipolar emitter the resulting image shows two arc-like features in the direction of the oscillating dipole that can be calculated according to [124]:
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\[ I(\mathbf{k}_{||}, \varphi) = I_0 \frac{\cos^2 (\varphi - \Phi)}{(| \mathbf{k}_{||} - k_{\text{SPP}} |^2 + (2L_{\text{SPP}})^2)^2}. \] (3.1)

Where \( L_{\text{SPP}} \) is the plasmon propagation length and \( \Phi \) represents the orientation of the emitting in-plane dipole.

Eqn. 3.1 also quantitatively describes emission from extended structures as has been shown for quasi-one dimensional single-walled carbon nanotubes [120]. Unpolarized emission can then be represented by the sum of the emission patterns of two orthogonal in-plane dipoles leading to a ring of uniform intensity.

A more detailed description of the underlying experimental technique can be found elsewhere [125].

3.2 Ultrafast experiments

In this section the used ultrafast experimental techniques are introduced. The presented methods provide picosecond and femtosecond time resolution. In the course of this work Time Correlated Single Photon Counting and Ultrafast Pulse Shaping experiments were carried out.

3.2.1 Time correlated single photon counting

Time correlated single photon counting (TCSPC) is a very sensitive technique to measure fluorescent lifetimes with picosecond time resolution (presented description based on [126]). The TCSPC measurement, which was conceived in 1961 by Bollinger and Thomas [127] relies on the concept that the probability distribution for emission of a single photon after
an periodic excitation can be monitored by plotting intensity against time distribution of all the photons emitted as a result of the excitation. By sampling the single photon emission after a large number of excitation flashes, the experiment constructs this probability distribution.

![Diagram of experimental setup](image)

**Laser excitation:**
- $P = 0.04 - 10$ mW
- $\lambda_{ex} = 700 - 920$ nm
- $f_{rep} = 78$ MHz
- $t_{pulse} = 150$ fs

**Fig. 3.6** Optical beam path and electronic of the used TCSPC setup. A femtosecond laser excites events at the sample, which are detected by the ultrafast electronic and statistically post-processed to extract for the evolution of each event in time (see text).

Ideally one fluorescence photon is observed every few hundred excitation laser pulses. The working principle is depicted in 3.7, while the layout of the optical beam path is visible in 3.6.

A single photon pulse creates a significant amplitude jitter (gain-noise) in all high gain detector, due to the random amplification process inside the device. The big advantage of the TCSPC-method compared to the analog red-out of high gain detectors is the effective suppression of this jitter, since photon counting is free of gain- and electronic noise as long as the noise amplitude is smaller than the photon-amplitude. Further technical and experimental details can be found elsewhere [113, 126, 128].
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Fig. 3.7 Working principle of the TCSPC detection method consisting of a fast detector (MPD-PDM) and a digital circuit [126] for the readout (a). The detection device (MPD-PDM) is triggered by the TTL-pulses generated by the laser system. The time distributed photons are then used to resemble the original waveform utilizing a software applying the likelyhood event approach (see text).

3.2.2 Grating-based 4f pulse shaper

In this section the experimental techniques for Fourier transform pulse shaping (FT-PS) are explained. The creation of focused laser pulses at the sample consisting of a certain and controlled pulse duration requires detailed knowledge about the laser pulse with respect to phase, spectrum and intensity.

The zero dispersion line

In 1983 Froehly [129] and co-workers introduced a new design for a pulse shaper, the zero dispersion line or 4f-shaper, a particular form of a spectrometer composed of two diffraction gratings and two lenses arranged in a 4f set-up. The detection device is replaced by a mask (see Fig. 3.8). Each spectral component is angularly dispersed by the first grating, then focused to small diffraction spots in the Fourier plane by the first lens. Thus, in this plane, all the spectral components are spatially separated and focused. Then a second combination of lens and grating allows for the recombination of all the frequencies into a single collimated beam. If nothing would have been placed in the Fourier plane then the device is dispersion free (zero dispersion, (see Fig. 3.8 a)) due to the symmetry of the system.
3 Experimental details

Fig. 3.8 Basic layout of the optical beam path used for Fourier-transform pulse shaping is depicted in a). The influence of negative chirp on the time evolution of the created pulse is shown in b), while the complementary phase function (positive chirp) is visualized in c).

Spatial light modulator

The used spatial light modulator (CRI SLM 128 Dual Mask) use one horizontal row of 128 nematic liquid crystal (LC) pixel to alter the phase or the polarization state of the laser pulse. Each pixel has a height of 5 mm and a pitch of 1 mm. The gap between each pixel is 2 μm wide. The SLM is placed directly in the Fourier-plane of the zero dispersion line to influence the pulse characteristics Fig. 3.8 in phase and amplitude. The molecules within the LC pixels are free to diffuse and are randomly distributed as in a liquid, but still maintain their long-range directional order (nematic), which is essential

Fig. 3.9 Layout of the beam path used for pulse shaping experiments depicted in a). The femtosecond laser pulse is dispersed at a grating and send to the LC masks of the SLM. There the pulse is modified (see text) and resembled at a second grating. A zero dispersion line composed of two gratings and two lenses of focal length f, arranged in a 4f set-up. In the Fourier plane FP, all the spectral components are spatially separated and focused. [92,94].
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for tuning the refractive index in every SLM pixel electrically along the axis parallel to the incoming light, while the orthogonal axis remains unchanged. By applying an electric field the refractive index along this axis can be tuned and with that group velocity \( v_g \) for light at a certain wavelength within each pixel.

In the used SLM (CRI SLM-128) two of such LC-masks are mounted orthogonal to each other enclosing 45° with respect to the polarization of the incoming laser pulse.

This configuration allows for tuning phase and amplitude of the pulses at once. By equally addressing both masks by the control software the device can be used to modulate the phase only and create light of arbitrary polarization.

The influence of the applied phase function to the SLM masks on the pulse characteristic can be seen in Sec. 2.2.6. While the phase acquired by each frequency component of the pulse traveling through the SLM decreases with an increase of the LCM drive level. The used laser source is a Ti:Sa oscillator providing 150 fs pulses at a repetition rate of 76 MHz Fig. 3.9. To improve the temporal resolution of the experiments presented in Chap. 9 a single mode optical fiber was pumped by the fundamental of this laser system.

By pumping a single mode optical fiber the spectral bandwidth is increased leading to pulse duration of \( \approx 25 \) fs due to the formalism presented in Sec. 2.2.3.

3.2.3 Multiphoton intrapuls interference phase scans

To calibrate the experimental system used for the investigation of charge carrier dynamics in graphene (Chap. 9) Multiphoton intrapuls interference phase scans (MIIPS) were carried out. MIIPS is a method that combines iterative spectral phase characterization and compensation and has proven to be very well suited for optical microscopy experiments using femtosecond lasers in combination with a pulse shaper [91, 98, 99, 130, 131]. MIIPS takes advantage of the influence that phase modulation has on the probability of nonlinear optical processes at specific frequencies [132,133]. In the presented experiments the second harmonic generation (SHG) from \( \text{Fe}_2(\text{IO}_3)_3 \) [134] is used to perform MIIPS. Nanocrystals of \( \text{Fe}_3(\text{IO}_3)_3 \) on glass served as reference sample material.
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**Fig. 3.10** Unit cell of the hexagonal \( \text{Fe}_2(\text{IO}_3)_3 \) crystals utilized for SHG generation in Chap. 9.

Within this material the second-order susceptibility \( \chi^{(2)} \) is non-zero [89]. Assuming the exciting electric field strength of the laser as:

\[
\hat{E}^2 = E e^{i\omega t} + c.c. \tag{3.2}
\]
3 Experimental details

After excitation of the Fe$_2$(IO$_3$)$_3$ the non-linear polarization within the crystal is described by:

\[
\hat{P}^{(2)}(t) = 2\varepsilon_0\chi^{(2)} E E^* + (\varepsilon_0\chi^{(2)} E^2 e^{i2\omega t} + c.c.)
\] (3.3)

From Eqn. 3.3 it becomes clear that the second order polarization has a contribution at $2\omega$. This instantaneous process is used to measure the MIIPS traces depicted in Fig. 3.11. For further details on SHG see [89]. Since MIIPS is not based on autocorrelation between two events, no overlapping of beams in time or space is required. A series of calibrated reference phase functions are introduced, and the SHG spectrum resulting from each one is collected. The two-dimensional data (spectra vs phase parameter (Fig. 3.11)) contain enough information for an accurate phase retrieval. The calibrated reference function $\phi_{MIIPS}(\omega)$ is scanned across the spectrum of the laser pulse to reveal the unknown phase $\phi(\omega)$ of the pulse at the position of the sample. In general $\phi(\omega)$ is determined by the phase of the laser output, the 4f shaper and the dispersion of the optical elements such as the high NA objective, other lenses and filters. It has been shown that the second-harmonic-generation (SHG) spectrum resulting from the total phase $\Phi(\omega) = \phi(\omega) + \phi_{MIIPS}(\omega)$ that peaks for vanishing second derivative of $\Phi(\omega) \to 0$ can be used to retrieve $\phi(\omega)$ with high accuracy [130].

Fig. 3.11 Iterative pulse optimization using MIIPS. SHG spectra recorded for Fe$_2$(IO$_3$)$_3$ nanocrystals on glass while scanning the phase parameter $\gamma$ in the phase profile of the shaper $\phi_{MIIPS}(\omega))$. The right image shows the optimized pulse profile for which the unknown phase of the setup has been compensated by the phase determined during iterative MIIPS runs [130].

In the experiments presented in Chap. 9 a sinusoidal reference phase $\phi_{MIIPS}(\omega) = \alpha sin(\beta \omega + \gamma)$ is used following the procedure described in [130]. The parameter $\gamma$ was scanned while recording a complete SHG spectrum for each step keeping $\alpha$ and $\beta$ fixed. The resulting data set forms a two dimensional image of the SHG intensity $SHG(\omega, \gamma)$. The value of $\gamma_m(\omega)$ is found for each frequency from which the second derivative of the unknown phase can be calculated $\phi''(\omega) = -\alpha \beta^2 sin(\beta \omega + \gamma_m(\omega))$. Since there are multiple solutions $\gamma_m(\omega)$ the range of $\gamma_m(\omega)$ needs to be specified [130]. A consecutive phase scan using the derived value for $\gamma_m(\omega)$ is performed and the procedure is repeated until the resulting phase correction is below 3 mrad. For transform-limited pulses the traces with strongest SHG signals from parallel lines separated by $\pi$ are used (Fig. 9.5(right)).
4 Influence of metallic and dielectric nanowire arrays on the photoluminescence properties of P3HT thin films

This chapter is based on the publication: Influence of metallic and dielectric nanowire arrays on the photoluminescence properties of P3HT thin films [135]. The optical properties of organic semiconductor thin films deposited on nanostructured surfaces are investigated using time-resolved two-photon photoluminescence (PL) microscopy. The surfaces consist of parallel metallic or dielectric nanowires forming well-defined arrays on glass substrates. Keeping the nanowire dimensions constant and varying only their spacing from 40-400 nm the range of different types of nanowire-semiconductor interactions is studied. For silver nanowires and spacings below 100 nm, the PL intensity and lifetime of P3HT and MDMO-PPV decrease rapidly due to short-ranged metal-induced quenching that dominates the PL response with respect to a possible plasmonic enhancement of optical transition rates. In the case of P3HT however, an additional longer-ranged reduction of non-radiative losses for both metallic and dielectric nanowires is detected that is not observed for MDMO-PPV. Excitation polarization dependent measurements indicate that this reduction is due to self assembling of the P3HT polymer chains along the nanowires. Nanostructured surfaces, when fabricated across large areas, could be used to control film morphologies and to improve energy transport and collection efficiencies in P3HT-based solar cells.

The sample material used for the experiments presented in this chapter were fabricated within a collaboration by the group of Prof. Schmidt-Mende and Philipp Altpeter from the group of Prof. Kotthaus.

4.1 Motivation

Organic polymers find wide application in electronics and opto-electronics due to their flexibility, low cost and non-toxicity, and appealing optical properties. [136]. A large number of polymer-based devices has been developed recently such as solar cells, transistors and organic light emitting diodes (OLED’s). For organic solar cell applications P3HT (poly3-hexylthiophene) in combination with PCBM ([6,6]-phenyl C_{61}-butyric acid methylester) has been a standard material for many years, because of its comparatively good charge transport properties and high absorption coefficient (around 10^5 cm^{-1}) in thin films. Photoabsorption in conjugated polymers such as P3HT leads to the generation of singlet excitons with binding energies of 0.3 – 1 eV [137]. To increase the efficiency of these solar cells further and to make them more competitive with inorganic devices a major disadvantage of polymer materials has to be overcome: The short exciton diffusion length on the order of 10 nm that is substantially smaller than the absorption length [138]. Current device designs thus need to balance energy transport and light absorption efficiencies limiting present applications in the case of P3HT to thin films only [139]. Several strategies are currently being investigated that focus either on controlling the film morphology or on enhancing light absorption. Increased polymer chain ordering is expected to improve energy transport properties by ensuring uninterrupted percolation pathways [140,141]. Zhao et al. showed that by combining P3HT with a specially func-
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Numericalized fullerene electron acceptor and using an optimized annealing treatment, a power conversion efficiency of 6.48% can be reached representing the highest value reported for P3HT-based polymer solar cells at that time [5]. Film morphologies can also be influenced by tailoring the surface chemistry of the metal-oxide electrode [58,142] or by fabricating nanostructured heterojunctions using nanoporous metal films [143,144]. Light absorption, on the other hand, can be enhanced locally by introducing plasmonically active metal nanoparticles or metal nanostructures into the film permitting a considerable reduction in the physical thickness of the absorbing polymer layers [6,145–149].

In this chapter, the influence of parallel aligned nanowires on the PL characteristics of P3HT thin films using time-resolved PL microscopy and spectrometry is investigated. To separate and identify possible plasmonic effects on the optical transition rates, the PL response for identical array configurations comprising either metallic (Ag) or dielectric (glass) nanowires is compared. Two-photon excitation of P3HT at 800 nm by a pulsed laser source was used to exploit the plasmon resonance of silver at the two-photon transition. The distance dependence of the nanowire-polymer interactions was investigated by varying the nanowire spacing. This approach uses the reduced average nanowire-polymer distance to separate different types of nanowire-polymer interactions and their range. Identical nanostructures using MDMO-PPV (poly(2-methoxy-5-(3’-7’-dimethyloctyloxy)-1,4-phenylenevinylene)) were studied for comparison. For the present silver nanowires, the PL response is observed to be dominated by short-ranged metal-induced quenching rather than plasmonic enhancement of optical transition rates. Surprisingly, P3HT shows a substantial reduction of non-radiative losses for both metallic and dielectric nanowires in case of parallel laser polarization that is not observed for MDMO-PPV. Excitation polarization dependent measurements indicate that this reduction is due to self assembling of the P3HT polymer chains along the nanowires.

4.2 Materials and methods

Nanowires with a width of 100 nm, a height of 40 nm and a length of 10 µm were fabricated in 10 µm x 10 µm arrays on standard microscope glass coverslides by electron-beam lithography. The spacing between the nanowires was systematically varied from array to array between 40 and 400 nm. On top of the structures a thin polymer film of either P3HT or MDMO-PPV was spin-coated from a chlorobenzene solution with a nominal thickness of 60 nm measured by AFM. For all samples the same spin coating procedure with the same volume of polymer solution was used.

Assuming uniform sample height and complete filling of the interwire spacing by the polymer as shown in Fig. 4.1 a). Finally, the samples were top-coated with a PMMA film of 150 nm thickness to reduce oxidation and to increase the photochemical stability of the organic polymers. Fig. 4.1 a) presents a schematic of the sample configuration together with a representative scanning electron microscope (SEM) image in Fig. 4.1 b), showing a silver nanowire array with a nanowire spacing of 120 nm.

Time-correlated single photon counting (TCSPC) was used in combination with confocal microscopy for time-resolved PL measurements. In the studied polymers, PL results from radiative exciton recombination and its intensity is proportional to the product of absorbed fluence and PL quantum yield. The combination of PL intensity and lifetime measurements thus provides access to changes in the excited state relaxation and helps to distinguish radiative and non-radiative rate modifications. Laser excitation was provided by a Ti:Sapphire oscillator operating at a photon energy of 1.55 eV (800 nm), a repetition rate of 76 MHz and a pulse duration of 150 fs. The PL signal was detected at
Fig. 4.1 a) Schematic of the sample layout. b) Scanning electron microscope image of an Ag nanowire array. c) PL image of Ag nanowire arrays coated with a P3HT thin film after two-photon laser excitation at 800 nm detected at higher photon energies. The nanowire spacing decreases from 400 nm (bottom left) to 40 nm (top right). Since decreasing nanowire spacing results in a reduced average nanowire-polymer separation, different distance dependent nanowire-polymer interactions can be separated by monitoring PL intensities and lifetimes. The small numbers on the right side of each array indicate the nanowire separation ($x$·nm).

higher photon energies corresponding to two-photon excitation [150]. Since two-photon transition probabilities scale with the square of the local intensity, they are well suited to study plasmonically enhanced local light fields. Here, the aim is to exploit the plasmon resonance of silver at the two-photon transition. Laser polarization along and perpendicular to the nanowires is obtained by rotating the sample accordingly. By that procedure signal variations due to polarization dependent optical components in the excitation and detection path were avoided. PL detection is non-polarized in all measurements. The inverted confocal microscope used in epi detection combined with a high numerical aperture objective (NA = 1.3) provides a diffraction limited excitation spot of about 400 nm. Due to the high NA and the associated large angular range of excitation and collection, no significant grating effects on the detected PL intensities and lifetimes is expected. A fast avalanche photo diode (APD) was used to detect PL transients and intensities. The instrument response function (IRF) of the system was independently measured by detecting the scattered pump laser light from the sample and had a full width at half maximum (FWHM) of 27 ps. Due to the high signal to noise ratio achieved in the presented experiments and the reproducibility of the IRF the time resolution of the setup is about 3 ps, close to 10 % of the FWHM of the IRF. A representative PL image of silver nanowire arrays with different nanowire spacings covered by a P3HT film with a nominal thickness of 60 nm is shown in Fig. 4.1 c). Here the nanowire separation is reduced from down left to up right from 400 nm to 40 nm. To minimize fluctuations due to sample inhomogeneities, PL transients and intensity measurements were performed at several points, typically 30 - 50, within an array of fixed nanowire distance.
4.3 Results and discussion

The PL intensities and lifetimes of P3HT and MDMO-PPV for varying silver nanowire spacing are shown in Fig. 4.2 a) and b), respectively. The intensity data in Fig. 4.2 a) are normalized to the values of the studied planar polymer films measured at short distance away from the arrays where the substrate surface is flat (an example PL image is shown in Fig. 4.1 c)). For both materials the PL intensity decreases rapidly for nanowires spacings below 150 nm reaching nearly zero at about 60 nm (Fig. 4.2 a)). Remarkably, the PL intensity of P3HT peaks at about 150 nm while for MDMO-PPV it decreases monotonously. A corresponding peak at slightly smaller spacings is also seen in the lifetime data for P3HT (Fig. 4.2 b)). The lifetimes observed for MDMO-PPV, on the other hand, are seen to drop rather monotonously carrying large uncertainties due to sample inhomogeneities, faster photobleaching and reduced signal levels in particular for spacings below 200 nm.

From the decreasing PL intensities and lifetimes for very small spacing it is concluded that for both P3HT and MDMO-PPV a short-ranged interaction with the metallic nanowires
becomes dominant representing an efficient non-radiative relaxation channel. The slow increase and peak in the P3HT intensity and lifetime data, on the other hand, reveals the presence of an additional longer-ranged interaction mechanism that leads to the reduction of a non-radiative relaxation channel. The origins of these two different types of nanowire-polymer interactions are the subject of the following studies. The short-ranged decrease of the PL intensity occurring for both polymers can be attributed to energy transfer from the emissive exciton state to the Ag nanowires that is well known from literature for metal substrates (e.g. [151]). To determine the range of metal-induced quenching in the samples, MDMO-PPV and P3HT films of various thicknesses on a thin silver film (≈ 20 nm) were prepared. The results (Fig. 4.3) show that quenching plays a dominant role up to a film thickness of about 40 - 50 nm after which the lifetime observed for pristine polymer films is reached (red line in Fig. 4.3). The lifetimes shown in Fig. 4.3 are intensity-weighted average values that are determined by the interplay between energy transfer within the film and to the metal substrate that is followed by non-radiative decay [151, 152]. The measured PL lifetime of the unstructured P3HT thin film measured on glass for reference is comparable to the values reported in literature and are somewhat shorter than those observed in solution [153–155].

The longer-ranged increase of the PL intensity and lifetime observed for P3HT in Fig. 4.2 is unexpected. To determine its origin, we first studied the polarization dependence of the PL characteristics. The spacing-dependent PL lifetimes and intensities of P3HT for two orthogonal laser polarizations are shown in Fig. 4.4. To verify the reproducibility of the
features observed in Fig. 4.2, this data has been recorded on a different silver nanowire array sample with the same structural parameters. In Fig. 4.4, the polarization of the excitation laser is changed from parallel (black line) to perpendicular (green line) with respect to the nanowire orientation. For perpendicular polarization, no change in lifetime and intensity can be detected besides the short-ranged metal-induced quenching for separations below 150 nm discussed above. Parallel polarization, on the other hand, results in the same spacing dependence as observed in Fig. 4.2 for the same polarization with somewhat different absolute numbers due to sample-to-sample variations. Note that since at least one nanowire remains in the focal area even for large separations of 400 nm, the PL characteristics obtained for the two polarization directions need not to be the same in Fig. 4.4.

Fig. 4.4 Excitation polarization dependence of PL intensity a) and lifetime b) for P3HT covered silver nanowire arrays with different spacings. The black and green curves have been recorded at the same sample position for parallel and perpendicular excitation polarization with respect to the nanowires, respectively. The PL intensity data obtained for parallel polarization shows the competition between short-ranged metal-induced quenching and a longer-ranged effect that leads to increased PL due to reduced non-radiative losses as can be seen from simultaneously increased decay times. This increase is not observed for perpendicular polarization and is attributed to nanowire-induced ordering of the polymer chains along the nanowires (see text). Note that since at least one nanowire remains in the focal area even for large separations of 400 nm, the PL characteristics obtained for the two polarization directions need not to be the same.

Since the lifetime increases in the presence of the metal nanowire, the radiative rate enhancement is identified as the reason for the increased PL intensity for parallel polariz-
4.3 Results and discussion

The transition dipole moment of the lowest optical transition in P3HT is parallel to the polymer chain, connecting the thiophene rings. Polarized excitation is thus able to select differently oriented polymer chains within the film. The longer lifetimes observed for parallel excitation indicate that the polymer fraction oriented along the nanowires in close distance feature reduced non-radiative losses. Since no substantial variations are observed for excitation polarization perpendicular to the nanowires, losses are reduced only for polymer chains orientation along the nanowire. From the literature it is known that for P3HT films ordering of the polymer chains reduces non-radiative losses leading to longer lifetimes [141, 156]. The longer-ranged increase of PL intensity and lifetime is attributed to nanowire-induced ordering of the P3HT chains along the nanowires.

To test this hypothesis, we first recorded the corresponding PL intensity and lifetime data of MDMO-PPV on Ag nanowires (data not shown). For this material, no substantial polarization contrast is observed. This indicates that either ordering along the nanowires or the correlation between ordering and non-radiative losses is less pronounced for MDMO-PPV that would be expected from literature [157, 158].

In the next step and to exclude plasmonic effects induced by the metallic nanowires, identical nanowire arrays but replacing the silver by a dielectric (SiO$_2$) were fabricated. The polarization dependent PL lifetimes and intensities of P3HT on dielectric nanowire arrays with varying spacings are shown in Fig. 4.5. For parallel polarization (black curve in Fig. 4.5 a)) a substantial increase of the PL intensity is observed upon decreasing nanowire spacing. The range and magnitude of this increase is comparable to the one observed for the metallic nanowire array in Fig. 4.2 a). The simultaneous increase in PL lifetime indicates that the intensity variations are due to modified excited state relaxation dynamics within the film and are not caused by an increased material volume. In addition, a decreased nanowire spacing would rather be expected to reduce the amount of P3HT within the focal volume leading to weaker PL assuming a uniform sample height. The origin of the dip seen in both PL intensity and lifetime data around 100 nm nanowire spacing for parallel polarization is not clear and could reflect sample heterogeneities.

![Fig. 4.5](image)

Fig. 4.5 Polarization dependent PL intensity measurement of P3HT on dielectric (glass) nanowire arrays. Black curve represents parallel polarization, while the green curve corresponds to perpendicular polarization with respect to the nanowires. PL lifetimes for both polarizations are shown in the inset. The dotted lines show the PL intensity and lifetime value for the unstructured P3HT film measured close to the structured area. Upon decreasing nanowire spacing both PL intensity and lifetime are seen to increase for parallel excitation polarization that is attributed to ordering of the polymer chains induced by the nanostructured surface (see text).
Importantly, no substantial intensity variations for perpendicular polarization (green curve in Fig. 4.4) are observed as in the metal case for larger nanowire spacings. To conclude, the presented data shows the same range and polarization dependence of the longer-ranged effect for dielectric and metallic nanowires. Its origin can hence not be plasmonic. Instead, these findings support the idea of nanowire-induced ordering of P3HT as the underlying mechanism for the PL and lifetime increase for smaller nanowire separations developed above. Substrate-induced ordering of P3HT has been observed before for samples fabricated by nanoimprint lithography and has been studied theoretically [159, 160].

For the present metallic nanowire structures, no substantial plasmonic absorption enhancement can be deduced from the PL intensity and lifetime data. In particular, no increased PL is observed at any point within the arrays including the nanowires ends that could be expected to act as optical antennas. Due to the complexity of the studied system, that involves intra-film exciton energy transfer, intrinsic non-radiative losses and distance dependent energy transfer to the metallic nanowires, a complete quantitative description or modeling of both PL intensity and lifetime is not feasible. In general, metal-induced quenching appears to be the dominant process as compared to absorption enhancement.

4.4 Conclusion

In summary, the influence of nanowire arrays on the optical properties of P3HT and MDMO-PPV thin films is studied using time-resolved photoluminescence microscopy. Possible plasmonic light absorption enhancement provided by the metallic nanowires is dominated by metal-induced quenching. On the other hand, P3HT films show a pronounced ordering effect induced by both metallic and dielectric nanowires reaching up to about 100 nm distance that leads to a substantial reduction in non-radiative losses that should result in improved energy transfer efficiencies within the polymer film. These findings underline the importance of the film morphology and its control for the optimization of polymer solar cells.
5 The interpenetrated network based photovoltaic device: charge transfer towards the included Fullerene

This chapter is based on A Photoconductive Thienothiophene-Based Covalent Organic Framework Showing Charge Transfer Towards Included Fullerene [161] and describes the filling of 3 nm pores in a covalent organic framework (COF) with [6,6]-phenyl-C61-butyric acid methyl ester (PCBM). Since PCBM serves as electron acceptor and the thieno[2,3-b]thiophene-COF (TT-COF) as donor, this architecture is utilized to overcome one of major disadvantages of any polymer based solar cell: the short exciton diffusion length within the organic polymer. This chapter describes the chemical generation of the used TT-COF and the experimental proof that the PCBM completely filled the pores. In the last section of this chapter the working device built out of the nanostructured matrix of TT-COF and PCBM is presented and its efficiency is evaluated as a proof of principle measurement. All presented experiments have been carried out within a cooperation among chemists from the group of Prof. Bein being responsible for sample fabrication and characterization. The time resolved optical measurements proving for the filling of the pores by the polymer were carried out by using the TCSPC method introduced in Chap. 3.

5.1 Motivation

Organic bulk heterojunctions combining electron donor and acceptor phases are of great interest for designing organic photovoltaic devices [162]. While impressive advances have been achieved with these systems, so far a deterministic control of their nanoscale morphology has been elusive. It would be a major breakthrough to be able to create model systems with periodic, interpenetrating networks of electron donor and acceptor phases providing maximum control over all structural and electronic features.

Herein this section reports on a significant step towards this goal on the basis of the recently discovered class of crystalline covalent organic frameworks (COFs) which are created by condensation of molecular building blocks [163–166]. Specifically, the stacked layers of two-dimensional COFs permit charge migration through the framework [167], and several semiconducting structures [168] with high carrier mobilities [166, 169, 170] have been described. COF containing stacked thieno[2,3-b]thiophene-based building blocks serving as electron donors (TT-COF) were fabricated, with high surface area and a 3 nm open pore system. This open framework takes up the wellknown fullerene electron acceptor [6,6]-phenyl-C61-butyric acid methyl ester (PCBM), thus forming a novel structurally ordered donor-acceptor network. Spectroscopic results demonstrate light-induced charge transfer from the photoconductive TT-COF donor network to the encapsulated PCBM phase in the pore system, which represents the first COF-based photovoltaic device with the above mentioned constituents. The organization of the molecular building blocks into a crystalline framework with defined conduction paths provides a promising model system for ordered and interpenetrated networks of donors and acceptors at the nanoscale.
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The most prominent hole-conducting material used in organic solar cells is poly(3-hexylthiophene) (P3HT), a thiophene-containing polymer with high charge-carrier mobilities. The soluble fullerene derivative PCBM is often used as an electron acceptor in organic photovoltaics [171]. Because of the lack of structural order in the respective bulk heterojunctions it is very difficult to assess the impact of molecular building blocks, bonding motifs, and energy levels on the microscopic processes involving light-induced exciton formation, charge separation, and transport in such systems. Hence ordered charge-transporting networks with a periodicity of several nanometers are of great interest to understand the details of the light-induced processes and ultimately to obtain design rules for the creation of efficient and stable organic photovoltaic devices [172, 173]. The new TT-COF was synthesized under solvothermal conditions by co-condensation of thieno[3,2-b]thiophene-2,5-diyl diboronic acid (TTBA) and the polyol 2,3,6,7,10,11-hexahydroxytriphenylene (HHTP; Fig. 5.1a).

![Fig. 5.1](image)

**Fig. 5.1** a) Reaction scheme for the co-condensation of TT-COF. b) Comparison of the experimentally observed PXRD pattern (top) with the simulated patterns using the module Reflex of MS Studio in an AA arrangement (middle) and AB arrangement (bottom) (taken from [161]).

### 5.2 Materials and methods

Detailed information about the material processing is found in [161].
5.3 Results and discussion

As described in the following, the thienothiophene-based COF forms stacks in an AA arrangement, as confirmed by N2 sorption and powder X-ray diffraction. Powder X-ray diffraction (PXRD) confirms the formation of a highly crystalline COF. Identification of the new structure was conducted by comparison of structures modeled with MS Studio [174].

Corresponding powder patterns were simulated and compared to the experimentally obtained data. For previous COF structures different stacking types of the hexagonal planar sheets were reported [162]. Hence calculations were carried out simulating an eclipsed AA arrangement and a staggered AB arrangement. The experimental PXRD pattern for TT-COF agrees very well with the simulated pattern for an eclipsed AA arrangement (Fig. 5.1b) with a hexagonal P6m symmetry. Moreover, unit-cell parameters determined from the experimental X-ray patterns match very well with those obtained from the structure simulations (peak broadening included). FT-IR spectroscopy can confirm the presence of the newly formed boronate ester functionality. As previously reported, the attenuation of the OH stretching band resulting from the ester formation is apparent, and furthermore the most characteristic modes of the C-B and C-O functionalities can be assigned to the bands at 1395 cm$^{-1}$ and 1353 cm$^{-1}$ (see Fig. S8 in [161]) [175]. The $^{11}$B MAS NMR spectrum (Fig. S9 in the supporting information of [161]) shows a trigonal-planar boron atom with a chemical shift of $d=21$ ppm, which can be distinguished from the starting material (TTBA: $d=15$ ppm). Transmission electron microscopy (TEM) images show the nanoscale morphology of the crystals. A slightly tilted side view shows the long ordered channels with distinct pore sizes (Fig. S12 in [161]).
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Fig. 5.2 a) TEM micrograph (top view) along the c-axis showing the hexagonal structure of TT-COF. b) Nitrogen sorption isotherm of degassed TT-COF measured at 77 K. Black spheres: adsorption TT-COF, hollow spheres: desorption TT-COF, black triangles: adsorption TT-COF:PCBM, hollow triangles: desorption TT-COF:PCBM (taken from [161]).

A top view along the c-axis shows hexagonal structures with a pore-to-pore distance of around 3 nm (Fig. 5.1a). The morphology identified by TEM can be ascertained by scanning electron microscopy (SEM), which shows small crystals with sizes of about 100 nm that grow into larger arrangement. Based on peak broadening of the PXRD patterns an average domain size of about 30 nm is obtained. The porosity of TT-COF was confirmed with N2 sorption measurements at 77 K. The obtained type IV isotherm is characteristic for mesoporous materials (Fig. 5.2b), and shows a very well-defined jump in the uptake as a result of the highly crystalline mesoporous pore system. The very high Brunauer-Emmett-Teller (BET) surface area was calculated to be 1810 m$^2$ g$^{-1}$ and the pore volume is 1.19 cm$^3$ g$^{-1}$. Evaluation of the isotherm using the NLDFT-based kernel gives a pore size of 3 nm. The experimentally obtained surface area and pore volumes from the sorption
5.3 Results and discussion

Data were compared to theoretical values obtained with the Connolly method and they are in good agreement (Tab. 5.1). In crystalline materials these values can be predicted using geometric methods [176, 177]. Based on these results it can be conclude that the pores of TT-COF are not blocked by solvent molecules or by oligomeric fragments.

**Fig. 5.3** Schematic representation of the host-guest complex of TT-COF and a PCBM molecule to scale (C grey, O red, B green), and S yellow. For clarity only one PCBM molecule is shown, whereas in the experiments described, the COF channels are loaded with the PCBM phase (taken from [161]).

All these results demonstrate that TT-COF is a well defined mesoporous crystalline material with highly organized sheets resulting in high surface areas.

**Table 5.1** Theoretical and experimental values for surface area and pore volume of TT-COF

<table>
<thead>
<tr>
<th></th>
<th>Pore size [nm]</th>
<th>Surface area [m² g⁻¹]</th>
<th>Pore volume [cm³ g⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT-COF</td>
<td>3.0</td>
<td>1810</td>
<td>1.19</td>
</tr>
<tr>
<td>Connolly</td>
<td>3.0</td>
<td>1810</td>
<td>1.17</td>
</tr>
<tr>
<td>TT-COF:PCBM</td>
<td>2.4</td>
<td>700</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Semiconducting polymers based on the thieno[2,3-b]thiophene building block are known and these polymers exhibit high charge-carrier mobilities and are stable under ambient conditions [177]. Moreover, photoinduced charge transfer from polymerized thienothiophene derivatives to fullerene-based acceptor molecules is known [178]. This prompted us to study the electronic interactions between TT-COF and PCBM. The large pores of TT-COF allow for the uptake of the fullerene molecules (because of attractive van der Waals interactions between the host and the guest molecules) and thus for the investigation of the resulting host-guest interaction (Fig. 5.3). Fig. 5.2b) shows a significant reduction of the absorbed amount of nitrogen after loading TT-COF with PCBM. The BET surface area of pure TT-COF decreases from 1800 m² g⁻¹ to 700 m² g⁻¹ for TT-COF:PCBM. Furthermore, the average pore size distribution shows a broad range of pores up to 3 nm (see Fig. S7 in the supporting information of [161]). The pore volume decreases significantly from 1.19 cm³ g⁻¹ to 0.49 cm³ g⁻¹ (Tab. 5.1). Furthermore the amount of PCBM
The interpenetrated network based photovoltaic device: charge transfer towards the included Fullerene adsorbed in the TT-COF using UV/Vis spectroscopy is evaluated (see Fig. S17 in the supporting information of [161]). From a 16 mgmL$^{-1}$ PCBM solution in chlorobenzene 1.7 mg PCBM are adsorbed into 5 mg COF.

Normalizing the amount adsorbed obtained by UV/Vis measurements to 1 g of TTCOF would give an uptake of 340 mg of PCBM. Thus the pore volume of TT-COF:PCBM should be corrected by the amount of PCBM (a factor of 1.34), and this results in a pore
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volume of 0.66 cm$^3$ g$^{-11}$ of TT-COF. Therefore 0.53 cm$^3$ of the volume is displaced by PCBM. The calculated density for 0.53 cm$^3$ PCBM is 0.64 g cm$^{-3}$, half of the bulk crystal density (1.3 g cm$^{-3}$), thus indicating that PCBM is not densely packed in the 3 nm pores of TT-COF.

The absorption spectra obtained for thin films of pure TTCOF, TT-COF:PCBM, and PCBM (see Fig. S18 in the supporting information of [161]) confirm the existence of the small thienothiophene and triphenylene units in the framework. The notable optical density over the full visible spectrum is partially caused by light scattering [177]. The fluorescence emission spectrum of TT-COF shows that the framework exhibits a blue emission upon excitation at $\lambda = 380$ nm Fig. 5.4a). Blue-emissive polymers based on boronate ester condensation have been described by Lavigne et al., and recently the blue-emissive TP-COF has been reported [175]. Once the electron acceptor PCBM is loaded into the TT-COF, the emission band at $\lambda = 487$ nm is completely quenched. In the literature, very efficient light-induced electron transfer on the order of femtoseconds has been reported for PCBM:P3HT blends [178]. In the PCBM:TT-COF system, the photoinduced charges can dissociate at the nanostructured interface between TT-COF and PCBM. In bulk heterojunctions, short diffusion pathways on the order of 10-20 nm are necessary to reach the electron acceptor PCBM within the lifetime of the photoinduced charges [138, 139]. Given the ordered nanochannels of the donor material TT-COF, having about 3 nm channel diameter and thin molecular walls, such short diffusion pathways are clearly available in the interpenetrating system PCBM:TT-COF. Therefore the observation of PL-quenching confirms the interpenetrated structure of TT-COF and PCBM. Time-resolved photoluminescence (PL) was studied to learn more about the light-induced interactions between the TT-COF host and PCBM. The PL transients and their respective fit-functions of PCBM and TT-COF loaded with PCBM are shown in Fig. 5.4b).

In the bulk, PCBM shows biexponential PL decay on the nanosecond time scale, while TT-COF decays tri-exponentially with an average lifetime of 117 ps (Tab. 5.1). When included in the channels of TT-COF, the PCBM contribution can be modeled by a single exponential decay component of 1070 ps, which is close to the intensity weighted average lifetime of 1206 ps of the bulk material. Importantly, the decay of TT-COF with a lifetime below 50 ps (46 and 18 ps) is substantially faster than the average decay in the bulk, thus indicating an efficient additional relaxation channel in agreement with the quenching observed in the PL-spectra (see Fig. 5.4a)) [179]. To further explore the capabilities of the TT-COF:PCBM system, a COF film of about $d=200$ nm thickness is incorporated into a ITO/TT-COF:PCBM/Al device structure. Spincoating a rather concentrated PCBM solution on the COF film not only leads to filling of the COF pores, but also produces an overlayer, which ensures that the aluminum top contact does not short-circuit the cell. Under simulated AM1.5G full sun illumination an open-circuit voltage of 622 mV, a short-circuit current density of 0.213 mA cm$^{-2}$, and 40% fill factor, thus giving rise to a power conversion efficiency of 0.053% (Fig. 5.4c)) is measured. Illumination density-dependent I-V measurements (see Fig. S15 in the Supporting Information) prove that the current scales almost linearly with the light intensity. The external quantum efficiency of the device, that is, the number of extracted electrons per number of incident photons, reveals that the majority of the photocurrent is generated from wavelengths below $\lambda = 530$ nm, which is in line with the absorption spectrum of the COF film. A maximum EQE of 3.4% is observed at $\lambda = 405$ nm. The tail at longer wavelengths exhibits the characteristic feature of PCBM above $\lambda = 700$ nm, which indicates that both interpenetrating networks are photoelectrically active. Structural disorder of the donor
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and the acceptor phases can limit charge-carrier mobility and the charge separation in organic bulk heterojunctions and hence can decrease the performance of organic solar cells. The creation of a crystalline semiconducting framework such as a hole transporter whose pores can be filled with the respective acceptor might ultimately overcome these limitations. The novel thienothiophene-based TT-COF described herein exhibits a significant photoresponse. Furthermore, the TT-COF structure is thermally stable and can be handled under ambient conditions. To increase the efficiency of organic solar cells it would be desirable to overcome the disadvantage of the very short exciton diffusion lengths in organic polymers like PCBM, P3HT, or MDMO-PPV.

5.4 Conclusion

The novel interpenetrated TTCOF:PCBM structure realized by M. Dogru from the group of Prof. Bein presented in the sections above supports efficient charge transfer within the lifetime of the excitons. First studies of a COF-based photovoltaic device with an electron donor in the walls and the complementary electron acceptor in ordered periodic channels show that light-induced charge-separation and collection is clearly feasible with these systems. Hence it can be proposed that interpenetrated networks of crystalline porous semiconducting COFs with electron acceptor phases such as PCBM present promising model architectures for the understanding and further development of efficient photovoltaic devices.
6 Increasing crystallinity for improved electrical conductivity of TiO$_2$ blocking layers

This chapter is based on the publication *Increasing crystallinity for improved electrical conductivity of TiO$_2$ blocking layers* [180]. The results on the optimization of the TiO$_2$ blocking layer to improve the efficiency of organic and hybrid solar cells and make them more competitive with standard silicon devices are presented. The major aim of the present work is to increase the electrical conductivity within the TiO$_2$ blocking layer (BL) to guarantee for efficient charge carrier transport and separation. This is realized by optimizing the calcination processes towards an increase in particle/domain size to increase the unpercolated pathways for charge carriers and to get deeper insight into the morphology of the sol-gel produced films. The sample fabrication and characterization via HR-TEM and REM presented in this chapter were realized by the cooperation partners of the group of Prof. Scheu. Electrical measurements to proof for the influence of the grain size on the charge transport properties of the different films were carried out by 4 probe measurements with and without illumination.

6.1 Motivation

In recent years titanium dioxide thin films have attracted more and more research interest due to their chemical, electrical and optical properties allowing various applications in different fields such as micro-electric devices and solar cells [181]. Especially in solar cells such as dye sensitized or extremely thin absorber solar cells, TiO$_2$ thin films are applied as blocking layers to prevent short circuiting [182–184]. Numerous studies have shown that the use of a blocking layer has a positive effect on the solar cell performance [185,186]. Various techniques can be used to grow TiO$_2$ blocking layers such as electrodeposition [183], magnetron-sputtering [187], chemical vapor deposition, atomic layer deposition [188], chemical spray pyrolysis [189,190], and the sol-gel method [181,191]. Many investigations were done on differently prepared films regarding their structure, optical and electrical properties and the influence on solar cell efficiency [135,190,192]. Also, experiments were conducted concerning the effect of layer thickness and calcination temperatures on the blocking layer performance [181,193]. The sol-gel method has some benefits compared to other techniques like controllability and reproducibility and is convenient for the preparation of nano-structured thin films due to nanometer sized sol-particles [194,195]. This method is cheap, easy to apply and could be processed at low temperatures, which is important for manufacturing multilayered organic solar cells [196]. Different deposition methods on substrates e.g. dip and spin coating can be used [191,197]. The synthesis of TiO$_2$ blocking layers prepared via a sol-gel method is reported in literature with different precursors, solvents or catalysts [198,199]. The effect of different parameters like the pH value of the sol-gel system, catalyst concentration and calcination temperature on the particle size, crystal phase or structure was investigated [181,198,200–202]. The TiO$_2$ blocking layers were synthesized in Anatase modification via a sol-gel method, using a calcination temperature of 450 °C. The deposition on fluorine-doped tin oxide
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(FTO) coated glass was done by spin-coating. The strong influence of the dwell time during calcination on the particle size and electric conductivity of the films is demonstrated throughout the experiments presented. The particle size within the obtained Anatase layers was characterized with High Resolution Transmission Electron Microscopy (HRTEM). In addition, the film thicknesses after spin-coating with two different speeds were investigated by Transmission Electron Microscopy (TEM). The electrical conductivity of the blocking layers was studied via I-V measurements.

6.2 Materials and methods

All used chemicals were of analytical grade and used without further purification. Fluorine-doped tin oxide conductive glass (Pilkington) with a dimension of 20 x 15 x 2 mm$^3$ was taken as substrate for the deposition of the TiO$_2$ films. The FTO was ultrasonicated in a solution of one part extrane and five parts double-distilled water for 15 min. A second ultrasonication was done with ethanol for another 15 min. Afterwards, the substrates were dried with compressed air and treated in an O$_2$-plasma cleaner for 10 min. For the synthesis of the TiO$_2$ layers a modified version of the synthesis route of Mandlmeier et al. [199] was used. A highly diluted tetrahydrofuran sol-gel solution was prepared by giving 0.186 ml concentrated hydrochloric acid to 0.275 ml tetraorthoethyltitanate while stirring and diluting the incurred sol-gel solution with 3.5 ml tetrahydrofuran. For the deposition of the TiO$_2$ layers on the cleaned FTO substrates a spin coater was used. 0.130 ml of the prepared sol-gel solution was given on the FTO substrates. The spin coating parameters were 3000 rpm for 1.5 min leading to thinner films or 1500 rpm for 1.5 min leading to thicker films. After spin coating, the layers were heated up to a temperature of 450°C at a heating rate of 0.65°C/min, kept at this temperature for 30 (film 1), 60 (film 2), 90 (film 3), 120 (film 4), 200 (film 5) and 300 (film 6) min and then cooled slowly down to room temperature within 11.0 h. The obtained TiO$_2$ films showed a homogeneous, transparent surface. All films synthesized with different dwell times were prepared with spin coating speeds of either 3000 rpm or 1500 rpm. To characterize the films, different analytical techniques were applied. To get insight into morphology of the TiO$_2$ according film thicknesses and crystal grain sizes, a FEI Titan 80-300 (S)TEM, equipped with a Gatan Tridiem image filter and an EDAX Energy Dispersive X-Ray (EDX) detector for analytical measurements, was used. Cross-sectional TEM specimens were prepared as described by Strecker et al. [203]. Electron diffraction experiments were performed to determine the crystal phase of the film. The data were evaluated using a calibrated camera constant obtained using a Si standard leading to high accuracy (error less than 2%). To investigate the conductivity of the films, I-V curves were measured with a Keithley source-meter 2636a.

6.3 Results and discussion

TEM measurements were performed to investigate the influence of the different calcination times on the structure of the TiO$_2$ films prepared at 450°C and to determine the thickness of the films with different spin coating parameters. Fig. 6.1 shows exemplary TEM bright field images of two films. The bright field images in Fig. 6.1(a) displays film 4, which was left at 450°C for 120 min and spin coated with 3000 rpm and film 6 (b) left at 450°C for 300 min and spin coated with 1500 rpm. It can be seen that the films are polycrystalline. The relatively high surface roughness is due to the fabrication process of
Fig. 6.1 (a) shows a TiO$_2$ film spin coated at 3000 rpm. The resulting layer thickness is between 14 – 20 nm in thinner regions. The film depicted in (b) was spun at 1500 rpm and increased in thickness by a factor of 4 compared to (a) (taken from [180]).

the FTO substrate (CVD method). In contrast the prepared film shows a flat surface [204]. The local roughness of the FTO substrate was around 50 – 75 nm.

Furthermore, it can be observed that the thinner film (Fig. 6.1(a)) only fills the gaps of the rough FTO surface and exhibits a minimum film thickness of about 14 – 20 nm and a maximum thickness of about 100 nm while the film shown in Fig. 6.1 (b), which was spin coated with 1500 rpm shows a minimum film thickness of about 70 – 75 nm and a maximum film thickness of about 180 nm. This can be attributed to higher spin coating speeds resulting in higher centripetal forces, removing excess material. To investigate the influence of the different calcination times on the grain size in the films HRTEM images were realized. Examples are shown in Fig. 6.2. In Fig. 6.2 (a) film 1, (b) film 2, (c) film 3, (d) film 4, (e) film 5 and (f) film 6 is depicted. All films are polycrystalline, with the crystal grains embedded in an amorphous matrix. An orientation relationship with the FTO substrate could not be found. The analysis of the average grain size of the different films was obtained from cross sectional HRTEM images depicted in Fig. 6.3. They increase from $8.9 \pm 0.5$ nm to $13.1 \pm 0.5$ nm for film 1 to film 6.
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Fig. 6.2 From (a) to (f) the calcination time is increased from 30 min to 300 min. In every HRTEM image some respective particles are labeled by a white ring as a guide to the eye. With increasing calcination time the particle size increases from 8.9 nm to 13.1 nm in average. The diffraction pattern next to (c) and (f) show reflections of TiO$_2$ in Anatase modification belonging to (101),(112),(200),(211) and (204) lattice planes of film 3 (next to (c)) and film 6 (next to (f)). The patterns were taken with an aperture with an diameter of 150. Here reflections of TiO$_2$ in Anatase modification belonging to (101),(112),(200),(211) and (204) lattice planes were found. Each film has the same film thickness of $\approx$ 100 nm (taken from [180]).

These results indicate that longer calcination times lead to increased grain sizes within the films. In Fig. 6.3 the grain sizes are plotted against the calcination times. It can be seen that the grain size in the first four films follows an almost linear behavior, indicating continuous growth. Further investigations of the HRTEM images reveals that the film 1 – 4 show amorphous areas between the grains which are no longer observed in film 5 (calcination time 200 min). This indicates that the crystal grains grow into the amorphous areas explaining the decrease in growth speed at a certain point.

Fig. 6.3 Grain size within the TiO$_2$ film (14 – 20 nm) increases with calcination time. From 30 min to 120 min an almost linear increase in size with time is visible. The deviation from the linear increase in particle size towards saturation is due to the reduced amount of amorphous areas between the crystal grains (see text).

The diffraction pattern in Fig. 6.2(c)(inset) was taken at film 6 (upper part) and film 3 (lower part) from an aperture of about 150 nm diameter. The pattern proves that the film
is polycrystalline, without a preferred orientation and shows the (101), (112), (200), (211) and (204) reflections of TiO$_2$ in the Anatase modification. Beside reflections of the FTO substrate no additional reflections related to impurities or other TiO$_2$ modifications were found. The analysis of the diffraction pattern taken from the films 1 – 6 showed the same results. However, a diffuse scattering in the diffraction pattern of film 3 is observed which is due to the amorphous matrix. To correlate electrical resistance and grain size within the TiO$_2$ film, I-V curves of films prepared with a spin coating speed of 1500 rpm were measured. Several films from each calcination times were measured. Example I-V curves for different calcination times are displayed in Fig. 6.4. Here the TiO$_2$ film thickness was kept constant at 180 nm to reduce the risk of creating short circuits by contacting the sample, which were observed regularly in the thin films. The inset in Fig. 6.4 shows the resulting resistance for each calcination time. The extracted resistances correspond with the measured grain size within the film (see Fig. 6.3). With linear increasing grain size the resistance drops also linearly. After a calcination time of approximately 120–200 min the minimum value for the resistance is reached. This is exactly where the biggest grain sizes have been recorded (see Fig. 6.3).
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**Fig. 6.4** I-V characteristics of different TiO$_2$ films. Every film consists of the same thickness. The calcination time is increased from 30 min up to 300 min. The inset shows the calculated resistance of each film. Here the resistance drops linearly for calcination times of 30 min to 120 min.

The results show that a longer dwell time at 450 °C during the calcination of the TiO$_2$ films leads to an increase of the grain size and consequently to an increase of the conductivity. Also the decrease of the amorphous areas in the films can have an influence on the improved conductivity. The findings are in good accordance with quantum mechanical calculations of polycrystalline metallic materials by Reiss et al. [205]. They showed an exponential decrease of the calculated conductivity with respect to the number of grain boundaries per mean free path. Their calculations are in good agreement with an empirical model proposed by Vancea et al. [206, 207] which is based on experimental investigations of Cu, Al, Ag, Au, Ni and Pt films. Sun et al. [193] investigated the effect of the film thickness on the power conversion efficiency of TiO$_2$ blocking layers of organic solar cells. The TiO$_2$ layers were synthesized by spray pyrolysis at a temperature of 450 °C. Resistance analysis
of their films revealed that charge transport is not limited even for 500 nm thick films but that the light intensity limits the device’s performance. They found an optimal thickness of 100 nm for their investigated solar cells. This thickness is reached at a spin coating speed of 1500 rpm. The conductivity seems not to be influenced by the film thickness but it is found that it can be increased by the calcination time. In conclusion it can be proposed that a higher conductivity of the TiO$_2$ blocking layers should have a positive influence on the solar cell performance. This should be further investigated in different types of solar cells for example extremely thin absorber, thin film or organic solar cells.

6.4 Conclusion

In conclusion, six different TiO$_2$ films were prepared with a sol-gel synthesis and deposited on FTO substrates by spin coating and calcinating with varying dwell times (30, 60, 90, 120, 200 and 300 min) at 450 °C. TEM investigations were realized focusing on the grain size, the crystal phase to the FTO. Additionally, investigations on the influence of the spin coating speed on the film thickness were done. Bright field images reveal a thickness of 14 – 20 nm in the thinnest region for films prepared with a faster spin coating speed (3000 rpm) and 70 – 75 nm for films prepared with a slower spin coating speed (1500 rpm). Furthermore these bright field TEM images show a good adaption of the TiO$_2$ films to the rough surface of the FTO substrate and that they have a flat surface. Electron diffraction experiments reveal TiO$_2$ in Anatase modification for all films. No reflections which indicate impurities were found. Additionally the electron diffraction pattern indicates polycrystallinity and the presence of an amorphous phase for dwell times ≤ 120 min. The investigations of the HR TEM images show a random orientation without preference of the grains. The analysis of the HR TEM images regarding the grain size in the films with different dwell times yielded in an increase from 8.9 ± 0.5 nm for film 1 (30 min) to 13.1 ± 0.5 nm for film 6 (300 min). Also a decrease of amorphous areas between the grains with longer dwell times can be observed. Following these findings I-V curves were measured to investigate the influence of the grain size on the conductivity of the films. The results show an increase of the particle size with longer dwell time at 450 °C during the calcination and a simultaneously decrease of amorphous areas between the particles up to calcination times of 120 – 200 min. Consequently an increase of the conductivity with an increase of particle size of the layers was observed. After 120 min no significant increase of grain size is detected (Fig. 6.3). An optimum balance between resistance and grain size is reached after 120 – 200 min which leads to an increase in electrical conductivity by a factor of ≈ 150 compared to the shortest dwell time. A calcination time of more than 120 min is proposed to increase the efficiency of organic and hybrid organic solar cells utilizing TiO$_2$ blocking layer.
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7.1 Motivation

As a consequence from the results on the influence of ordering of the P3HT molecules (see Chap. 4) and the need of electron donor and acceptor in close proximity (Chap. 5) in combination with the crucial role of the blocking layer (see Chap. 6) on the performance of the resulting photovoltaic device further steps towards the optimization of the photovoltaic device are realized.

In this chapter the combination of the three already realized studies presented in the previous chapters on the performance of organic solar cells is investigated. TiO$_2$ nanowires were grown on a conductive substrate (fluor tin oxide) and embedded in a thin P3HT film, which was top contacted by silver coating. Two different types of samples, with and without an ALD fabricated blocking layer on the surface of the nanowires were supposed to proof for the influence of the blocking layer. The resulting influence of ordering and improved charge transfer within the organic polymer is investigated using time resolved PL spectroscopy, while the difference in morphology of the used materials is made visible by high resolution TEM (HR-TEM) imaging. This project was realized in a cooperation of the group of Prof. Christina Scheu, Prof. Lukas Schmidt-Mende and Prof. Thomas Bein being responsible for HR-TEM imaging, sample preparation and the I-V measurements under standard illumination.

7.2 Materials and methods

Free standing TiO$_2$ nanowires on an fluor tin oxide (FTO) covered substrate were embedded in P3HT like schematically shown in Fig. 7.1. The top electrode was realized by a thin silver contact on the surface of the P3HT film. The blocking layer ensuring for charge carrier transport from P3HT towards the electrode and preventing the system from short circuiting was fabricated by atomic layer deposition (ALD) from pristine TiO$_2$.

Charge separation occurs at the TiO$_2$/P3HT interfaces. The blocking layer of compact TiO$_2$ prevents holes in the polymer from reaching the conductive oxide. A key advantage of the TiO$_2$ nanowire array electron-accepting network is that it prevents the electron-donating material (P3HT) and electron-accepting materials TiO$_2$ from both being in contact with anode and cathode of the resulting device.
An additional effect of doping the nanowires was tried to realize by rinsing the pristine TiO$_2$ wires in TiCl$_4$ solution. Since detailed respective energy dispersive X-ray spectroscopy (EDX) studies have proven for the lack of any doping effects this sample material is estimated to be intrinsic without blocking layer Fig. 7.3. The corresponding electron diffraction pattern is depicted in Fig. 7.3 b). The detailed analysis of the respective EDX data to extract information about the constituents of the wires and the blocking layer is shown in Fig. 7.3 h). This analytical procedure showed no significant differences of both sample types. To further estimate the influence on the performance of the blocking layer on the resulting device the thickness of the respective ALD-fabricated layer was varied from 4 to 8 nm.

Time-correlated single photon counting (TCSPC) was used in combination with confocal microscopy for time-resolved PL measurements presented in this chapter. In P3HT, PL results from radiative exciton recombination and its intensity is proportional to the product of absorbed fluence and PL quantum yield. The combination of PL intensity and lifetime measurements thus provides access to changes in the excited state relaxation and helps to distinguish radiative and non-radiative rate modifications. Laser excitation was provided by a Ti:Sa oscillator operating at a photon energy of 1.55 eV (800 nm), a repetition rate of 76 MHz and a pulse duration of 150 fs. The PL signal was detected at higher photon energies corresponding to two-photon excitation [135, 150]. This was due to the lack of laser sources operating at the one-photon transition energy and had no further physical motivation.

### 7.3 Results and discussion

The efficiency $\eta$ of a resulting device is calculated by:

$$\eta = \frac{P_{\text{max}}}{P_0} = \frac{V_{\text{oc}} J_{\text{sc}} FF}{P_0}$$

(7.1)

Here $V_{\text{oc}}$ represents the open circuit voltage, $J_{\text{sc}}$ the short circuit current and $FF$ is supposed to be the fill-factor. To investigate the morphology of the blocking layers at first scanning electron microscopy images at different magnifications were compared.
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(see Fig. 7.2). From there it becomes clear that nanowires have a length of approximately 800 nm and an average diameter of 65 ± 12 nm.

Fig. 7.2 SEM micrographs of TiO$_2$ (a, c, e) and TiO$_2$8 nm (b, d, f) at different magnifications: 10000x (a, b), 50000x (c, d), 150000x (e, f). The yellow dotted line in a) highlights some special morphology features, which do not influence the electro-optical properties.

To gain further insight into the morphology of the resulting blocking layer detailed TEM studies were carried out. In Fig. 7.3 a) the respective TEM image of a single TiO$_2$ nanowire is shown. In this image the wire-like structure within the amorphous matrix can be seen, while the dashed yellow circle indicates the area used for the detection of the EDX spectra to check for significant doping effects triggered by the fabrication method mentioned above.
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Fig. 7.3 a) HR TEM micrograph of TiO$_2$|P3HT with a rutile TiO$_2$ core and a semi-crystalline shell. The yellow dashed lines highlight some of the crystalline parts. They are analyzed calculating the respective FFT. The resulting, indexed FFTs are shown in b–e. Image f) shows the TEM micrograph of TiO$_2$(8 nm)|P3HT and g) the corresponding electron diffraction pattern. The dashed yellow circle in g) highlights the irradiated area for the EDX measurement visible in h). This EDX spectra of TiO$_2$(8 nm)|P3HT (orange) and TiO$_2$|P3HT (green) are almost equal and clarify that both sample types consists of the same constituents. The unlabeled peak around 4.8 keV matches with no element and might be a superposition of others.
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The TEM image shown in Fig. 7.3 f) of the imaged wire consists of a highly crystalline core surrounded by a semi-crystalline shell. The measured (110)-plane of the rutile TiO$_2$ core is (Fig. 7.3 f)) 3.2 $\AA$ and in good accordance to the values reported in literature [208]. Since the crystalline areas are very limited in size the FFT patterns of these areas were calculated, which show different orientations characteristics (compare Fig. 7.3 b-e). These findings further clarify that the blocking layer and the wire consists only of TiO$_2$ which is in good accordance to the previously discussed EDX results. Another remarkable result of the HR-TEM analysis is that the blocking layer and the core of the wires consists of rutile crystal structure. While the sample without the blocking layer is found to show mainly brookite formation within the capping layer (few nanometers).

To further investigate the influence of the blocking layer the light to energy conversion efficiency is measured. This is realized by recording the I-V characteristics during light exposure of each sample material. Here $P_0$ used for the measurements shown in Fig. 7.4 is equal to 1 sun or AM1.5 G spectrum [209]. This standard procedure is used to allow for comparable results.

<table>
<thead>
<tr>
<th>Table 7.1 Characterization of the used solar cells: $\eta$, $FF$, $J_{sc}$ and $V_{oc}$ of TiO$_2$</th>
<th>P3HT, TiO$_2$(4 nm)</th>
<th>P3HT and TiO$_2$(8 nm)</th>
<th>P3HT</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiO$_2$(4 nm)</td>
<td>P3HT</td>
<td>0.527</td>
<td>48.1</td>
</tr>
<tr>
<td>TiO$_2$(8 nm)</td>
<td>P3HT</td>
<td>0.548</td>
<td>50.4</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>P3HT</td>
<td>0.478</td>
<td>48.4</td>
</tr>
</tbody>
</table>

Fig. 7.4 $J$-$V$-curves of four different types of solar cells: TiO$_2$|P3HT (green and red), TiO$_2$(4 nm)|P3HT (blue) and TiO$_2$(8 nm)|P3HT (orange). The slope of the dotted lines is an indication for the series resistance within the system.

The corresponding I-V curves under standard illumination of 1 sun are shown in Fig. 7.4. With this data and Eqn. 7.1 the efficiency of each sample is extracted leading to the values shown in Tab. 7.1.
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The most important electrical parameter depending mostly on optical parameters of the device is the short current density $J_{sc}$. This value is a direct indicator for the amount of absorbed light within the photovoltaic device. The absorption is a material parameter and is mainly triggered by the amount of the used polymer. The slight variations of efficiency TiO$_2$(4 nm)|P3HT, TiO$_2$(8 nm)|P3HT and TiO$_2$|P3HT might be due to small variations in charge carrier collection efficiency of the different blocking layers. The open circuit voltage $V_{oc}$ is determined by the energy difference between the HOMO Level of P3HT and the valence band of the TiO$_2$. The fill factor $FF$ depends on the resistance of the device. The slope of the recorded I-V curves shown in Fig. 7.4 dotted lines varies indicating a lower series resistance of the samples containing the nanowires covered by the ALD fabricated blocking layer.

In P3HT the PL results from radiative exciton recombination and its intensity is proportional to the product of absorbed fluence and PL quantum yield. As a consequence the combination of PL intensity and lifetime measurements provides access to changes in the excited state relaxation and helps to distinguish radiative and non-radiative rate modifications. This procedure is intended to be a versatile tool to further investigate the influence of the blocking layer on charge carrier transport. At first the PL-intensity of each device is mapped (see Fig. 7.5). It is remarkable that the PL-intensity of the samples consisting an ALD fabricated blocking layer is $\approx 10$ times higher than of the devices without blocking layer. By electrically contacting the device the PL-intensity dropped significantly due to efficient carrier transport (data not shown). The four PL spectra (see Fig. 7.5) show a strong emission from 600 nm to 700 nm, which corresponds to a photon energy of 1.8 eV and is in good accordance with PL spectra reported in literature [211–214]. Although all solar cells emit in the same range, the PL spectra show an additional shoulder around 650 nm (see Fig. 7.6 indicated by arrows). This feature is attributed to interchain coup-
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ling between the P3HT chains. As interchain coupling occurs only in ordered P3HT, the shoulder is an indication for highly ordered P3HT areas within this type of solar cell. The correlation of highly regioregular P3HT and a red shift of the 0-0 PL was also shown in the work of Baghgar et al. and Yamagata et al. [215, 216]

Fig. 7.6 a) averaged PL intensities and intensity averaged PL lifetimes of four different types of solar cells: TiO$_2$|P3HT (green and red), TiO$_2$(4 nm)|P3HT (blue) and TiO$_2$(8 nm)|P3HT (orange). The graph b) shows PL spectra of four different types of solar cells from 500 nm to 750 nm obtained from a line scan over the sample: TiO$_2$|P3HT (green and red), TiO$_2$(4 nm)|P3HT (blue) and TiO$_2$(8 nm)|P3HT (orange). The arrow indicates a shoulder, which is typical for ordered P3HT areas.

The underlying charge carrier relaxation process causing the PL-intensity variations is further investigated utilizing the already introduced time-correlated single photon counting (TCSPC) technique (for technical details see Chap. 3). The recorded intensity weighted PL-intensity decay times were recorded while raster-scanning the sample surface to guarantee for reliable values due to averaging (see Fig. 7.6 a)). The lifetime values were extracted by bi-exponentially fitting of the PL-decay like described in Chap. 4. This photoluminescence lifetime information support the PL-intensity findings described above, since the PL-decay time $\tau$ of the devices with blocking layer is $\approx 6$ times faster than the lifetime of the samples without blocking layer (close to the reported lifetime for the pristine P3HT-film [135]). PL-intensity and lifetime analysis (Fig. 7.6) showed significant variations between both sample types. The samples with blocking layer (rutile) showed a reduced PL-lifetime and an increase in PL-intensity compared to the samples without blocking layer. The data in Fig. 7.6 can be interpreted as follows: The increase in PL-intensity of the sample is due to the reduction of non-radiative losses within the material. This might be due to the higher tendency for self-induced ordering of P3HT or by improved electrical transport properties within this sample type. Induced by the synthesis brookite consists of porous aggregates and a higher surface area, resulting in a major difference of rutile and brookite formation. This is the relatively low surface area material of rutile formation compared to brookite. The resulting flatness of the rutile blocking layer supports on one hand side the self-induced ordering effects and with that the amount of ordered polymer chains and on the other hand supports the electrical transport within the sample. From the literature it is known that for P3HT films ordering of the polymer chains lead to longer PL-lifetimes [141,156]. This contradicts the described findings. To fully explain the present data other effects have to be considered. On the rough surface of the nanowires of brookite formation the density of trapped states is significantly higher leading to lower
The influence of blocking layers on the performance of TiO$_2$ nanowire hybrid photovoltaic device lifetime [217]. This effect competes with the increase in lifetime due to self assembling of molecules leading to the resulting values of 15 – 20 ps visible in Fig. 7.6.

7.4 Conclusion

This work underlines the significant role and influence on the performance of hybrid solar cells on the used blocking layer. It is shown by electrical transport measurements and time resolved optical studies that an ALD (rutile formation) fabricated blocking layer improves the electric transport properties and the charge carrier separation efficiency. From the combination of the self induced ordering of the P3HT molecules along the nanowire axis presented also in Chap. 4 and the improved electrical transport properties by the design of the blocking layer and short distance sequential stacking of electron donor and acceptor future device designs can benefit.
8 Non-linear photoluminescence from graphene

8.1 Motivation

Since graphene is known to be a zero gap semiconductor the strong photoluminescence signal discovered in 2010 by several research groups [73–75, 218, 219] was rather unexpected by the community. In this year the non-linear photoluminescence (NL-PL) from single and multilayer graphene flakes after femtosecond laser excitation was explained by two competing models. The first model explaining this remarkable effect was the so called two temperature model put forward by T. Heinz and his co-workers [73, 220] based on Planck’s law treating the system a black body radiation emitter. Here the NL-PL effect is explained by two different regimes with respect to time and temperature [221, 222], while the second model identifies intraband Coulomb scattering of electrons as the underlying responsible mechanism for the spectral broadening the NL-PL of graphene [74, 75, 218]. In this section the NL-PL of exfoliated kish graphene flakes is experimentally demonstrated. Therefore the obtained spectra were recorded after femtosecond laser excitation. The influence on the NL-PL intensity and spectra of varying excitation energy and power is investigated by recording the broadband NL-PL spectra.

8.2 Materials and methods

Exfoliated kish graphene flakes are transferred onto a thin glass substrate (thickness $\approx 150 \, \mu m$) by the PMMA transfer method by the group of Prof. Ferrari [16]. The optical response after femtosecond laser excitation of the resulting sample material is investigated by the use of a confocal laser scanning inverted optical microscope (see details in Chap. 3).

8.3 Results and discussion

The respective confocal NL-PL image of single and bi-layer graphene after femtosecond laser excitation detected at wavelengths larger than 860 nm is shown in Fig. 8.1. Since intrinsic graphene is semi-metal or a zero gap semiconductor consisting of highly linear band structure without any band-gap [223] the effect of the broadband NL-PL arised unexpectedly to the community.
Fig. 8.1 NL-PL image of a graphene flake on a glass substrate recorded in epi-detection with a confocal laser scanning microscope after pulsed excitation at 800 nm detected at wavelengths longer than 860 nm in a). The relatively high background on glass is due to residual laser scattering. In the lower left part of a) a thick graphite flake is visible which appears dark [75]. Figure b) shows the almost quadratic dependency of the PL-signal of graphene on the excitation power (almost quadratic (2.14) fit represented by green line) and is further explained in Eqn. 8.1.

To further understand this non-linearity of the detected signal the simplified rate equation has to be considered [224]:

\[
\frac{dn(E)}{dt} \approx \gamma_1(E) \cdot (\alpha_0 I_0)^2 - \gamma_2(E) \cdot (\alpha_0 I_0) \cdot n(E) - \gamma_3(E) \cdot (E)
\]  

(8.1)

In Eqn. 8.1 the first two terms represent the generation and depletion rate of \( n(E) \) due to scattering of excited carriers, while the last term is due to relaxation processes independent of \( I_0 \). The generated holes are described equally. Since the excitation pulse duration is much longer than the recombination time [218] the signal strength \( L_\omega \) is properly described by [225]:

\[
L(\omega) \propto \left[ \frac{\gamma_3^{-1}(E)\gamma_1(E)\alpha_0^2 I_0^2}{1 + \gamma_3^{-1}(E)\gamma_1(E)\alpha_0 I_0} \right]^2 R_r(\omega)
\]  

(8.2)

Here \( R_r(\omega) \) represents the radiative recombination rate. From Eqn. 8.2 it is clear that the signal strength \( L \) is proportional to \( \approx I_0^4 \) for relatively low excitation power \( I_0 \). In case of high excitation power the signal strength in Eqn. 8.2 is proportional to \( I_0^2 \) [224].
8.3 Results and discussion
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**Fig. 8.2** The well known absorption of $\approx 2.3\%$ of a single layer graphene recorded from 500–900 nm. The data was recorded using the continuum white light source described in Chap. 3 by extracting $I_{\text{glass}} - I_{\text{graphene}}/I_{\text{glass}}$. The data corrected for the detection sensitivity (also see Chap. 3).

Due to the linear electronic bands crossing at the Fermi-level graphene absorbs across the whole visible and IR range almost equally $2.3\%$ [75, 226]. Treating every graphene layer as a single emitter consisting of a certain refractive index the NL-PL intensity as a function of number of layers can be calculated summing up Fabry-Perot like reflections of different interfaces. Up to 10 layers the NL-PL intensity is found to increase almost linearly, saturates up to 20 layers and drops from a further increase of the number of layers on [75]. This explains the visual contrast in Fig. 8.1 for thick and thin graphene flakes. With that knowledge the NL-PL from graphene on certain substrates is used to identify the thickness of investigated graphene and graphite flakes. Here the detection on the blue-side with respect to the excitation beam is necessary to avoid the influence of non-linear effects (i.e. impurities, dopants,...) [75].

Raman spectroscopy is another powerful tool to identify graphene on different substrates [61, 62, 227–234]. This data allows for the detailed analysis of the graphene flake, such as thickness, impurities, mechanical deformation and many others. From the recorded Raman spectra of the used exfoliated kish graphene and multi-layer graphene the material is identified to be intrinsic without any significant dopants or impurities. The corresponding Raman spectra is shown in Fig. 8.3. For detailed analysis the ratio of absolute intensity of 2D and G band and the FWHM of each band has to be considered [228].
Fig. 8.3 Raman and PL-spectra obtained for modelocked and continuos wave laser excitation of single layer graphene at a center wavelength 800 nm.

By switching the exciting Ti:Sa oscillator from continuous wave (CW) to mode-locked (ML) the uprising photoluminescence signal from graphene is clearly seen (green in Fig. 8.3). To investigate the origin of the NL-PL further the power dependence of the excitation on the spectral response of the photoluminescence of graphene is recorded (Fig. 8.4 a)). The graphene was therefore excited at 690 nm with femtosecond laser pulses (duration \(\approx 150\) fs) and the signal was detected at wavelengths longer than 700 nm. Despite the change in amplitude (discussed in previous text and in Eqn. 8.2) the spectral characteristic of the NL-PL is not influenced by the excitation power. The small peak-like structures at 780 nm are due to Raman scattering as visible in Fig. 8.3.
In a) the respective NL-PL spectra of the multilayer graphene flakes as a function of excitation power is depicted. The sample was excited at 690 nm at a pulse duration of 150 fs. The small residual peaks at the laser center wavelength are caused by residual laser light. A snapshot b) through the microscope objective gives an impression of the visible contrast of thin graphene flakes on the glass substrate. The corresponding NL-PL map of graphene layers of varying thickness is shown in c). The thick layer visible in b) lower right side, appears dark in the PL image due to the Fabry-Perot like reflections at each interface [75] (see text).

In a first attempt literature described the effect of the NL-PL from single- and multilayer graphene by thermal induced emission based on the description of black body radiation [73].

\[ I(\nu, T) = \frac{2\hbar \nu^3}{c^2} \frac{1}{e^{\frac{h\nu}{kT}} - 1} \]  
(8.3)

Where \( I(\nu, T) \) is the energy per unit time radiated per unit area of the emitting surface per unit frequency by a black body temperature \( T \) and \( h \) is the Planck constant. \( c \) is the speed of light, \( k \) is the the Boltzmann constant and \( \nu \) the absolute frequency of the electromagnetic radiation emitted by the black body at an absolute temperature \( T \). Here the spectral dependence on the excitation power is immediately obvious, since the excitation power is directly proportional to the temperature \( T \) of the emitter assuming no saturation effects. This relation is due to the Wien’s displacement law, given by \( \lambda_{max} = \frac{b}{T} \). Here \( b \) is the Wien’s displacement constant. A consequence is that the wavelength of the emission is a function only of the temperature \( T \). The theoretical spectra obtained by using Eqn. 8.3 in combination with the Wien’s displacement law is plotted in Fig. 8.5.
**Fig. 8.5** Theoretical spectra based on the Eqn. 8.3. Variations of the excitation power lead to a shift of the spectral maximum, due to the resulting temperatures of the emitter. These strong dependence of the spectrum on the excitation power is not observed experimentally in Fig. 8.4.

Since the spectral characteristic of the NL-PL show no significant changes on variations of the excitation power it can be excluded that this effect is fully described by Planck’s law (Eqn. 8.3) only. Variations of the excitation energy ranging from 1.34 eV to 1.64 eV shifts the obtained spectra but do not influence the spectral characteristic (see Fig. 8.6).

**Fig. 8.6** By tuning the excitation wavelength the obtained NL-PL emission of graphene follows the excitation frequency. The shown data is corrected for differences in detection sensitivity of different wavelength.
These findings and the influence of the excitation energy on the obtained NL-PL spectra (Fig. 8.6) triggered the need of other explanations. Another approach to explain the spectral broadening visible in Fig. 8.6 around the excitation laser energy is explained by inter- and intraband scattering of charge carrier (CC) and carrier-phonon (CP) [74, 75, 219].

The verification of theoretical explanation triggers the need of deeper insight into inter- and intraband excitation and relaxation processes. The used experimental system is limited to a time resolution of $\approx 150$ fs due to the provided pulse duration. This is not sufficient to investigate these ultrafast dynamics occurring in graphene. To further investigate the ultrafast single femtosecond timescales of the intraband dynamics in the described 2D model system polarization resolved pulse shaping experiments have been carried out in Chap. 9.

8.4 Conclusion

The NL-PL of graphene on glass is demonstrated after femtosecond laser excitation at fixed pulse durations of 150 fs. The spectral characteristic of the NL-PL is not influenced by the excitation power. This excludes thermal induced radiation (black-body) as the only origin of the broadband NL-PL. Since the NL-PL spectra shift with excitation energy broadening by intraband Coulomb scattering is considered to be the responsible effect. To gain insight into the ultrafast (single fs) time scales an increase in time resolution is necessary. This is realized throughout Chap. 9 by ultrafast polarization resolved pulse shaping experiments.
9 Controlling charge carrier relaxation and photoluminescence in graphene using chirped laser pulses

9.1 Motivation

In this chapter the NL-PL from single and few layer graphene based on the findings presented in Chap. 8 is further investigated. Since this effect is explained by two competing models [73–75] the strong photoluminescence of graphene is in the focus of current research. To fully understand the radiative recombination of the created electrons and holes it is necessary to get insight into the timespan after the excitation and before the recombination of the charge carriers. This intraband scattering processes which cause a thermalization of the electron and hole population within the bands and the respective time regime (heterodynamic regime) is visualized by polarization resolved measurements and the simultaneous control of the excitation electric field on a femtosecond time scale. The findings and models presented in this section are based on the publication: "Controlling charge carrier relaxation and photoluminescence in graphene using chirped laser pulses" ². In the course of this section it is shown that the control of the optical excitation of graphene leads to a control over the coupled coherence and the respective population dynamics of charge carriers. Therefore the NL-PL created by chirped broadband femtosecond laser pulses is detected either energy or polarization resolved. These experimental results provide insight into the microscopic polarization and its relaxation. Positively chirped excitation pulses for which the lower energy of the pulse interacts first with the sample maximizes the NL-PL intensity. The theoretical models applied within this chapter are developed by E. Malic and his co-workers [28, 29, 76, 77, 106] which are in overall agreement with the experimental results presented.

9.2 Materials and methods

9.2.1 Sample preparation

The samples are prepared as follows. Single layer (SLG), bilayer (BLG) and few layer graphene (FLG) are placed by micromechanical cleavage [235] on Si wafers covered with 300 nm SiO₂. The number of layers is identified by a combination of optical microscopy [236] and Raman spectroscopy [61, 62]. Glass substrates are coated with a layer of gold (25 nm) deposited by thermal evaporation. Subsequently a layer (25 nm) of Al₂O₃ is placed onto the gold by atomic layer deposition (ALD)(see Fig. 9.1).

²manuscript under preparation
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Fig. 9.1 In (a) the contribution of extinction of each of the sections of the used sample material is shown. Figure (b) shows a Transmission electron microscopy (TEM) image to control for the correct thickness and flatness of the used Au and Al₂O₃ substrate. The energy dispersive X-ray (EDX) spectra clearly showed the high purity and allowed for identification of the respective film.

This additional dielectric spacer prevents the NL-PL from being completely quenched by the metal film, while allowing for efficient SPP launch (Fig. 9.2c). Graphene flakes are then transferred onto the glass-gold-Al₂O₃ stack by a polymer-based wet transfer process [16, 24]. PMMA (molecular weight 950 K) is spin coated onto the sample, which is then immersed in de-ionized water, resulting in the detachment of the polymer film because of water intercalation at the PMMA-SiO₂ interface. Graphene flakes attach to the polymer and are therefore removed from the Si/SiO₂. The polymer and graphene film is then placed onto the glass-gold-Al₂O₃ substrate and, after complete drying of the water, PMMA is removed by acetone. Control samples are also prepared by depositing graphene on uncoated glass substrates. Success of the transfer is confirmed both optically and by Raman spectroscopy. Analysis of position, full width at half maximum (FWHM), intensities and areas ratios of the G and 2D peaks allows estimation of doping [62, 63, 230, 237]. The initial SLG on Si/SiO₂ is slightly p-doped ~3x10¹² cm⁻². After transfer the samples appear ~5x10¹² cm⁻² n-doped.
9.2 Materials and methods

The samples are measured with a confocal laser scanning optical microscope combined with a pulse shaper based \(^3\) on a spatial light modulator [92] to control the spectral phase profile of a linearly polarized broadband laser pulse (Fig. 9.2(a)). The excitation pulse provided by a Ti:Sa oscillator has a spectral FWHM \(\sim 60\) nm and a minimum temporal duration of \(t_p \approx 25\) fs. The excitation pulse can be described by the vector potential:

\[
A(t) = A_C \exp \left( -\frac{t^2}{2\sigma_C^2} \right) \cos \left[ \omega + \tilde{C} t \right] t
\]

with the normalized chirp \(C\), the duration \(\sigma_C = \sigma \sqrt{1 + C^2}\) and amplitude \(A_C = A_0 / \sqrt{1 + C^2}\) of the chirped pulse, the chirp \(\tilde{C} = \frac{1}{2\sigma^2} \cdot \frac{C}{1 + C^2}\), the Gaussian duration \(\sigma = t_p / \sqrt{2 \ln(2\sqrt{2})}\) and amplitude \(A_0\) of the unchirped pulse, and the central photon energy \(\hbar \omega\). Therewith, the pulse spectrum and fluence is chirp independent (further details in Sec. 2.2.5).

To compensate for phase distortions created by optical elements in the beam path an iterative correction based on multi-photon intrapulse interference phase scans (MIIPS) is applied [130] using \(\text{Fe}_2(\text{IO}_3)_3\) nanocrystals as reference material [134]. A brief experimental overview can be found in Sec. 3.2.3 of chapter Chap. 3

Optical dipole transitions in graphene are connected to carrier excitations with momentum mainly perpendicular to the electric field polarization (Fig. 9.3(b)) [76].

---

\(^3\)For further technical details about the used SLM see Sec. 3.2.2
Absorbed photons initially create optically excited (“hot”) carriers. Their non-equilibrium dynamics has been studied by ultrafast pump-probe spectroscopy [26,27,54,55,65,218,238]. The non-equilibrium (non-thermal) distribution of electrons in conduction band and holes in valence band created by an ultrafast pulse relaxes, eventually reaching thermal equilibrium with the lattice, due to various processes [26–29,70–72,76], including carrier-carrier (c-c) and carrier-phonon (c-ph) scattering, as well as radiative electron-hole (e-h) recombination (non-linear photoluminescence, NL-PL [73,224,239]). In the sub-ps time-frame two main processes occur: first, the initial peak produced by the pump laser broadens, due to c-c collisions, converging towards a hot Fermi-Dirac (FD) shape on an ultrashort time scale [26,27,68,69,240–243], see Fig. 9.3(a). The Coulomb interaction prefers scattering along the Dirac cone, which preserves the initial anisotropic carrier distribution. The scattering across the Dirac cone is partially suppressed and even completely vanishes in the case of back-scattering [77]. Subsequently, optical phonon emission [244,245] drives a cooling in which the FD distribution shifts towards the Dirac point. The phonon interaction with the electrons causes the carriers to move also along the circumference of the cone by gaining or losing momentum $k$ (Fig. 9.3(b)). These processes lead to orientational relaxation and an isotropic carrier distribution [77].

On thin metal films dipole emission is known to launch propagating surface plasmon polaritons (SPPs) mainly in the direction of the dipole orientation such that Fourier imaging of the SPP-coupled NL-PL can be used to visualize its degree of polarization [118–120,122,246]. The experimental details of imaging the back focal plane of the objective [120–122] to conserve the spatial distribution of the emission is found in Sec. 3.1.1 of Chap. 3. In the following sections it is shown that the carrier relaxation dynamics in graphene on glass and on thin gold films can be controlled by chirping the excitation laser pulse on femtosecond time scales by monitoring the NL-PL intensity and polarization contrast.
9.3 Results and discussion

9.3.1 NL-PL intensity dependence on normalized chirp

The chirp dependence of the NL-PL intensity of FLG on Al2O3/Au detected on the blue and on the red side of the excitation energy is shown in Fig. 9.4. NL-PL traces were derived by integrating the emission spectra shown in Fig. 9.4 from 600 - 690 nm and 880-1000 nm, respectively. Both curves peak at positive chirp between $C = 1 - 2$ as observed in the intensity profiles recorded using an avalanche photo diode (APD) after spectral filtering between 900 and 1000 nm shown in Fig. 9.5, although at somewhat smaller value $C = 1$.

Fig. 9.5(a,b) show the dependence of the NL-PL intensity of few layer graphene (FLG) detected between 900 and 1000 nm on the chirp $C$ of the excitation laser pulse. While the intensity increases for shorter pulses, as expected for a multi-photon process, the highest intensity is observed for a positively chirped pulse with $C = 1.0 \pm 0.2$ for graphene on Al2O3/Au. For graphene on glass, Fig. 9.5(b) shows a slightly smaller chirp for the maximum NL-PL intensity, indicating an influence of plasmonic field enhancement. As reference, the second harmonic signal (SHG) of Fe2(IO3)3 nanocrystals between 380 – 420 nm is recorded [134]. The SHG-signal is maximized for the shortest pulse ($C = 0, t_p \approx 25$ fs) as expected for an instantaneous two-photon process [89]. The chirp dependence of the NL-PL intensity can also be seen in the corresponding spectra detected at the same sample position on both sides of the excitation energy (Fig. 9.5(c,d)). The highest NL-PL intensity is obtained for chirp $C$ between 1 and 2.
Controlling charge carrier relaxation and photoluminescence in graphene using chirped laser pulses

Fig. 9.5 (a,b) (blue circles) FLG NL-PL intensity detected between 900 and 1000 nm for varying normalized chirp. The highest intensity is detected for positive chirp $C = 1.0 \pm 0.3$ for flakes on $\text{Al}_2\text{O}_3$/Au, while the maximum NL-PL intensity for flakes on glass is observed for $C = 0.9 \pm 0.3$. (black circles) SHG-signal of $\text{Fe}_2(\text{IO}_3)_3$ detected between 380 – 420 nm as reference. (c,d) Chirp dependent NL-PL spectra of graphene recorded at the same sample position for varying positive and negative chirp, respectively. The spectra are normalized to the maximum intensity recorded in the respective series and are corrected for a signal background from the substrate detected without flakes while the intensity traces in (a) and (b) show raw data.
9.3 Results and discussion

9.3.2 NL-PL polarization dependence on normalized chirp

Imaging the objective BFP for dipole emitters on a thin metal film can be used to retrieve information on the polarization of the dipoles, as discussed above. For uniform dipole orientation parallel to the film two bright arcs would be detected, while an isotropic distribution would lead to a continuous ring [120, 122, 246]. The detected emission pattern (see Fig. 9.6) obtained by back focal plane imaging (experimental details can be found Fig. 3.5) can be understood as the physical connection between photon \((k_{\parallel x}, k_{\parallel y})\) and carrier occupation \((k_x, k_y)\).

![Image](image.png)

**Fig. 9.6** (a) BFP images of NL-PL from SLG on Al\(_2\)O\(_3\)/Au for differently chirped pulses detected on the red side of the excitation pulse between 900 and 1000 nm. The white dashed ring corresponds to NA = 1.4. All images are scaled equally and recorded at the same sample position. (b) Angular-resolved NL-PL profiles for \(C = 1, 0, -1\). (c) Polarization contrast (maximum/minimum within the ring-like pattern) as a function of chirp. For larger chirp corresponding to longer pulse length the detected pattern becomes radially symmetric indicating the angular relaxation of carriers [72].
The emission energy, that is proportional to the carrier momentum $k$ in case of the linear dispersion in graphene, determines $|k_{\text{SPP}}| = |k_{\text{resonance}}|$ the radius of highest intensity in the detected emission pattern. At about 900 nm the ratio between the radii $|k_{\text{resonance}}|$ and $k$ is roughly $v/v_F$ where $v$ is the speed of light in glass and $v_F$ the Fermi-velocity of carriers in graphene. The angular distribution of the emission pattern, on the other hand, reflects the angular dependence of the carrier occupation. The carrier occupation can be approximated by a $\cos^2$-relation results from a dipolar transition. For a dipolar emitter the intensity can be calculated according to eqn. 3.1 where the angle dependence also follows a $\cos^2$-relation although rotated by 90° due to the optical matrix element. Loss of orientational memory in the carrier occupation after linearly polarized pulsed excitation thus results in a ring-like BFP pattern. Fig. 9.6(a) shows BFP-images of the NL-PL from graphene for varying chirps, decreasing from $C = 5$ to -5 (upper row to lower row). For long pulses, as created by large absolute chirps, the NL-PL forms a continuous ring corresponding to isotropic emission polarization. This shows that NL-PL emission happens during the formation of a quasi uniform angular distribution of the carrier population as a result of c-ph scattering. For shorter pulses, in particular for $C = 1$, on the other hand, strongly anisotropic emission is observed, indicating that ph-induced scattering across the Dirac cone is not finished during the short pulse. As a result, the optically generated anisotropy in carrier occupation and polarization remains partially conserved. Our modeling confirms the increase of the polarization contrast for positive chirp, as shown in Fig. 9.7(b). This directly reflects the scattering-induced chirp dependence of the NL-PL intensity and follows the anisotropy of the electron-light coupling, as also indicated in Fig. 9.7(a) and the inset of Fig. 9.2(a). In the experiment, the observed difference between upper and lower arcs could be assigned to spatial heterogeneities in the gold film, that lead to different SPP propagation.

Since in SLG the polarization reflects the angular distribution of the carrier population, BFP images are thus a means to visualize the angular dependence of the microscopic polarization and the carrier population in SLG, see Fig. 9.7(b).
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broaden the NL-PL are well captured by the modeling (Fig. 9.7\textsuperscript{4}). Although the pulse fluence and pulse spectrum is independent of the chirp, the calculations reveal a decrease in intensity for negative chirps. This can be understood as follows: The phonon-induced broadening of the excited carrier distribution occurs more efficiently towards the Dirac point than towards higher energies. Consequently, the damping of the microscopic $p_k$ due to diagonal dephasing is stronger below the excitation energy, Eqn. 2.51. As a result, the absorption of the lower energy-side of the excitation pulses with negative chirp is suppressed by the ultrafast dephasing, giving rise to a lower intensity of the NL-PL.

In contrast, for positive chirps, the higher energy-side of the excitation pulse comes with a delay. At higher energies, the phonon-induced scattering is weaker, resulting in a smaller dephasing and higher NL-PL intensities. Thus, the theoretically predicted NL-PL chirp dependence shows qualitatively the same trend as the experimentally measured one. The quantitatively more pronounced changes in intensity in Fig. 9.5 may be due to coupling to the substrate, in particular NL coupling between the PL of graphene and the SPPs.

Furthermore, the calculations show a slight red-shift of the PL maximum for positive chirp (see inset, Fig. 9.7), indicating that the NL-PL excited by the initial tail of the pulse is more efficient.

9.3.3 Modeling of the NL-PL

To understand the chirp dependence qualitatively from a microscopic point of view, the dynamics of the microscopic polarization $p_k(t)$ in intrinsic SLG within the Bloch equations for $C = -1, 0, 1$ \textsuperscript{[76]} is calculated, by our cooperation partners E. Malic and T. Winzer$^5$:

The photoluminescence $I_{PL}(q, t)$ of the photon mode $q$ is given by the photon flux \textsuperscript{[247]}:

$$I_{PL}(q, t) \propto \partial_t \langle c_q^\dagger c_q \rangle(t),$$

(9.2)

where $c_q^\dagger$ and $c_q$ are photon creation and annihilation operators. Exploiting the electron-photon Hamilton operator $H_{c-\mathit{pt}}$

$$H_{c-\mathit{pt}} = \sum_{k, q} \left[ M_{k, q}^\mathit{vc} c_k^\dagger a_k^\mathit{vc} + M_{k, q}^\mathit{cv} a_k^\mathit{cv} c_k^\dagger \right],$$

(9.3)

The equation of motion for the photon occupation is derived by:

$$i\hbar \frac{d}{dt} \langle c_q^\dagger c_q \rangle(t)|_{H_{c-\mathit{pt}}} = \sum_k M_{k, q}^\mathit{vc} \left[ \langle a_k^\mathit{vc} c_k^\dagger \rangle(t) - \langle a_k^\dagger c_k \rangle(t) \right]$$

(9.4)

with the electron-photon matrix element $M_{k, q}^\mathit{vc}$ and the photon-assisted quantities $\langle a_k^\dagger a_k^\mathit{vc} c_q \rangle(t)$. To close the system of equations a further equation of motion is needed for these quantities. Neglecting the dynamics of coherent photons, i.e. $\langle c_q^{(1)} \rangle = 0$, and the stimulated emission is described by:

$$i\hbar \frac{d}{dt} \langle a_k^\dagger a_k c_q \rangle(t) = (\varepsilon_q - \varepsilon_k - \hbar \omega_q) \langle a_k^\dagger a_k c_q \rangle(t) - M_{k, q}^\mathit{vc} \left( \rho_k(t) [1 - \rho_k(t)] + |p_k(t)|^2 \right)$$

(9.5)

$^4$calculated by T. Winzer from the group of Prof. E. Malic

$^5$Detailed information about the theoretical modeling of the ultrafast relaxation dynamics after femtosecond laser excitation in graphene is found in the Dissertation of Torben Winzer (2013) \textsuperscript{[112]}
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Treating Eq. (9.5) within the Markov approximation \cite{76}, Eq. (9.5) can be analytically solved. Furthermore, assuming that the surface plasmons measured in the experiment only couple to the polarization, the equation of motion for the photon occupation reads:

$$\frac{d}{dt} \langle \hat{c}_q^\dagger \hat{c}_q \rangle(t) = \frac{\pi}{\hbar} \sum_k |\mathcal{M}_{k,q}^{\text{sc}}|^2 |p_k(t)|^2 \delta(\epsilon_k^e - \epsilon_k^h - \hbar \omega_q). \quad (9.6)$$

Accounting for the polarization $\mathbf{e}_q$ of the photon mode $\mathbf{q}$, the electron-photon matrix element has the same symmetry as the semi-classical electron-field matrix element, i.e. $\mathcal{M}_{k,q}^{\text{sc}} \propto \mathbf{e}_q \cdot \mathbf{M}_k^{\text{opt}}$. Finally the integration over the detection time, Eq. (9.6) give access to the photoluminescence:

$$I_{\text{PL}}(\omega, \phi) \propto \int dt \sum_k |p_k(t)|^2 |M_k^\phi|^2 \delta(\omega - v_F k), \quad (9.7)$$

where $M_k^\phi$ is the projection of the matrix element along the $\phi$ direction in the Brillouin zone. Since the polarization may also be influenced by the number of excited charge carriers one can add the the following interaction term to eqn. 9.7 based on the graphene Bloch equations presented in Sec. 2.2.7 of Chap. 2:

$$I_{\text{PL}}(\omega, \phi) \propto \int dt \sum_k |p_k(t)|^2 |M_k^\phi|^2 \bigg[ \rho_k^e(t) \rho_k^h(t) + p_k(t) p_k^*(t) \bigg] \delta(\omega - v_F k). \quad (9.8)$$

With the carrier occupation $\rho_k(t)$ and $M_k^\phi$ again representing the optical matrix element in $\phi$-direction.

9.3.4 High and low power limit of the excitation

From the experimental results presented in the previous chapter 8 and the experimental results within this chapter it became clear that excitation energy and the respective energy density significantly influences the creation of the NL-PL of graphene. In the section the presented theoretical model is applied on an scenario in which the excitation energy is fixed at 1.55eV (800nm), while the power was changed from 12\mu J (low power regime) to 5.7\mu J (high power regime). In combination with the simplified equations of motion, which are identical to the well-known Bloch equations for the off-diagonal, $\phi_{\lambda}$, and diagonal $n_{\lambda}$, elements of the density matrix of a two level atom based on the findings in \cite{106} and the equations in 2.2.7.

For not too strong optical excitation phase space filling, screening and band gap renormalization is neglected \cite{107–109}. From the Coulomb interaction term $V$ only the mutual attraction between electrons and holes is considered. These assumption lead to the following description of the expectation values introduced in 2.2.7.

$$\frac{\partial}{\partial t} \rho_k^e = i [\epsilon_e^s(k) - \epsilon_h^s(k)] p_k^e - i \sum_{q \neq 0} V(q) p_{k+q}^e - i \mu_k^e E(t)^*(1 - n_{e,k} - n_{h,k'}) \quad (9.9)$$

$$\frac{\partial}{\partial t} \phi_{\lambda} = i \epsilon_{\lambda} \phi_{\lambda} - i \mu^e E^*(t)(1 - 2 n_{\lambda}), \quad (9.10)$$

The full mathematical description of the SBEs can be found elsewhere \cite{106}. The microscopic polarization becomes macroscopic because of the applied external field. Finally it is necessary to mention that the optical response of a semiconductor follows its macroscopic polarization $P$ as a function of the electric field $E$ that excites it. While the macroscopic
polarization is described by the microscopic polarization $p_k$ for the low power coherent regime:

$$P = \mu \sum_k \langle a_k^\dagger b_{-k}^\dagger \rangle + c.c.$$  \hspace{1cm} \text{(9.11)}

**Fig. 9.8** The polarization $p$ and the density of states $\rho$ show a significant difference in (a) for the low power regime. Here the polarization is the major contribution to the signal, since the scattering rate is negligible in this regime (red dashed line shows no contribution around the excitation energy of 1.55eV) In (b) the excitation power is increased by a factor of almost 500 (high power regime). The microscopic polarization $p$ is decreased by the increased Coulomb scattering rate induced by the high amount of charge carriers $\rho$ and the structure of the PL spectrum is triggered by scattering of charge carriers.

The resulting contribution based on the calculation the graphenes’ Bloch equations of the polarization $\rho$ and charge carrier density $\rho$ for high and low pump fluences on the resulting PL intensity is shown in Fig. 9.8. Therefore the excitation energy is again kept constant at 1.55eV. By increasing the pump fluence by a factor of $\approx 500$ the PL spectrum gets broadened due to scattering, while only a small contribution of polarization remains (9.8 b)). Obviously the PL characteristics depend strongly on the pump fluence. The emission of single layer graphene excited at high fluences can be described by the model of T. Heinz and co-workers [73] and is independent from the excitation energy while for low fluences the NL-PL can be properly described by the microscopic polarization [74, 218], which is sensitive towards excitation energy. The presented full model based on the graphene Bloch equations describing microscopic polarization $p$, carrier density $\rho$ and phonon induced scattering [248] lead to a detailed description of inter- and intraband processes [68, 69]. The applied model is in overall agreement with the introduced experimental findings covering the full range of excitation time, power and energy.

However, the chirp dependence observed in experiment is stronger pronounced than theory predicts although only the contribution of polarization is taken into account to fully describe the NL-PL chirp dependence. This is also remarkable since all used chirped excitation pulses have the same spectrum and pump fluence.

Since the quantitative discrepancy is quite large, so that other or additional effects have to be taken into account. Quantum or plasmonic effects could play a crucial role. Also doping effects by the the substrate have to be considered, since the graphene is supported on
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Al₂O₃/Au/glass film. At last the excitation of graphene surface plasmons could eventually influence the measurement. Following eqn. 9.8 a huge contribution on the excitation fluence should be visible which is not supported by the presented experimental findings.

9.4 Conclusion

In summary the charge carrier relaxation dynamics in graphene induced by ultrafast chirped laser pulses by recording the non-linear photoluminescence were studied. It is found in case of a positive chirp for which the red part of the laser spectrum interacts first with the graphene the NL-PL intensity is maximized while for negative chirp it is substantially suppressed. The intensity and the polarization contrast of the NL-PL is found to be increased substantially when the chirp is tuned to match the relaxation dynamics. Leakage radiation microscopy [118,119] detection together with back-focal plane (BFP) imaging [120–122] was utilized to investigate the carrier relaxation with momentum (\(k_x, k_y\)) resolution in the presented experiments. It is remarkable that for short excitation pulse length (\(\leq 50\) fs) the polarization is maintained indicating that the emission process is essentially completed before efficient orientational relaxation occurs. These observations are in overall agreement with theoretical modeling that predicts the damping of the microscopic polarization due to stronger diagonal dephasing below the excitation energy leading to reduced absorption of the lower energy-side of the excitation pulses. The observed chirp dependence could be used to improve and control the efficiency of photonic graphene devices, such as saturable absorbers, and contribute to the overall understanding of the charge carrier relaxation in graphene.
10 Summary and outlook

In the course of this work several studies on the charge carrier dynamics within organic polymers and graphene are presented. This fundamental key knowledge is necessary to design future electronic and optoelectronic devices, like solar cells, transistors, LEDs and many others. In the first part of this thesis several methods to improve the efficiency of organic or hybrid/organic photovoltaic devices are presented. Each major drawback of organic polymers currently used for the fabrication of solar cell devices is addressed separately and an approach to overcome this material disadvantage is presented. These approaches consist of the improvement of the blocking layer to allow for efficient charge carrier separation and transport by controlling the morphology either by the fabrication method Chap. 7 or by the calcination time Chap. 6 to expand the grain size of the TiO$_2$ single crystals. The control of morphology addresses the drawback of the high exciton binding energy within the organic polymer. The second major drawback of this materials is the short exciton diffusion length ranging from 10 to $\approx$ 100 nm. This disadvantage vanishes by controlling the morphology of the molecules within the polymer film to allow for unpercolated pathways for the charge carriers. This is realized by self-induced ordering within a P3HT thin film by nano-patterning of the utilized substrate described in Chap. 4. Another approach to eliminate this disadvantage is the sequential stacking of electron donor and acceptor within the range of the exciton diffusion length. This is realized in Chap. 5, where a photoconductive thienothiophene-based covalent organic framework (TT-COF) is interpenetrated by PCBM. The pore size of the TT-COF serving as electron donor is $\approx$ 3 nm allowing for efficient separation and transport of generated charges. Another important topic in the development of optoelectronic and electronic devices is the choice of the contact material which needs to be transparent in many applications. A perfect candidate to realize transparent contact electrodes is graphene due to its outstanding material properties described in Chap. 8 and in Chap. 9.

The second part of this thesis is dedicated to the ultrafast charge carrier dynamics in intrinsic graphene investigated by the NL-PL excited by femtosecond laser pulses in Chap. 8 and in Chap. 9. Since the charge carrier dynamics in graphene occur on femtosecond time scales ultrafast polarization resolved pulse shaping experiments have been carried out to extract the contribution and time scales of carrier-carrier and carrier-phonon scattering within the inter- and intraband excitation and relaxation processes. For future device designs the presented approaches within this work should be combined to allow for maximum efficiency.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DEG</td>
<td>two-dimensional electron gas</td>
</tr>
<tr>
<td>ALD</td>
<td>atomic layer deposition</td>
</tr>
<tr>
<td>APD</td>
<td>avalanche photo diode</td>
</tr>
<tr>
<td>BL</td>
<td>blocking layer</td>
</tr>
<tr>
<td>BLG</td>
<td>bi layer graphene</td>
</tr>
<tr>
<td>CC</td>
<td>carrier-carrier</td>
</tr>
<tr>
<td>CCD</td>
<td>charged coupled device</td>
</tr>
<tr>
<td>CLSM</td>
<td>confocal laser scanning microscope</td>
</tr>
<tr>
<td>COF</td>
<td>covalent organic framework</td>
</tr>
<tr>
<td>CP</td>
<td>carrier-phonon</td>
</tr>
<tr>
<td>CW</td>
<td>continuous wave</td>
</tr>
<tr>
<td>EDX</td>
<td>energy dispersive X-ray spectroscopy</td>
</tr>
<tr>
<td>FLG</td>
<td>few layer graphene</td>
</tr>
<tr>
<td>FM</td>
<td>frequency-modulation</td>
</tr>
<tr>
<td>FP</td>
<td>Fourier-plane</td>
</tr>
<tr>
<td>FT-PS</td>
<td>Fourier-transform pulse shaping</td>
</tr>
<tr>
<td>FTO</td>
<td>fluor tin oxide</td>
</tr>
<tr>
<td>GDD</td>
<td>group delay dispersion</td>
</tr>
<tr>
<td>GVD</td>
<td>group velocity dispersion</td>
</tr>
<tr>
<td>IR</td>
<td>infrared</td>
</tr>
<tr>
<td>I RF</td>
<td>instrument response function</td>
</tr>
<tr>
<td>LC</td>
<td>liquid crystal</td>
</tr>
<tr>
<td>LED</td>
<td>light emitting diode</td>
</tr>
<tr>
<td>MBE</td>
<td>molecular beam epitaxy</td>
</tr>
<tr>
<td>MIIPS</td>
<td>multiphoton intrapuls interference phase scans</td>
</tr>
<tr>
<td>ML</td>
<td>mode-locked</td>
</tr>
<tr>
<td>Nd:YAG</td>
<td>neodymium-doped yttrium aluminum garnet; Nd:Y\textsubscript{3}Al\textsubscript{5}O\textsubscript{12}</td>
</tr>
<tr>
<td>NL-PL</td>
<td>non-linear photoluminescence</td>
</tr>
<tr>
<td>P3HT</td>
<td>poly3-hexylthiophene</td>
</tr>
<tr>
<td>PCBM</td>
<td>[6,6]-phenyl C\textsubscript{61}-butyric acid methylester</td>
</tr>
<tr>
<td>PL</td>
<td>photoluminescence</td>
</tr>
<tr>
<td>PM</td>
<td>phase-modulated</td>
</tr>
<tr>
<td>RMS</td>
<td>root mean square</td>
</tr>
<tr>
<td>SBE</td>
<td>semiconductor Bloch equation</td>
</tr>
<tr>
<td>SEM</td>
<td>scanning electron microscopy</td>
</tr>
<tr>
<td>SHG</td>
<td>second-harmonic generation</td>
</tr>
<tr>
<td>SLG</td>
<td>single layer graphene</td>
</tr>
<tr>
<td>SLM</td>
<td>spatial light modulator</td>
</tr>
<tr>
<td>SPP</td>
<td>surface plasmon polaritons</td>
</tr>
<tr>
<td>TCSPC</td>
<td>time correlated single photon counting</td>
</tr>
<tr>
<td>TEM</td>
<td>transmission electron microscope</td>
</tr>
<tr>
<td>Ti:Sa</td>
<td>titan sapphire oscillator</td>
</tr>
<tr>
<td>TLP</td>
<td>transform-limited pulse</td>
</tr>
</tbody>
</table>
TT-COF ... thiolo[2,3-b]thiophene covalent organic framework
UPS ... ultrafast pulse shaping
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