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Zusammenfassung

Die morphologische Analyse von Galaxienhaufen im Rontgesibh ermdglicht eine zuver-

lassige Bestimmung ihres dynamischen Zustands. Substenkim (sub-)Mpc Bereich be-

einfluBen das Gravitationspotential eines Haufens undyspiesich in der Verteilung der

Rontgenoberflachenhelligkeit als zusatzliche helle oligeein irregulére Strukturen wider.

Sie fuhren zu Abweichungen vom hydrostatischen Gleichgewwind spharischer Gestalt,
zwei Annahmen, die in Studien von Galaxienhaufen oft gemnaeinden, um globale astro-

physikalische Eigenschaften zu bestimmen. Die Analys&kdetgenmorphologie von Gala-

xienhaufen liefert daher wichtige Informationen, voraesgfzt, die benutzten Substruktur-
mal3e wurden eingehend getestet und kalibriert.

In dieser Arbeit wird die Rontgenmorphologie von Galaxigmien mithilfe von drei be-
kannten Substrukturparametern (Power ratios, Center Barameter und Asymmetriepara-
meter) quantifiziert, um den Anteil der gestorten Galaxarien als Funktion der Rotver-
schiebung zu studieren. Um eine zuverlassige Anwendunguwestrukturparameter auf eine
Vielzahl von Réntgenbildern zu ermdglichen, wird eine di¢ste Parameterstudie durchge-
fuhrt. Sie testet die fiizienz und Verlasslichkeit der Parameter bei unterscluldti Daten-
qualitat und basiert auf der Auswertung von simuliertent@énbildern und Beobachtungs-
daten. Gerade bei der Anwendung auf Rontgenbilder mit gerifPhotonenanzahl, wie
z.B. Beobachtungen von weit entfernten Galaxienhaufen Bdechmusterungsdaten, ist die
genaue Kenntnis der Parametercharakteristika erfoctierlBeim Vergleich der drei Sub-
strukturparameter zeigt sich, dass der Center shift Pdesinaen Wenigsten von Poisson-
Rauschen beeinflul3t wird und eine zuverlassige BestimmesdgHaufenzustands auch bei
Beobachtungen mit geringer Photonenanzahl erlaubt. Praties, besonders der Hexapol
P3/P0, und der Asymmetrieparamet@randererseits, werden stark von Poisson-Rauschen
beeintrachtigt, welches zu verfalscht hohen Substruikfoaten fihrt. Weiters prasentiert
diese Arbeit Methoden, mit denen sich die BeeintrachtigeotgRauschen minimieren lasst.

Die Resultate der Parameterstudie tragen zur Verbessdarmgorphologischen Analyse
von weit entfernten Galaxienhaufen bei und werden in diéskeit benutzt, um den Antell
der gestorten Galaxienhaufen als Funktion der RotverBahge zu quantifizieren. Hierfur
wird die Réntgenmorphologie von 78 nahen<(0.3) und 51 weit entfernten (8 < z < 1.08)
Objekten mit unterschiedlicher Datenqualitat bestimmie Dahen Galaxienhaufen wurden
mit demXMM-NewtonObservatorium beobachtet, haben eine hohe Photonenammhkind
Teil von mehreren, gut studierten und reprasentativerhtaben von Galaxienhaufen. Fir
z > 0.3 werden die hoch-rotverschobenen Haufen des KatalogsOfief 4nd SPT Durch-
musterung benutzt. Diese Objekte wurden hauptséachlicldemt ChandraObservatorium
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beobachtet und haben eine geringe Photonenanzahl. Um fainem Vergleich zu gewahr-
leisten, welcher unabh&angig von der Datenqualitét istl wie Photonenanzahl der nahen und
entfernten Haufen vor der morphologischen Analyse angegh.

In Ubereinstimmung mit dem hierarchischen Strukturbilgemodell wird eine leicht
positive Entwicklung mit der Rotverschiebung, d.h. einltgtier Anteil an Galaxienhaufen mit
gestorter Rontgenmorphologie bei hoherer Rotverschighbgefunden. Wegen der geringen
Anzahl von Beobachtungen von weit entfernten Galaxierdrgudie meist nur eine geringe
Photonenanzahl haben, hat dieses Resultat eine geringésthe Signifikanz. Fur zwei der
drei Substrukturparameter (Power ratios und Center sarfifReter) sind die Resultate inner-
halb der Fehler auch konsistent mit keiner Entwicklungy &iee negative Entwicklung des
Anteils der gestorten Haufen kann fir alle drei Substryddteimeter ausgeschlossen werden.



Summary

The morphological analysis of galaxy clusters in X-rayewl a reliable determination of
their dynamical state. Substructures on (sub-)Mpc scélieeince the gravitational potential
of a cluster and manifest themselves in the X-ray surfagghbmess distribution as secondary
peaks or overall irregular shape. They lead to deviatiooshfthe hydrostatic equilibrium
and spherical shape, two assumptions which are widely usgdlaxy cluster studies to de-
rive global astrophysical properties. Analyzing the X-ragrphology of clusters thus yields
valuable information, provided that the employed substmecmeasures are well-tested and
well-calibrated.

In this work, the X-ray morphology of galaxy clusters is qtiéed using three common
substructure parameters (power ratios, center shift amdsgmmetry parameter), which are
subsequently employed to study the disturbed clusterifracts a function of redshift. To
ensure a reliable application of these substructure paesmen a variety of X-ray images,
a detailed parameter study is conducted. It focuses on ttierpeance and reliability of the
parameters for varying data quality using simulated ane@esl X-ray images. In particular,
when applying them to X-ray images with low photon countshsag observations of distant
clusters or survey data, it is important to know the charésttes of the parameters. Compar-
ing the three substructure measures, the center shift péeam most robust against Poisson
noise and allows a reliable determination of the clusteysamnical state even for low-count
observations. Power ratios, especially the hexap8)d>0, and the asymmetry parameter, on
the other hand, are severelffexted by noise, which results in spuriously high substmectu
signals. Furthermore, this work presents methods to madgtrtiie noise bias.

The results of the parameter study provide a step forwartdemtorphological analysis
of high-redshift clusters and are employed in the framewadrkhis thesis to quantify the
evolution of the disturbed cluster fraction. The sampledu®e this analysis comprises 78
low-z (z < 0.3) and 51 highz (0.3 < z < 1.08) galaxy clusters with varying photon statistics.
The low-redshift objects were observed with tKBIM-Newtonobservatory, contain a high
number of photon counts and are part of several well-knovdrapresentative samples. For
z> 0.3, the high-redshift subsets of the 46@md SPT survey catalog are used. These objects
were mainly observed with th@handraobservatory and have low photon counts. To ensure
a fair comparison, which is independent of the data quadtlity,photon statistics of the low-
and high-redshift observations are aligned before peifggrthe morphological analysis.

In agreement with the hierarchical structure formation elpd mild positive evolution
with redshift, i.e. a larger fraction of clusters with didied X-ray morphologies at higher
redshift, is found. Owing to the low photon counts and smalthber of high-redshift ob-
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servations, the statistical significance of this resulbis.| For two of the three substructure
parameters (power ratios and center shift) the findingslacecansistent within the signific-
ance limits with no evolution, but a negative evolution d¢f thisturbed cluster fraction can be
excluded for all parameters.



Preamble

Galaxy clusters are extremely large and massive systemararthus excellent laboratories
to study numerous ongoing astrophysical processes indbep gravitational potential wells.
These properties also make them ideal tracers of the la@e-structure and testbeds for
cosmological models. Global astrophysical propertiedwsters are often derived assuming
these objects to be roughly spherically symmetric and indstatic equilibrium. This is espe-
cially true for cosmological studies, where clusters aensas very simple objects governed
essentially by one parametertheir mass. However, X-ray observations revealed the pres-
ence of substructures and other disturbances. This imditiaat complex processes are taking
place in galaxy clusters. Morphological studies presenmhgmesting and important aspect of
galaxy cluster research, because they characterize thegrgl appearance and thus provide
crucial information about the dynamical state of theseesyst

This thesis aims at quantifying the dynamical state of galdusters by analyzing their
X-ray morphology. This enables studying the fraction otuwlised clusters as a function of
redshift, which is predicted to be higher at earlier timesthyy current structure formation
theory. Since X-ray observationsfr from photon noise, it is essential to use well-studied
and calibrated morphology estimators to assess the dyahstate of these massive objects.
A large fraction of this work is thus devoted to performantedges of diferent substructure
parameters for varying data quality. In addition, metha@dsstimate and correct for the biases
caused by Poisson noise and X-ray background are presemdadsied thoroughly. This en-
sures a reliable quantification of the X-ray morphology efd@nd high-quality data, which
is indispensable when dealing with a large redshift rangktlans varying photon statistics.

This thesis tries to resolve some of these issues by addgetss following questions:

e How reliable is the determination of the X-ray morphologyldhe dynamical state of
galaxy clusters using common substructure measures symwees ratios, center shift
or the asymmetry parameter, especially for varying datéitg@a

e Canthe bias in the X-ray images due to shot noise be estimatecbrrected gticiently
to ensure a fair comparison of low- and high-quality data?

¢ What is the best definition of a morphological boundary tod#wa sample into relaxed
and disturbed objects?

e Can the predicted increase of the fraction of disturbedxyatdusters with redshift
be confirmed by observations and quantified using the aboveioned substructure
parameters?



2 Preamble

To discuss the main concepts relevant for the analysesmisesa this thesis, a general
introduction to galaxy clusters, morphological studied Xrray observations are given in the
first chapters of this workChapter [1 provides an introduction to galaxy clusters, focusing
on the X-ray emission from the intracluster medium, massesés based on X-ray data and
the use of clusters for cosmological studies. Substrustoibserved in galaxy clusters on dif-
ferent scales and the importance of the quantification o€lirgter morphology with respect
to cluster properties and especially mass estimates isstied incChapter[2. The X-ray im-
ages used for the morphological analysis were obtained fin@ensurrent X-ray observatories,
XMM-NewtorandChandrg which are described i@hapter[3. This chapter also provides the
general aspects of reducing X-ray data of extended souasedlon the example 6fMM-
Newtonobservations. A reduction pipeline f@handraobservations was compiled as part of
this thesis and is given iAppendix [Al

Original research performed in the framework of this thestgch resulted in two publica-
tions in a refereed journal and a soon-to-be submitted mhpét is provided in Chapter${§.
Chapter [4 presents a study of the noise and error properties of the gy estimators
power ratioP3/P0 and center shiftv. For the first time their performance as a function of
data quality is tested in great detail using X-ray imagesimiutated galaxy clusters. This
enables a direct comparison between the real substruceessure and spuriously high sig-
nals due to shot noise in the X-ray image. In addition, a walibrated method to correct for
the noise bias and morphological boundariesH8fP0O andw to classify clusters as relaxed
and disturbed objects are presented. The bias correctitmoohes applied to a sample of 80
high-quality XMM-Newtonobservations of galaxy clusters to obtain morphologictdrma-
tion and to test the classification usif®@/P0 andw against a visual classification scheme.
This chapter was published las Weimann et al. (2013b) in ARlapter B provides a mor-
phological analysis of a large number of X-ray observatioith varying redshift and thus
data quality. Using the well-calibrated substructure peaters from Chaptél 4 and degrading
high-quality low-redshift observations to the averagadptality of low-quality high-redshift
ones, a mild increase of the fraction of disturbed galaxgtels is found with increasing red-
shift. However, within the uncertainty limits, the resudt® also consistent with no evolution.
This chapter was publishedlas WeilRmann et al. (2013a) in A&performance study of the
asymmetry parametdéras substructure measure for galaxy clusters is presen@thipter 6.
This parameter is extremely sensitive to Poisson noiselwlitaken into account when clas-
sifying the morphology in X-ray images with varying photdatsstics. In agreement with the
study presented in Chapfér 5, the asymmetry parameter shegry mild positive, but in this
case significant, redshift evolution of the disturbed @du#taction.

The thesis closes witiChapter [7, where conclusions of this work are presented. It
provides a summary of the research goals reached duringaheetvork of this thesis and
gives a future outlook.



Chapter 1

Galaxy clusters

Galaxy clusters are the largest gravitationally bounddbog blocks of the Universe. Ac-
cording to the currenaCDM cosmological model, they are the last structures to forra
hierarchical fashion from primordial density fluctuatioi$ey are tracers of cosmic structure
formation and thus sensitive to the underlying cosmolodyeiifdeep potential wells contain
all components of the Universe and make galaxy clusterdlextastrophysical laboratories.
The following sections provide an introduction to galaxysters, focusing on the points most
relevant for X-ray analysis and the study of cluster morpggl

Clusters of galaxies were first observed in the optical bamgpatial overdensities of
galaxies in a particular sky region. Following the obsaorat of Messier (1784) and Her-
schel (1785) of concentrations of galaxies (or "nebula&klfen) in the Virgo and Coma
constellations, the number of known galaxy clusters irsdasignificantly over the next two
centuries (for a review see e.g. Biviano 2000). A milestanthe study of these objects was
set by Abell with his cluster catalog (Abell 1958), contaigpimost of the known nearby galaxy
clusters. He was aware of the danger of projectiffects and chose his cluster criteria very
carefully by counting the number of galaxies above a certaagnitude limit inside a certain
projected radius (Abell radius 2 Mpc). The optical cluster identification techniques used
today are based on and an extension of Abell’s work.

Probably the most important discovery after the first obetons of galaxy clusters was
made by Zwicky in the 1930s. He calculated the total clustessrior a virialized and isolated
system of galaxies. The result was astonishing. In ordee tgravitationally bound, a cluster
needed about 100 times the mass observed in galaxies. Tésggimass was later ascribed
to the hot intracluster medium and dark matter. In addittwmicky was the first to suggest the
technique of gravitational lensing to obtain an indepehdagasurement of the cluster mass.
This method, however, could not be realized for the next feeades.

With the ascent of X-ray studies, another important asplegalaxy clusters was revealed.
Limber (1959) argued that galaxy formation from gas idficeent and predicted the presence
of hot intracluster gas which was lost during galaxy cadiis. A few years later, Byram
et al. (1966) published the discovery of X-ray emission esded with M87, the central
galaxy of the Virgo Cluster. Early balloon- or rocket-bomietectors enabled more reports
of X-ray detections in the direction of known clusters, sesjghg that galaxy clusters are
X-ray sources. Inspired by these results, Felten let al.§186scribed the X-ray emission as
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thermal bremsstrahlung. These findings were confirmed Ww&haunch ofUhuru, the first
X-ray satellite, in 1970 which performed an extensive skywew In the following decades
galaxy clusters were subject to detailed studies, whichltes in important discoveries such
as the emission line of highly ionized iror (7 keV) in the X-ray spectrum of the Perseus
Cluster (Mitchell et all 1976) or the complexity of clusteorphologies (e.g. Jones et al.
1979;Jones & Forméan 1984).

Figure 1.1: Composite image of the main constituents of axyatluster using the example
of the Bullet Cluster 1E 0657-56. The separation betweenirttracluster medium (red)

and the non-collisional galaxies and dark matter (blue)videmt. Image credit: X-ray:

NASA/CXC/CfA/M.Markevitch et al.; Lensing Map: NASKSTScl; ESO WFI; Magel-

laryU.ArizongD.Clowe et al.; Optical: NASASTScl; MagellayiJ.ArizongD.Clowe et al.

These studies slowly formed the current picture of galangtelrs. The main constituent of
these~ Mpc large gravitationally bound objects is dark matter,taoring~ 84% of the total
cluster mass. X-ray observations revealed the existenbetajas, the intracluster medium,
which accounts for~ 13% while optically visible components like galaxies, star dust
comprise~ 3% of the total cluster mass. These three components astrdtad in a composite
image of the Bullet Cluster 1E 0657-56 in Fig.11.1 (Markehitet al. 2002 Clowe et al.
2006). The merging system comprises a main cluster plus kesmeerging body ("bullet").
The optical image shows two well-separated galaxy conagafrs after the core passage.
Due to its collisional nature, the hot gas is lagging behiiedming a bullet-shaped shock
front. The massive cluster acts as a gravitational lens aadhles mass reconstruction of
the otherwise invisible dark matter component using smatbdions of lensed background
galaxies. The reconstruction of the matter density distitim is shown in blue and coincides
with the galaxy concentrations. Without dark matter, theoaild be no separation between
the mass concentration and the X-ray gas. This system tlowgdps empirical evidence for
the existence of dark matter.

All three components provide interesting insights intoagglcluster physics. However,
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Table 1.1: Characteristical properties of galaxy clusters

Virial radius 1-2 Mpc

Virial mass 163 - 10" Mg
Temperature ~05-10keV (10 - 1C® K)
ICM density 10°-10tcm3

Metallicity 0.2-057;

X-ray luminosity 1@° - 10* erg’s

since this thesis is based on X-ray observations, only tiradluster medium will be dis-
cussed in more detail. SeCt. 1.1 covers the main propeiffide éntracluster medium, which
provide the base for the discussion offdient methods to estimate the total cluster mass and
how these estimates arffected by the cluster morphology (Sectl]1.2). Finally, cdsgioal
applications of galaxy clusters, in particular the clustesss function, are outlined in Sect.]1.3.

1.1 Intracluster medium

A part of the missing mass problem discussed by Zwicky wagesllith the discovery of hot
plasma, the so-called intracluster medium (ICM), inside ¢tuster potential. Since galaxy
formation is ingfective and only~ 10% of the Universe’s baryons formed stars, the majority
is found in intergalactic space. During cluster formatithe infalling gas is shock-heated
by the deep gravitational potential to temperatures in &\ tegime and radiates in X-rays.
This enables the otherwise venyiisult study of the baryonic content of the Universe. X-ray
studies revealed a contribution ©f15% of the ICM to the total cluster mass, making it the
most massive cluster component we can observe directhoréiow to cluster formation the-
ory, the ICM thermalizes after its infall into the potentia!l and reaches a quasi-equilibrium
state which can be described using the virial theorem. Assyisuch a state, cluster proper-
ties such as the virial radius (typically-12 Mpc) and the virial mass (#®- 10" Mg) can

be inferred. A summary of these properties is given in Takle A more detailed discussion
of mass estimates and how they afieeted by the dynamical state of the cluster is provided
in Sect[1.2. The ICM is extremely hot with typical clustemigeratures of & — 10 keV
(10’ — 18 K), while the density is very low with 13 — 107! particles per cth This indicates
that the ICM is an optically thin plasma. It contains mainjgllogen with a typical abundance
of heavy elements of.R — 0.5 Z, whereZ; denotes the solar abundance. These so-called
metals are injected into the ICM through interactions wité ¢alaxies and their stellar popu-
lations like stellar winds or supernova explosions (foladleton metal enrichment of the ICM
see e.g. Schindler & Diaferio 2008; Werner et al. 2008).

1.1.1 X-ray emission

The X-ray emission observed from galaxy clusters is mainily tb thermal bremsstrahlung
emitted by the hot, highly-ionized ICM (Felten etlal. 196B)s a free-free emission process
and is observed as continuum emission. Charged partictds asifree ICM electrons are
accelerated when being deflected by another charged pgeig. an atomic nucleus) and emit
bremsstrahlung. The bremsstrahlung emissivity (lumiggser unit volume and frequency
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interval) as a function of frequency is given for the cobiisiof an electron with an ion as
€(v) ~ 6.8x 108 2% neni g (1, T) e T2 erg st cm3 Hz Y, (1.1)

whereZ, is the ion chargen. andn; the number densities of electrons and iagi$(v, T) the
Gaunt factorh the Planck constank the Boltzmann constant anidthe temperature of the
plasma. For an optically thin hydrogen plasma with~ n;, integrating over the frequency
range gives the total emissivity withec n2 TY2. The velocity distribution of the electrons
follows a Maxwellian distribution, thus this radiation iamed thermal bremsstrahlung.

- 108K (8.6 keV)

arbitrary units
|
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Figure 1.2: Comparison of X-ray spectra for solar abundamckediferent plasma temperat-
ures. The continuum emission comprises bremsstrahlung)blvhich is dominant at these
high temperatures, recombination radiation (green) aptdten radiation (red). In addition,

the most important emission lines relevant for galaxy ersstare indicated. Figures taken
from|Bohringer & Werner (201.0).

Fig.[1.2 shows X-ray spectra of two galaxy clusters witfiedent ICM temperatures and
the contributions of several radiation processes. Thdamamin emission determines the over-
all shape of the cluster spectrum and provides informatiomuathe cluster temperature. It is
comprised mainly of bremsstrahlung with small contribn§@f recombination and 2-photon
radiation. In addition, emission lines due to metals in @Mlare found superposed on the
continuum emission. For higher ICM temperature, brembkkireg becomes more dominant
and fewer emission lines contribute to the total radiatieig. [1.3 gives the cooling rate, the
rate at which energy is radiated away, of a hot, opticallg ffiasma as a function of temper-
ature. It illustrates the contribution of continuum anceliemission and gives the individual
cooling rates for a number of elements assuming solar almeedaForkT > 2 keV (or
T > 2 x 10" K), where the ICM is almost completely ionized, bremsstiallis the primary
radiation process. However, at low temperatures line aanigsecomes dominant due to the
abundance of heavy elements which are not fully ionized.aWtatailed information and ref-
erences can be foundin Bohringer & Werner (2010), a revie+idy spectroscopy of galaxy
clusters.
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Figure 1.3: Cooling rate of an optically thin, hot plasma &swtion of temperature, including
the individual contributions to the total cooling rate of @amber of elements assuming solar
abundance. The high temperature end is dominated by brenisstg while line emission
becomes important foF < 2 x 10° K. Figure taken from Bohringer & Hensler (1989).

The spatial distribution of the X-ray emission from galakysters can be described by the
so-called isotherm@l model (Cavaliere & Fusco-Femiano 1976, 1978). Assumingdstdtic
equilibrium, spherically symmetric shape and isothertyathe density of the ICM can be

approximated as
r 21-38/2
1+ (r—) ] : (1.2)

c

Pg = Pg0

wherepqo is the central gas density amd the core radius. is determined empirically
scattered around 2/3 (e.g/Jones & Forman 1984) and seems to decrease for ptustars
(e.g/lFinoguenov et al. 2001; Sanderson et al. 2003). Ukiagléensity distribution, isotherm-
ality and the fact that the X-ray emission is proportionah® square of the gas density, yields
an X-ray surface brightness profile of the following form whategrating along the line of

sight:
F\2 -36+3
14 (_) ] | (13)

re

S

This simplified model allows the general description of tlaagy cluster X-ray surface
brightness, but tends to underestimate the central subfagietness due to non-isothermality
of the ICM for cool core clusters (e.g. Jones & Forman 198499)%nd overestimate it in
the outskirts because the underlying King profile (King IPé&fers from the real cluster
potential (e.g. Vikhlinin et al. 1999).

In addition, X-ray observations revealed a large numbelusters with disturbed morpho-
logies and substructures, which do not agree with the assomspnade for thg model. Also
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Figure 1.4:Left: Emission measure profiles of the REXCESS clusters. The gdgaicdiles
in the central regions of cool core clusters (blue and greeopmparison to non-cool core
clusters (red and black) are apparent. Figure taken froih &ral. (2009).Right: Average
X-ray surface brightness profile for cool core and non-cooéclusters. The best-fit singbe
models are given as dashed curves and the disagreemenbfaroce clusters is clearly vis-
ible. For the purpose of clarity, the profile of the non-comlecclusters is shifted downwards
by a factor of 10. Figure taken from Burns et al. (2008).

for clusters hosting a cool core, which is characterized bteap central surface brightness
peak (see Sedi. 1.1.2), the simglmodel solution does not resemble their surface brightness
profiles (see Fid. 114). One way to resolve this issue wasd@uwsombination of twg pro-
files, one for the cluster core and one for the outskirts (&ahe et all 199€; Ettori 2000a,;
Henning et al. 2009; Eckert etlal. 2011).

Alternatively, Ettori (2000b) suggested the polytrogimodel, where the gas density fol-
lows thes model, but assumes a polytropic relation between the gastgemmd temperature.

1.1.2 Cool core clusters

Cool core clusters are characterized by a very steep cqrdeM in the surface brightness
profile (see FiglC1l4). Due to they(r)> dependence of the X-ray emission, the cooling by
radiation is particularly high in these dense cores anddlbérg time can become shorter than
the Hubble time (e.qg. Lea etlal. 1973; Silk 1976; Fabian & Bnl§9717). This led to the idea
of thecooling flow modelith a cooling catastrophe in the cluster core (e.g. Fabidug&en
1977). Because of the short cooling time and in absence o&slo@rce, a large fraction of
cluster gas is expected to cool, flow into the cluster centdrfarm stars with a typical mass
deposition rate of 10? — 10° Mp/year (e.g. Fabian 1994). Observational evidence for gas
cooling out of the X-ray band such as star-formation agtivithe BCGs of suspected cooling
flow clusters was found (e.g. McNamara & O’Connell 1989; @aado et all 2008), but these
signatures were far below the predictions of the cooling floadel. While the mean cluster
temperature decreases towards the center of cool corerdugiving rise to the very bright
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core, there was no significant evidence that large amourikedCM cool below 12— 1/3 of

the virial temperature (e.g. Peterson et al. 2001, 2003 &aret al. 2008). X-ray astronomers
were thus in need of an energy source which generates jusgbrieat to stop most of the
gas from cooling. The primary source of heating is now belikio be feedback from active
galactic nuclei (AGN) of the brightest cluster galaxies. M@re frequently observed in cool
core clusters and are often radio sources (e.g. Burns 12@\ feedback provides enough
energy output to stop the cooling catastrophe in the cogelBirzan et al. 2004; Best et al.
2006; Dunn & Fabian 2006; Rerty et all 2006), although the exact feedback and transport
mechanisms are still debated.

Cool cores are usually found in clusters with an overall f@gX-ray morphology, which
are assumed to be dynamically relaxed. However, they shail-sgale substructures in the
central region like X-ray cavities, ripples or jets, whidnde explained through the interac-
tion of the AGN and the surrounding gas (for more details afdrences see the reviews of
e.g.Fabian 2012; Gitti et al. 2012; McNamara & Nulsen 2008, 8ect[ 2.11). The presence of
a cool and therefore very bright core has #iee on X-ray scaling relations (see Séct. 1.2.2),
but does not influence the morphological classification astelr-scale, since including and
excluding the core region gives consistent results (see[S€c2).

The most extreme cool core cluster known so far is the sed¢&hoenix Cluster at~ 0.6
(McDonald et al! 2012). This system hosts an AGN and an exhgstrong cooling flow
is observed. In addition, its central galaxy seems to be rexpeng a massive starburst,
transforming vast amounts of gas into stars. This suggesatsiie AGN jets are not powerful
enough to completely prevent the cluster gas from coolirgfeam flowing into the center.
Since this is a high-redshift system and no clusters witl siong cooling flows are known
atz = 0, this cluster may be the first observational indicatiort tha mechanism which stops
the cooling flow was lesdective at earlier times. Future studies of high-redshifstdrs are
needed to see whether this theory holds or whether the PhG&ster is a unique system.

The origin of cool cores is still debated, but observatiang®rt the picture that merging
can disrupt an existing cool core, resulting in a non-coeseaduster. While a correlation
between the lack of a cool core and recent or ongoing mergitigitg was found, a defin-
ite definition that all cool core clusters are relaxed anchaf-cool core clusters disturbed
systems does not hold (e.g. Sanderson et al. 2009; Hudsor?61 &; Rossetti et al. 2011).

1.2 Mass estimates

After having discussed the properties of X-ray emissiongotd. 1.1, this section will mainly
focus on how to derive mass estimates from it. Determinimgttital cluster mass to a high
precision is important for cluster physics but essentialtésting cosmology (for reviews
see e.g. Vit 2005; Borgani 2008). Observations in the aptic microwave range provide
additional methods to estimate the cluster mass (SecB)1 & methods, however, are based
on certain assumptions (e.g. hydrostatic equilibrium)cilare often not valid for all clusters.
After describing the mass estimation methods, their liiates are discussed.
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1.2.1 Hydrostatic mass estimates

X-ray observations provide information about the ICM, thes gomponent of the cluster,
which is expected to be in approximate hydrostatic equilior(HE) for many objects. As-
suming a spherically symmetric gas distribution, the hgthtic equilibrium equation has the
following form:

1dPy  dd  GMy

pg dr — dr 2
wherePy is the gas pressurgy the gas mass density, aGdhe gravitational constant. Solving
this equation gives the total gravitating cluster massiwithdiusr as a function of the density
and temperature profile:

, (1.4)

Miot(< 1) = - (1.5)

KTr dlnpg+dInT
umG\dinr dinr /)

The gas density profiley(r) can be derived from X-ray surface brightness measurements
using e.g. theg model (see Secf. 1.1.1) or more realistic models (e.g. Gnost al. 2006;
Vikhlinin et alil2006). For the extraction of the temperatprofileT (r) from fitting models to
the X-ray spectra, however, ffigciently good X-ray data (enough photons per radial bin) are
required. The precision of this mass measurement thus depenthe amount of collected
photons. Observations of high-redshift clusters or sus\dten do not have a fiicient num-
ber of photons to derive a useful temperature profile; in iades, scaling relations can be
used (see Sedt. 1.2.2).

This method strongly relies on the assumptions of hydrasggjuilibrium and spherical
shape, giving rise to the so-callbgdrostatic mass big$iMB). When using a spherical model
(e.g.8 model), the second assumption is invalid for dynamicallyrygpclusters showing asym-
metries in their ICM distribution or signs of merging (seesptef2) and will lead to inaccurate
mass estimates for individual clusters. More importanttie HMB is the question whether
the equilibrium assumption holds (see Séctil 2.3 for a aetallscussion of the influence of
merging on the HE assumption). The hydrostatic mass esig@ae based on purely thermal
ICM pressure support. In case of additional non-thermagaree due to e.g. subsonic bulk or
turbulent motions in the ICM, the mass estimates assumingviiEinderestimate the total
cluster mass. The HMB has been studied by many authors btitthnwimerical simulations
(e.g..Kav et al. 2004: Rasia et al. 2006: Nagai et al. 200ffarriti & Valdarnini 2008; Lau
et al.. 2009; Meneghetti et al. 2010; Rasia et al. 2012) andrghsonally (e.gl._Arnaud et al.
2007; Mahdavi et al. 2008; Zhang et lal. 2010; Mahdavi et al.320 Mass estimates based
on the HE assumption were typically found to gives — 20% lower values than weak lens-
ing measurements, which do not require this assumptiongeet 1.2.8). The comparison
of weak lensing . ) and hydrostatic mass estimat@éy() for cool core and non-cool core
clusters from Mahdavi et al. (2013) is shown in Figl 1.5. Gmwok clusters are usually relaxed
systems on cluster scale and show on average no signifidéaretice between the X-ray and
lensing mass. For non-cool core clusters, which are tylgicesturbed or merging systems,
the dfset towards higher lensing masses is apparent. In geneealargest HMB is found
for dynamically young objects showing signs of substrugtbut also relaxed clustersfier
from it to some extent because of e.g. residual bulk motiarestd past merging activities or
the incomplete thermalization of the ICM.
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Figure 1.5: Comparison of weak lensiniglh{, ) and hydrostatic mass estimatéd,(). Cool
core clusters are shown as blue and non-cool core clusteesldgangles. As discussed in
Sect[1.1.2, cool cores are usually found in relaxed clastérile non-cool core clusters are
often merging systems. The best fit to all clusters is showthbysolid line, while the short-
dashed one indicates the relation for cool core and thedlbtte for non-cool core clusters.
For comparison, the long dashed line shows the 1-1 line. r€itaken from Mahdavi et al.
(2013).

1.2.2 X-ray scaling relations

X-ray scaling relations relate X-ray cluster propertiegagh other and can be approximated
by simple power laws. Compared to direct mass measuremechsas hydrostatic mass es-
timates, where the temperature and density profile have éxtoacted from the observations,
scaling relations provide observationally cheap meanstinate the cluster mass for large
data sets - if they are well-calibrated. This is often don&ésving hydrostatic mass estim-
ates for a small sample of regular clusters due to the HE gsasamand because they have
a lower scatter in scaling relations which enables a morarate definition of their shape
(e.g..Rowley et al. 2004; Croston et al. 2008; Rasia et allpOHowever, relations calib-
rated with relaxed clusters can then only be safely appbesuth objects. While samples
of relaxed clusters can be studied to answer specific astsogai questions, all cluster types
(relaxed and disturbed) are used for cosmological appbiest It is therefore important to
also calibrate scaling relations for all cluster types.

The scaling relations are predicted by a self-similar madeder the assumption that
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gravitation and shock heating are the dominant processebigter formation and evolu-
tion (Kaiser 1986). Small clusters are thus scaled downimessof bigger clusters which
formed hierarchically through merging (for a discussionhe self-similarity of clusters see
e.g./Bohringer et al. 2012).

X-ray mass measurements are often quotelllgs the mass within a spherical region of
radiusR,_, where the cluster has a mean overdenasityith respect to the critical density of
the Universe at the redshift of the cluster. The total matsus

4
Miot(< Ra,) = §7T Ac pc(2) Ric, (1.6)

wherep¢(2) is the critical density of the Universe at redstifand is related to the current
density through the scaling fadtioE(z). Eq.[1.6 also implies thd® «« MY3E~?/3, Assuming
hydrostatic equilibrium and spherical shape, the viriabitem equation can be simplified and
eventually gives th&1 — T relation between cluster mass and X-ray temperature

My, « TJ? E7(2). (1.7)

Similarly, other relations such as X-ray luminosity-gasperature l(x — Tg), luminosity-

total massi(x — M) Or Yx-mass ¥x — M) can be derived assuming further that i) the X-ray
luminosity is only due to thermal bremsstrahlung, ii) the gastribution is related to the dark
matter distribution and iii) the gas mass fractidfy( M) is constant. In this contexty is the
bolometric X-ray luminosity and,, the temperature of the ICMx was introduced by Kravt-
sov et al.|(2006) as the X-ray equivalent\@f, the integrated Compton parameter obtained
from the Sunyaev-Zel'dovich (SZ)ffect, and is defined as pseudo-pressite= Mgy X Tj.
Yy traces the total thermal energy of the ICM and seems to be-gdatter mass proxy, which
is not very sensitive to the clusters’ dynamical state (dilhlinin et al/|2009a; Arnaud et al.
2010; Andersson et al. 2011; Mahdavi et al. 2013).

The above mentioned assumptions lead to a set of self-sistéding relations, whera,
Is typically chosen to be 200 or 500 (radius at which X-rayadatstill reliable):

Mt —Tg Moo ex TS/Z E'(2
LX - Tg L200 o ng E(Z)
Lx — Mt Laoo M%?é E"3(2)

Yx =Mt Yxa00 0 M3 E?3(2).

Comparing these theoretical predictions to observatioables more detailed studies of
cluster formation and evolution. These relations hold & thuster center (in the absence
of AGN activity) but not in the cluster outskirts (for a rewieof cluster outskirts see e.g.
Reiprich et all 2013) and for dynamically young objects .(@gole et al. 2007). Scatter in
these relations and most importantly deviations from tleeljotions thus bare witness of non-
gravitational processes.

!For the critical densityc(2) = pco E*(2) = 3E%(2) H3/8rG, whereE?(2) = Qu(1+ 23+ (1-Qu —Q2)(1+
2?2 + Q, andHy is the Hubble paramete®y the matter density an@, the dark energy density.
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Figure 1.6: Comparison of the—T relation when including (top) and excluding (bottom) the
central region. The left panels show the relation for retekdue) and disturbed (red) clusters,
classified using the center shift parameter (for detailsQwptef 4). The right panels show
the same data but divided into cool core (CC, blue) and nah-@are clusters (NCC, red).
The correlation between morphology and presence of a caeliscapparent, but does not
hold for all clusters. In addition, the reduction of the seatvhen excluding the cluster core
for the calculation of the luminosity and temperature iglent. Figures taken from Maughan
et al. (2012).

The study of galaxy cluster scaling relations is an impdrtapic under intensive devel-
opment and a large number of datasets have been used toeeslfttsimilar model and to
guantify the scatter (for a review see e.qg. Giodini et al.2@hd references therein). A very
important step in calibrating scaling relations was don€#lyian et al. (1994) who found that
the scatter in thé. — T relation is mostly due to cool core clusters, and Markev{tt998)
who excluded the core region of all clusters before compgutite scaling relation and re-
ported an significantly reduced scatter. Tlfkeet of the cool core on the luminosity is now
taken into consideration in scaling relation studies (Blarkevitch| 1998; Pratt et al. 2009;
Mittal et al.|2011] Maughan et al. 2012). Fig.]1.6 showslthe T relation for a sample of
galaxy clusters, first classified by their dynamical stagdaftedunrelaxed), then by the pres-
ence of a cool core (cool core and non-cool core clustersgluBing the core region yields
consistent results since most cool core clusters are iklamd most non-cool core clusters
disturbed systems. While théfset in the relation is driven by the presence of a cool core and
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can be corrected by excluding the core region, an additisoatce of scatter is introduced
by dynamically disturbed systems whose luminosityffeced by the merging process (for
details see Sedt. 2.3) andféirs from the one predicted by scaling relations of relaxgdatd
(e.g..Maughan et al. 2012). Morphology aldteats the scatter in th®l — T relation since
the presence of substructure influences the mass estirage¥éntimialia et al. 2008; Yang
et al. 2009).

Recently, a comparative study of the redshift evolutionaaflisg relations up ta ~ 1.5
was performed by Reichert etial. (2011), who confirm previfingings that the evolution
of the M — T relation indeed follows the self-similar prediction, whihe evolution of the
L — T andL — M relation dtfers significantly from the self-similar model. Both relatsoare
known to be significantly steeper than predicted (e.g. Mitiokt al. 19717, 1979; Markevitch
1998; Reiprich & Béhringéer 2002; Zhang etial. 2008; Prattl 2@09; Vikhlinin et al. 2009a;
Mittal et al.|2011] Bohringer et al. 2012; Maughan €t al. 2018 fact, the relations includ-
ing luminosity difer most from the self-similar model indicatin§ects of non-gravitational
processes such as radiative cooling, AGN feedback, starafiton or galactic winds. Since
the luminosity depends on the gas density squared, vargatibthe gas content directlyfact
the observed X-ray emission. Low mass systems have lowemaas fractions (e.g. Vikh-
linin et al..2006] Pratt et al. 2009) and lower luminositigmis steepening the slope of these
relations. The gas fraction can be changed by an increasgropg which stops the gas from
reaching the cluster center. This entropy boost is stillatieth but can be explained by gas
heating or the removal of low entropy gas. Although this ¢dpivery interesting and essen-
tial to fully understand cluster physics, a detailed disaus of scaling relations is far beyond
the scope of this introduction.

1.2.3 Other mass estimation methods

Hydrostatic mass estimates have limited precision due éaélquired assumptions. Com-
plementary observations of the galaxy population of chssite the optical give rise to mass
estimation methods which do not require the same assunsptibticrowave observations
probe the ICM through the Sunyaev-Zel'dovich (SZeet and yield additional information
about the hot cluster gas due to e.g. thféedent density dependence. Mass estimates from the
optical or microwave range can thus be used to calibrateyXmass measurements.

Velocity dispersion of cluster galaxies

Optical observations probe the galaxy population and edbaddrly mass estimates based on
the dynamics of the member galaxies (€.9. Zwicky 1937). ¢/ #ne virial theorem and the
knowledge of the galaxy positions and redshifts, the masbealerived as

-1
T 30'2RV . _
M=5=5— with Ry =N (Z rijl] , (1.8)
i>]
whereao, is the line-of-sight velocity dispersion of the member gada, R, the virialization
radius,G the gravitational constant amd2 a geometrical factor.
Apart from the question to which extent the virial theorendsdor clusters, the definition

of a galaxy member is most crucial in this method. Galaxytekssare no isolated systems and
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it is often dificult to distinguish between galaxy members and the spunahgsion of non-
members lying in the line-of-sight. Including non-membeaaild lead to an overestimation of
the cluster mass, butftierent analysis techniques such as clipping in the velocstyidution
minimize this bias (e.g. Beers et al. 1990; Biviano et al.6)00

Regarding the validity of the virial theorem, many authoosvrsolve the Jeans equation
instead, which assumes that the cluster is in dynamicaliequm and uses the radial depend-
ence of the projected galaxy velocity dispersion (e.g.l6&ad et al. 1997; Biviano & Girardi
2003).

Weak lensing mass measurements

Gravitational lensing provides a mass estimation methé;wis independent of the assump-
tion of hydrostatic equilibrium and directly traces the ttepnd shape of the cluster potential
(for a recent review of mass measurements from lensing geeleekstra et al. 2013). Struc-
tures along the line-of-sight, in our case a galaxy clusteflect photons which are emitted
from sources more distant than the cluster and act as giiavi#éh lenses (for a review on
gravitational lensing see elg. Bartelmann 2010). The defleengle depends on the gradient
of the cluster potential, decreases with distance fromehs &nd produces distorted (sheared)
and slightly magnified images of background sources, tygibagh-redshift galaxies. Meas-
uring the distortions provides information about the giawonal tidal field, independent of
the dynamical state of the cluster. In the case of large deftfeangles in the context of the
small angle approximation (i.5 30”), multiple images of the background source and arcs
are observed. Such cases are cadkeoing gravitational lensingnd provide good mass estim-
ates for the region of the lens which is enclosed by the desiamages. The most accurate
estimates can be derived when the underlying potential dated to reproduce the observed
signatures such as multiple images and arcs i(e.g. Kneib |#986; Broadhurst et &l. 2005;
Meneghetti et al. 2010). For smaller deflection angles and k&ss obvious distortions, so-
calledweak lensingechniques are applied. The small shear distortion of alatgnber of
background sources is measured and enables the recomstroicthe projected surface mass
density.

This method is not based on the assumptions of hydrostatitil@gum and spherical
shape, but it requires a model for the underlying mass digian and is thus also not an
unbiased mass estimator. However, owing to theedent assumptions made, weak lensing
estimates can be used to calibrate X-ray mass estimatesh wahe observationally cheaper
than weak lensing analyses (see Sect. 11.2.1 and@Fig. 1.5).

The integrated Compton parameterYs;

Information about the ICM can also be obtained from micrasvabservations through the
thermal Sunyaev-Zel'dovich (SZ)ffect (Sunyaev & Zeldovich 1970, 1972). Cosmic mi-
crowave background (CMB) photons are Compton-scatterdcelyiCM electrons and shif-
ted to slightly higher energies, which results in distar®f the black body CMB spectrum.
The shape of the distorted spectrum is characterized by onepfn parametey, which is
proportional to the probability that a photon, which paskesugh the ICM, will be Compton
scattered and the typical energy gain of the scattered phdsincey gives the integrated
thermal pressure of the ICM along the line-of-sight, it iscd proxy for the gas madd,
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and consequentially the total cluster mass. For cosmabpigposesy is integrated over the
solid angleA, which yields the integrated Compton parameéter

Y:fydAocfneTe dV o Mg Te, (1.9)

whereA is the projected surface are®,the electron density of the ICW, the cluster volume
andT, the electron temperature.

Ysz is a low-scatter mass proxy which is quite insensitive todigeamical state of the
cluster (e.g._da Silva et al. 2004: Motl et ial. 2005: Andenssbal. 2011; Planck Collabora-
tion et al.. 2013b), and hence is an ideal tool for precisiosnumogy. Contrary to X-rays,
the SZ signal is redshift-independent and not subject tasetbrightness-dimming since the
dimming is exactly compensated by the increase of the CMé&nsity. This makes SZ ob-
servations ideal for the detection of high-redshift clusteOn the other hand, this leads to
the problem of projectionfeects due to overlapping SZ signals from structures fiemdint
redshifts (e.g. White et al. 2002).

Mass estimates derived from several wavelengths and methede complementary ad-
vantages and disadvantages. For example, X-ray data esghe assumption of hydrostatic
equilibrium and spherical shape, which is not valid for dyizally young clusters. Projec-
tion effects are problematic for the measurement of velocity dspes, SZ signals or weak-
lensing shear, but not for X-ray data. In addition, most Sd aeak lensing analyses are
currently limited to larger scales because of their limgpdtial resolution. Combining fdler-
ent measurements therefore yields the best way towardst,obarphology-independent and
precise mass estimates.

1.3 Clusters as cosmological probes

Accurate mass measurements and thus morphological infamare essential when using
galaxy clusters for cosmology. According to the curr&@DM cosmological modg) galaxy
clusters are the most recent objects to collapse underdatveilgravity and to virialize, mak-
ing them excellent tracers of the process of structure faoman the Universe through e.g.
the evolution of the cluster mass function. Their deep paibwells preserve the gas against
energetic processes like supernovae or AGNs and shoulddpravfair example of the mat-
ter content of the Universe. Recent reviews of galaxy cissés cosmological probes are
provided by e.g. Vit (2005) and Borgani (2008).

1.3.1 Structure formation theory

The understanding of cluster formation iIN&DM Universe is based on the spherical (top-
hat) collapse model and the hierarchical bottom-up stredimrmation theory (for a review
of large-scale structure formation see e.g. Peacock 2008;t40v & Borgani 2012). The
current cosmological model predicts a phase of inflatioh@Mery early Universe, which sets

2The ACDM cosmological model can be described by a number of pa&asieThe most relevant ones for
cluster cosmology are: the dark energy density paranigterthe matter density paramet@s,, the Hubble
parameteH, and the variance of the density fluctuation field orha'8Vipc scaleos.
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the initial conditions for the evolution of all structureamall quantum fluctuations during this
phase give rise to the initial (Gaussian) fluctuations imtlagter density field. 16(x) describes

the density field at position x ancthe mean density of the Universe, an overdensity or relative
density contrast can be defined as

5(x) = PR =P (1.10)
0

Perturbations witld > 0 are overdense regions and grow by accreting matter fromghe
roundings, whiles < 0 characterizes underdense regions.

The Fourier transform aof(r), the two-point correlation function of the density costia
gives the power spectrum of the perturbations:

Si

PUNY 1 2 n kr
P(K) = (3()|") = >3 f r2&(r) = dr, (1.11)
wherer is the separation vector akdhe wavevector.

In order to study structures with mabt, which are formed from density fluctuations of
sizeR (R « (M/p)*3), the density fluctuation field, which is assumed to be a Gansandom
field, is convolved with a window functiow (e.g. top-hat) to filter out all fluctuations smaller
thanR. The variance of the smoothed field at mass sbéis then defined as:

o2(2) = % fo " k2 P(k) WK dk (1.12)

Numerical simulations provide precise means to study stradormation (for a review see
e.g.LSpringel 2010), but this process can be nicely illtstraising the following toy model.
The spherical top-hat collapse modplesents a simple analytic approach for the formation
of gravitationally bound objects. It assumes a sphericatdmplitude density perturbation,
which can be described by a top-hat model with a constantlensity inside and = 0 out-
side the sphere. In addition, the overdensity evolves iadéent of its surroundings (Birkko
theorem). Perturbations with> 0 initially expand along with the Hubble flow. The expan-
sion gets slowed down by the gravitational pull of the regionil the overdensity exceeds
the critical overdensity, at the turn-around point, detaches from the backgroundrestpa
and starts to collapse due to gravity. In this simple mod#&euit internal pressure, the spher-
ical region would collapse to infinite density. For a readistensity perturbation which is
not spherical and has no constant overdensity, the collajisiee stopped and the result is a
virialized object which formed through violent relaxation

As long as perturbations are small| (< 1), their evolution can be studied using linear
perturbation theory. However, this approximation evelyuareaks down when the perturb-
ations become stronger. Extrapolating linear growth inrtbe-linear regime significantly
underestimates the overdensity at the point of turn-ar@nttivirialization. The non-linear
treatment gives & 6" ~ 178 for an Einstein-de-Sitter Universe. For th€ DM cosmology
(Qu = 0.27 andQ, = 0.73,/Komatsu et al. 2011), the density contrast of collapsgelots at
z=0is 1+ 6" ~ 358 (Kravtsov & Borgani 2012).

According to the hierarchical bottom-up scenario, smedlks perturbations are the first to
decouple from the background expansion and collapse. Tiwsy through merging, forming
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progressively larger structures such as galaxies. Gallsters originate from large-scale
perturbations and are thus the most recent and most masgactoto be formed by dropping
out of the Hubble flow, collapsing and reaching virial edarilim.

1.3.2 Cluster mass function

The mass functiom(M, z) gives the number density of halos with masses betwdesnd
M + dM at redshiftz. Using the formalism of Press & Schechter (1974), whichudek
the above outlined scenario of structure formation frortiahdensity perturbations, the mass
function can be expressed as (for a detailed derivation.geBergani 2008; Weinberg 2008):

dn(M,z)_\/?L_ Se
dM N aM2owu(2

whereM is the halo masg; the mean matter density, the critical overdensity (independent
of zfor Einstein-de-Sitter Universe) antf, (2) the variance of the density fluctuation field at
mass scal®l. The Press-Schechter formalism is a widely-used semianapproach and is
well-suited to explain the importance of the cluster masgtion for cosmology. However,
it was found to deviate from numerical simulations by ovedicting the number of low-
mass and underpredicting the number of high-mass objecgtsGeoss et al. 1998; Governato
et al.[1999; Springel et al. 2005) and therefore alternadivé more accurate expressions
were provided by several authors who include e.g. non-ggi@ollapse and calibrate it with
numerical simulations (e.g. Sheth & Tormen 1999; Jenkirad/ 2001 Tinker et al. 2008).

The mass function (in particular) and its evolution are sensitive to the cosmological
parameters. In the high-mass i.e. cluster regime[Eq] k. t®ininated by the exponential
tail, making it exponentially sensitive to the underlyingsmology. Fig[1J7 illustrates that
comparing the observed cluster mass function or clustergdncg n(z) and its evolution with
model predictions, makes it possible to distinguish betwaiéferent cosmological models
(e.g.Schuecker et al. 2003; Vikhlinin et lal. 2009b; Mantalef010).

The variancer? (2) depends on the power spectriftk, z), whose shape is sensitive to the
matter density2y,, the Hubble parametét, and to lesser extent the baryon densiy(e.g.
Sugiyama 1995; Eisenstein & Hu 1999). Since the cluster masdion extends only over
about two decades in mass (see Tablé 1.1), the power specanmot be probed over a large
enough range to put strong constraints on its shape. Galasgtecs, however, are well-suited
to measure the normalization of the power spectrum. It catelieed in diferent ways but is
commonly referred to asg parameter, which measures the amplitude of the (linear) power
spectrum on thel8?! Mpc, i.e. cluster scale, and can be well constrained by tbal Iduster
mass function4 < 0.1). To be more precise, constraints can be put on the relaBbmeen
og andQy, since the scale on which the amplitude is measured dependsly on the mass
but also orQy (R® o« M/Qupe).

2

exp( _ % ) (1.13)

" 202,(2)

dlog om(2
dlogM

3The cluster number countgz) give the total number of clusters at redshiftPredictions for surveys take
into account the cluster mass function, the survey volundglag selection function.

40g = o(Mg,z = 0) is the variance of the density fluctuation field at massesb&), which is the mass
contained in a top-hat sphere with'8 Mpc radius:Mg ~ 6x 10 Qy h™! Mg, the typical mass of a moderately
rich cluster.
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Figure 1.7: Example for the comparison of the observedetustss function with predictions
from cosmological models. The data and the model are cordpot€2, = O in the left panel
and forQ, = 0.75 in the right one. The overall normalization is adjusted to 0. Figures
taken from_Vikhlinin et al.|(2009b).

The evolution of the mass function reflects the growth ratthefdensity fluctuations and
thus provides very strong constraints Qg andog (see Fig[L1.8) and, in combination with
other probes such as the cosmic microwave background, todigster constrain e.@, orw,
the dark energy equation of state parameter (e.q. Vikhéhad. 2009b; Planck Collaboration
et al. 2013a/b).

The exponential tail of the mass function in the high-magsme makes galaxy clusters,
especially the massive ones, excellent laboratories tahhescosmological model, however,
also requires very accurate mass measurements.

1.3.3 Other cosmological tests

Apart from the cluster mass function or the cluster abundamgeneral, other properties of
galaxy clusters can be used to put constraints on the cogimalg@arameters. Among these
are the clustering of galaxy clusters, which traces theels@ple structure of the Universe and
thus the cosmological density parameters through the groviuctuations, or the study of
the gas mass fraction. In galaxy clusters, the baryonic c@#ent is dominated by the ICM.
Due to the deep cluster potential well, the baryonic or gassmiactionf; = My/My is not
expected to change with time and should be a fair represemtat the cosmological ratio
Q,/Qm (e.g..White et al. 1993; Eke etial. 1998). The gas mass fractiomearby (relaxed)
clusters can thus be used to const@jnonceQy, the baryonic matter density parameter, and
Ho are known from other measurements such as the CMB|(e.g. \&thate 1993; Allen et al.
2008).

Although fy should be fairly constant, measurements of dp@arentevolution provide
means to probe the geometry and thus the dark energy densitsgc@eleration of the Uni-
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Figure 1.8: Constraints ofy andog in a flat ACDM cosmology. The red regions give
the 68% (solid) and 95% confidence level intervals. The dhsbkgion indicates the 68%
constraints when the normalization of the absolute clusiss vs. observable relations and
thus the mass calibration is changed#®?6. This value is the estimated size of the systematic
errors inog due to uncertainties in the mass measurements. Figure frakeVikhlinin et al.
(2009b).

verse (e.g. Sasaki 1996; Fen 1997; Allen et al. 2004,/2008).dErived value ofy depends
on the angular diameter distance to the cluster, which in dapends on the values of the
cosmological parameters used for the derivation. The cbo@smological parameters thus
yield a constant gas mass fraction as predicted by theorg. aBsumption of a constafy
holds best for massive, relaxed clusters and thus limits#meple selection. However, this
approach has the advantage that it does not require the &dge/bf the total mass profile but
only of the gas mass and temperature profile, which can bendieted precisely from X-ray
data.

Recent cosmological constraints using X-ray observataingalaxy clusters are repor-
ted by e.g. Vikhlinin et al./(2009b) and Mantz et al. (2010)arde collaborations such as
Planck (e.g. Planck Collaboration et lal. 2013b), SPT (egnsBn et &l. 2013) or ACT (e.qg.
Hasselfield et al. 2013) derive cosmological parametersbsoting clusters and determining
their mass to calculate the mass function through thefcte All these studies agree on the
current values of2y, ~ 0.3 andog ~ 0.8. Combining constraints from galaxy clusters with
other measurements such as the cosmic microwave backgfzanydnic acoustic oscillations
(BAO) and Type la supernovae, yields the best constrainta®oosmological parameters.



Chapter 2

Cluster substructure and morphology

The analysis of galaxy cluster structure provides valuaiflermation about the dynamical

state of these massive systems. According to the curremtste formation scenario, clusters
form from fluctuations in the initial density field and growdkigh merging (see Se€t. 1.8.1).
Since the Universe was denser at earlier times, the merggersraxpected to drop with de-

creasing redshift and clusters should be on average relystdms now. The presence of
substructures is therefore a demonstration of the factdinater formation has not finished
yet.

Galaxy clusters containing substructure have an overaljidar shape and often show
secondary peaks in the galaxy distribution (optical rantfe X-ray emission (substructure
in the ICM) or the underlying dark matter distribution. Thegn exhibit substructures from
scales smaller than the size of a galaxy (e.g. few kpc) upub-J§ipc scales. In cluster
studies, however, only cluster structures and sub-hatgeiddhan galaxies are of interest. In
this thesis cluster morphology denotes the large-scaleappce of a galaxy cluster. Clusters
which show large-scale substructures are called distusigstéms, while an overall regular
appearance indicates that the object is relaxed on this.scal

The radial profile of the X-ray emission of galaxy clustera te — to first order— de-
scribed by the isotherm@l model (see Sedi. 1.1.1), assuming among others spherayaé sh
and hydrostatic equilibrium. However, it was early recagui that many clusters show a cer-
tain degree of substructure, indicating a deviation froesthassumptions. Optical studies in
the 1980s gave controversial results about the statisiigaificance of substructures in galaxy
clusters (e.d. Geller & Beers 1982; West et al. 1988). Ptmpeeffects when analyzing the
projected galaxy distribution lead to an overestimate efamount of sub-clustering. Red-
shift information about possible substructures and theatiew from a Gaussian distribution
of the galaxy radial velocities improved the distinctiorivieeen projected and true substruc-
tures (e.g. Bothun et &al. 1983; West & Bothun 1990). X-rayeobations are less prone to
projection dfects since the emission from the hot ICM is much brighter thahof fore- and
background galaxies. The advent of X-ray imaging obseriegahus enabled a leap forward
in the study of galaxy cluster morphology (see Seci. 2.2 dmap@rs ko).

Detecting and characterizing substructure in galaxy ehsst essential to study their as-
trophysical properties. It provides the base for morphialiganalyses, which aim to quantify
the dynamical state of the cluster, but also enables irgagstns of the clusters’ hydro- and
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thermodynamics (temperature, density, entropy profiles) @her astrophysical processes
acting in the cluster potential. Detailed analyses of subsires in a single cluster yield
information about e.g. the geometry and dynamics of the menorocess (e.g. Finoguenov
et al. 2005), how much turbulence is introduced by the mergystem (e.g. Hallman & Jel-
tema 2011) or the role of merging activity in the formationradlio halos (e.g. Buate 2001;
Cassano et al. 2010).

The following sections will provide an overview on galaxysier morphologies and sub-
structures, focusing on X-ray observations. A few exampfdabe variety of substructure on
small and large scales and their impact on cluster physicdiacussed in Se¢t. 2.1. For mor-
phological studies of large cluster samples (see e.g. €rsaptf), the overall cluster shape,
which reflects the dynamical state of the cluster, is of gger Sect._2]2 thus outlinesfiir-
ent methods to characterize the cluster morphology. S&&firally discusses the impact of
merging on the assumption of hydrostatic equilibrium angigr properties.

2.1 Substructure on diferent scales

Galaxy clusters show a variety of substructures dfetent scales, ranging from small, several
kpc wide, X-ray cavities to large ones with 100 kpc diameter and to merging subsystems
on a sub-Mpc scale. A detailed discussion of affetient kinds of substructures is beyond the
scope of this thesis, but a few illustrative examples wilgben.

Small-scale substructures and cluster cores

Small-scale fluctuations in the ICM distribution do not imfihce the overall gravitational po-
tential and thus the morphology of the cluster. They are,dvan extremely interesting to
study gas dynamics and non-gravitational processes, iaipéce mechanism of AGN feed-
back. High-resolution images obtained froiMM-Newtonand Chandrarevealed highly ir-
regular structures in the central region of many clustestihg a cool core (see Sett. 1]1.2).
These systems show a smooth distribution and a relaxed miogphon cluster scale, but in-
teresting features in the core regions. In addition, coc ctusters commonly host a central
radio source called active galactic nuclei (AGN), whichheught to heat the ICM and stop
the cooling flow (e.g. Burns 1990; Mittal et'al. 2009).

X-ray observations show filerent kinds of features, including cavities, shocks, eppr
sharp density discontinuities in the ICM distribution. Atitwhal radio data indicated that these
structures are due to the interaction of the AGN and the akaluster gas (for a review on
AGN feedback see e.g. Gitti et/al. 2012; Fabian 2012; McNamaNulsen 2012). Fid. 211
shows examples of small-scale substructures in the coreedhtensively studied Perseus
Cluster (e.q. Bohringer et al. 1993:; Fabian et al. 2000, 2@0firazov et &l. 2003; Fabian
et al. 2011) and RBS 79Thandraobservations revealed a number of cavities in the X-ray
distribution, which spatially coincide with radio emissirom the AGN, in the core of the
Perseus Cluster but also in a large number of other cool dostecs such as RBS 797 or
the famous Virgo Cluster with the central galaxy M87 (e.ghBger et al. 1995; Churazov
et al..2001; Forman et al. 2007; Million et al. 2010). The caintlack hole (AGN) is feeding
from the inflowing gas and generates powerful jets, highljirnated and fast outflows of
relativistic particles which emerge in opposite directiémrom the AGN. These outflows inflate
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bubbles or lobes of relativistic plasma, which rise buolyapush aside the X-ray gas, creating
the observed X-ray cavities. Cavities thus provide direadence for the interaction of jets
and the ICM. The Perseus Cluster core, however, shows additproof for the AGN-ICM
interaction, namely concentric ripples, which are mosliiksound waves generated during
the release of the relativistic jets. Using deeper obsemwstand examining a larger area,
Fabian et al.|(2011) found evidence for previously unknowhhbes and also indications of
merged bubbles at larger radii.

Figure 2.1: Examples of substructures in cluster cokesgt: Chandra3-color image of the
central region of the Perseus Clusterzat 0.02. Cavities in the X-ray distribution due to
relativistic jets are apparent, as are concentric ripplésch are most probably weak shocks
or sound waves generated by the jet outbursts from the ¢ex@H (bright spot). Image
credit: NASAICXC/IoA/A.Fabian et alRight: Central region of the galaxy cluster RBS 797
atz = 0.35. Smoothedhandraimage with radio contours overlaid (black 4.8 GHz, green 1.4
GHz). This cluster shows X-ray cavities similar to the Paess€luster and also radio emission
on different scales. On-a 10 kpc scale the emission from the jets extending in the rswttih
direction is shown as black contours. It is remarkable they tare oriented perpendicular to
the X-ray cavities, which are spatially coinciding with ession on~ 100 kpc scale (green
contours). Not shown in this image is the possible mini-ahch extends in the north-south
direction on even larger scales. Figure taken from Gitti.g2806).

Radio emission is not only found spatially correlated withiay cavities but also as ex-
tended, difuse emission. The central region of the cluster RBS 797 shaglis emission on
different scales and with fiierent orientations (e.g. Schindler etlal. 2001; Gitti e 28i06;
Cavagnolo et al. 2011; Doria et/al. 2012). On smallest sdales0 kpc), the bright emis-
sion from the jets is observed in the north-south directiimese are almost perpendicular to
the X-ray cavities and the extended emission~of00 kpc scale, which are oriented in the
northeast-southwest direction. These two radio featundstae X-ray cavities are shown in
Fig.[2.1. However, on even larger scales, emission with aorginous morphology elongated
in the north-south direction was found. This emission igyidy the same size as the cooling
region and is most likely a mini-halo. Mini-halos are stitbgrly understood, but they are
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expected to be as large as 20800 kpc and to be located around the central radio galaxy in
cool core clusters. Although this cluster may be a pecubaecit provides strong evidence
for complex interaction of the AGN and the ICM beyond the itifla of radio bubbles.

Another very interesting case is MS 07357121. This cluster shows huge cavities with
a diameter ok 200 kpc, which are filled with radio emission, and a largdescacoon shock
(e.g..McNamara et al. 2005, 2009). MS 0735 experienced thst pmverful outburst known
so far and is an example that shows that thieats of AGN outbursts are not limited to the
central region, but could alsdfact global cluster properties. This system and also Hydra
A, where similarly large cavities were found (e.g. Nulsemle?2005; Gitti et al. 2011), are
significantly more luminous than predicted by scaling refl&, indicating that it might bias
the selection of flux-limited samples in the sense that syst@ith energetic outbursts are
favoured because they are brighter.

The impact of AGN on the intracluster gas has received mutegm@bn in recent years,
but details about this feedback process are still debatedlies of a large number of X-ray
cavities and other small-scale features such as rims, stesakcold fronts in the core regions
thus help to resolve this question. Large-scale cavitibéschvare only found in three objects
so far (MS 0735, Hydra A, Hercules A), provide additionaldedtories to test models which
predict strongly variable AGN activity and occasional poiwreoutbursts for all systems. A
more detailed discussion of the current knowledge of allpteeesses acting in the cluster
core due to AGN activity and their impact on the understagaihcluster physics is not pos-
sible in the framework of this thesis, but the above mentioeeamples should give some
insight into currently investigated phenomena.

Large-scale substructures and the cluster morphology

The most dominant and apparent substructure on clusterisamerging subsystem. Galaxy
clusters grow through the infall of matter and merging esei this context, the term mer-
ging denotes the infall of a galaxy groups and other clusprlucing large-scale substruc-
ture and fluctuations in the gravitational potential, legdio a variety of morphologies (see
Sect[2.2 and Chapter 4 and as an example also the Bullee€ladgtig.[1.1). Systems show-
ing such signatures are called disturbed, while relaxedxgatlusters are characterized by
an overall smooth ICM distribution. The extremely energetierging events lead to a devi-
ation from spherical shape and the assumption of hydrostgtiilibrium and can influence
the global cluster properties, mass estimates (see[S&¢tarid X-ray scaling relations (see
Sect[2.B). The merging process creates shocks, hydrodymastabilities and turbulences
in the ICM (for review on shock fronts in galaxy clusters seg ®larkevitch & Vikhlinin
2007; Markevitch 2010), which have an impact on the magrfetids and lead to diuse,
cluster-wide, synchrotron emission seen as radio halosi(feview on difuse radio emission
in galaxy clusters see elg. Feretti et al. 2012).

The X-ray emission of the Bullet Cluster is shown in Hig.|2s2aa example of a dis-
turbed X-ray morphology due to merging and an induced shomktf The overlaid radio
contours show the Mpc wide radio halo. This system was already discussed irptehd
because it provided the first (indirect) evidence for thestexice of dark matter through the
reconstruction of the potential well via gravitational$erg (Fig.[1.1). This cluster, however,
harbors much more information. The X-ray image shows twéaserbrightness edges with
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Figure 2.2: Substructures on large scalesft: X-ray image of the Bullet Cluster with radio
contours overlaid. Th€handraimage shows clear signs of merging activity and a shock front
in the ICM, which spatially coincides with the edge of theicadalo, in front of the bullet
(boundary blue-black). Figure taken from Markevitch & Mikiin (2007), X-ray: Markevitch
(2006), Radio!_Liang et al. (2000Right: Example of a radio relic in the cluster outskirts of
A521. This image shows the disturbed ICM distribution wlklio contours overlaid. Figure
taken from_Markevitch (2010), X-ray and Radio: Giacintuetal. (2008).

similar density jumps, but ffierent pressure profiles. The so-called cold front is a contac
discontinuity and observed as a very bright surface brigggredge on the boundary between
the infalling subsystem ("bullet") and the shock-heatesl fgam the main cluster (boundary
white-blue). The shock front, on the other hand, shows alargssure jump and propagates
ahead of the cold front. In the left panel of Hig.12.2 it is ltezhat the blue-black boundary
and spatially coincides with the edge of the radio halo.

Cold fronts are now observed in most merging systems angregsiingly, also in a large
fraction of cool core clusters, as will be discussed belog.(@hizzardi et al. 2010). Shock
fronts, on the other hand, are harder to detect since thegklguiravel outwards from the
central region into the faint outskirts. In addition, thegeetry of the merging event has to be
in favor of the observer to detect a merger induced shockidRdz$ervations provide another
way of detecting shock fronts. Peripheral radio relics edulsy accelerated electrons are
expected to occur at shock fronts due to merging in the owsséd clusters. Such radio relics
are found in a number of merging clusters such as A521 showimif?.2 (e.q. Giacintucci
et al..2008). However, since the X-ray surface brightnes®rg low in these regions it is
often challenging to confirm the shock front through tempesand pressure profiles (e.g.
Finoguenov et al. 2010; Markeviich 2010; Russell et al. 2018zzotta et al. 2011; Russell
et al. 2012).

As a final example, gas sloshing in the central region of cooé clusters will be ad-
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dressed. This is a small-scalffext but it is most probably a remnant from a past merging
event and thus mentioned in this section. Cold fronts arembes in the central region of
many cool core clusters, which do not show recent mergingigcte.g. [IMarkevitch et al.
2001; Mazzotta et al. 2001; Sanders €t al. 2005; Ettori €2@13). These cold fronts are
small, typically< 100 kpc, but definitely indicate motion of the gas in the dustore, not
from an infalling subsystem. Detailed investigations @ tiore of e.g. the cool core cluster
A1795 indicated that the gas outside the cold front is in apipnate hydrostatic equilib-
rium but the gas inside is not (e.g. Markevitch et al. 2001)e Tadial profiles show a jump
in the surface brightness, the temperature and the totad,nba$ as expected from a cold
front, the pressure profile looks smooth. Similar resultsesfeund for other clusters such
as RXJ 1720.42638 (Mazzotta et al. 2001), A2029 (Clarke et al. 2004) or &2pSanders
et al.. 2005). The explanation proposed by Markevitch e28l0() was that low-entropy gas
is sloshing in the gravitational potential of the clusterezavhich could be induced by a past
merging event or alternatively by the central AGN. Numdrgeulations indicate thatft
center minor mergers (small subclusters falling into theeptial well) can induce sloshing
which persists for gigayears and can produce the obsergedtsires of concentric cold fronts
(e.g. Ascasibar & Markevitch 2006). In recent years, tha®lieen increasing evidence from
simulations and observations that a sloshing core is indeedo a past merging event and
that it can cause enough turbulence to create a radio miaifbay. Mazzotta & Giacintucci
2008; ZuHone et al. 2010; Roediger et al. 2011, 2012,12018BpAe et al. 2013). In addition,
large-scale features due to sloshing extending over ddwendred kpc were reported, show-
ing that this &ect is not limited to the cluster core (e.g. Simionescu e2@1.2; Nulsen et al.
2013; Paterno-Mahler et al. 2013; Rossetti €t al. 2013).

All these observational signatures indicate that galaugtelrs (and their core regions) are
not in complete hydrostatic equilibrium and that severaghese complex physical processes
can be acting together in the cluster potential. Disentagdhe origin of the dierent sub-
structures and their interplay requires a detailed amabfdhese systems and enables a deeper
understanding of cluster physics. This issue is very comatal currently under intense in-
vestigation with multi-wavelength studies and numericaldations. Substructure detection
and quantification through X-ray observations is the ainmisfthesis and is discussed in more
detail in the next section.

2.2 Morphological analysis

X-ray observations provide ideal tools to study the dynangtate of a cluster by probing
the morphology of the ICM. X-ray images from tEgnsteinandROSATsatellite revealed a
variety of morphologies and raised the question of how méaunsters are dynamically young
(e.g.l.Jones & Forman 1984, 1999; Schuecker et al.|2001). Tdtesfistematic study was
performed by Jones & Forman, who visually classiti#dsteinimages according to flerent

morphological types (Jones & Formian 1991, 1992). These hobogies were based on the
X-ray surface brightness distribution and were called siiggle symmetric peak, elliptical,
complex multiple structures or double with equal composeAs an example, four morpho-
logical types are shown in Fig. 2.3. This classification secheet the base for the following
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studies of X-ray morphology. To illustrate the variety olayeg clusters, a large gallery of
X-ray images fromXMM-Newtonwith different morphologies is provided in Selct. 4.11.2.
Morphological analysis and classification can also be adpid other wavelengths, e.g. the
galaxy population of the cluster observed in the opticalh@at this section will concentrate
on the X-ray surface brightness.
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Figure 2.3: X-ray contours from tiROSATsatellite for four morphological types defined by
Jones & Forman (1992). Figure taken from Buote (2002). @algdata published in Buote &
Tsai (1995).

The increasing number of available X-ray images called f@argiative methods to charac-
terize the cluster morphology. A number oftérent methods have been proposed (for reviews
see e.g. Buote 2002; Rasia etlal. 2013), but they can be ipsgpharated into two groups.
The first one aims at detecting and characterizing individnd sometimes very subtle sub-
structures in the cluster to study their astrophysical erogs and their impact on hydro- and
thermodynamics (temperature, density, entropy profilet)e cluster. A common method for
detecting substructures is the subtraction of a smg@atiodel, which is fitted to the surface
brightness profile of the cluster and represents a relaxgtiplirom the X-ray image and to
examine the residuals (e.a. Neumann & Bohringer 1997 Adeh@antos et al. 2012; Pandge
et al..2013). The method of wavelet decomposition allowsatiedysis of the clusters’ X-ray
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surface brightness or, galaxy distribution in the optioalseveral scales. On largest scales the
overall cluster morphology is quantified, but on progreslsismaller scales individual sub-
structures are detected and can be analyzed separateliz$ealera & Mazure 1992; Slezak
et al. 1994; Flin & Krywult 2006).

The other approach does not provide detailed informatiautthe individual substruc-
tures, but aims to quantify the morphology and thus the dldaamical state of the cluster.
Starting from the visual classification of Jones & Formamesa quantitative algorithms were
presented to analyze the X-ray morphology of clusters. Aly epproach was measuring the
clusters’ ellipticity (e.gl_ McMillan et al. 1989; Melott efl| 2001; Hashimoto et al. 2007a).
However, both disturbed and relaxed objects can appeatiedll, which does not qualify it
as a good indicator for the dynamical state. Also other sesptistical measures such as the
degree of concentration or asymmetry of the surface bregstprofile, the fiset between the
X-ray peak and the centroid or the ratio between the minonaadr axis provide information
about the morphology and tend to be robust regarding imagktyjand cluster redshift (e.g.
Mohr et al. 1995; Hashimoto etlal. 2007a; Ventimiglia et i02).

The most commonly used substructure parameters or momgphektimators are the center
shift parameter, power ratios and the asymmetry paramBteise estimators, and especially
their sensitivity to Poisson noise and the data quality inegal, were tested in detail in the
course of this thesis. A profound knowledge of their behaigaspecially important when
dealing with observations of objects affdrent redshift because of the variation in the photon
statistics of the images. A detailed discussion of thesarpaters and a morphological ana-
lysis employing them is presented in Chaples4nd their definitions are only outlined here.

Power ratios

In contrary to most other morphology estimators presenefdrb, Buote & Tsail(1995)
wanted to asses the projected morphology of galaxy clustedsto quantify their dynam-
ical state by analyzing the gravitational potential. Instbontext, only large substructures
comparable to the cluster scale are of interest since sntalileponents such as galaxies have
no dfect on the global gravitational potential and thus the dyinahstate of the cluster.

The derivation and a detailed discussion of this method &engn/Buote & Tsail(1995)
and in Chaptel]4. The power ratio method is based on the rolétgxpansion of the two-
dimensional gravitational potential due to material iestd Ry, the radius within which the
dynamical state is measured. The individual powers yieddcntribution of themth mul-
tipole moment to the total gravitational potential withRg, which is typically chosen to be
0.5 Mpc, 1 Mpc orrsge. In addition, the powers are most sensitive to structuretherscale
of Ry The choice oR,, therefore defines on which scale the dynamical state of thstest
is quantified and motivated the definition of a modified par@méehe peak of the power ratio
profile computed in several apertures (for details see Bekil).

For the computation of the powers from X-ray images, thequtgd mass density is re-
placed by the X-ray surface brightness, which traces thatgteonal potential PO, the mono-
pole, gives the total flux within the apertufl the dipole P2 the quadrupole?3 the hexapole
andP4 the octopole moment. Higher moments are not considered #irey probe structures
on smaller scales which are dynamically not significant ostelr scale. The final power ratios
are obtained by normalizing the powers B@, which ensures a fair comparison of clusters
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1 Mpc (left) and 0.5 Mpc (right) radius located at the certtroi the X-ray emission. Figures
taken from _Buote (2002).
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with different X-ray brightness. The center of the aperture raditypisally chosen to be the
center of the projected mass because in this PAseanishes. This leaves the classification of
the cluster morphology to the three remaining power ra@®420, P3/P0 andP4/P0. Even
moments are sensitive to both bimodality and ellipticitiieh is not a clear indicator of the
dynamical state. A regular elliptical cluster contribubedy to even moments and gives a low
to moderatd”2/P0 andP4/PO0 signal. Larger signals are found for merging systems, ngaki
P2/P0 andP4/P0 good measures of the cluster morphology. A more clear adichow-
ever, isP3/P0. Odd moments reflect asymmetry and unequal-sized bimpdald vanish for
relaxed, single-component object83/P0 is thus chosen to quantify the dynamical state of
galaxy clusters and to classify them as relaxed or distudbgects (e.g. Buote & Tsai 1996;
Jeltema et al. 2005; Poole etlal. 2006; Bohringer et al. 284@ Chapterl4 arid 5 of this work).

Since individual morphologies contribute by dfdrent extent to the powers, a combin-
ation of odd and even moments can give viable informatioruabwe cluster morphology.
Looking at the location of several clusters in #2/P0 — P3/P0 plane| Buote & Tsal (1996)
reported the detection ofraorphological evolutionary trackvhich is shown in Fig. 2]4. For
a cluster scale aperture size of 1 Mpc, dynamically youngabjhave high odd and even
moments since their X-ray images show a double-compongetiotr a generally disturbed
and thus complex morphology. With time they relax and arawéhe bottom left, where all
signs of substructure are gone and a single, relaxed chegsteains. Evaluating this informa-
tion for a smaller aperture such as 0.5 Mpc shows a very gitndad, but with the exception
that the double-component cluster has now a much I®R2¢P0 since the smaller aperture
encloses only one of the two componenB3/P0 on the other hand still gives a very high
signal, showing again that it is the best indicator for theaiyical state.
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However, the calculation of power ratiosf&rs from shot noise, which is present in every
X-ray image. This was acknowledged already by Buote &|Tis@896) and further investig-
ated by Jeltema et al. (2005) end Béhringer et al. (2010) |&Vath studies fber a method to
correct for the noise contribution, they lack a detailed@ston of the performance &3/P0
for different observational depths, i.e. net and background phamionts. One aim of this
thesis is thus to provide such a performance study, whichtketstage for a well-calibrated
bias correction method and enables a precise definitid?8piP0 boundary values for high-
and low-quality observations to classify clusters as mlaand disturbed objects. Details of
this analysis and the bias correction method are given irptén@, which was published as
Weilimann et all (2013b).

Center shift
The center or centroid shift method was introduced by Molallef1993) and characterizes
the displacement of the centroid calculated in severaltapees of diferent size. Several vari-
ations of the definition of the center shift parameteexist, depending on the number, size
and shape of the apertures. The general motivation behiag#nameter is, however, the
same for all definitions. While the position of the centra@gdekpected to remain roughly the
same for relaxed objects, clusters containing substreetltyield a different position of the
centroid for diferent aperture radii (e.g. Mohr et/al. 1995; Suwa et al. 2@Btara et al.
2006;/ Ventimiglia et al. 2008; Boéhringer et/ al. 2010). Thisthod is sensitive to asymmet-
ries and thus regular and irregular morphologies. Howetzeannot distinguish between all
classes defined in the classification scheme of Jones & Forman

As in the case of power ratios, this method is discussed atedén detail in Chaptérd 4.
Owing to the definition of this parameter, it is more robustiagt Poisson noise than power
ratios, making it a reliable tool for the morphological stuaf high-redshift objects. Such a
study is presented in Chapfdr 5 (original publication Weilimet all 2013a), where a mild
evolution of P3/P0 andw with redshift is found.

Asymmetry parameter

The asymmetry parametéris a measure of the normalized absolute residual flux after su
tracting a rotated image from the original image. It was ioafly used to study the mor-
phology of galaxies (Conselice 1997; Conselice et al. 20@@)was recently also discovered
for galaxy clusters (Okabe et/al. 2010; Rasia et al. 2013)inAke case of the center shift
parameterA is a phenomenological parameter motivated by the fact énget substructures
or complex morphologies yield higher residual flux aftertsatting the rotated image.

A detailed description is given in Chapfér 6, where it wasfibthatA is highly sensit-
ive to Poisson noise because of its definition as a per-piggksc. The performance study
presented in this chapter shows that it is essential to tekeéata quality into account before
applying it to X-ray images of galaxy clusters.

The substructure parameters discussed in this sectiomprstatistical means to quantify
the morphology of large cluster samples. They all allow ayloseparation into relaxed and
disturbed objects, but are most sensitive to certain mdogies. Combining dferent para-
meters thus increases the detection likelihood of modegrdisturbed objects, which would
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not be detected by all methods in the same way.

2.3 Impact of merging on the dynamics and morphology of
galaxy clusters

The previous sections gave some insights into substruscture their quantification, focusing
on large-scale disturbances which alter the X-ray morgiobnd the gravitational potential.
As was discussed in Se€t._12.1, typical cluster obsemstfespecially in surveys) do not
have enough photon statistics to obtain precise hydrostass estimates and instead scaling
relations are employed. These are sensitive to deviatimms the hydrostatic equilibrium
(HE) and can beféected by substructure as was demonstrated on the exampielatares

in Sect.[1.2.2 and Fig. 1.6. Since most (morphologicallgfutbed clusters are results of
merging activity, the mechanism by which merging influentesassumption of HE and the
observed mass proxies are reviewed in this section baseidhafasions published in a paper
series of Poole et al. (Poole et al. 2006, 2007, 2008). Inqueat, the following question
will be addressed: i) How valid is the assumption of hydrdstquilibrium during and after

a merging event? ii) How does a deviation from this state @mfae the mass estimates? and
iii) What is the impact on scaling relations?

Also other authors, recently e.g. Nelson et al. (2012), istlithe impact of a merging
event on the accuracy of hydrostatic mass estimates usmgations, but the work of Poole
et al. dfers an illustrative discussion of the influence of an infiglsubstructure on the HE,
the time-evolution of the location of the merging clustesaaling relations and thefect on
the cool core (which is not discussed in this thesis) usiegsime set of simulations.

The first of the three papers, Poole et al. (2006), descrliaumerical simulations, the
dynamical evolution and transient structures which appe#tte course of a merging event.
Poole et al.[(2007) studied the influence on X-ray propegresscaling relations and finally,
Poole et al.|(2008) investigated thi#ezt on cool cores.

The presented simulations include several merging sanafirelaxed, cool core clusters
with different mass ratios (1:1, 3:1 and 10:1) and impact paramédteeasl{on and f6-axis).
The impact parameter is characterizedVy,, the ratio between the relative tangential velo-
city of the merging system when its core reaches the vir@iusaof the primary system and
the circular velocity of the primary system at its virial nasl v;/V. = 0 depicts the head-on
case, whilex/V, = 0.15 and 0.40 representfeaxis merger. The primary cluster always has
an initial mass oM,;; = 10"°Mg, and a circular velocity atygo 0f Vago = 1340 knjs.

The process of merging comprises of several phases ans atrt The two systems ap-
proach each other and reach the minimal distantgdt; During this phase the gas clouds of
the two clusters interact, compressing and heating therrablbetween them, creating shock
fronts which drive towards the cores, subsequently inangabe luminosity and temperature.
After this first core passage and the point of maximum sejoar .49, the two gas clouds
approach each other again and reach the second minimalcbsifi,..rere Dispersed material
from the core of the merging body is accreted on the core optheary system. The sec-
ondary core- or parts of it— can survive, leading to more encounters with the primarg.cor
In case of no further encounters the system starts to retax taf..e.e and shows a regular
morphology at;ejax.
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In the following, this scenario is used to study the impacinagfrging on the hydrostatic
equilibrium hypothesis, mass estimates and X-ray scabitgjions. Especially interesting is
the phase betwedpqsestandtreiax, When the system shows a disturbed morphology and after
trelax When it has a regular appearance.

Impact on the hydrostatic equilibrium hypothesis and mass stimates

It is commonly assumed that galaxy clusters with a regulaayXmorphology are relaxed
systems for which the HE assumption holds. Merging, on therdtand, introduces disturb-
ances in the gravitational potential and the cluster desiitbm HE. Since all galaxy clusters
grow through merging, it is interesting to study how valig tHE assumption is during and
especially after a merging event when the cluster alreaggans relaxed.
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Figure 2.5: Results from the merging process for three matgssr(1:1, 3:1 and 10:1) and
different impact parametevg'V.. Left: Evolution of the hydrostatic disequilibriuid atrsqg
(red) andr,qo (blue). The horizontal lines show the 15% range where thedsgdtic equilib-
rium assumption roughly holds. The vertical lines indicie second core-core interaction
(taccrete l€ft) @Ndtieiay (right), where the cluster shows a regular X-ray morpholagsin. Fig-
ure taken from_Poole et al. (2006Right: Evolution of the actual total mass (black solid
line) and mass estimates based on the hydrostatic equitibassumption (red line) and the
isothermal3 model (blue line). Vertical lines indicate the merging pdagleft to right):to,
toosest(first core-core interactiondaccrete@Ndtieiax. Figure taken from Poole etial. (2007).

The left panel of Fig._2]5 shows the time-evolution of theidgon from the HE assump-
tion, which is given byH in the aperture of,o0 andrsg. [Poole et al.|(2006) find a sharp
increase of the disequilibrium shortly before the secone passage dji.rete followed by a
damped, oscillating pattern. At the clusters show a relaxed X-ray morphology according
to power ratios and the center shift parameter and are dgneralized around this time. In
some cases, adiabatically oscillating merger remnantaral aftert,c.x, Which results in a
deviation from HE around 10 20%.
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The impact of the disequilibrium on the mass determinatgshiown in the right panel
of Fig.[2.5, where the actual total mass is compared to massates using the HE assump-
tion and the isothermg@ model. The hydrostatic mass estimates (HME) are in genayhéh
than the actual total cluster mass, but their overall evmhus similar. During the most dis-
turbed phases (first and second core-core interactiors)HME largely overestimates the
total cluster mass. Interestingly, deviations from the [$Euamnption are found also aftiy;,y,
but the mass estimates are accurate to withB— 10%. These results agree well with com-
bined X-ray and weak-lensing studies (see $Sect.[1.2.1ywfiid~ 5—20% lower values for
HME than for estimates from weak lensing measurements wdachot require the assump-
tion of hydrostatic equilibrium and spherical shape. While largest deviations are reported
for clusters with a disturbed X-ray morphology, also rethebjects can show a small hydro-
static mass bias.

Mass estimates from the isotherngaimodel, which assumes hydrostatic equilibrium,
isothermality of the ICM and that the density profile can beatided by thes model (see
Sect[1.1.11), systematically underestimate the actuataiunass by 25 40%. Using such
a mass estimate stronglyfects cosmological studies based on the cluster mass farantic
changes the normalization of mass scaling relations, batldmot influence their general
trend.

Impact on X-ray scaling relations

After establishing to which extent the HE assumption holu$aow it influences mass estim-
ates based on the HE assumption andaimeodel, the influence of merging on X-ray prop-
erties and thus X-ray scaling relations (for a discussios@aling relations see SeCt, 1]2.2)
is shown. Detailed studies of deviations from the self-Emielations and the implications
for cluster physics are manifold and interesting, but bélyibie scope of this thesis. The aim
of this section is to illustrate merely how cluster propestchange during flferent merging
phases and to which extent merging of two cool core clustngeproduce the scatter in the
observed relations. A detailed discussion is provided iol®et al. (2007) and is omitted
here.

Fig.[2.6 shows the evolution of the merging system inltthe T andM — T relation.
The temperature is obtained from spectral fitting, the lwsity is the bolometric luminos-
ity and the mass is estimated using phenodel. All parameters are obtained including the
central region to explore thefect of merging on cool cores (for a detailed discussion see
Poole et all 2008). The position of the primary systeny @ndt.e .y iS indicated, as is the
evolution betweelysesttO treiax, Where the cluster shows a disturbed X-ray morphology. For
comparison, observed clusters from_Horner (2001), whosparties were derived analog-
ously to the ones of the simulated clusters, and theoretazding laws from dferent entropy
injection models are added. The model which reproducesliberged scaling relation best
is depicted by a thick dashed line. Since the mass estimatesthes model systematically
underestimate the actual cluster mass, the entropy modeladgusted accordingly for the
mass-observable relations.

The merging of two massive systems is a very energetic eveh#ffects the X-ray prop-
erties. Since they are derived based on temperature andydertdiles, their time-evolution
Is expected to be similar. In agreement with previous ssjdiole et al. (2007) find two
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peaks in the luminosity and temperature evolution due talshand compression around the
time of the first and second core-core interaction. As theesyselaxes, luminosity and tem-
perature increase smoothly due to the presence of a coolldoti¢the end of the simulation,
the temperature roughly reaches the value predicted fratmgcrelations, but the luminos-
ity remains below the predictions. Thdfset depends on the geometry of the merger and
can be partly corrected by excluding the core region. Thelairdouble-peaked pattern is
found in the evolution of the cluster mass due to accretioggsses around and after the core
interactions.

The combined evolution of bolometric luminosity, spectehperature and the cluster
mass obtained from th@ model is shown in Fid. 216. The low scatter in thle— T relation
in comparison to thé — T (andM — L which is not shown) plane is apparent, however, not
surprising since the cluster mass traces the depth of thetgjran potential which in turn
influences the gas temperature. In addition, owing to thaiief of thes model, an increase
in temperature leads to the santBeet in mass.

Since the primary cluster is a relaxed system which host®hoowe and the core region
was not excised, it is located at higher luminosity and massafgiven temperature than
predicted by thé. — T andM — T relation at the start of the simulation. During the approach
of the two systems, compression and shocks lead to an ircireAsninosity and temperature
which peak at.osestandtaccrete The Same is seen in the evolution of the cluster mass due to
accretion processes. Between the first and second appiuapindperties fall back to almost
their initial values when the two cluster cores break apgédira After taecrete the observed
substructure fades as the system relaxes and it evolveteptmahe model again afteffejay.
The luminosity increases due to cooling and an increasiaghser core, while loose remnant
material from the merging process is accreted onto the pyirsgstem, which results in a
deeper potential well and thus a higher temperature and. r@assparing the position of the
system in thd.— T andM — T plane at the end of the simulation with the one predicted by th
observed scaling laws (green cross in the figure) shows teaging of two cool core systems
leads to a less luminous and massive system than predictie lmpserved scaling relations.

Although the system moves around in the T andM —T plane betweetyosest@ndtrejaxed
thus when the cluster shows a disturbed X-ray morphologigéss not move through the full
range of observed scatter in théfdrent merging phases. Tive— T relation shows only low
scatter, but in some cases the system is found outside oberational scatter for a short
time. These phases correspond to the largest deviatioregf thodel mass estimates from
the actual total cluster mass (see [igl 2.5). In additicey dhe second core passage, some
systems show a very high-temperature, iea which is not visible in thé& — T plane and
which is due to the use of thiemodel.

The presence of a cool core has a large impact on the positidreccluster in X-ray
scaling relations. While the core is excluded for cosmalafgpurposes, including itffers
means to study theffiect of processes acting in the core such as AGN activity ogimgion
X-ray scaling relations. Combining the results from theT, M- T andM —L relation, Poole
et al. (20017) conclude that a single merging event of twoxeglacool core clusters introduces
some dispersion in these relations, but it cannot fully aotfor the observed scatter. Several
such mergers orfyaxis collisions of equal mass systems, which are only yavbkerved,
however, could explain the dispersion, even though it igkeh.
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Figure 2.6: Evolution of the merging system in X-ray scaliations. The position of the merging systentyadndt,q s iS depicted
by a red four-point and blue five-point star, while the eviolntbetween the phases is shown as follows: red arrow tgaimtgosess

magenta line fromMgesesttO trelax @aNd blue arrow aftet,eox. The green cross gives the position of the system after thigingeevent
predicted by the observed scaling relation. The black pashibw galaxy clusters observed by Horner (2001), while tshed
lines indicate theoretical predictions for scaling relat using dierent entropy injection models. The thick dashed line dsftlee
model which fits the median scaling relation best. All parearseeare computed including the central region to exploedrifiuence

of merging. Left: Luminosity-temperature relation. For this relation, tleenperatures from spectral fitting and the bolometri¢

luminosities are usedRight: Mass-temperature relation. As in the previous case, theaesture is obtained from spectral fitting,
while the mass is computed using the isothergalodel. Figures taken from Poole et al. (2007).
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This shows that although merging of two relaxed systemsatanily explain the scatter
in the X-ray scaling relations, morphological informatioan help to significantly decrease
the dispersion. Additional simulations of non-cool corsteyns or several merging processes
are necessary to obtain a more detailed understanding ohgreet of the dynamical state of
the cluster on X-ray scaling relations.

While simulations illustrate thefiect of merging and allow a detailed analysis, only a
comparison to observations can ensure their reliabilggtifig the numerical predictions with
X-ray observations calls for well-studied and well-cadited morphology estimators when
analyzing the dynamical state of galaxy clusters. Suchmestirs were tested thoroughly
in the course of this thesis and are presented in Chapter dldsters at low-redshift and
Chaptei b and]6 for clusters up to redshiftl. Especially interesting for the future is their
application to large samples of high-redshift clustersttamlg the evolution of X-ray scaling
relations, which is currently still limited by the rathemlammumber of objects observed at high
redshift.



Chapter 3

X-ray observatories and data analysis

The scientific results of this work are based on the analyisidservations obtained with the
X-ray observatorieXMM-Newtonand Chandra Both enable imaging and spectroscopy of
incoming X-rays and are discussed in more detail in the Wolg sections. A discussion of
the spectrometers on-board the X-ray observatories igd@ingince spectra are not analyzed
in this work. XMM-NewtonandChandraare both equipped with X-ray telescopes, but there
are diferences due to their set-up and instruments. An overvieweoftost relevant proper-
ties regarding imaging is provided in Table]3.1. One of thénndéferences is the number of
telescopes and detectors in the focal plaxBIM-Newtonconsists of three telescopes which
allows simultaneous observations with three imaging imsénts, the two MOS and the pn
CCD camera. For two telescopes the focal plane is sharedebatas MOS detector and a
spectrometer (RGSYhandrahosts only one X-ray telescope which results in the need to
alternate between the operation of the Imaging Spectrar®@1S) and the High Resolution
Camera (HRC). This single telescope has the same FOV as é#daXdMM telescopes and
therefore receives a significantly lower number of colldgibotons. In terms of spatial res-
olution, the ACIS-I camera is superior to MOS or pn. Depegadn the scientific goal, one
chooses to observe a target wKIMM-Newton(more photon collecting power) @&@handra
(better spatial resolution). For this worKMM-Newtonobservations of low-redshift galaxy
clusters, which provide very good photon statistics, wesedu High-redshift clusters were
observed wittChandrain order to resolve their structure.

Technical details of the two X-ray satellites quoted in timsrk were taken from the
ChandraProposers’ Observatory Guﬂi@ycle 15 provided by the CXC and ti@1M-Newton
Users Handbokv2.10.

3.1 XMM-Newton

The XMM-Newtonobservatory is a 4 t and 10 m long spacecraft and thus theskesgentific
satellite ever launched by the European Space Agency. 8gtaunch on December 10th
1999 from Kourou, French Guiana, it has provided a vast numidgigh-quality X-ray obser-
vations and allowed for a tremendous amount of high-impaensific publications. The pay-

Thttp://cxc.cfa.harvard. edu/proposer/POG/html/index.html
thtp ://xmm.esac.esa.int/external /xmm_user_support/documentation/uhb/XMM_UHB.html
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Table 3.1: Characteristics of ttighandraACIS-1 and XMM-NewtonMOS and pn detectors
relevant for imaging. The full width at half maximum (FWHM)@half energy width (HEW)
of the PSF are on ground measurements at 1.5 keV and almaostaléo the on-axis in orbit
measurements which are given in the text.

Characteristic ChandraACIS-I XMM-NewtonMOS XMM-Newton pn
Number of instruments 1 2 1
Energy range in keV 8-10 015-12 015-12
FQOV in diameter 1% 30 30

PSF (FWHMHEW) 0.27/0.5” 57/14" 6”/15"
Pixel size 054 117 4.1”

load comprises three identical co-aligned X-ray telessppanich each consist of 58 Wolter
type 1 grazing-incidence mirrors nested in a coaxial anébcat configuration. They allow

to cover a spectral range ofl — 12 keV but were optimized for high quanturfiieiency in

the Q1 - 10 keV range with a maximuntfiéciency at 1.5 keV. Each telescope has a 30 arcmin
field of view (FOV), a focal length of 7.5 m, a collecting ar€fal650 cnt at 1.5 keV and is
equipped with bfiles for visible and X-ray stray-light suppression and antedealeflector to
divert soft electrons. An illustration is given in F[g. B.The XMM-Newtonobservatory hosts
several instruments: the European Photon Imaging Cam@&i&jEonsisting of three X-ray
CCD cameras, two Reflection Grating Spectrometers (RGS)hendptical mirror (OM).

Reflection Grating Assembly

XM telescope mass
{with RGA) 520 kg
diameter 200 mm;
length 2500 mm

Exit Balfle

Figure 3.1:XMM-Newtontelescope configuration. Image credit: EESAC.

Two of the X-ray telescopes carry an EPIC MOS (Metal Oxide iSsanductor) CCD
array in the primary and an RGS in the secondary focus. Thesetillustrated in Fid, 312 on
the left, with the nested X-ray mirrors, the grating asseesito difract part of the incoming
flux onto the secondary focus and the two back-end instrusndrtte incoming flux is split
almost equally between the MOS detector and the RGS. As isrshoFig.[3.3 on the left,
a MOS camera is made of seven front-illuminated CCDs in tlealfplane, of which one is
located at the focal point and six positioned around it. Teéagh consist of 608 600 pixel.
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High Dispersion Reflection Grating Plate CCD strip at Secondary
Focus

Focal Length 7500 MM

Figure 3.2: Light path in th&XMM-Newtontelescopes for the EPIC MOS (left) and EPIC pn
(right) cameras. Figures taken from ESA: XMM-Newton SOC12)0

With a pixel size of 4Qum (1.1 arcsec) square, the imaging area of each CCD arraypig ab
2.5 x 25 cm. All seven detectors cover the focal plane 28.4 arcmidiameter and thus
almost the full FOV of 30 arcmin. At 1.5 keV the full width atlhenaximum (FWHM) of the
on-axis in orbit PSF is 4.3 (4.4) arcsec for MOS1 (MOS2) amdhalf energy width (HEW)
16.8 (17) arcsec. The quantuiiieiency (QE) of the MOS detectors is high in th2-010 keV
range, but drops below 20% above 10 keV, limiting the MOS aets to energies 10 keV.
The two EPIC MOS arrays are arranged orthogonal to each tdlremver gaps between the
outer CCDs of the other detector. In March 2005 and Decemb&?2,2the two peripheral
CCDs of MOSL1 (CCD 6 and 3) fliered significant damage and had to be switch&d o

30 arc min
diameter circles

EPIC MOS EPIC pn
7 CCDs each 10.9 x 10.9 arcminutes 12 CCDs each 13.6 x 4.4 arcmin

Figure 3.3: Comparison of the CCD arrays of EPIC MOS (left) &®I1C pn (right). The
shaded circle has a diameter of 30 arcmin and depicts the Figure taken from ESA:
XMM-Newton SOC (2012).
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The third EPIC camera, pn, is more sensitive than the MOSsciiporder to fully exploit
its abilities, it is the only detector in the focus of the thiX-ray telescope and receives an
unobstructed beam (Fig._3.2). The EPIC pn consists of tw@lxel cm back-illuminated
CCDs on a single wafer as is shown in Hig.13.3 on the right. Thayas subdivided into
four quadrants with 3 CCDs each. Each CCD comprisesx268 pixels with a pixel size
of 150um (4.1 arcsec) square. This yields a total imaging area>ob&m, covering about
97% of the FOV. Due to the large pixel size of the pn detechar,core of this mirror module
cannot be resolved in orbit. This leads to the upper limitablarcsec for the on-axis in orbit
measured PSF at FWHM at 1.5 keV, which is consistent with tBeafcsec measured on the
ground. For the same energy, the HEW of the PSF is 16.6 arnosexbit and 15.1 arcsec
previously measured on ground. The QE of the pn camera idwgloér than that of the MOS
detectors, with a QE(pn} 90% over a very large energy range. Due to this high QE, the
pn camera can operate well up to 12 keV. Each pixel columnerptihcamera has its own
read-out node, which reduces the read-out time comparedd8.Mhe pn camera does not
have frame store ltters which results in so-callezlit-of-time event@OoT). Incoming X-ray
photons are registered during the readout phase and e$§pgiaright sources this produces
a smeared event streak along the pixel column of the everth S0T events are corrected
statistically during the data reduction process.

3.2 Chandra

The ChandraX-ray observatory was launched on July 23rd 1999 from Capsa@aal as
NASA's flagship mission for X-ray astronomy. The spacechadsts one X-ray telescope
made of four pairs of nested Wolter type 1 grazing-incidemagors. This High Resolution
Mirror Assembly (HRMA) was designed for high-resolutiondaging and spectroscopy of
X-rays. The telescope has a FOV of 30 arcmin, a focal lengthOoin and an unobscured
clear aperture of 1145 chwith less than 10% obscuration by supporting struts. Xk&M-
Newton Chandrahas mechanisms for the suppression of stray-light and sofops. An
illustration of theChandraspacecraft is given in Fig. 3.4.

The observatory carries four science instruments for ina@ind spectroscopy in the
0.1 - 10 keV range. The two focal plane instruments are the AdvhseD Imaging Spec-
trometer (ACIS) and the High Resolution Camera (HRC). Fecspscopy two transmission
grating spectrometers are installed which can be movedhetbght path just behind the mir-
rors: the High Energy Transmission Grating (HETG) and the Emergy Transmission Grat-
ing (LETG). The two focal plane instruments are installedfmScience Instrument Module
(SIM) and cannot be operated simultaneously. The HRC ctmsiswo micro-channel plate
imaging detectors (HRC-I and HRC-S) anflless the highest spatial-Q.4 arcsec) and tem-
poral (16usec) resolution.

Observations discussed in this work were obtained with G&Anstrument which con-
sists of ten 1024 1024 pixel CCDs. The pixels are 24n (~ 0.5 arcsec) square which results
in an array size of 18 x 16.9 arcmin for the 2 2 (10 through I3) ACIS-I array optimized for
imaging wide fields. The £ 6 CCD array (SO through S5) ACIS-S has a size.86850.6 ar-
cmin and can be used for imaging or as a grating readout. Ansatie view of the ACIS
CCD arrays is given in Fig. 3.5. S1 and S3 from the ACIS-S aarayback-illuminated (BI)
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Solar Array (2) Sunshade Door

Spacecraft
Module

Aspect Camera
Stray Light Shade

Integrated
Science
Instrument
Module
(1sIM)

High Resolution
Mirror Assembly

Transmission Thrusters (4) (HRMA)
Gratings (2) (105Lbs)

CCD Imaging Low Gain

SPGCKS;‘E'ZE" Antenna (2)
Figure 3.4: lllustration of theChandra X-ray observatory including the science in-
struments and the support structure. Figure taken from @andra website:

http://chandra.harvard. edu/about/spacecraft.html.

CCDs while the eight others are front-illuminated (FI). @Qgito their technical details, FI
and BI chips difer in their QE. BI chips have QE 80% for Q8 — 5.5 keV and QE> 30%
for 0.4 — 10 keV. FI CCDs reach QE 80% only for the narrow B — 6.5 keV range and
QE > 30% for Q7— 11 keV. BI chips therefore have a wider range with B0%, have good
QE down to lower energies and a better chip-average enesgiuten than FI CCDs.

3.3 X-ray data reduction

X-ray observatories provide raw event files in which the posiand energy of each incom-
ing photon is registered. To obtain a scientific image, a remob calibration and correction
steps need to be taken. The analysis software and guidébintee analysis are provided by
the Science Operation Centers XiIM-Newtonand Chandra The Science Analysis Soft-
ware (SAﬁ) is tailored for the analysis cKMM-Newtonobservations, while th€handra
Interactive Analysis of Observations (CIBDNas optimized to deal wit€handradata.

This section provides a general overview of the main stepisarprocess of deriving sci-
entific images, exposure maps and background images frod{+ray data using the example
of XMM-Newtonobservations. | reduced théMM-Newtondata discussed in Chaptéisi@
following these steps, which are based on the Users GuidetdNIM-NewtonScience Ana-
lysis Systeﬂﬁ, Issue 9.0 and the recipe for the treatment of X-ray data aodugtion of
images provided in Bohringer et'al. (2007, 2010). Etvandradata | compiled a reduction
pipeline using the standard CIAO tools as described in te&OCANnalysis Guidd$ Details
on this pipeline and th€handraspecific data reduction are discussed in Appehdix A.

*http://xmm.esa.int/sas

4http://cxc.cfa.harvard.edu/ciao
5http://xmm.esac.esa.int/external/xmm_user_support/documentation/sas_usg/USG
6http://cxc.cfa.harvard.edu/ciao/guides
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8.3

8.3 0 Ii

ACIS-T chips

I2 I3

30 51 32 35 34 35

ACIS-5 chips

0 s1 w2 a3 a a5

Figure 3.5: Schematic view of the ACIS CCD arrays. The noivamapoints are marked with
crosses on 13 when using the ACIS-I (top) and S3 when usingA@IS-S array (bottom).
Figure taken from CXCG- The ChandraProposers’ Observatory Guide.

Data preparation and processing

Raw data contains the uncalibrated observations of theumsints, attitude files of the satel-
lite and other data necessary for calibration. In the ca3@wif-Newtorthese files are called
Observation Data File (ODF). ODFs need to be transformexdaribrmat suitable for further
processing. Several tasks generate calibrated photon kestsrand auxilliary files like atti-
tude files, bad pixel lists or background light curves. Galibd photon event files contain
information on each incoming event including arrival tireagrgy and sky position. The atti-
tude file contains the attitude information of the entireeskation such as the time interval of
the observation or the coordinates and the position angleegfointing and the reference star
as a function of time. This file is used to correct for the sleation of the spacecraft in order
to obtain accurate sky coordinates for each incoming evehta@filter out periods where the
true pointing is too far fi from the desired position.

Flare cleaning and X-ray background

Apart from source photons, event lists contain severaldgpacknd componerﬁslue to photons
(Cosmic X-ray Background), particles (soft proton flared amteraction with the detector) and
electronic detector noise. Electronic detector noiserisaaly corrected on-board the X-ray
satellite and does not appear in the science data. The Cosnaig background and particle

’For a comprehensive list shetp://www.star.le.ac.uk/~amr30/BG/BGTable.html
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interactions with the detector can be considered conshantsoft proton flares are highly
variable and need to be removed individually for each olzgem. Due to the removal of
flared periods, theftective exposure time decreases. The remaining intenalsadledgood
time intervals(GTI) and can be further processed to obtain science prediédare-cleaned
science data still contains the X-ray background, whichtmastimated by extracting a local
background from a region close to the source or by using Beechlank sky images. The
latter method is used in this work, where blank sky files farhedetector are provided by
the XMM-NewtonScience Team. They consist of a superposition of long expssaf a sky
region and were subject to a detailed source removal anddleaming process. In order to
match the observations, the blank sky file of each detect@ciast onto the sky position of
the observation and an image in thé 6 2 keV range is extracted. A two-component model
which takes into account the particle induced backgroumdmstrumental noise and the vign-
etted X-ray background is fitted to the blank sky image. Thematization of the background
model is obtained from a comparison to the surface briglstirethe outer cluster and point
source free region of the observation. This is done for eathctor separately to obtain a
detector-specific background map.

Creation of science products

Calibrated and cleaned photon event lists allow the creatio(-ray images and of exposure
maps, which in addition require the attitude informatiortfe# observation to determine the
exact pointing direction as a function of time. For the sésdiresented in Chaptéisl@l the
standard b — 2 keV range is used which yields the highest signal-to-n@te for clusters.
Unless stated otherwise, the term image implies count intagece the total detected counts
per pixel. Images with a pixel size of 4 arcsec are createctdoh of the three detectors.
Exposure maps contain thé&ective exposure time (i.e. the total on-source time fold&t w
the dfective area which is normalized to the on-axis value) fohgzixel and correct for the
varying sensitivity across the detectors and e.g. hot pixhey can be used to convert a count
image into a sensitivity-corrected image in flux units.

For pn observations, out-of-time (OoT) event correctioaschto be applied. Incoming
events are also registered during the readout phase, wdnacls lto a fraction of.2% OoT
events for the Extended Full Frame an8% for the Full Frame imaging mode. Oo0Ts are
included in the event list because they cannot be distihgdirom events during the regular
observation time. They can cause smeared stripes on thesiarad)if the observed source
is located in such a stripe, a major contamination is caushdse #ects are corrected stat-
istically by simulating an OoT event list from which an imagpn be extracted. This image
is scaled by a factor of 0.023 or 0.063, depending on the ingagiode to match the raw pn
image from which it is subtracted, to create the final OoTréebpn image.

The final science products of all three detectors are cordldmancrease the photon stat-
istics. Images and MOS exposure maps can be added direcitytdthe diferent sensitivity
of the MOS and the pn detector, a weighting facte3(3) calculated from the surface bright-
ness profiles of the MOS and pn data is applied to the combin®® keixposure map before
adding the pn exposure map. The results are a combined Jjdmage and a combined ex-
posure map with preserved photon statistics.



44 3. X-ray observatories and data analysis

Point source removal

The last and for this work very important step in the data céida is the detection and ex-
clusion of sources (also called point sources) not assatiaith the cluster. Standard-source
detection algorithms are applied to the final images to deted exclude these objects. The
source detection task is run on the combined (i.e. the pn atid MOS camerasXMM-
Newtonimage to increase the sensitivity of the source detectioncohtrary to Boéhringer
et al. (20077, 2010), the sources are removed from the ing@idetector images. After re-
filling the gaps using the CIAO tas#mfilthand subtracting the background, the individual
images are combined to create a background-subtractetigmince corrected image.

The source removal needs to be done with the outermost careotd incorrect classi-
fication of substructures and point sources. Whenever stendiion between substructure
and point sources is unclear, additional information idelg Chandraobservations, NED
information and previous published discussions of thetehusre used.

These final point-source corrected images, background gmaesare maps are then used
to obtain substructure parameters. For details on the lagilcn see Chaptéd 4 and 6.
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Studying the properties of galaxy cluster
morphology estimators
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Abstract

X-ray observations of galaxy clusters reveal a large rarigeasphologies with various de-
grees of disturbance, showing that the assumptions of Bjatio equilibrium and spherical
shape, which are used to determine the cluster mass frony Hata are not always satisfied.
It is therefore important for the understanding of clusterperties as well as for cosmolo-
gical applications to detect and quantify substructure4ra)Ximages of galaxy clusters. Two
promising methods to do so are power ratios and center sBiitge these estimators can be
heavily dfected by Poisson noise and X-ray background, we performedtansive analysis
of their statistical properties using a large sample of &wed X-ray observations of clusters
from hydrodynamical simulations. We quantify the measuweniias and error in detail and
give ranges where morphological analysis is feasible. A wewputationally fast method to
correct for the Poisson bias and the X-ray background darttan in power ratio and cen-
ter shift measurements is presented and tested for tyRiglI-Newtonobservational data
sets. We studied the morphology of 121 simulated clusteg@sand established structure
boundaries to divide samples into relaxed, mildly distdrbed disturbed clusters. In addi-
tion, we present a new morphology estimatathe peak of the @ — 1 rgoo P3/PO profile to
better identify merging clusters. The analysis methodew@plied to a sample of 80 galaxy
clusters observed witKMM-Newton We give structure parameterB3/PO in rsq, W and
P3/P0,.x) for all 80 observed clusters. Using our definition of #&/ PO (w) substructure
boundary, we find 41% (47%) of our observed clusters to beidist.
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4.1 Introduction

Clusters of galaxies form from positive density fluctuai@nd grow hierarchically through
the extremely energetic process of merging and mass amtr&tiith due time they are thought
to reach dynamical equilibrium and form the largest vigad structures in the Universe. This
makes them very interesting tools to study cosmology anevb&ution of large scale struc-
ture in which they appear as nodes at the intersection of ditesn In the soft X-ray band the
hot intracluster medium (ICM) which resides in the inteegdiic space and makes up about
15% of the total cluster mass is observed. Already earlyyXetaservations of galaxy clusters
revealed that the ICM distribution is not smooth and aziraliyhsymmetric for all objects.
In the beginning of the 1990s it became more clear flR@OSATobservations that galaxy
clusters are not relaxed objects but that they contain sudiste (e.g. Briel et al. 1991, 1992).
Since then, a lot offéort was put into the identification and characterizationulifstructure in
the ICM to determine the dynamical state of the cluster. §@&Eorman|(1991) showed that
around 30% of thei~200 clusters observed with th&nsteinsatellite contain substructure.
This was an important step in the understanding of struétuneation, because it showed that
cluster formation and evolution has not finished yet. In mes studies dferent parameter
boundaries for the distinction of substructured and ragtlissters have been used. The frac-
tion of clusters with substructure was estimated to be athdut70% for X-ray observations
(Mohr et al. 1995; Jones & Forman 1999; Schuecker et al.| ZRB0Mokotronis et all 2001).
This indicates that the merging and accretion activity,chhis reflected by the presence of
multiple surface brightness peaks or disturbed morpheldias not yet ceased in clusters.
Substructure as a tracer of merging activity indicates aatien from the relaxed and virial-
ized state and can make a precise cluster mass determimatipdifficult. Since hydrostatic
equilibrium is one of the main assumptions for cluster masisnates, large errors can occur,
which influence the constraints of cosmological parametdrish are derived using cluster
masses. Recent studies of simulations (e.a. Nagai et af.; B¥aretti & Valdarnini 2008;
Jeltema et al. 2008; Lau etal. 2009; Meneghetti et al.|20&8idRet al. 2012) and observations
(e.glZhang et al. 2008; Okabe et al. 2010) show that the Byatio X-ray mass can be biased
low between 10% and 30%. The largest deviations are expéztectur for galaxy clusters
with substructure and it is therefore very important to aately characterize substructure and
the dynamical state of a cluster.

Over the years many methods to characterize and quantiBtrsibure in galaxy clusters
were proposed (see Buote 2002 for a review). A simple andriggise method to reveal
substructure in a galaxy cluster is to subtract a smootbtilil 3 model from the X-ray cluster
image and to examine the residuals (g.g. Davis [1993; Neu&dihringer 1997). Wavelet
analysis and decomposition have been applied to many cdusteX-rays (e.g. Slezak et lal.
1994; Arnaud et al. 2000; Maurogordato etlal. 2011). Thisneque enables substructure
analysis on dferent scales and the separation dfetent components. Another approach is
the classification of cluster morphologies by visual insipecfor X-ray images (e.g. Jones &
Forman 1991). Several other methods classify the morpgaibgalaxy clusters. Measuring
e.g. a clusters ellipticity is very common (e.g. McMillanadi|1989;| Pinkney et al. 1996;
Schuecker et al. 2001; Plionis 2002), but this property isangood indicator for a clusters’
dynamical state because both relaxed and disturbed dustarhave significant ellipticities.
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Better indicators of the dynamical state of a cluster aregrawtios (Buote & Tsai 1995,
1996) and center shifts (Mohr et/al. 1993), which will be batldressed in this paper.

Most substructure studies were performed on low-redshiftters (e.g. Mohr et al. 1995;
Buote & Tsai 1996, Jones & Forman 1999). With the recent exedn the detection of high-
redshift clusters, also the number of substructure stufiésrly large highz samples using
power ratios and other substructure parameters becametanp(e.g. Bauer et al. 2005; Jel-
tema et all_2005; Hashimoto et al. 2007b). However, studigeeouncertainties and bias
using these methods especially for low-quality (low netrdswangor high background) ob-
servations are sparse (e.g. Buote & Tsai 1996; Jeltema2@h.| Bohringer et al. 2010).

This is the main issue we want to address in this paper. We lasgeasample of simulated
X-ray cluster images to study the influence of shot noise empthwer ratio and center shift
calculation and present a method based on Bdhringer etGlO(B10 hereafter) to correct
for it. We give parameter ranges in which a cluster can be argeto be relaxed or signi-
ficantly disturbed. In addition, we give updated substecparameters for a sample of 80
galaxy clusters based ofMM-observations which are part of several well-known samples
We discuss power ratios, center shifts and a new paramewetail and present possible
applications.

The paper is structured as follows. In Séct] 4.2 we introditngcture parameters used
in this study. We briefly present the set of simulated X-raystdr images in Sedt. 4.3 which
were used to calibrate and test our method. The investigatidhe influence of Poisson
noise and net counts on the reliability of power ratios anttereshifts is given in Sedf. 4.4.
We also introduce our method to correct for the noise anddrackd contribution and test
its accuracy. In Sect. 4.5 we defindgfdrent morphological boundaries for power ratios and
center shifts. We apply our analysis to a sample of 80 galéxsters observed witkKMM-
Newton which is characterized in SeCt. 4.6. A short overview ofdhta reduction is given in
Sect[4.V. In Seck._4.8 we show results of the morphologitalyais of the observed cluster
sample and introduce an improved morphological estimiterdiscuss the results in Sect.14.9
and conclude with Sedt. 410. Throughout the paper, thelatdd CDM cosmology was
assumedHy=70 km s Mpc™?, Q,=0.7,Qy=0.3.

4.2 Substructure parameters

Power ratios

The power ratio method was introduced by Buote & Tsai (199%) the aim to parametrize
the amount of substructure in the ICM and to relate it to theadtyical state of a cluster. Only
the distribution of structure on cluster scales which dates the global dynamical state is
of interest. Power ratios are based on a 2D multipole expartdithe clusters’ gravitational
potential using the surface mass density distribution. é?@watios are thus giving an account
of the azimuthal structure where moments of increasingratdscribe finer and finer struc-
tures. The powers are calculated within a certain aperadiis (e.grsoo) With the aperture
centered on the mass centroid.

The 2D multipole expansion of the two-dimensional grawtal potentialy(R, ¢) can be
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written as
W(R ¢) = -2G [aom +Z (8m COSEG) + by Sin(my)) (4.1)
wherea,, andb,, are
an(R) = f _ TR cosy) x (42)
bu(R) = fR kRZ(x’)(R’)”‘ sin(mg’) d?x’ (4.3)

wherex’ = (R, ¢’) are the coordinates; is the gravitational constant aXlrepresents the
surface mass density (Buote & Tsai 1995). The powers areetkfiy the integral of the
magnitude of/,,, themth term in the multipole expansion of the potential, and eatdd in a
circular aperture with radius R

21
PolR) = 5= [ R 6) R ¢) o, (4.

Ignoring factors of 2G, this relates to the following retais which are used to calculate the
powers, wher@,, andby, are taken from Eq§.4.2 ahd %.3

Po = [ao In(R)]? (4.5)

and

Pm= > mleZm (a2 + b?). (4.6)

In X-rays the surface brightness is used instead of the gtiegjesurface mass density, as-
suming that the X-ray surface brightness distributiondsathe gravitational potential (Buote
& Tsail1995). In order to obtain powers which are independétite X-ray luminosity, they
are normalized by the zeroth-order moment and thus calleegpmtios. This allows a dir-
ect comparison of clusters withftkrent X-ray brightness€20, the monopole, gives the flux.
P1 andP2 represent dipole and quadrupdRl andP4 can be associated with hexapole and
octopole moments. Higher order moments become more sengitdisturbances on smaller
scales which do not significantly contribute to the chama¢ion of the global dynamical
state of a cluster. The power ratiB2/P0 andP4/P0 are strongly correlated, howeved is
more sensitive to smaller scales tHa While relaxed but elliptical clusters rather yield low
P2/P0 and merging systems show highe&/PO0, this power ratio is not a clear indicator of
the dynamical state because it is sensitive to both elitptar bimodality. Odd moments are
sensitive to unequal-sized bimodal structures and asynesgivhile they vanish for relaxed,
single-component cluster®3/P0 is thus the smallest moment which unambiguously indic-
ates substructure in the ICM and provides a clear measutbdatynamical state of a cluster
(e.g..Buote & Tsai 1995; Jeltema et lal. 2005, B10). It is tfegeethe primary substructure
measure in our analysis.
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Center shifts

The center shift parametarmeasures the centroid variations ifiteient aperture sizes. The
centroid is defined as the "center of mass" of the X-ray sarfagghtness and obtained for
each aperture size separately. The X-ray peak is deternfrioedan image smoothed with a
Gaussian withr- of 8 arcsec. We calculate thé&set of the X-ray peak from the centroid for
10 aperture sizes (D— 1 rso0) and obtain the final parameteras the standard deviation of
the diferent center shifts in units ofqo (€.9..Mohr et al. 1993; O’Hara etlal. 2006, B10):

1/2

_| 1 | 2 1
R I DI RVl o (4.7)

whereA; is the dfset between the centroid and the X-ray peak in aperture

4.3 Sample of simulated clusters

We use a set of 121 simulated cluster X-ray images to testdheipratio and center shift
method, their bias due to shot noise and their uncertainfieis set includes 117 simulations
from|Borgani et al..(2004) and 4 from Dolag et al. (2009) toydafe the desired mass range.
All clusters were simulated using the Tree ®H code GADGET-2 (Springel 2005). The
clusters were extracted from the simulatiorzat 0 and the X-ray images were created by
Ameglio et al. (2007, 2009). The simulated cluster imagesalanclude any observational
artifacts (noise, bad pixels etc.) or background and waeady used by B10. Due to the
so-called overcooling problem in galaxy cluster simulasi¢e.g. Borgani & Kravtsov 2011),
the images may contain clumps of cold gas, which appear ad-fke sources. Ameglio
et al. (2007) detected and removed these gas clumps. Allingmgastructures are therefore
infalling groups or clusters. Keeping cold gas clumps indineulated X-ray images may lead
to a larger fraction of disturbed clusters and fietent distribution of substructure parameters
than is observed (Nagai et/al. 2007 fiRietti & Valdarninii 2008, B10- Sect. 5.2.). The
distribution of the parameters, however, is only critical & direct comparison of simulations
and observations, which is not the scope of this paper.

Although the clusters are drawn from two sets of simulatithey cover the full range
of morphologies of clusters in the Universe and include aewithss range (8 x 10* —
2.2 x 10! Mg). This sample is used exclusively to test the bias correatiethod and to
calibrate the structure boundaries, thus to relate thablispression of the image toR8/P0
andw range. For these purposes it is not crucial to use a repegsengample of the full mass
range, especially since the simulated cluster morpholaglyiloution is only weakly mass
dependent. We only required the sample to cover the fullearignorphological parameters
and do not take into account any global cluster properties.

A comparison between the substructure parameteasnid P3/P0 of the sample of 80
observed clusters and the simulations without noise isngimeFig.[4.1. This figure also
gives a first impression of the parameter range clusterspycouthis diagram— namely
101 < P3/P0 < 10 and 10* < w < 1. Clusters sometimes yield negati®8/P0 values
after the bias correctioP@/PQ., see Seci.4.4.3) with an uncertainty indicating that tsalte
is consistent with zero. Such clusters are not displayeldariigjures.
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Figure 4.1: Comparison of the sample of 80 clusters obsewidd XMM-Newton(black
circles) and 121 simulated X-ray cluster images (red cs)ssetheP3/P0 — w plane. The
solid and dotted lines show thefidirent morphological ranges as discussed below in Sett. 4.5.

4.4 Study of the systematics of substructure measures

Observations, in particular those with low photon statsstsufer from shot noise which will
produce artificial structure and lead to inaccurate resalthe substructure analysis. It is
therefore important to characterize this biagf@ence between real and spuriously detected
amount of structure). Power ratios are applied to clusterses1995 and several studies
regarding the influence of photon noise on the measured p@attes and center shifts were
performed (e.g. Jeltema et/ al. 2005; Hart 2008, B10). Inphiser we extend the work of
B10 who introduced two methods (azimuthal redistributiod eepoissonization) to estimate
the bias and the uncertainties. However it was left open hvapproach yields better results
in which signal-to-noise range. Using the repoissonizatfgorithm of B10, we make a
comprehensive investigation of the performance of the arab uncertainty estimates for a
wide range of observational parameters and derive recip&®w to best correct the bias.

4.4.1 Study of shot noise bias and uncertainties

Let’'s consider an idealized, radially symmetric clustarclsan object should yield substruc-
ture parameters (power ratios awjl equal to zero. Once noise is added, the parameters of
the same cluster increase significantly. We therefore a@ethetdiference between the power
ratio signal of the ideal image of a clust®,) and the signal of the same cluster with noise
as true bias. For the simulations and if not stated otherwisegive the bias as the true bias
in % of the ideal value:

P — Pidea

Pideal

For center shifts, the biaBy) is defined analogously. In this and all following sections,
focus our analysis on the power rai®3/P0, which is more sensitive to shot noise than the
center shift parameta.

x 100= B. (4.8)
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Figure 4.2: Example of a relaxed (upper panels) and a dstu(lmwer panels) simulated
cluster X-ray image including no noise (left) and poissedianages with 1 000 (middle) and
30000 counts (right) withimsgg (indicated by circle).

Shot noise makes very symmetric clusters appear more @tegc{positive bias). On the
other hand, it can smooth out structure and a very strucitltester may actually seem more
relaxed (negative bias). How the amount of shot noise ansl el reliability of the identi-
fication of substructure depend on the photon statisticsxajtaservation and the measured
substructure value is investigated using our set of 121 Isited clusters with dierent mor-
phologies. To perform a realistic study, we create four iesagith diferent total count num-
bers (1000, 2000, 30000 and 170000 counts witkig) for each simulated cluster. These
four different count levels were chosen to sample a rang&i¥1-Newtoncluster observa-
tions, e.g. 1 006- 2000 counts are typical for high-redshift systems, whikehlues for the
REXCESS sample for example range between 30000 and 170 0@6sco

First, we take the simulated cluster image and normalizetince brightness in such a
way that the counts equal the chosen total count number.ig\ptint, the pixel content is still
areal number. In a second step, we poissonize the idea¢ciostge (introducing shot noise)
using thezhtoold taskpoisson We call such images poissonized images or realizatioril, wi
integers as pixel content.

As is apparent from the visual inspection of two simulatadtdrs in Figl_4]2, thefiect
of photon noise is severe at low counts (middle), but als@sigunt images (right) are af-
fected. Itis therefore important to estimate and correetiilas as accurately as possible. The
influence of shot noise and the uncertainties can be explaisiag Fig[ 4.8, which provides
a summary of our study. In the 4 subpanels we show the behaivit8/PO for different total
count numbers (top left: 1000, top right: 2000, bottom 188:000 and bottom right: 170 000
counts) and several dynamical states (5 simulated clubssreations). The solid line indic-
atesP3/P0jgea, the power ratio of the ideal image without shot noise. Thamie3/P0 of
1 000 poissonizations of the ideal cluster image is showrhbydbtted line. In addition this

Ihea-www.harvard.edRD/zhtools
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Figure 4.3:P3/PO0 distribution (reflecting the bias) forflerent structured clusters and counts.
The solid line marks the ide®3/PO0 value, the dotted line indicates the mean of 1 000 real-
izations with noise. Details are given in Tahlel4.1. A congmar between this figure and
Tablel4.1 shows that 100 realizations aréfisient to estimate the bias.

figure shows the uncertainty) of the mearP3/P0 as the width of thé3/PO0 distribution.

We find that the bias introduced to tR8/P0 results behavesftierently for diferent mor-
phologies (subpanels in all 4 figure panels). The upper Er®@ls the case of clus20165a
cluster with little intrinsic structure. Photon noise btsathe power ratio signal and the whole
P3/P0 distribution is shifted to higher substructure valuesisTi# reflected by the obtained
mean signal (dotted line), which is significantly largerritihe real signal (solid line). This
effect is strong, especially below 30000 counts. In additibe, uncertainty (width of the
distribution) is large. Going step by step to more disturtiledters (from top to bottom panel)
shows the dependence of the bias on the degree of disturbadcthe total count number.
While clus008 still shows a large bias up to 2000 counts, @risady very small for 30 000
counts. More disturbed clusters therefore are notfiexted by photon noise as relaxed ob-
jects. This is apparent when looking at #&/ PO distribution in the bottom panels (clus20674
and clus19007). Even at 1000 counts the bias is very smaltreié3/P0 distribution nar-
row, which reflects a meaR3/P0 signal with a relatively small bias and uncertainty. The
statistical summary of these results is given in Tablé 4Hene we list the ideal and mean



Table 4.1: Statistical results d?8/P0 andw for poissonized simulated cluster imagékktes. We give the ideal substructure values

and the mean for 100 realizations including their imncertainties in real (top) and log space (bottom). The (BagandB,,) is listed

in % of the ideal value, as defined in Eqg.]4.8. The results arengior 4 diferent total count numbers. This table corresponds t

Fig.[4.3, but with less realizations.

P3/P0 P3/POgea 1000 cts 2000 cts 30000 cts 170000 cts
meanP3/P0 Bps meanP3/P0 Bps meanP3/P0 Bp3 meanP3/P0 Bps
clus20165 Hx107° 37x108+35%x108 839 19x10%+20x108 376 49x10°+31x10° 24 41%x10°+14%x10° 3
clus008 Hx10°8 87x108+84x108 152 72x10%+67x108 109 36x108+13x10°8 5 34x108+57x107° -1
clus12117 & x 107 61x107+50x107 28 54x107+27x107 14 48x 107 +79%x10°8 2 47%x107+31x10% -0.3
clus20674 Px 10 32x10%+14x10° 8 32x106+11x10° 9 29x106+26x107 -04 30x10%+10x107 -0.1
clus19007 Nx10° 11x10°+19%x10°% -4 11x105+15x10°® 01 11x10%+£39x107 04 11x10°+1.6x107 0.05
W Wideal 1000 cts 2000 cts 30000 cts 170000 cts
meanw Bw meanw Bw meanw Bw meanw Bw
clus20165 0.0019 .0029+ 0.0012 55 00025+ 0.0010 35 00020+ 0.0003 6.2 00019+ 0.0001 -0.13
clus008 0.0087 0090+ 0.0030 4 00094+ 0.0024 8 00088+ 0.0007 1.4 00087+ 0.0003 0.3
clus12117 0.0156 .0163+ 0.0036 5 00153+ 0.0025 -2 00157+ 0.0008 0.6 00156+ 0.0003 0.3
clus19007 0.0700 .0662+ 0.0061 -5 00679+ 0.0046 -3 00662+ 0.0061 0.1 00700+ 0.0004 -0.01
clus20674 0.1193 .0194+ 0.0099 0.03 01193+ 0.0076 -0.05 01193+ 0.0018 -0.07 01193+ 0.0008 0.005
1000 cts 2000 cts 30000 cts 170000 cts
P3/P0 log(P3/PCigeal) log(meanP3/P0) Bp3 log(meanP3/P0) Bp3 log(meanP3/P0) Bp3 log(meanP3/P0) Bp3
clus20165 -8.40 -7.66+6.9 839 -7.99+85 376 -842+53 24 -841+28 3
clus008 -7.46 -7.26+6.8 152 -7.32+6.6 109 —747+27 5 74712 -1
clus12117 -6.32 -6.38+5.2 28 -6.34+31 14 -6.32+1.0 2 -6.33+0.4 -0.3
clus20674 -5.53 -554+25 8 -552+19 9 -554+0.5 -0.4 -553+0.2 -0.1
clus19007 -4.94 -497+0.9 -4 -495+0.6 0. -4.94+0.17 0.4 -494+0.1 0.05
W logWigea) 1000 cts 2000 cts 30000 cts 170000 cts
log(meanw) Bw log(meanw) Bw log(meanw) Bw log(meanw) Bw
clus20165 -2.721 —-2.539+ 1.012 55 -2.598+ 1.081 35 —-2.702+ 0.463 6.2 -2.729+ 0211 -0.13
clus008 -2.061 —-2.045+ 0.681 4 -2.028+0.520 8 -2.054+0.162 1.4 —-2.059+ 0.067 0.3
clus12117 -1.807 -1.787+0.391 5 -1.815+0.297 -2 -1.805+ 0.090 0.6 -1.806+ 0.038 0.3
clus19007 -1.155 -1.179+0.108 -5 -1.168+ 0.079 -3 -1.179+0.108 0.1 —-1.155+ 0.006 -0.01
clus20674 -0.923 -0.923+0.076 0.03 -0.923+ 0.059 -0.05 -0.924+0.014 -0.07 -0.923+ 0.006 0.005
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structure parameter of poissonized images along with @éeihipercent and the uncertainties
in real (top) and log space (bottom). For all values in theéetate have repeated the pois-
sonization process using just 100 instead of 1 000 readizatand found this lower number
to be sificient to obtain accurate statistical results. We thus worthe following studies
with 100 poissonizations per case. In addition, we studiedrfluence of Poisson noise on
the individual powers- PO andP3. The fluxPO0 is only marginally sensitive to Poisson noise
and does not contribute to the biasR8/P0. The bias oP3/P0 thus reflects the influence of
Poisson noise oR3.

The dependence on the counts is due to the increafiiect ef photon noise when dealing
with low photon statistics. For relaxed clusters this le@dsvery large bias and uncertainties,
especially for low counts. In the case of very structuredters with e.g. two components,
the bias is negligible and the uncertainties small. Fortehsswith only a moderate amount of
structure, we find a clear dependence on the counts. Therefoe should be careful when
applying this method to low-count observations (signiftbaless than 30 000 counts).

For the center shift parameterthe behavior is similar, but less pronouncdy, is more
robust and in general significantly smaller tHa#. In addition, the distributions are narrower,
which shows thatv is less sensitive to photon noise thB8/P0. This allows an accurate
calculation of the center shift parameter down-00 counts. An overview of the absolute
value of the bias as a function of countsffdient colored lines) and the ideal value is given
in Fig.[4.4, left. We combined the bias of the substructumaipeters Bps thick black solid
and red dotted lineB,, different thin lines) as a function &¥3/P04eo (lOwer x—axis) and
Wigeal (Upperx—axis) for a direct comparison. However, while the simulatkgsters occupy
the full P3/P0 range, they only haves parameters between %10* and 2.410t. This
and all other fits which will be displayed later are obtainsuhg the orthogonal BCES linear
regression method (Akritas & Bershady 1996).

The dependence of the bias on photon statistics and the'gctose measurement encour-
ages a bias correction as a function of these parameterse¢owthe bias depends also on
the morphology of the cluster itself. We thus performed tiiltving test: if we consider two
clusters with the sam3/P0 or center shift value, they have nominally the same amotint o
structure. If this cluster pair also has the same amount wfitsp only the intrinsic shape of
the cluster remains variable. We chose six pairs of clustéhsthe sameviges andP3/P0jgeal
value and four dferent counts: 1000, 2000, 30000 and 170000 counts. For andepee
of the bias on the amount of structure and counts only, onddvexpect very similar dis-
tributions and mean values. However, this is not the casg@edially for the unstructured
cluster pair and low counts thdfset and the behavior d@p; is significant. For high counts
or structured clusters, thigfset decreases. We thus cannot give a general correctian &t
a function of counts ané&3/P0 or w but have to treat the estimate of the bias correction for
each cluster individually.

4.4.2 Significance threshold

As we have shown, shot noise can introduce spurious steiciuhile our bias correction
alleviates this to some extent it is useful to relate the mmeak(and corrected) signal to its
error. To do so, we define a significars@as
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Figure 4.4: Dependence of the bias as a functioR3)POjgea (IOwer axis) andwigea (UppEr
axis). Left: Absolute value of the bias before correctinRight: Absolute value of the
remaining bias after applying the bias correcti8ify andB;,. The diferent counts are color-
coded: 30000 black, 1000 red, 500 blue, 200 greBpz is shown using thick linesB,,
is represented by flerent thin lines. The dependencies are fits to all 121 siradlaluster
images using the BCES linear regression method (Akritas &Heedy 1996).

S bias corrected S|gna,1l (4.9)
error
and call values witls > 3 significant signals. This value however strongly dependthe
photon statistics.

We studied the significanc® as a function of the bias corrected substructure parameters
for different total count numbers and show some results il _Fig. 4B.bias correction was
done using the method described in Sect. 4.4.&ebent total count numbers are color-coded
and displayed using flerent linestyles (left: 1000 red dotted and 30000 blackdsiaie;
right: 200 green dot-dashed and 500 blue dashed lin®3dP0 (left) andw (right). The lines
represent a BCES fitto all 121 simulated clusters. The s@arifie threshold$(= 3) for both
structure parameters and several total count numbersae i Tablé 4.2 and displayed as
horizontal lines in Fig._4]5.

We will take a closer look aP3/PO0 first. For a typical observation of 30000 counts we
are able to detect intrinsic structures correspondir@tP0 = 6 x 108 atS = 3 confidence
level (P3/P0 < 108 atS = 1 level). This shows that the errors are small enough to ensur
significant results even for clusters with little intringtructure. In the case of a low-count
observation with only 1 000 counts, ti§e= 3 confidence level is located aroundt & 1075,
which means that we can only obtain significant results foy s&ructured clusters. In such
cases, we use a less conservative and lower valueSlikel. However, when dealing with
such low-count observations special care has to be takea.wehl-defined behavior of the
center shift parameter is confirmed by the significance ofnleasurements. We find the
S = 3 values to be in the lower center shift range and can thusrosignificant results even
for relaxed clusters. This result holds well below 1 000 d¢euiror 200 and 500 counts we
find S = 3 to coincide with the median of the sample. A discussion efithplications of
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these results for a morphological analysis will be proviated later section.

4.4.3 Bias correction method

After characterizing the bias and its dependence on theophsittistics, we propose a stat-
istical method to estimate and correct for the true WBagand B,, (for P3/P0O andw). In
Sect[4.4.11 we defined the true bias as theedénce between the true sigiR8/POigea OF
Wigeal @aNd P3/P0,,, OF Wiaw, the signal obtained after the first poissonization or tig@ali of
the observation. Simulated images do not contain noise iaedte true structure parameters.
Observations however are poissonized, where this firsspnigation is due to photon shot
noise. They allow us to measure o3/ P0,,, Or W;5y but not the true signd3/P0jge5 and
Wigea. WWe therefore cannot obtain the true bias directly but neexstimate it.

We assume that a second poissonization step returns rotighsame bias and error as
the first poissonization. Analogously to the true bias wedfwee define the "estimated bias"
as the diference between the signal after the filB8/(P0,,, Or Way) and second poisson-
ization (P3/POrealization OF Wrealization)- FOr simulated images, we mimicked theet of the
first poissonization by adding artificial Poisson noise tnggobservation-like images. The
second poissonization is performed on the observatimservation-like image to create a re-
poissonized image (realization of the observation). UsiegmearP3/P0 orw value of 100
realizations of the observation in combination wirB/P0,,,, Or W5, t0 calculate the estim-
ated biasBj,, or Bj, yields a good approximation for the true bias. SubtracBpgor B;, from
the substructure parameters of the cluster image retuensdirected substructure paramet-
ersP3/P0, andw,. The remaining bias after this correction approaches zerbifh-quality
observations and is defined Bs;c andB,, ¢, respectively.

Considering this, we present a refined version of the B10 ateitincluding the following
steps:

1. Calculate the substructure paramet&3/P0 andw) of the cluster imageP3/PO0;ay
andwiay.
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Table 4.2: Dependence of the significance of the sig8a# (signajerror) on total number
counts (net counts withirygg) for P3/P0. andw,. Notes.We call values witl§ > 3 significant
signals, however for low-count observations a less coasgesvalue likeS = 1 has to be
used.

P3/P0. Total countnumber S=1 S=3
1000 30x 107 3.4x10°
2000 14x 107 16x10°
30000 45%x10° 6.0x10°8
W, Total countnumber S =1 S=3
200 24x 103 20x107?
500 14%x 103 1.0x1072
1000 A0x10* 6.0x10*
30000 16x 10* 8.0x10*

2. Create 100 poissonized realizations of the cluster image

3. Calculate the substructure paramet&3/P0 andw) of all 100 realizations and their
mean :< P3/ I:)Orealizationg and <Wrealizati0n9-

4. Obtain the estimated bi&, andB;, as the diference of the mean parameters of these
100 realizations anB3/P0,a, andw;ay:
B*pg = (P3/POreaiizations — P3/POraw and
B:,kv = <Wrealization9 — Wraw

5. Subtracting the estimated bias from the substructuranpeters of the cluster image
yields the corrected parameters:
P3/P0. = P3/P0yay — B, and
We = Wraw — B\x

6. Obtain the uncertainty as the standard deviatiafi the structure parameters of the 100
realizations of the cluster image.

In case of a real observation, also the background needs ¢orimdered (see Se€f. 44.5).
After testing several methods, the generally best perfognmethod for power ratios is to
subtract the moments, andb,, (wherem = 1,2, 3,4; see Eqs. 2 and 3) of the background
image from the measured moments of the cluster image arehiigations before calculating
the powers|(Jeltema etlal. 2005). Singas not additive asa,, and b,,, we have taken a
different approach in the case of the center shift method andastihe background prior
to the calculation ofv,a, and Wieaiizations  This rather simple method works very well in a
statistical way, as is shown below.

In some cases, we do not gain any information about the clostause the estimated bias
is larger than the true bias. We then obtain a negd&B/#°0. with a large uncertainty which
indicates that the signal is consistent with zero. For a feaf ¥&alizations we found that the
repoissonization leads to a change of the brightest pixéklams the zero-point of the center
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shift calculation. This can change the values significaritbywwever does not influence the
meanw value of all 100 realizations. Also the centroid, which iscaéated using the surface
brightness distribution, can change foftdrent realizations, especially when dealing with low
photon statistics. This shift is included in the error estiion when recalculating the centroid
for each realization. In our analysis however we found thatrémaining bias of the corrected
P3/P0 values Bpzc) vary only slightly. The mean change in the absolB8 PO value for
1000 counts is a factor of 2, however in 19 cases the incredasger (max. 17). All clusters
with such a considerable change in the centroid are veryooluinerging systems with two
distinct surface brightness peaks. The error increasexciedly for largeP3/P0 values, but
still remains small compared to tfr3/P0 value itself.

4.4.4 Testing of the method

We tested and refined this method using simulated imagessasitokd in Secf. 413. As with
the characterization of the bias, we usefiiadent counts to simulateftierent depths of obser-
vations. We poissonized each simulated image 100 timeseaidtl each of those 100 images
as an "observation" which are subject to a second poissmmzep. After the bias correction
of all 100 "observations" using the estimated bias from #wad poissonization, we obtain
a mean value of the corrected parameter to show the statistrength of this method.

The results of the bias correction method are shown in[E&fet. P3/PO andw. The
figure on the left shows the absolute value of the bias beforgercorrection (discussed in
Sect.[4.41), while the right side displays the remainiraskafter applying the correction
method. In both panels, we simultaneously show the abswehltee of the bias as defined
in Sect[4.4.11 foP3/P0 (thick lines and lowex—axis) andw (thin lines and upper-axis)
for different counts. The decrease B;. is apparent for cases with 1000 counts, where
the correction method is successful down to the detectiuoit (IS = 1 at 3x 1077). In the
insignificant range$ < 3) Bps, lies below 10% after noise-correction. The solid black line
shows the case for high-count observations, where a drawld% can be seen around the
S =3cutat6x 108,

The center shift parameter is more robust, even at 200 cowhisre B, ~ 10% for
S = 3. Center shifts are less sensitive to shot noise and thasriismaller. This is especially
interesting when looking at relaxed clustevs € 0.01), whereB,, is significantly smaller
than Bpg.. Motivated by these results at low counts, we decided togesh lower photon
statistics— 500 and 200 counts. With such observations the power rat®sat reliable
anymore, but the center shifts show remarkably good results

In some of the 100 realizations of the poissonized images mekethiat a negative bias
correction is needed, where the structure in the poissdnimages has a too small value.
However, the mean of the bias correction of all poissonizetis always positive, except for
a few cases with very high structure parameters. For thesgec the bias correction is only
around 1% as is shown in Fig. 4.6, where we plot the appliesldnarectiorB;,, (mean of 100
realizations) as a function &3/PO..

4.4.5 Hfect of the X-ray background

The quality of X-ray observations ffars from several componentsincluding photon noise
which was discussed in Sett. 4]4.3 and the X-ray backgrouhith was not taken into ac-
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Figure 4.6: lllustration of the probability of a negativabi We show the applied bias correc-
tion By, (mean of 100 realizations) as a functionR8/P0O.. The colors indicate the fierent
counts withinrsge: 1 000 (red crosses) and 30 000 (black circles). A negata® trrection is
only needed for very structured clusters and even then itlisaf the order of 1%. The solid
and dotted lines show theftirent morphological ranges as discussed below in Sect. 4.5.

count yet. We thus investigated how the background affieréint cluster-to-background count
(S/B) ratios influence the measurements. Motivated by the wbdeltema et al. (2005), in
which the authors use an analytic approach to assess amdicionthe background contribu-
tion for power ratios by subtracting moments due to noisenspected the behavior of power
ratios and moments when adding or subtracting them. Powes i@ e not additive, moments
(ap to by) however are and thus can be used for background noise stidtra

When correcting for the background two issues have to beeaddd: the increase of total
counts (normalization) and the noise component of the lrackgl image. Depending on
S/B, the noise in the background image can influence the povier aad center shift cal-
culation. In order to account for the noise in both the clustgnal and in the background,
we add a poissonized cluster and a poissonized flat backgriowgge to obtain an "obser-
vation". As during the bias study, we create 100 "obseruatiper simulated cluster image
and show mean values. The correction of the bias is done asiwg-step process. In step
one, the background is treated by subtracting the momeats p,) of the background im-
age from the moments of the observation before calculabiegpbwer ratios (in Sedt. 4.4.3,
Step 1). For a flat background image without noise, @glghould be non-zero. However,
vignetting and other instrumental artifacts cause alstdrignoments to be non-zero. The
background-subtracted moments should thus (statist)oatily contain the cluster emission
and the signal noise component. The background momentstbdneesubtracted also from
the 100 realizations of the observation. As a second steppdlwver ratios and the bias are
calculated using the background-subtracted moments. &veftire recommend the following
power ratio treatment of the observation:
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1. Calculate moments of the observation (incl. backgroand)of the background model
image.

2. Create 100 poissonizations of the observation and otitainmoments.

3. Subtract the background moments from the moments of teerasition and the 100
poissonizations.

4. Calculate power ratios of the observation and the 10Gpaigations

5. Correct the bias and obtain theas described in Se¢t. 4.4.3, Step 4-6.

In the next step, we studied the influence of the backgrourskrmmmponent as a function of
nefbackground counts using typicdMM-Newtonvalues. We first discuss the power ratios
and show the results for 30 000 net counts andBa(8efbackground counts withingyg) of
2:1 and 1:1. We chose these values to test the method singukatiobservation with a large
number of net counts but pooyESratios. Figure 4]7 (left) compares the background and
bias corrected power rati®3/P0. with P3/P0,4eo for these cases and shows that we can very
accurately determinB3/P0 well below 108 for an observation with 30 000 net counts and a
S/B = 2 (black circles). For a higher background (red crossesjtégod still works well,
however below 10 the scatter increases. Our sample of 80 observedzlowsters includes
only 6 clusters with a 8 < 2 of which RXCJ0225.1-2928 shows the lowest wiitBS= 1.2.
For observations with more than 30 000 net counts, we find anr§@&aof 6.7 and a median
S/B of 5.6. In such cases, the background noise component sEgraficant.

This situation changes when analyzing higbbservations which typically have low-
photon statistics<€ 1000 net counts) and where thgBScan become< 1. We therefore
show on the right side of Fig._4.7 the results of the backgdoamd bias correction for 1 000
net counts and a/B of 0.5 (blue asterisks), 1 (red crosses) and 2 (black gyckslthough the
relation shows more scatter than for the high-count casanithod works well down to 10
for S/B = 1. For observations with higher background the scatteeas®s, however even
under such conditions we can distinguish well between haiep ratios valuesy > 1) and
values below 10, with typically S < 1.

In the case of center shifts, the background noise influensly the position of the
centroid. This &ect is more pronounced for smaller center shifts and highekdrounds.
Analogous to the power ratios, we correct the bias usingspoigations of the observation
(incl. background). However, we subtract the backgrouncht®for each pixel (instead of
the moments) from the observation and its 100 poissonizati@fore calculating the X-ray
peak and the centroid. The bias is then obtained as desdnisett[4.4.3. We again tested
the method for the above mentioned cases and found thattrextton works very well down
to 1072 for the 30 000 net counts case, even fgBS= 1. This behavior is due to the lower
sensitivity to noise and shown in Fig._#.8 on the left. In &ddi it enables us to probe
even lower photon statistics, going down to 200 net counignEn such an extreme case,
the method works well down to about = 102, A plateau forms which characterizes the
remaining noise level (Fig. 4.8, right). As expected, thetguru level moves to lower values
for larger B, representing the decreasing influence of the backgrouttdavger 3B.
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Figure 4.8: Background and noise corrected center shifigwasction ofwige, for good photon
statistics (left, same/B ratio as in Figl_ 4.7 on the left side) and low-count obseovet (right).

4.5 Morphology

After establishing in which parameter range we can obtagniBcant results, we want to
discuss the strength of power ratios and center shifts tndisishing diferent cluster mor-
phologies. One aim of this analysis is to find a substructateesbelow which a cluster can
be considered essentially relaxed. An overview of the tessigiven in Tablé 4]3.

We first consideP3/P0. As a result of the visual screening of the ideal simulataster
images (no noise or background contribution), we classéledusters as essentially relaxed
(relaxed hereafter) or disturbed, depending on whethgrghew some signs of substructure
(asymmetries, second component of comparable size, dafistarbed appearance) within
rsoo Or not. A few examples are given in Fig. 4.9, which also iltasts that this division is
not always unambiguous, however the overall visual appearaithinrsqg (green circle) was
more important than small-scale disturbances.
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Table 4.3: Overview of the boundaries 88/P0 andw including statistics when applying
them to the simulated cluster sample.

Boundary Relaxed Disturbed
P3/POigeal simple <1077 > 1077
1000 counts <3x107 >3x10”
Number of clusters 58 (48%) 63 (52%)
Classified diferently 10% 20%
Wigeal w <1072 > 1072
Number of clusters 55 (45%) 66 (55%)
Classified diterently 7% 5%
Boundary Relaxed  Mildly disturbed Disturbed
P3/POigeal morphological < 1078 108-5%x10" >5x107
Number of clusters 20 (17%) 62 (51%) 39 (32%)

-
BDOICIL

Figure 4.9: Example gallery of clusters visually classifedessentially relaxed (left four
panels) and disturbed (right four panels). The classibeas not unambiguous in all cases,
however the overall visual appearance withig, (green circle) was more important than
small-scale disturbances.

Taking all this into account, we founeé3/P0 ranges for relaxed and disturbed morpho-
logies with a boundary value of about Ipwhich we callsimple FB/P0 boundary The
motivation for this condition is shown in Fig._4]10, where giee the substructure parameters
for all 121 simulated ideal cluster images including thegual classification as relaxed or
disturbed. The horizontal line &3/P0 = 10’ divides the sample into the two populations.
Out of 121 we find B8 (~10%) relaxed and 183 (~20%) disturbed clusters to befidirently
classified. For two of these 6 relaxed clusters however aingespubcluster is just entering
rsoo and thus boosting thB3/P0 signal while the main cluster still seems relaxed. The re-
maining 4 show a slight elongation but no clear sign of stecor disturbance. For the 13
disturbed clusters we found that they have structure mastlye inner region of the aperture
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Figure 4.10: Motivation for theimpleandmorphological boundarietor P3/P0 andw. We
show theP3/P0 — w plane for ideal simulated cluster images. The classifioatito relaxed
(red crosses) and disturbed (black circles) was done Wsddle boundaries are displayed by
horizontal and vertical lines and fit the data well.

radius which is not picked up by the power ratio method.

For high-quality observations a more detailed morpholaiganalysis is possible because
power ratios can be obtained more precisely. Taking a clos&ragain at Fid. 4.10, three dis-
tinct regions present themselves: P3/P0 <108 10% <P3/P0O<5x 107 and
P3/P0 > 5x 107, These three regions are occupied by only relaxed, a mixlaked and
disturbed and only disturbed clusters and are indicatedhéylotted lines in the figure. The
borders between these regiondayP0 = 108 andP3/P0 = 5 x 10~" are nameanorpholo-
gical boundaries At the lower boundary of 1§ we reachS = 2 for 30 000 counts images.
With lower photon statistics such a classification is notsgas. Making use of thenorpho-
logical boundarieswe find 32% of our simulated clusters to be significantlywdiséd, while
only 17% show no signs of structure (see Table 4.3). The ntgjoowever (51%) is found
somewhere in the middle and called mildly disturbed objects

For the center shift parameter we define a boundary at0.01. This value also agrees
with our visual classification and analysis (see Eig. #.ER)ure[4.11 showsiqe, histograms
for relaxed (filled black histogram) and disturbed (filled restogram) clusters, including the
distribution of all clusters (thick black line). Thig boundaryat logwi4ea)= —2 is apparent
and the misclassification lies below 10%. TWwéooundaryis significant withS > 2 down to
lowest counts (e.g. 200).

4.6 Cluster sample

Our sample comprises 80 galaxy clusters which are partftdrdnt larger samples observed
with XMM-Newton An overview of the samples from which the clusters were ra&ed

their redshift are given in Table 4.6. For this study we us¢aBdets from the Representative
X-ray Cluster Substructure Survey (REXCESS, Bohringet.e2@G07), which was created as
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Figure 4.11: Center shift histogram of all simulated clus{éhick black dashed line) defining
thew boundary Relaxed clusters are represented by the filled black @eift)disturbed ones
by the red filled histogram (right). The vertical line marke v boundaryat logWigea)=-2.

Figure 4.12: Example of cluster images classified usingit®undary Left 4 panelsw <
0.01, right 4 panelsw > 0.01.
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a morphologically and dynamically unbiased sample, seteatainly by X-ray luminosity
and restricted to redshifis< 0.2. Except for RXC J2157.4-0747 (OBSID: 0404910701) and
RXC J2234.5-3744 (OBSID: 0404910801), where we were ab@btain longer exposures,
we used the observation IDs as described in Bohringer é2@0D7, Table 5).

From the Local Cluster Substructure Survey (LoCuSS, Sniigh. g we use a small sub-
sample of 30 clusters, which was published by Zhang et ab§RExcept for A2204 (OBSID:
0306490401), we use the same observations as stated in £haih@2008, Table A.1.).

34 targets were taken from the Snowden Catalog (Snowden2@f), while 10 clusters
are part of the REFLEX-DXL sample (Zhang et ial. 2006). In #ddj we use 9 clusters
discussed in_Buote & Tsai (1996), from which only A1651 (pedpes taken from Arnaud
et al.l2005) is not part of the Snowden sample. In total, 28tels are found in at least two
samples. In such cases, the cluster properties are takarttimlarger sample as indicated in
Table[4.6. The clusters were chosen to be well-studiedbgéfi05 < z < 0.45) and publicly
available (in 2009) in th&XMM-Archivéd. In addition, we requiredsoo to fit on the detector.
Our full sample populates the whole observed substrucange, as is shown in Fig._4.1.
In addition, except for 13 cases, all clusters are highitguabservations with> 30 000 net
counts. Of those 13 observations, only RXCJ2308.3-0211lldsssthan 9000 net counts
(~ 2130 net counts with a/8 ~ 4.6). This merged sample has no unique selection function,
but a wide spread in luminosity, temperature and mass. A& laggtion of the clusters comes
from representative samples like REXCESS and LoCuSS anteavefore expect the sample
to have a very roughly representative character. In additioe aim to test the presented
structure estimators does not necessarily need a repagigergample but a large number of
clusters with diferent morphologies which is fulfilled with this sample.

4.7 Data analysis

4.7.1 XMM-Newtondata reduction

TheXMM-Newtorobservations were analyzed with tKBIM-NewtorSAS] v. 9.0.0. The data
reduction is described in detail in B10 and Béhringer et200(7). We followed their recipe
except for the point source removal and background suliractOur method of detecting
point sources is consistent with B10 and Béhringer et aD720where the SAS taskwvavelet
is run on the combined image from all 3 detectors in order toease the sensitivity of the
point source detection. However, we removed the point suftom each detector image in
the Q5 - 2 keV band individually and refilled the gaps using the dfixeskdmfilth In the
next step we subtracted the background from the point smarcected images and combined
them. This method yields point source corrected imagesowtthisible artifacts of the cutting
regions.

4.7.2 Structure parameters

Power ratios and center shifts were calculated accordinigg@epoissonization method de-
scribed in Sect_4.4.3, subtracting the background monfeonts the full (background in-

Zhttp://xmm.esac.esa.int/xsa/
3Science Analysis Softwarkttp://xmm.esa.int/sas/
4Chandralnteractive Analysis of Observations software packdgeyp: //cxc.harvard.edu/ciao/
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Table 4.4: Sample statisticiNotes. Clusters defined as relaxed, disturbed and mildly dis-
turbed objects using flerent boundary conditions and thre@elient substructure estimators
P3/P0., P3/P0max andw.

Boundary Relaxed Disturbed Mildly disturbed
SimpleP3/P0 59% 41%
W 53% 47%
MorphologicalP3/P0 25% 10% 65%
SimpleP3/PO0max 33% 67%
MorphologicalP3/POmax 5% 24% 71%

cluded) image to obtain power ratios and correcting the dhigsto shot noise.

For center shifts we subtract the background pixel valuésréealculating the positions
of the X-ray peak and centroid. Errors were taken asotled 100 poissonized realizations.
Unless stated otherwise, all displaye8/P0 andw values are background and bias corrected
and calculated in the futlsog aperture.

4.8 Morphological analysis of 80 observed clusters

In this section, we will apply the substructure estimatiagtinod to our sample of 80 observed
clusters and show that power ratios can give more than justalgpicture of the cluster. We
will briefly recapitulate the dependence of the power raigmal on the aperture size and dis-
cuss improved morphology estimators based on these findliog$o so, we visually classify
and divide the sample into 4 categories: a) DOUBLElusters with two distinct maxima, b)
COMPLEX - clusters without two distinct maxima but global complexwsture, c) INTER-
MEDIATE - overall regular clusters which show some kind of locallytrieted structure or
slight asymmetry, d) REGULAR- regular clusters without structure. The classification was
done visually using two smoothed images (smoothed with ss§an witho- = 4 and 8 arc-
sec). This classification can then be compared to the boigsddefined in the morphological
analysis of simulated cluster images. All 80 clusters areedaccording to their morphology
and displayed in Figs. 4.14.20. We give the three filerent structure paramete3/PQ,,

w, andP3/P0;,ax) and the morphology for each cluster in Tablg 4.7, while aeraew of the
dynamical state of the sample using these three morphokiggators is detailed in Takle 4.4.

4.8.1 Improved structure estimator

A simple application o3/P0 andw using the repoissonization method to estimate the bias
yields good results. As expected, we find very structuredianghrticular double clusters

at highP3/P0 andw, while regular clusters are found to have low power ratieg,Have a
large spread in they range. This was already shown by Buote & Tsai (1996) for poatos

and several authors afterwards for both substructure messthe center shift parameter was
already discussed in detail (e.g. Mohr et al. 1995; O’'Ha/2006; Poole et al. 2006, B10)
and shows a wide spread for disturbed and regular clustexsh&vefore focus on the3/P0
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Figure 4.13:P3/P0 — w plane for all 80 observed clusters including théoundaryat 102

and both thesimple(10~7, black solid line) and thenorphological B/P0 boundarieg1078,

5x 1077, dotted lines) in amsgg aperture. The substructure parameters are background and
bias-corrected. The outlier at < 10* can be considered ag = 0 and is excluded from

the analysis. The é@fierent morphological types show a rough segregation wittbldofiblue
circles) and complex (green diamonds) with high structiammeters, while intermediate
(red asterisks) and regular (black crosses) clusters aralfto have very low structure values.

In addition, we show the mean of the 4 populations and the@asp(standard deviation).

parameter and discuss it in more detail.

For a sizeable cluster sample with tA8/PO parameter calculated in thgy aperture we
are able to distinguish between very structured cluse8$R0 > 5 x 10~ — double in our
classification), clusters which show some kind of structéire 10-’ < P3/P0 < 108 — com-
plex and intermediate) and regular clusté?3/P0 < 108 — regular). However, as is shown
in Fig.[4.13, there is an overlap of all three classificationshe P3/P0=5x 1077 - 1078
range. This is due to the definition of the powers (see $eZ}.ahd the stronger weighting
of structures closer to the aperture radius. In a large aggelike rsqg structures in the cluster
center are less important than e.g. a merging subclustggeatTo illustrate this and motiv-
ate the next step, we showR8/PO-profile (P3/P0 calculated in dferent aperture sizes) in
Fig.[4.14 for three dferent clusters. In addition to the profiles we show s$imaple (solid
line) andmorphological B/P0 boundarieqdotted lines). The diierent behavior of the three
clusters is clearly visible. While both the Bullet Clustgrden circles, RXCJ0658.5-5556
in Fig.[4.20) and A115 (red asterisks) show prominent subgire in the visual inspection,
only A115 is classified as such in tihg aperture. This is due to the fact that the "bullet" in
the Bullet Cluster lies at 0.8500 and is less prominent in the fulky, aperture. However, in
the smaller aperture it would be detected as prominent sudiste. As a reference cluster,
we use the regular object A2204 (black crosses), which stawsubstructure values in all
apertures.
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Figure 4.14:P3/PO0 profile. P3/P0 calculated in 8 apertures.83- 1 rsq) is shown for 3 difer-
ent clusters. The horizontal lines show #imple(solid line) and themorphological B/P0
boundaries(dotted lines). A115 (red asterisks) shows a clear secontgpoaent, which is
located around 0.8500. In thersgg aperture it is thus classified as highly disturbed. The Bulle
Cluster (green circles) also clearly shows a second conmgm@wvever this component lies at
0.3rsgpand thusP3/P0 becomes less important for larger apertures. A2204 (lexdses) on
the other hand is a regular cluster, which does not reaclyaR&/P0 value in any aperture.

We use this characteristic to introduce an improved subitre estimator, which will be
detailed in the next section: the peak of & PO profile (A3 - 1r5q, in 0.1rsq0 Steps), there-
after calledP3/P0Onay. If the peak is not significanty < 1 or P3/P0 < 0), we take the next
highest significant valueP3/P0,,x correlates well withP3/PO0 in all apertures (Spearman
between 0.5 and 0.75, prab1077). The relation betweeR3/P0,. andw is stronger than
that of P3/P0 andw, no matter in which aperture. Figure 4.15 shows the reldbietveen
P3/P0nax andw, details are given in Table 4.5. In addition, one can see dparstion of
double (blue), complex and intermediate (green and red)regdlar (black) much clearer
than in theP3/P0 — w plane in Fig[4.133.

4.9 Discussion

4.9.1 Substructure estimation and bias correction

The reliability of these substructure estimatorfets from shot noise, especially when deal-
ing with observations with low photon statistics. We therefperformed a detailed analysis
of power ratios and center shifts using 121 simulated ctustages to study the influence of
shot noise for dterent observational set-ups (net counts and background).

We find that the center shift parameter is onfieated by shot noise at very low photon
statistics. This is due to the definition of this parametdriciv uses the distance between the
X-ray peak and the centroid in several apertures. The posifithe X-ray peak is determined
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Table 4.5: Correlations between structure estimators.cboelations withP3/P0 we only
show the strongest and most interesting apertuxeges. @ Peak of the B — 1 rsqo P3/P0
profile.

Relation P3/P0 radius Spearman prob. Kendallr prob.
P3/P0 —w I's00 0.55 64 x 1077 0.40 77x 1077
P3/P0O —w 0.9r500 0.62 21x 108 0.46 60x 1078
P3/P0O —w 0.3r500 0.47 30x10° 0.34 27x10°
P3/PO3 . — W 0.58 18x 1078 0.42 60x 1078
P3/P0Omax — P3/P0O I's00 0.66 43 x 10710 0.51 0.0
P3/POnax — P3/PO 0.3r500 0.75 84x1071° 0.62 0.0
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Figure 4.15: Relation between the significant peak-(0) of theP3/P0 profile and the center
shift parameter for dierent morphologies. A tighter correlation than in #®'P0 — w plane
(Fig.[4.13) can be seen. In addition, a clearer separatitele® the dierent morphological
categories is apparent. The horizontal lines markB&P0 boundaries (solidsimpleat 107,
dotted:morphologicalat 5x 10" and 108), the vertical line displays the boundaryat 102,
The colors are as described in Hig. 4.13.

from a smoothed image and robust to noise (shift of the mwsdf the brightest pixel iRt 5%
of the realizations of 5% of the most disturbed cluster dor@fe centroid is slightly more
influenced by low photon statistics than the X-ray peak. Hexen units ofrsqg, this shift of
the centroid due to shot noise is rather small. This assurelgahle center shift measurement
down to low net counts~200).

The possible fect of noise on power ratios can be severe, because theylanéated in
an aperture, where each pixel can be influenced by shot ndsénd a clear dependence of
the bias (spuriously detected structure due to noise) opltléon statistics and the amount
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of intrinsic structure. Very structured clusters can bentdied even in shallow observations
(e.g. 1000 net counts imgg). Clusters without prominent substructure (e.g. withovisible
second component) might be misclassified in some cases. éiifdhe present an improved
method to estimate the shot noise and correct for backgroomigibutions which stlier from
additional noise. We use 100 poissonized realizations @ittray image (background in-
cluded) and calculate momentg, o b,) for the image, each realization and the background
image. We subtract the background moments from the imageamisnand those of the 100
realizations before calculating power ratios. The meangvaatio of the poissonized versions
of the image gives the bias, which is subtracted from theadighthe original image.

This method was influenced by several previous studies. (2808) estimates the bias
in a similar way using a smoothed (Gaussian with 1-pixel Widinage and 20 poissonized
realizations of the cluster. Jeltema et al. (2005) use aly@mapproach to correct the noise
in the cluster but also in the background image.

B10 introduced two methods to estimate the bias. The apprfgmoissionizing observed
cluster images is the basis of our refined method presentae dbee Sedi, 4.4.3). The second
method they proposed estimates the bias by azimuthallgtrémiting the counts in all pixels
at a certain radial distance with random angles. Thus omlydHtial information is stored, but
all azimuthal structure is now randomly distributed. Thelfinias is the mean of 100 such
randomizations. ldeally, this mean gives the power ratia oégular cluster with the same
amount of shot noise as the real observation. We performacket aomparison with this
method (thereafter called azimuthal redistribution) gsafi 121 simulated cluster images and
found that both methods yield very similar results for 1 000r@s. Our method yields slightly
better results at high counts (e.g. 30 000) because it detesrthe bias more accurately than
the azimuthal redistribution. In addition, our method gibetter results at low3/P0 values,
partly already above the lowarorphological boundargf 10-8. However, for the high-quality
observations like our sample BMM-Newtonobservations, the fferences are small.

Our method to correct the bias for the center shift paramstanalogous to the one for
power ratios, however with the subtraction of backgrounetlpvalues instead of moments
before the calculation. Mohr et al. (1995) already investgd the influence of photon noise
on w, however they define their center shift parameter infiedint way and thus a direct
comparison is not possible.

Having established a method to correct the bias in the poater and center shift calcu-
lation to obtain meaningful results, we defined parametegea for diferent morphologies.
Due to the variety and complexity of the morphologies of tnesated (and observed) cluster
sample, a direct link between a certain substructure valdealistinct morphology could not
be found. However, we showed thatfdrent types of morphologies occupy on average dif-
ferent regions of the substructure parameter space. Ouoaiharacterize a large sample can
be reached using two types of boundariesR8fPO (simple boundarat 10" or morpholo-
gical boundariesat 5x 10" and 10%) and a center shift value of 19to divide the sample
into relaxed, mildly disturbed and disturbed objects. lavwus studies, similar values for
significant substructure were found. B10 useslX 10~7 and 2— 4 x 1078 for significant and
insignificant structure, while Jeltema et al. (2008) defihelasters withP3/P0 > 4.5x 107/
as disturbed and 1078 as relaxed. This agrees well with our findings.

The definition of the boundaries shows the large range ofalusorphologies. Merging
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clusters with two clear components or very irregular stiteetan be identified under almost
all conditions because of their strong signal. Clusterscitappear relaxed (spherical or
elongated) yield very low substructure values, howevesaaiight increase their signal and
some relaxed clusters might ha?8/P0 > 108. Applying themorphological boundaries
to our sample of simulated clusters, we identify 32% as &gantly disturbed. On the other
hand, only 17% of our simulated sample show no signs of strectThis leaves the major-
ity of clusters (51%) to be mildly disturbed objects. Theypwia slightly disturbed surface
brightness distribution but no clear sign of a second corapgrihe beginning of a merger,
where the merging body lies outside of the aperture raditialbeady influences the ICM or a
post-merger. This agrees well with observed values in )$-ralyich range between 4070%
of disturbed clusters (e.g. Mohr et al. 1995; Jones & Fornf#9] Kolokotronis et al. 2001;
Schuecker et al. 2001). Using the same visual analysis dlsdqrower ratios, a useful bound-
ary for the center shift parameter was found toAbe 0.01. This value agrees well with the
values of B10 and Cassano et al. (2010) who alsowive0.01, and of Maughan et al. (2008)
and O’Hara et all (2006) witlv = 0.02.

In general, using this method, we can significantly loweritifieence of noise, especially
for power ratios. For a shallow observation (1 000 counts)find significant resultsY > 1)
for P3/P0, > 3 x 10~" and are able to reduce the mean bias for this subsample oflobsk
clusters from 13% to 5%. At 30000 counts, even relaxed dsisteld significant results
(S = 1 atP3/P0 = 4.5 x 10°°) and reach a mean bias of 7% of the ideal value after applying
the correction. Using thmorphological boundarieat 5x 10-” and 108 to divide the sample
into relaxed, mildly disturbed and disturbed objects, wetbat the high bias is mainly due to
truly relaxed objects witlP3/P0 < 1078,

4.9.2 Morphological analysis of cluster sample

We investigated the morphologies of a sample of 80 galaxgteta observed witlMM-
Newtonin detail to give a profound and detailed illustration ofsadwo structure estimators.
In addition, we want to demonstrate the statistical stiemdtpower ratios and center shifts
and test the above defined boundaries.

While power ratios are mainly used in a large aperturesgfand are more sensitive to
structures close to the aperture (e.g. merging componsnhirjgidersqg), center shifts are
sensitive to the change of the centroid iffelient apertures and should thus be more sensitive
to central gas properties. The center shift parameter thdbhews a tighter correlation with
e.g. the central cooling time thdB/P0 (aperture ofsy), but also the power ratios are not
insensitive to central gas properties (e.g. Croston e0@I8P In agreement with B10, we find
the best correlation betweanand power ratios for a large aperture of 65§ of P3/P0 (B10:
0.7rs00). This indicates that while power ratios are most sensttiveubstructures close to
the aperture radius, they are also sensitive to large defistarbances and strong cool core
activity. Merging clusters like the "Bullet Cluster" howenare not identified as very disturbed
in large apertures when the second component is well wittereperture. Although we can
see clear signs of merging, the disturbance in the outeomegjirso, is not severe enough
to be identified as such. Simulations show that a powerfuhigilee a merger influences the
global cluster properties and boosts the luminosity andotature of the cluster for a few
hundred Myrs|(Poole et &l. 2006). In such a case, a misclestsiin might lead to a false
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interpretation.

The dependence of the power ratios on the aperture size veslgldiscussed in detail
by e.g/Buote & Tsai (1996); Buote (2001); Jeltema et al. 300ooking atP3/PO0 profiles,
peaks due to substructure are visible in dynamically ureslalusters. Not taking only one
aperture size but the whole profile into account increasegtbbability of finding clusters
with prominent structure- also in the central parts of the cluster. We thus introduceeva
substructure estimatoP3/ POy, the peak of th&3/PO0 profile. Comparing the detection of a
merging cluster®3/P0 > 5x 10~"; morphological type double as defined in Sedi.4.8) using
P3/PO0 in rsgo and P3/P0nax, We see that the probability of detecting substructureciases
from 33% to 100% (compare Figs. 4113 and 4.15). Also comglesters are more likely to be
identified as disturbed using tf8/P0 profile (45% forP3/P0 and 73% folP3/P0pay). This
is due to a shift towards larger power ratio values when ugiegnaximum of the profile. In
the lower power ratio range this increase leads to a jumpl @ékixed clusters (regular and
some intermediate) to power ratio values higher thari.1Dhis shows that for this new para-
meter, the uppemorphological boundargat 5x 10-7 yields best results in dividing the sample
into relaxed and disturbed clusters. A few intermediatstelts cross this value, however the
statistical strength remains. To demonstrate this agarsivow the mean of each subsample
and the width of the distribution in Figs._4]13 and 4.15. lvisible that disturbed clusters
(double (circles) and complex (diamonds)) are in a more ddfnegion and better separated
from the relaxed clusters (crosses).

In addition to the improved classification when uskP@y PO, it iS interesting to see in
which aperture this peak resides. A histogram of the pasibiothe P3/P0 peak is shown
in Fig.[4.16 for regular and intermediate (left) and compexi double (right) clusters. For
complex and double clusters the distribution is as expewiddno favored position. While
regular clusters show a very homogeneous distributioeynmediate clusters mostly peak in
small apertures. This is partly due to noise, which is laigesmaller apertures. However,
these values are significarfs (> 1). This suggests that the distribution reflects the visual
classification. While double and complex clusters are dtar&zed as having two maxima in
the surface brightness distribution or a complex globakapance, intermediate clusters show
no global structure but slight inhomogeneities or asymynetthe central region.

Comparing our morphological classification to other workshwlusters used for our ana-
lysis, we find a good agreement. Okabe etlal. (2010) use asimn(A¢ and fluctuations of
the X-ray surface brightness distribution in the 8 7 keV band (F) to divide their sample of
12 LoCuSS clusters into relaxed (low A and F) and disturbagh(A or F or both) clusters.
For 9 overlapping clusters, we both find A115 to be very distdrand agree on 2 relaxed
clusters. The remaining 6 clusters are found inP3¢P0 range of mildly disturbed clusters
and with not too higlw values. They show a low A but a spread in the F range, whichdfits t
our definition of intermediate, showing only slight asymnest andor some kind of locally
restricted structure. We find a large overlap of 59 clustets wndersson et all (2009) who
used power ratios to study the evolution of structure wittshgft. However, they use a fixed
aperture of 500 kpc for all redshifts (0.069 to 0.89), whielates to very dferent apertures
sizes in our analysis. Bauer et al. (2005) also use a radiG®@kpc to obtain power ratios,
however their sample is more restricted in redshift §8- 0.37). In addition they give a visual
classification and divide their sample into relaxed, dis#dgrand double clusters. We have 11
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Figure 4.16: Histogram for all four morphological types wig the position ofP3/POpmax.
Left: Regular (black dashed line) and intermediate (red filletblgimm) clusters are shown.
There is a clear excess in the (g3, aperture. Right: Complex (black dashed line) and
double (red filled histogram) clusters are displayed. Tlsgribution is homogeneous since
the position of the peak depends on the location of the secomghonent or structure.

common clusters and our morphology classification agreds @her studies having an over-
lapping sample but using afterent aperture radius are €.9. Jeltema et al. (2005) or @assa
et al. (2010).

For their comparison of X-ray and lensing scaling relatj@izang et al. (2008) visually
classified a subsample of the LoCuSS clusters accordingiesJ» Forman (1991) as single,
primary with small secondary, ellipticalffecenter and complex. The last 4 classes character-
ize disturbed clusters. Comparing the overlapping 30 etsgb our visual classification, we
find all 14 "single" clusters to be either regular or intermaéel which agrees well with our
definition. Three "primary with a small secondary" are fotmtbe complex (A1763, A13) or
intermediate (RXCJ2234.5-3744). For the elliptical cJags find 4 intermediate, 1 complex
and 3 regular clusters, showing that the definition of "éltgl" seems not very precise to asses
the dynamical state of a cluster. The same holds for the tiefirof "off-center" for which we
find 1 complex, 1 double and 2 intermediate clusters. Therasphological type, "complex”,
does not agree with our definition of complex. The only clugifined as such, A115, is a
clear double cluster. Placing these 30 clusters iB@0 — w andP3/P0,.x — W plane, we
find the "single" clusters at low3/P0 andw value, agreeing with our definition of regular
and intermediate. For 4 cases, we find eith8/P0 slightly > 10" (RXCJ2308.3-0211 and
RXCJ0547.6-3152) aw slightly > 0.01 (A209, A2218 and RXCJ0547.6-3152).

The result of a direct comparison between power ratios aadghmary” class depends
on the position and size of the second component. The sards fwlcenter shifts. A small
second component close to the center will lead to a much ensdift than one further outside.
Clusters of this class can thus be found almost in the WR8/&0 range and spread around the
w = 0.01 boundary. The same is expected for "elliptical” clust&hgey will not reach a center
shift value as high as for merging clusters due to the lacksif@ang second component. On
the other hand one would not expect extremely high or low poate values. The lower limit
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is set by the fact that the cluster is elliptical and not caetglly symmetric and will thus show
P3/P0 > 10°8. Due to an asymmetric elliptical structure however the medton which the
aperture is centered shifts when going to larger radii gloge setting an upper limit of a few
times 107 to the expected value. Theffecenter" class showing no clear sign of substructure
has similar characteristics as the elliptical one and is flound in the sam®3/P0 andw
range. Therefore only the morphological type "complex" aéma to be discussed, which
characterizes clusters with complex, multiple structuiidss fits to our definition of double
clusters with two distinct maxima in the surface brightndsgribution. Overall one can
conclude that clearly relaxed clusters and apparent me@er very well described using
both morphology schemes. The intermediate range, howmsvdefined ambiguously. We
discussed these two classification schemes in detail bewaibave a large overlap of clusters
and therefore can derive statistics from it.

It is important to point out again that morphological cléissitions are very often done
using visual impressions and are dependent on the obsdPegrer ratios and center shifts
on the other hand give numbers, whiehusing the results of our analysiscan be related to
different, simple morphologies. Recalling thrphological boundariedefined forP3/P0
at 10® and 5x 10”7, we find a clear overlap between our mildly disturbed classtha three
intermediate classes of Jones & Forman (1991), "primark anball secondary”, "elliptical”
and "df-center". UsingP3/P0nax would help to better filter out clusters of the "primary"
class, due to the sensitivity in all aperture sizes.

It is clearly shown that each of the three discussed parasm@8/P0 in one aperture,
P3/PO0 profile andw) is sensitive on dferent scales. We therefore propose to use all three
substructure estimators to characterize the dynamictd sfalarge cluster samples. This
can be done without a large computationfibg for a large number of objects and help in
identifying the potentially most interesting clusters forther analysis.

4.10 Conclusions

In this paper we provide a well tested method to obtain biaskatkground corrected sub-
structure measures (power rai8/P0 and center shifiv). We studied the influence of shot
noise in detail and are able to correct for itisziently. We demonstrate that a simple para-
metrized bias correction is not possible and thus we propesm-parametric bias correction
method applicable to each cluster individually. We testerimethod for dterent observa-
tional set-ups (net counts and background) using typ{é&M-Newtonvalues. We conclude
that for low-count observations the influence of the backgtband bias can be severe. In
general, the center shift parameters less sensitive to noise and more reliable than power
ratios, especially for low photon statistics. However, sheuld be reminded that this method
is statistically strong but might not be completely acceifat each individual cluster. We thus
looked in more detail into the power ratio method and howaterparameter ranges can be
related to diferent morphologies.

e Using a sample of 121 simulated X-ray cluster images, wealligunspected each
cluster and established two kinds of substructure bouesldar P3/P0 (simple and
morphological) and similarly one boundary for the centeft glarameter.

e Thesimple B/P0 boundaryat P3/P0 = 10~ or thew boundaryatw = 0.01 divide
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a large sample into relaxed and disturbed clusters. For & oetailed morphological
analysis, we introduce thmorphological B/P0 boundariesat 10 and 5< 1077, which
divide the sample into relaxed, mildly disturbed and diséatobjects. The two classific-
ation schemes can be used for lassinfple B/P0 boundary and high photon statistics
(simpleandmorphological B/P0 boundarie$.

e We applied the bias correction method and the defined boigsdar a sample of 80
galaxy clusters observed wikiMM-Newton We give structure paramete83/PO0 in
I'soo, W andP3/P0nay) for all clusters which are mostly part of well-known sangoli&e
LoCuSS or REXCESS.

e Applying the simpleP3/P0 (w) substructure boundary, we find 41% (47%) of our ob-
served clusters to be disturbed. Timerphological boundariegield 10% disturbed,
65% mildly disturbed and 25% relaxed objects. This largiedénce in the number of
disturbed objects using theftirent conditions shows that most objects are not signific-
antly but only mildly disturbed and do not show a clear secomdponent.

e We visually classified all clusters into 4 groups (regulaieimediate, complex, double)
to further test the strength of the structure estimatorsfentd8.75% double, 13.75%
complex, 36.25% intermediate and 41.25% regular objects.

e We introduce the use of the3/PO0 profile, which picks up structures at all distances
from the cluster center and in all aperture sizes.

e At last, we propose to use the maximum of #@y PO profile because it is not sensitive
to the aperture size but finds clusters with structure orcales. This parameter is more
correlated withw thanP3/P0 at any fixed aperture.

Using the proposed methods is especially interesting wkahrdy with a large sample, where
visual classification of each individual cluster is not riegd but the global dynamical state
of the whole sample is of interest. Applying the modified stowe estimators lik€3/POn,ax
gives additional constraints and helps to single out vemyctiired or very relaxed clusters.
Finding cluster mergers to study structure evolution asrgjrcool core clusters (very relaxed
clusters) requires only a small computation@bg, but gives a first indication about the dy-
namical state and properties of the cluster and whetheradledtinalysis is desired.
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4.11 Appendix
4.11.1 Tables
Table 4.6: Details about the cluster sampReferences.(1) LoCuSS! Zhang et al. (2008);

(2) REFLEX-DXL:|Zhang et al. (2006); (3) Snowden et al. (2nA8) Arnaud et al.|(2005);
(5)/Buote & Tsail(1996); (6) REXCESS: Bohringer et al. (2Q10)

Cluster z Source | Cluster z Source
RXCJ0307.0-2840 0.2580 1,2 A2597 0.0804 3,4
RXCJ0516.7-5430 0.2940 1,2 A1775 0.0754 3
RXCJ0528.9-3927 0.2840 1,2 A1837 0.0663 3,5
RXCJ0532.9-3701  0.2750 1,2 RXCJ0014.3-3022 0.3066 2
RXCJ0658.5-5556 0.2960 1,2,3,5 RXCJ1131.9-1955 0.3075 2
RXCJ0945.4-0839 0.1530 1 Al1651 0.0845 5
RXCJ2129.60005 0.2350 1 A133 0.0575 3
RXCJ2308.3-0211 0.2970 1,2 A2626 0.0549 3
RXCJ2337.60016 0.2750 1,2 A2065 0.0728 3
A68 0.2550 1,3 RXCJ0003.80203 0.0924 6
Al115 0.1970 1 RXCJ0006.0-3443 0.1147 6
A209 0.2090 1,3 RXCJ0020.7-2542 0.1410 6
A267 0.2300 1 RXCJ0049.4-2931 0.1084 6
A383 0.1870 1,3 RXCJ0145.0-5300 0.1168 6
A773 0.2170 1,3 RXCJ0211.4-4017 0.1008 6
A963 0.2060 1 RXCJ0225.1-2928 0.0604 6
A1413 0.1430 1,345 RXCJ0345.7-4112 0.0603 6
A1763 0.2280 1 RXCJ0547.6-3152 0.1483 1,6
A1914 0.1710 1,3,5 RXCJ0605.8-3518 0.1392 6
A2390 0.2330 1 RXCJ0616.8-4748 0.1164 6
A2667 0.2300 1,3 RXCJ0645.4-5413 0.1644 1,6
A2204 0.1520 1,3,45 RXCJ0821.80112 0.0822 6
A2218 0.1760 1,3,5 RXCJ0958.3-1103 0.1669 1,6
RXCJ0232.2-4420 0.2840 1,2 RXCJ1044.5-0704 0.1342 6
Al3 0.1035 3 RXCJ1141.4-1216 0.1195 6
A520 0.1946 3 RXCJ1236.7-3354 0.0796 6
A665 0.1788 3,5 RXCJ1302.8-0230  0.0847 6
A1068 0.1471 3,4,5 RXCJ1311.4-0120 0.1832 1,3,6
A1589 0.0722 3 RXCJ1516.30005 0.1181 6
A2163 0.2021 3 RXCJ1516.5-0056 0.1198 6
A2717 0.0510 3,4,5 RXCJ2014.8-2430 0.1538 6
A3112 0.0723 3 RXCJ2023.0-2056 0.0564 6
A3827 0.0959 3 RXCJ2048.1-1750 0.1475 6
A3911 0.0958 3 RXCJ2129.8-5048 0.0796 6
A3921 0.0919 3 RXCJ2149.1-3041 0.1184 6
1E1455.6-2232 0.2583 3 RXCJ2217.7-3543 0.1486 6
PKS0745-19 0.0986 3,4 RXCJ2218.6-3853 0.1411 1,6
RXJ1347.5-1145 0.4477 3 RXCJ2234.5-3744 0.1510 1,6
Sersic159-3 0.0563 3 RXCJ2319.6-7313 0.0984 6
ZwCl3146 0.2817 3 RXCJ2157.4-0747 0.0579 6
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Table 4.7: Structure parameters of the cluster sanidees. We show the bias and background
corrected parameteR3/PO0, in rsqoo, W, and the new morphology estimate8/POnax, the peak
of the 0.3-1r5oo P3/P0O profile. Details can be found in Se€t._4]4.3 #88/P0. andw, and
Sect[4.811 foiP3/P0nay. In addition, the morphology as defined in Séctl] 4.8 is givenNo

significant peak in any aperture, not shown in figures.

Cluster P3/P0. We P3/P0max Morphology
RXCJ0307.0-2840 -33x10°%+14x108% 17x103+45x10*% 95x108+43x10°8 regular
RXCJ0516.7-5430  ®x 107 +33x 107 60x102+43x10°% 17x10%+6.0x107 complex
RXCJ0528.9-3927 Ax108+63x10°8 21x102+13x10°% 16x107+86x10°8 complex
RXCJ0532.9-3701 Bx108+57x10°8 40%x10°%+66x10% 51x107+26x107 intermediate
RXCJ0658.5-5556 Dx107+1.8x10°8 16x102+56x10% 21x10°%+26x107 double
RXCJ0945.4-0839 2x107+14x107 18x102+17x10°% 23x107+14x107 intermediate
RXCJ2129.60005 13x108+69x10° 63x10%+35x10% 24x108+19x10°8 regular

RXCJ2308.3-0211*

RXCJ2337.60016

Dx107+40x1077
-14%108+31x10°8

29%x103+17x103
30x102+34x10°3

34x107 +45%x 1077
18x107+9.6x10°8

intermediate
intermediate

A68 13x107+41x108 11x102+63x10% 26x107+15x107 intermediate
A115 30x10°%+15x%x1077 13x101+69x10* 69x10°%+31x107 double
A209 53x108+35x10°8 11x102+98x10% 98x108+41x108 intermediate
A267 11x107 +48x10°8 98x103+11x10°% 11x107+48x108 intermediate
A383 17x108+10x10°8 24%x10°%+30x10% 71x108%+25x10°8 regular
A773 —20x108+22x10% 52x10°%+68x10*% 11x107+77x108 intermediate
A963 14x108+13x108  47x10%+40x10% 18x107+71x108 regular
A1413 19x 107 +29x1077 39%x103%+15%x10°% 25x107+21x107 regular
A1763 60x 107 +11x 1077 11x102+11x10°%  62x107+11x107 complex
A1914 35x 108+ 88x107° 46x10°%+£19%x10% 22x107+29x108 intermediate
A2390 67x108+20x10°8 87x103+54x10% 99x108+64x108 intermediate
A2667 52x10°+7.0x107° 12x102+34%x10% 24x107+57x108 intermediate
A2204 73x10°+94x%x10° 14%x103%+14%x10% 35x108+10x10°8 regular
A2218 16x108+14x10°8 17x102+12x10°% 41x107+18x107 intermediate
RXCJ0232.2-4420 Bx107+63x10°8 18x102+56x10% 23x107+11x107 complex
Al13 30x107+63x10°8 17x102+62x10% 36x107+11x107 intermediate
A520 14x 107 +34x10°8 25x102+30x10°% 16x10%+24x107 complex
A665 12x107 +61x10°8 46x102+80x10% 71x107+14x107 intermediate
A1068 —41x10°+74x10° 71x10°%+33x10% 41x108+14x10°8 regular
A1589 11x107+42x10°8 15x102+12x10°% 46x107+97x108 intermediate
A2163 41x107 +57x10°8 30%x102+66x10% 10x106+17x107 double
A2717 46x108+21x10°8 26x10%+53x10% 65x108+23x10°8 regular
A3112 18x107+1.7x10°8 34%x10°%+15%x10% 18x107+17x108 regular
A3827 74x108+18x10°8 10x102+32x10% 11x107+17x10°8 regular
A3911 47x10°+86x10°° 24x102+11x10°%  41x107+94x108 intermediate
A3921 75x 107 +1.1x 1077 31x102+87x10% 13x10%+12x107 complex
1E1455.0-2232 45%x108+12x108  37x103+17x10% 45x10%+12x10°8 regular
PKS0745-19 -11x108+76x10° 10x10°%+24x10% 23x10°%+12x10° regular
RXJ1347.5-1145 Bx108+61x10° 55x103+27x10* 13x107+43x108 regular
Sersic159-3 Bx10°9+56x1010  17x103+52x10° 94x10°+20x10° regular
ZwCl3146 67x10°%+20x10° 22x10%+14%x10% 62x108+13x10°8 regular
A2597 12x108+11x108  94x10%+16x10% 12x108%+11x10°8 regular
A1775 25x 107 +50x 1078 17x102+30x10% 32x107+52x10°8 complex
A1837 11x107+30x 108 93x10°3+31x10% 23x107+34x108 intermediate
RXCJ0014.3-3022 Bx107+73x10°8 48%x102+17x10° 61x10%+57x107 double
RXCJ1131.9-1955 Bx107+1.0x107 39%x102+15%x10° 68x107+20x107 complex
A1651 50x101094+83%x10° 20x103+66x10% 33x10%+11x10°8 regular
A133 31x108+18x10°8 6.8x10%+40x10% 41x108+17x10°8 regular
A2626 69x10°+41x10° 43x10%+29x10% 10x108+45x10° regular
A2065 34x108+23x10°8 16x102+33x10% 34x108+23x108 intermediate
RXCJ0003.80203 -33x10°9+13x108 -18x10%+89x10% 27x107+67x10° regular
RXCJ0006.0-3443 2x107+1.0x10°7 23x102+15x10°% 26x107+95x108 intermediate
RXCJ0020.7-2542 -79x10°+13x108 14x102+93x10% 72x107+18x107 complex
RXCJ0049.4-2931 2x108+57x10°8 23x103%+12x10°% 12x107+81x10°8 regular

RXCJ0145.0-5300
RXCJ0211.4-4017

Bx108+60x10%8
3x108+£50x10°8

46x102+15%x103
42x103%+71x104

14%x107+85x10°8
30x107+1.0x 1077

intermediate
regular
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Table 4.7: continued.

Cluster P3/P0. We P3/P0max Morphology
RXCJ0225.1-2928 8x107+20x107 58x10°+15x10° 43x107+20x107 intermediate
RXCJ0345.7-4112 8x107+87x10% 83x10%+11x10° 34x107+87x10°8 regular
RXCJ0547.6-3152 Ax107+43%x10°8 15x102+65x10* 11x107+43x10°8 regular
RXCJ0605.8-3518 2x108+41x10° 63x103+26x10% 54x108+27x10°8 regular

RXCJ0616.8-4748
RXCJ0645.4-5413
RXCJ0821.80112
RXCJ0958.3-1103
RXCJ1044.5-0704
RXCJ1141.4-1216
RXCJ1236.7-3354
RXCJ1302.8-0230
RXCJ1311.4-0120
RXCJ1516.3-0005
RXCJ1516.5-0056
RXCJ2014.8-2430
RXCJ2023.0-2056
RXCJ2048.1-1750
RXCJ2129.8-5048
RXCJ2149.1-3041
RXCJ2217.7-3543
RXCJ2218.6-3853
RXCJ2234.5-3744
RXCJ2319.6-7313*
RXCJ2157.4-0747

Bx107+16x107
32x10101:21x10°8
45x 107 +24%x 1077
Bx108+24%x108
B8x10101+20x%x10°
Px108+14%x108
Bx109+£37x10°8
Px107+56x%x108
Bx109+£22x107°
28x108+1.8x10°8
Bx107+16x107
2Zx108+£71x10°
Bx108+51x108
B5x107+12x107
Bx107+£98x10°8
Dx107+33x10°%8
8x108+£28x10°8
9x108+17x108
3x10°9+£32x10°

-32x10°9+18x10°8

8x10°%+12%x10°

15x102+12x10°3
13x102+49%x10*
42x103%+£1.2x103
30x103+67x104
50x103+22x104
27x103+38x10*
28x103+53%x10*
25x102+63x10*
30x103%+£21x104
80x103+53%x104
24x102+13x103
56x103+19x104
29x102+11x103
57x102+61x103
44x102+£15x103
50x103+49x10*
32x103%+56x104
20x102+74x10*
95x103+4.1x10*
20%x102+11x103
22x101+95%x 102

6.7x107+1.6x 1077
6.7x107+15%x 1077
14x10°+27x10°6
30x107+14%x107
12x107 +34x%x10°8
25x108+1.7x10°8
93x108%+83x10°8
22x107+65%x 108
20x108+6.7x10°
72x108+42%x10°8
15x10%+27x107
27x108+7.1x10°
31x107+13x107
56x107+11x107
20x10%+41%x107
11x107+29x 108
17%x107 +54x%x10°8
97x108+46x108
47x107+80x10°8
41x108+£68x108
94x10%+25%x10°

intermediate
intermediate
double
regular
regular
regular
intermediate
intermediate
regular
intermediate
complex
regular
intermediate
complex
double
regular
regular
regular
intermediate
intermediate
double
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4.11.2 Gallery

Below we show images of our cluster sample. The clustersatedsby morphological type
and ordered as in Talle 4.6. All images are background suibttasmoothed and normalized
to the surface brightness at 053

-ﬂ-[ﬂ[ﬂ-
fodko

Figure 4.17: Clusters classified as regulaegular clusters without structure. From top left to
bottom right: RXCJ0307.0-2840, RXCJ2129(05, A383, A963, A1413, A2204, A1068,
A2717, A3112, A3827, 1E1455#2232, PKS0745-19, RXJ1347.5-1145, Sersic159-3,
ZwCl3146, A2597, A1651, A133, A2626, RXCJO003(R03, RXCJ0049.4-2931,
RXCJ0211.4-4017, RXCJ0345.7-4112, RXCJ0547.6-3152, J%6(05.8-3518,
RXCJ0958.3-1103, RXCJ1044.5-0704, RXCJ1141.4-1216, RBC1.4-0120,
RXCJ2014.8-2430, RXCJ2149.1-3041, RXCJ2217.7-3543, JRRC8.6-3853.
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Figure 4.18: Clusters classified as intermediateoverall regular clusters which show
some kind of locally restricted structure or slight asymmyetFrom top left to bottom
right: RXCJ0532.9-3701, RXCJ0945.4-0839, RXCJ2308.B10RXCJ2337.60016, A68,
A209, A267, A773, A1914, A2390, A2667, A2218, A13, A665, A A3911, A1837,
A2065, RXCJ0006.0-3443, RXCJ0145.0-5300, RXCJ02252829RXCJ0616.8-4748,
RXCJ0645.4-5413, RXCJ1236.7-3354, RXCJ1302.8-0230,  JR%C6.3-0005,
RXCJ2023.0-2056, RXCJ2234.5-3744, RXCJ2319.6-7313.
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Figure 4.19: Clusters classified as complexclusters without
two distinct maxima but global complex structure. From
top left to bottom right: RXCJ0516.7-5430, RXCJ0528.9-B92
A1763, RXCJ0232.2-4420, A520, A3921, A1775, RXCJ1131985]
RXCJ0020.7-2542, RXCJ1516.5-0056, RXCJ2048.1-1750.

).00000 0.00003 0.00009 0.00021 0.00044 0.00092 0.00187 0.00374 0.00754 0.01504 0.0299

Figure 4.20: Clusters classified as doubleclusters two distinct
maxima. From top left to bottom right: RXCJ0658.5-5556, A11
A2163, RXCJ0014.3-3022, RXCJ0821@®11, RXCJ2129.8-5048,
RXCJ2157.4-0747.



82

4. Studying the properties of galaxy cluster morphology €imators




Chapter 5

Probing the evolution of the substructure
frequency in galaxy clusters up toz ~ 1

A. Weil3mann, H. Béhringer, G. Chon
A&A, 555(2013), A147

Abstract

Context. Galaxy clusters are the last and largest objects to formarstindard hierarchical
structure formation scenario through merging of smallstays. The substructure frequency
in the past and present epoch provides excellent meanaufdyist the underlying cosmolo-
gical model.

Aims.Using X-ray observations, we study the substructure frequeas a function of redshift
by quantifying and comparing the fraction of dynamicallyyg clusters at dierent redshifts
up toz = 1.08. We are especially interested in possible biases duestmtionsistent data
quality of the lowz and highz samples.

Methods. Two well-studied morphology estimators, power rai®/P0 and center shiftv,
were used to quantify the dynamical state of 129 galaxy etastaking into account the dif-
ferent observational depth and noise levels of the obsenst

Results Owing to the sensitivity oP3/P0 to Poisson noise, it is essential to use datasets with
similar photon statistics when studying tR8/P0 — z relation. We degraded the high-quality
data of the low-redshift sample to the low data quality ofttigh-z observations and found a
shallow positive slope that is, however, not significandjéating a slightly larger fraction of
dynamically young objects at higher redshift. e zrelation shows no significant depend-
ence on the data quality and gives a similar result.

Conclusions.We find a similar trend foP3/P0 andw, namely a very mild increase of the
disturbed cluster fraction with increasing redshifts. Mitthe significance limits, our findings
are also consistent with no evolution.
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5.1 Introduction

The standard theory of structure formation predicts haraal growth from positive fluctu-
ations in the primordial density field. Subgalactic scalgeots decouple first, then collapse
and virialize due to the greater amplitudes of the densittdiations on small scales. They
grow through merging, finally forming galaxy clusters, wiire considered the largest viri-
alized objects in the Universe. Galaxy cluster growth psahe evolution of density perturb-
ations and directly traces the process of structure foonati the Universe. Galaxy clusters
are thus important laboratories for studying and testirrguhderlying cosmological model
(e.g. \Voit 2005; Borgani 2008). Especially important insthbntext is the study of the cluster
mass function, whose evolution provides constraints otitiear growth rate of density per-
turbations. Using X-rays and analyzing the hot intraclustedium (ICM) that resides in
the deep potential well of galaxy clusters, mass deternoinas based on the assumptions
of hydrostatic equilibrium and spherical shape. Theserapsons may be unsatisfactory for
dynamically young objects showing multiple surface bnigss peaks in the distribution of
the ICM, however (e.qg. Zhang et al. 2008; Nelson et al. 20Ezi&et al. 2012). In addition,
the influence of dynamical activity such as mergindQnTy etc. needs to be known in detail
to explain possible deviations from scaling relations fistutbed clusters (e.Q. Rowley et al.
2004;| Pratt et al. 2009; Chon et al. 2012) with the aim to redhe errors in cosmological
studies.

Observations of substructure and disturbed morphologi¢isa optical (see e.g. West &
Bothun 1990; Girardi & Biviano 2002, and references théraimd X-ray band (for a review
see e.g. Buote 2002) indicate that a large fraction of atssgedynamically young and has
not reached a relaxed state yet. It is therefore essent@ldatify the fraction of disturbed
clusters that reflects the formation rate and to probe higdushifts to constrain cosmological
parameters.

X-ray observations provide excellent probes for studyhgdynamical state of clusters
because the ICM traces their deep potential well. Over tlagsyeX-ray studies became very
efficient in quantifying cluster structure, and a variety of &+morphology estimators was
introduced (for a review see Rasia etlal. 2013). Howevely oadently, larger samples of
high-z observations of galaxy clusters became available and etistatistical studies of the
evolution of the substructure frequency upete 1. Since then, several observational X-ray
studies have shown a larger fraction of dynamically relaciedters at lower redshift than at
z> 0.5 (e.g/ Melott et al. 2001:; Plionis 2002; Jeltema €t al. 2@zhier et al. 2005; Hashimoto
et al. 2007ia; Maughan etlal. 2008; Andersson et al..2009; Mdgibeling/2012). A less clear
evolution was found in hydrodynamical simulations, buth@gmerger rates at high redshift
support the observational results (e.g. Cohn & White 20GhRan et al. 2006; Kay et lal.
2007; Burns et al. 2008; Jeltema et al. 2008).

Opening the window toward higher-redshift clusters is agganied by the problem of
the insdficient data quality of X-ray images in terms of net photon ¢ewand background
contribution. Exploring a broad redshift range directirslates into probing data with quite
substantial quality dierences. It is therefore not only essential to use wellistuchorpho-
logy estimators but also to understand possible biasegddiysuneven data quality.

In this work, we used two common X-ray substructure estimsatpower ratioP3/P0
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(Buote & Tsail 1995) and center shift (Mohr et al.l 1993), to study the relation between
cluster structure and redshift up o= 1.08. To do so, we took advantage of the detailed
study of the influence of net photon counts and backgrounti®odamputation oP3/P0 and
w in our recently published work (Weil3mann etlal. 2013b). eied et al.|(2005) presented
the first analysis of th&3/P0 — z relation using 40 X-ray selected luminous clusters in the
redshift range @ < z < 0.89. Using diferent statistical measures, they reported on average
higherP3/P0 for clusters withz > 0.5 than for lowz objects. While they accounted for the
bias caused by photon noise and background, they did ngtdalisider the strong decrease
of data quality at higher redshifts and overestimatedRBAP0 — z relation. In addition to
using a larger sample, we explored possible biases causditesent observational depths
in the lowz and highz samples and determined how to account for them when anglylaen
P3/P0 — zandw — zrelation.

The paper is organized as follows. We characterize the saamul briefly discuss the data
reduction process in SeCt. 5.2. In Séct] 5.3 we introducetirphology estimato83/P0 and
w used in this work. Sedt. 5.4 summarizes how we degraded ghedhiality data of the love-
sample to match the highebservations. We give results in Sdct.15.5, including aildeta
study of the influence of the fllerent data quality in samples. Previous studies andfteete
of cool cores are discussed in Séct] 5.6. We finally conclutie 8ect[5.7. Throughout the
paper, the standariCDM cosmology was assumeld=70 km s Mpc, Q,=0.7,Q,=0.3.

5.2 Observations and data reduction

In this section we discuss the three samples used for ouy:dfugllowz sample and the high-
subsamples of the 400SD and SPT surveys. An overview of tehife distribution is shown

in Fig.[5.1. Tabld 5]1 summarizes the sample statisticsudiicy the number of clusters,
the redshift range, the mean net photon counts withip and the mean net-(signal-)to-
background photon counts ratigBS This table is discussed in more detail in SeEctl 5.4, where
we concentrate on the problem of the data quality. Detaite@fjalaxy clusters and observa-
tional properties are given in Takllle b &y was calculated for all clusters using the formula
given by Arnaud et al. (2005). The temperature and redsaittes were taken from previous
works as indicated in Table 5.5. For a full gallery of the X-images of the galaxy clusters
used in this study we refer to WeilRmann et al. (2013b) for tlned sample, the website of
the 400d cluster surve@/for the highz400SD objects, and 10 Andersson €etlal. (2011) for the
highz SPT clusters. To give an impression of the substructureegadund the data quality,
we provide a few examples of background-included, poinirs®-corrected smoothed X-ray
images in Figl.52 (left panels) for the lamsample and in Fid. 5.3 for the highsamples.

5.2.1 Low-=zcluster sample

The low-redshift sample (short: log-was previously used and discussed in detail in Weil3-
mann et al.[(2013b, W13 hereafter). For our current work, xetueled two clusters that were
part of the W13 sample: RXJ1347-1145 and RXC J0516-5430.1843-1145 was omitted
because of its high redshift af= 0.45 and because we did not want to add this cluster to the
high-z samples with defined origin. RXC J0516-5430 or SPT-CLJO®ABO ¢ = 0.29) was

1http://hea.iki.rssi.ru/4®®d/catalog/
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low—z sample

SPT

Number of clusters
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Figure 5.1: Redshift distribution of the lowfred filled histogram), higlz400SD (green filled
histogram), and higla-SPT sample (black dashed histogram) .

already part of the higa-SPT sample. We thus excluded it from the lawample because of
its high redshift.

The lowzsample now comprises 78 archivdiM-Newtorobservations of galaxy clusters
covering redshifts between 0.05 and 0.31, with= 0.15. The clusters were drawn from sev-
eral well-known samples observed wxiMIM-Newton(for details see Table 5.5): REXCESS
(Béhringer et all 2007), LoCuSS (Smith et al., Zhang et a0&0the Snowden Catalog
(Snowden et al. 2008), the REFLEX-DXL sample (Zhang et ab&)0and Buote & Tsai
(1996). The clusters were chosen to be well-studied, ne@bp < z < 0.31), and pub-
licly available (in 2009) in theXMM-Newtonscience archie In addition, we requiredsgg
to fit on the detector. The calculation ofyg using the formula of Arnaud et al. (2005) led
to slightly differentrsoo and hencd?3/P0 andw values to those quoted in W13. Thetdr-
ences are small, however. This merged lbgample has no unique selection function, but a
wide spread in luminosity, temperature, and mass. A largegéahe clusters comes from
representative samples such as REXCESS and LoCuSS and netheexpect the sample
to have a very roughly representative character. To cheohkoire detail that no biadtect is
introduced by the merged sample, we also performed all wedigshe 31 REXCESS clusters
only. The results are consistent with the full Iagample and we therefore do not quote them
in detail.

5.2.2 Highzcluster samples

In the high-redshift range, we used two samples to accourgdssible selectionfiects and
performed our analysis on each sample individually: thea)selected higlz-subsample
from the 400SD survey (Burenin et/al. 2007; Vikhlinin ef |a@00®a) and the SZ-selected

“http://xmm.esac.esa.int/xsa/
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Figure 5.2: Examples of the background-included, poinirse-corrected smoothed X-ray
images of the lowe sample. Left: high-quality (undegraded) imagesRight. degraded
images (for details see Sect.5l4.1)Top panels: A963 — relaxed galaxy cluster at
z = 0.21 with P3/P0 = (1.77+ 1.42)x 108 andw = (4.40+ 0.30) x 10~3, non-significant
detection after degrading.Bottom panels: A115 — merging cluster az = 0.20 with
P3/P0 = (5.33+ 0.19)x 10°® and w = (8.54+ 0.05)x 1072, significant detection after de-
grading. The circle indicataggg.

subsample from SPT discussed in Anderssonlet al. (2011).

The highz 400SD sample (short: 400SD) forms a complete subsampleeaf th0.35
clusters from the 400SD survey. It is composed of 36 objetthe 035 < z < 0.89 range
and was selected as a quasi-mass-limited sampte-a0.5. This was done by requiring a
luminosity above a threshold & min = 4.8x10%3(1+2)18 erg s*. All 36 400SD clusters were
observed withChandraand are publicly available in thehandraarchivé. Several authors
(e.g.LS.antQ_s_el_Hl._de) have raised the question whetbes thight be a possible bias in
the 400SD sample due to the detection algorithm. This mayltrisa lack of concentrated
clusters compared with other high-redshift samples su¢heeROSATDeep Cluster Survey

RDCS/ Rosati et al. 1998) or the Wide AnROSATPointed Survey (WARPS, Jones et al.
). We accounted for thesffexts by using the high-SPT sample for comparison.

®http://cxc.cfa.harvard.edu/cda/
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Figure 5.3: Examples of the background-included, poinirse-corrected smoothed X-ray
images of the higlz samples. Left: 0152-1358- very structured cluster &t = 0.83
with P3/P0 = (5.76 + 0.95)x 107° andw = (6.64 + 0.57) x 10°2. This 400SD cluster has the
highestP3/P0 value and is marked by a circle in Figs.|5.5t5Right: SPT-CLJ0509-5342
— rather relaxed SPT cluster at= 0.46 with a non-significant detection iR3/P0O and
w = (3.13+ 1.33)x 10°3. The circle indicatessg.

The highz SPT sample (short: SPT) is a subsample of the first SZ-sdlelster catalog,
obtained from observations of 178 deaf sky surveyed by the South Pole Telescope (SPT).
Vanderlinde et al. (2010) presented a significance-limitalog of 21 SZ-detected galaxy
clusters of which 15 objects with SZ-detection-significambove 5.4 were selected for an
X-ray follow-up program. This subsample covers the redsaiige 029 < z < 1.08. The ma-
jority of the clusters was observed wi@handra but for three objects we usedMM-Newton
data because nBhandradata are available (SPT-CLJ2332-5358 and SPT-CLJ0559)5#4
because of the better photon statistics ofXiM-Newtonobservation (SPT-CLJ0516-5430).
This results in 1Zhandraand 3XMM-Newtorobservations (for details see Tablel5.5, Column
9).

5.2.3 Data reduction

The 78 lowz and additional 3 higlz=SPT XMM-Newtonobservations (SPT-CLJ2332-5358,
SPT-CLJ0559-5249 and SPT-CLJ0516-5430) were taken frenpablic XMM-NewtonSci-
ence archive and were analyzed with diIM-NewtonSAS in the well-established stand-
ard Q5 — 2 keV band, which covers most of the cluster signal. The oglusters and
SPT-CLJ0516-5430 were reduced prior to this study using 8A$.0.0, while we used
v. 12.0.1 for the other two SPT objects. In both cases wev@thbthe data reduction re-
cipe described in detail in Bohringer et al. (2010, 2007egt for the point source removal.
Point sources were detected with the SAS &shkvelein the combined image from all three
detectors to increase the sensitivity of the point sour¢eatien. However, we removed the
point sources from each detector image in the-02 keV band individually and refilled the

4Science Analysis Softwarlttp://xmm.esa.int/sas/
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Table 5.1: Overview of the data quality of the sampl@$otes. Mean net photon counts
and mean 8 calculated withirrsgg of the reduced and point source corrected X-ray image.
S/B gives the ratio of net photon counts (signal) to backgrophdton counts.P3/P0 and

w are computed in thesgg aperture.P3/P0 > 0 andw > 0 include all clusters with posit-
ive corrected substructure values, including positive-sigmificant detections. For clusters
with non-significant results, we quote upper limits, whick taken as the sum of the non-
significant result (or zero for a neg. correcte8/P0 orw) and the 1e error (for details see
Sect[5.B). The significancis computed as the ratio &3/P0 orw with respect to its error.
This table is discussed in more detail in Sect] 5.4.

Low-z 400SD SPT
Number of clusters 78 36 15
Redshift range 05-0.31 035-0.89 029-108
Mean net photon counts 96997 1203 1735
Mean $B 6.6 3.7 3.2
P3/PO> 0 68 22 11
Upper limits 14 21 8
Spz>1 55 6 3
Spz >3 28 2 0
MeanSp; 2.6 0.5 0.4
MedianSp; 2.0 0.2 0.1
w>0 78 35 15
Upper limits 1 3 1
Sw>1 77 28 13
Sw>3 74 19 5
MeanS,, 23.0 3.8 3.4
MedianS,, 17.0 3.8 2.6

gaps using the clAbtaskdmfilth In the next step we subtracted the background, which
was obtained from a vignetting model fit to a source-excibadj-band-scaled blank sky field
from the point-source-corrected images and combined tAdéms.method yields point-source-
corrected images without visible artifacts of the cuttiagions.

The highz Chandraobservations of the 400SD and SPT sample were treated as$olA
standard data reduction in thé&5@- 2 keV band was performed using the CIAO software pack-
age v4.4 and CALDB v4.4.7. This band was chosen to matcKkiel-Newtordata. For each
observation, the levet 1 event file was reprocessed ustigandra_reproincluding amongst
others the detection of afterglows, the generation of a reehpixel file and corrections for dif-
fering gains across the CCDs, time-dependent gain, andehansfer iniiciencies (CTIs).
For observations taken in the VFAINT mode, we applied thatamdl background cleaning
using the taslacis_process_eventgile settingcheck vf _phayes This procedure uses the
outer 5x 5 pixel (instead of Xk 3 for FAINT) event island to search for potential cosmic-ray

SChandralnteractive Analysis of Observations software packageyp://cxc.harvard.edu/ciao/


http://cxc.harvard.edu/ciao/

90 5. Probing the evolution of the substructure frequency irgalaxy clusters up toz ~ 1

background events. Flared periods were excluded from We¢de2 event file usindc_clean
We created images in the)- 2 keV range and useitlximageto generate monochromatic
1 keV exposure maps. Point sources were detected and remeiwegdmfilth, which also
refills the excised regions. For the background, blank-sienefiles were reprojected, scaled
to the exposure time of the flare-cleaned observation,ctsdrto the @ — 2 keV range and
binned with a factor of 4 to match the observations. Whenethegre several pointings per
cluster, we reduced the observations individually, buedietd point sources on the merged
0.5- 2 keV image. Images and exposure maps were merged eprgect_image

5.3 Morphological analysis

We used power ratios and center shifts as morphology estisftdr our analysis. The power
ratio method was introduced by Buote & Tsai (1995) to quartie amount of substructure
in a cluster and its dynamical state. The powers are based2@nhraultipole expansion of
the cluster’s gravitational potential and are evaluatethiwia certain aperture radius (e.qg.
rsoo). It is already well established that the normalized hel@pbthe X-ray surface bright-
nessP3/PO0, is sensitive to asymmetries on scales of the aperturasaaid provides a useful
measure of the dynamical state of a cluster (e.g. Buote & [188b; Jeltema et al. 2005;
Bohringer et al. 2010; Chon etlal. 2012, W13). Moreover, theter shift parametew (e.g.
Mohr et al. 1993; O’Hara et al. 2006; Bohringer et/al. 2010pLlet al. 2012, W13) char-
acterizes the morphology of the cluster X-ray surface lingbs. It measures the shift of the
centroid, defined as the center of mass of the X-ray surfaghtbess, with respect to the
X-ray peak in diferent apertures. The X-ray peak was determined from an irmagethed
with a Gaussian witla- of 8 arcsec. Thefset of the X-ray peak from the centroid was then
calculated for ten aperture sizesl(01 rsog) and the final parameterobtained as the standard
deviation of the dierent center shifts in units ofy. Unless stated otherwise, all presented
P3/P0 andw values were calculated within an aperturergf and including the central re-
gion. However, we exclude the central @s3 region when we calculated the X-ray centroid
for the discussion in Se¢t. 5.6.2 to study possilffeas of cool cores.

Both morphology estimators were discussed in our previeygpepW13, where we stud-
ied the influence of background and shot noiseR®1PO andw as a function of photon
counts and presented a method to correct for thésets. In short, we first subtract the mo-
ments of the background image from those of the full (badkgdsincluded) image to obtain
a background-corrected power ratio. In a second step, weataihe bias caused by shot
noise using repoissonized realizations of the cluster ankgrw we subtract the background
pixel values before calculating the position of the X-raplp@nd centroid and estimate the
shot noise bias analogous to the power ratios. For very aeglusters or observations highly
influenced by noise, we sometimes overestimate the biask@athmegative correcte@3/ PO
andw values with errors exceeding the negative value. We cal sesults non-significant
detections. Substructure values that are positive aféebidis correction, but have aclerror
o (P3/P0) that exceeds the3/P0 orw value by more than a factor of 3 are also considered
as non-significant detections. For a more conservativerfagtl, hence taking values with
o(P3/P0) > P3/P0 or o(w) > w as non-significant detections, we find consistent results
within the errors. For non-significant detections, we uspeupimits (UL) in the analysis,
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whereUL = o(P3/P0) + P3/POnon-significant fOr positive andUL = o(P3/P0) for negative
correctedP3/P0 values. The definition is analogous fer All presented?3/P0 andw values
are background and bias corrected.

During our discussion we will refer to fierent thresholds faP3/P0 andw to divide the
sample according to the dynamical state of the clusterss& taviding boundaries are taken
from our previous work W13, where we also defined the sigmfie& of a P3/P0 orw value
as the ratio of the bias-corrected signal with respect tootitained error. For high-quality
data § > 3) we established twmorphological B/P0 boundariedo divide the sample into
relaxed P3/P0 < 10°8), mildly disturbed (16® < P3/P0 < 5x 10°7), and disturbed objects
(P3/P0 > 5x 1077). High S values down to 1€ allow for this detailed classification. When
dealing with low-count observations, we re&lk 1 around 10’ and use this value asmple
P3/P0 boundaryto separate disturbed and relaxed clusters. Owing to treeqiatlity of the
high-zsamples (see Talle 5.1), we only usedPB¢P0 boundary at 10 for our analysis.

For the center shift parameter, we used= 0.01 to split the sample. Sinog is only
severely #&ected by Poisson noise for considerably less than 1 000 médpltounts within
r'soo for a reasonably low background, this threshold can be usetifh- and low-quality
data.

5.4 Data quality

The strongest potential disadvantage when dealing withnabamation of low- and highe
observations is the fierence in the photon statistics of the observations, as eaeén by
comparing Figg. 512 (left) aid 5.3. Details of the samplasttes are givenin Table 5.1, which
shows that the low-sample is not only larger in numbers but also in terms of higieton
statistics and a higher ratio of net (signal) to backgroumokt@n counts (8). This results in
a significant diference between the two samples in the extent and importdpteton shot
noise. As we have shown in our previous work W13, photon shitencan have a severe
effect on the determination of the cluster morphology. We sildind quantified theséects
and the influence of the background as a function of photontscand B ratio for P3/P0
andw. We found that the center shift parameter can be determimgbdansmall error even
below thew = 0.01 threshold for low photon statisticg (1 000 net photon counts) and a
reasonable B of e.g.~ 2. We can therefore obtain reasonable results for all mdogfes,
partly with relative large errors for very relaxed object$ie power ratio method needs suf-
ficient photon counts to overcome the influence of Poissosendiowever. We showed that
this problem is not important for disturbed objects, whiahribt sufer severely from shot
noise and thus enable an accurate estimation even for latgdata. For decreasing photon
counts, however, mildly disturbed and relaxed objects tgula boost of their signal due to an
underestimation of the bias contribution that yields sulastire parameters that are too high.
In the case of excessive noise, we obtain a non-significanttreHigh-quality data therefore
enable a more reliable determination8/P0 (w) and better statistics, including a higher
number of clusters witi’3/P0 > 0 (w > 0) and a higher mean significan¢g). A direct
comparison between low- and high-quality data may thus eadnclusive.

Fig.[5.4 shows that the low-data have more than Sicient photon counts with a mean
of ~ 97 000 net photon counts withiggg to give P3/P0 andw values with very good error
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Figure 5.4: Overview of the net photon counts distributiathim rsqq of the low=z (red filled
histogram), highe 400SD (green filled histogram) and higlePT sample (black dashed his-
togram). The dotted line indicates the net photon counte@ftliegraded data.

properties and larg8. The highz objects, however, peak just above 1 000 net photon counts
with a mean ok 1 200 for 400SD and 1700 for SPT. According to simulations presented in
W13, these higlzobservations meet the criteria to roughly separate the lgantp disturbed
clusters with high and accurately determined substrugiarameters and relaxed ones with
parameters below thB3/P0 (w) threshold with large errors or non-significant detections
High-z observations contain a higher contribution from the baskgd with a mean B of

~ 3.5. This causes additional uncertainties due to the extrsenfoom the background and
results in the low number of objects with > 1. To obtain conclusive results we need to
establish the influence of noise and the possible boost oP#i€0 (w) signal due to the
lower data quality in the higasample.

5.4.1 Degrading of high-quality lowz observations

To test how robust our results are to th&elience in the data quality of the samples, we first
performed our analysis using the high-quality or so-caliedegraded love-data. In addition,
we created a degraded lasample by aligning the data quality of the lawebservations to
that of the highz objects. This was done by degrading the high-quality foelservations

to the photon statistics (1 200 net photon counts aff8l S 3.7 within rsqo) of the 400SD
high-z sample (see Table 5.1). The degrading was done in sevepal, $&king care of the
different net and background photon counts and the increasssidAanoise. Two examples
of degraded cluster images are given in Eigl 5.2 (right ggdnebmpared with the undegraded
images (left panels). The undegraded cluster imalyp)is not background subtracted. In
the following recipe we denote images with capital letterd photon counts with lowercase
letters. The recipe to obtain a lorveluster and background image with the same photon
statistics as the average higleiuster is outlined in steps-1 4. However, observations with
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low photon statistics do not only lack thefBaient number of photon counts, but alsdfeu
from a considerable amount of Poisson noise. This is indugeadding additional Poisson
noise to the degraded image using #ineool§ taskpoisson In steps 5- 7 we summarize the
statistical analysis using the poissonized realizatidribese images.

1. Extract total photon countsy) and background photon countsky) within rsqo from
the undegraded clustdiM) and background imag8KGg). Obtain net photon counts
of the cluster asly = img — bkg and the 8 ascly/bkg,.

2. Calculate the additional background photon counts reeédeobtain an B=3.7:
bkgq = (clo/3.7) — bkg. Rescale the undegraded background imagebkyyg
BKGadgd = BKGy - bkghga/bkeh

3. Add the additional background image to the undegradedstarlu image:
IM; = IMg + BKG,4¢ This image has the desiredBSof 3.7.

4. RescaldM; to 1530 total photon counts withig: [Mgeg = IM1 - (1530¢im;). Due
to its §B of 3.7, this degraded cluster imagd 4. comprises 330 background and 1 200
net photon counts. Rescal8KG, to 330 photon counts withinrsgg:
BKGgeg = BKGy - (330/bkg) to obtain the degraded background image.

5. Create 100 poissonized realizations of the degradedeclusagelMge, Calculate
background- and bias-corrected power ratios and centis gicluding their errors for
all 100 realizations of the cluster as described in W13.

6. Randomly select one realization per cluster to createvesaeple of 78 degraded low-
observations and obtain statistical measures like BCE8fitsean values.

7. Repeat the previous step 100 times for statistical pexpasd obtain the mean values.
These are quoted when discussing our results including dsararrors.

55 Results

We studied the evolution of the substructure frequency up-td.08 using diferent statistical
measures on the morphology estimat®8gP0 andw: i) fitting the data in thd®3/P0 — zand
w — z plane with the linear relatiotog(Y) = A x log(z/0.25) + B for Y=P3/P0 andw re-
spectively, ii) calculating mean values for théfdrent redshift intervals and iii) analyzing the
fraction of relaxed and disturbed objects usk®yP0O andw boundaries. For non-significant
detections, we used upper limits as discussed in Sett. Bekelare not included in the BCES
fits given in Tablé 5J2 and Figs. 5.5-5.7. All analyses wenmégomed on the log-distribution
of P3/P0 andw to take into account very lolw3/P0 andw values. Fitting parameters were
calculated using the BCES [X) fitting method (Akritas & Bershady 1996), which minimizes
the residuals in Y.

To study the”3/P0—z andw-zrelation we formed two samples to study possible selection
effects of the highe samples: i) sample + low-z sample and higlz-subsample of 400SD

Shea-www.harvard.edRD/zhtools
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sample, ii) sample I+ low-z sample and higlz-subsample of SPT sample. We argue that
using the degraded loweata might be essential to obtain reliable and conclusselt® We
therefore performed the identical analysis on sampleuhd the degraded samplél) where

we used the degraded lomdata. We point out that only the high-quality Iaebservations
are degraded and thus ardtdient in sample/ll and degraded sampldIl The highz data
remains unchanged. In the following we focus on the heawlgardfectedP3/P0 parameter
and then consider the more robusparameter.

During our analysis, we tried to include the informationemby the upper limits in the
P3/P0 — zandw — zfits and tested the ASURV (Feigelson & Nelson 1985; Isobel&t986)
and the LINMIX_ERR |(Kelly. 2007) routine. For upper limitsp#th methods use estimated
data points for fitting that are computed from the input uppait and the distribution of
the detected data points. Several tests using simulategesrshowed that the estimated data
points are strongly coupled to the fit obtained from the detkdata points and do not reflect
the trueP3/PO0 values. Since the censorship in our data is due to low candsiependent
on P3/PO itself, we conclude that our data do not fulfill the requiestts for these routines to
work properly.

Table 5.2: Overview of the BCES (¥ fits in the log-log plane using the linear relation
log(Y) = A x log(z/0.25) + B for Y=P3/P0 andw, respectively.Notes. Upper limits are
omitted for these fits.

P3/P0 A B Fig.
Sample | 101+ 031 -6.74+0.10 [5.5, left
Sample Il 059+ 0.36 -6.90+0.12 [5.5, left

Degraded sample | .P4+0.28 -6.03+0.08 [5.6, left
Degraded sample Il .07+ 0.24 -6.07+0.08 [5.6, left

w A B Fig.
Sample | 018+ 0.14 -2.01+0.04 [5.17, left
Sample Il 002+ 0.13 -205+0.04 [5.7, left

Degraded samplel .23+0.12 -2.00+0.04
Degraded sample Il .07+ 0.11 -2.04+0.04

5.5.1 P3/P0O - zrelation

We first discuss the structure parame®8/P0 as a function of redshift for sample | and I
using Fig[5.b. On the left side we show only the significatageints, while we include non-
significant results as upper limits (arrows) on the rightr ifastration, we show thé&3/P0
boundary at 10’ to separate relaxed and disturbed objects. When lookirgsafigure, one
immediately notices the lack of significant detections @z clusters withP3/P0 < 1077,

In addition, essentially all upper limits are found abovis #3/P0 boundary. We quantified
the P3/P0 — z relation using the undegraded landata and dterent statistical measures.
On the left of Fig[5.b we show the linear BCES fit. For sampleel ebtained a more than
3o significant slope withA = 1.01 + 0.31, for sample Il we found a somewhat shallower
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Figure 5.5: UndegradeB3/P0 — z relation. Lowz (black circles), 400SD (red triangles),
and SPT (green crosses) sampleeft: The BCES fit to sample | is shown as a red line
while the green line indicates the fit to sample Il. The dasteés show the &-error of
best-fitting values. Fitting parameters are given in Tab® 5The very structured 400SD
cluster 0152-1358 at ~ 0.8 with P3/P0 > 107° is marked by a black circle. Excluding
this cluster from sample | gives consistent results. Intaldiwe show thé?3/P0 boundary

at 107 (dashed line).Right: Same data points as on the left, but including upper limits as
downward arrows. For all three samples the solid lines dieenhean of the log distribution

of the significant data points including theslerrors, while the dotted lines show the mean of
the upper limits.

slope ofA = 0.59 + 0.36. We then tested the influence of the very structured 400&$er
0152-1358 ¢ ~ 0.8) with P3/P0 > 107° on the fit, finding a shallower, but consistent slope
when excluding it from the fit.

Another way of quantifying the observed relation is compgthe fraction of relaxed and
disturbed objects in comparison to upper limits, which &@ in Tablé 5.8. Because of the
high data quality of the undegraded I@wbservations, the fraction of upper limits is small.
All these objects can be considered as relaxed clustersibed/P0 can detect significant
signals well below 10 for such good data quality. Their non-significant signalsipper
limits are consistent witf3/P0 < 107’. In addition, we find 45% of the love-objects to be
relaxed. The majority of clusters in this sample is founcbbethe P3/P0 threshold of 16
with a mean of the lod®3/PO0 distribution of—7.1 + 0.8. The highz samples yield a higher
mean 0f-5.9 + 0.6 (-6.1+ 0.5) for 400SD (SPT). The mean values are given in Table 5.4 and
are denoted amean datdor the significant data points amdean U Lfor the upper limits. We
plot the mean data values in Fig. 5.5 on the right side totilais this dfset. In addition, we
add the mean UL values to emphasize again tierdince in the location of upper limits for
the high- and low-quality data.

All statistical measures used on this dataset so far givea ¢ctend of a larger fraction
of disturbed clusters at higher redshift. This conclusioodd not be drawn without caution,
however, since we are comparing veryfeient datasets. We already argued ®3atP0 is
heavily influenced by noise for observations with low net tpimocounts anr high back-
ground. The computation of substructure parameters fohitiez objects therefore siers
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Figure 5.6: DegradeB3/PO0 - zrelation. Details are the same as in Fig] 5.5.

severely from noise. According to results presented in WAE¢an obtain significarR3/P0
values for the majority of the disturbed clusters even wathidr than 1 000 net photon counts
within rsge. Mildly disturbed and relaxed objects will mostly eitheeld non-significant de-
tections or undergo a boost of tiR8/P0 signal. Except for some mildly disturbed objects
whoseP3/P0 values are just below the 1T0boundary in the undegraded case, this boost will
not result inP3/P0 > 10°’. We should thus be able to very roughly separate the samjole in
disturbed P3/P0 > 10°) and relaxedR3/P0 < 10~ and upper limits) objects.

We repeated the analysis using the degradedZodata and show the results in Fig.]5.6.
We found significantly shallower slopes &f = 0.24 + 0.28 (A = 0.17 + 0.24) and higher
interceptsB for the degraded sample | (Il). This is due to the apparerd &dsdata points
with P3/P0 < 10~ and large errors on the detected/PO0 signals after degrading. We find
a significant increase of the upper limit fraction to 72% whhe fraction of relaxed clusters
decreases from 45% to on average 0% (Tableé 5.3). The fraofidisturbed objects stays
roughly the same, showing that we can detect a signal for igerity of structured objects
while only a small number gives upper limits. With these Iquality data, we cannot measure
a significantP3/P0 value for mildly disturbed or relaxed clusters anymord, dnly detect
disturbed objects.

For the highz samples, we found no objects wil8/P0 < 107 but a large number of
upper limits (Tablé 5]3) and a disturbed cluster fractiod 2% for 400SD and 47% for SPT.
Assuming that the majority of the disturbed objects yielghdicant detections, we found a
slightly higher fraction of disturbed objects in the higamples than in the degraded law-
sample.

We performed more tests by varying the degree of degradatithe low-z data. We found
that the larger the disagreement between the net photoriscand #B of the samples, the
more biased the obtained slope or mean value. It is therefoegtreme importance to take
this issue into account when analyzing &/ PO — z relation.

55.2 w-zrelation

Analogously toP3/P0, we used the same statistical measures omtparameter to probe
its behavior as a function of redshift. Fig. 5.7 shows thelistribution for sample | and
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Table 5.3: Fraction of relaxed and disturbed objects uBBydPO andw boundaries taken from
W13 (see Seci. 5.3). Upper limits (UL) are given for non-gfigant detections Notes. @
Mean values of 100 randomly selected samples.

P3/P0 P3/P0< 107 P3/PO> 107 UL
Undeg. lowz data 45% 37% 18%
Deg. lowz dat& 0% 31% 72%
400SD 0% 42% 58%
SPT 0% 47% 53%
w w< 0.01 w> 0.01 UL
Undeg. lowz data 58% 41% 1%
Deg. lowz dat& 52% 43% 6%
400SD 39% 53% 8%
SPT 60% 33% 7%

I, including upper limits on the right and th& = 0.01 boundary to separate relaxed and
disturbed objects. We performed a linear BCES fit and givdittireg parameters in Table 5.2.
The fits are illustrated on the left side of Hig.15.7, with g#@p= 0.18+0.14 (A = 0.02+0.13)
for sample I (Il). These slopes are both positive, but natificant and consistent with zero
within 1-o~. In contrast tdP3/P0, low- and highz clusters populate the full range. This is
reflected in the very similar mean values of the samples aidupper limits. We show these
values in Tablé 5]4 and Fig. 5.7 on the right side.

Because thev parameter is not very sensitive to noise when dealing with 000 net
photon counts and a background that is not too higts is the case with the highebserva-
tions -, degrading the low-observations to match the data quality of the 400SD clustera/s
little effect. All statistical measures show very similar results vhging the degraded low-
sample (Tables 52-5.4). The slopes stay well within thersrrand the mean data value does
not change either. Only the mean upper limit value increskgistly, because the undegraded
low-z data contains only one upper limit, but the degraded sangpiams a few more. This is
reflected in the slight increase of the upper limit fractioomi 1% to 6%, which is very similar
to those of the 400SD (8%) and SPT (7%) sample. The fractiorlaked objects decreases
slightly for the degraded data from 58% to 52%, while it irees for disturbed objects from
41% to 43%. These changes are within the errors and againtbleawbustness off against
noise. Comparing the lowfractions with those of the highsamples, we see a very similar
behavior of the SPT clusters, but the 400SD sample showgerl&action of objects with
w> 0.01.

5.6 Discussion

Assessing the dynamical state of a galaxy cluster calls feelastudied method for detect-
ing and quantifying substructure in the ICM. Well-undecsteerror properties are of great
importance, especially when dealing with higbbservations and thus low photon statistics.
The two applied methods, power ratios and center shiftsll fillese requirements. A strong
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Figure 5.7: Undegraded — z relation. Details are the same as in Figl5.5, except fomthe
boundary at 16" (dashed line).

Table 5.4: Mean lod?f3/P0) and log) values for the low- and high-redshift sampléktes.
We give the mean of the significant data points (mean datajtendpper limits (mean UL)
including their 1e errors.

Low-zdata 400SD SPT
log(P3/P0) undegraded degraded undegraded

Meandata -7.1+08 -6.1+04 -59+06 -6.1+05
Mean UL -78+05 -62+02 -62+04 -63+03

log(w) undegraded degraded undegraded
Meandata -21+05 -21+04 -19+05 -20+03
Mean UL -2.8 -26+01 -25+01 -2.6

correlation with a large scatter betweBB/P0O andw is known from previous studies (e.g.
Béhringer et all. 2010) and therefore a similar trend in bethtrons is expected. Comparing
the results obtained from applyir®3/P0 andw on sample Al shows a very large discrep-
ancy. WhileP3/P0 shows a significant increase with redshift in all statadtroeasures used,
w shows a positive but non-significant slope and no trend imtean values either. We claim
that the discrepancy between these results is caused hycihresistent data quality of the full
sample, which fiectsP3/P0 more tharw. Taking into account the slopes, mean values, and
fractions, one can conclude thatis not sensitive to dierent data quality since the results
hardly change.

For of P3/P0, degrading the high-quality lowebservations to the net photon counts and
background of the higla-objects yields very dierent results. The slope flattens significantly,
yielding a similar result tav — a positive but non-significant slope. The fraction of upper
limits increases dramatically, because all relaxed objgeid non-significant detections. The
fraction of low=z disturbed object is therefore only slightly smaller thaosi of the 400SD
and SPT sample. Moreover, the mean data and mean UL valueb thatse of the higlz-
samples when using equal data quality.
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The results using’3/P0 andw on this particular dataset show a similar trend. We found
a very mild positive evolution, which is also consistenthwito change with redshift within
the significance limits. We excluded a strong increase ofdibeirbed cluster fraction with
redshift and set an upper limit with the shallow slopes oBBES fits. For the lower limit, we
found no indication of a negative evolution because aligttasl measures show an increase
of P3/P0 andw with redshift, but with low significance.

5.6.1 Comparison with previous studies

In the light of our finding that the éierent data quality between the laand highz sample
can severely bias the results, we compared our work withiguewstudies that did not take
this problem into account. Jeltema et al. (2005) presefmedirtst analysis of th®3/P0 — z
relation using 40 X-ray-selected luminous clusters in tHe< z < 0.89 range and a fixed
physical aperture of 0.5 Mpc. They found the slope of thedire3/P0 — z relation to be
4.1 x 1077, but did not provide an intercept. We argue that a linear fiissensitive enough
when working with aP3/P0 range of 16° — 10-°. High P3/P0 values like that of the 400SD
cluster 0152-1358R3/P0 > 107> at z ~ 0.8) dominate a linear fit, while low?3/P0 values
are not adequately taken into account. We therefore didnubide this result in Fid. 5.8,
which compares our findings with previous studies. Jelteinad ¢2005) also provided mean
P3/P0 values forz < 0.5 andz > 0.5 objects. For a fair comparison, we calculaigy PO

in the same 0.5 Mpc aperture, singg, is typically larger than 1 Mpc for the low-sample
and on average 0.8 Mpc for highebjects. A fixed aperture of 0.5 Mpc probes the cluster
structure on a dierent scale thansg,. For the 0.5 Mpc aperture, the slopes of the fits are
steeper and the intercepts higher with- 1.52+0.30 (A = 1.08+0.39) andB = —6.61+0.07
(B =-6.75+0.10) for sample I (Il). After degrading, tHe3/P0 — zfits flatten significantly to
A=042+0.18 (A =0.08+0.31) withB = -5.96+ 0.06 (B = —6.09+ 0.10) for the degraded
sample | (II) and agree well with the degraded results whergusgg as aperture. The general
impression of a very mild increase of the disturbed clust@etion with redshift thus holds
also for the 0.5 Mpc aperture. We show the fits for sample | Aerdiegraded sample | using
the 0.5 Mpc aperture in Fig. 5.8. The discrepancy betweefitmfrthe degraded sample | and
the mean values of Jeltema et al. (2005) is apparent. \WHiknda et al.|(2005) took general
noise properties into account, they did not address thdgmrobf the data quality dierence,
which results in an overestimation of the slope and a laffgeebbetween the mean lonand
high-zsample.

Another study was performed by Andersson et/ al. (2009), wbo @alculated?3/P0 in
an 0.5 Mpc aperture for 101 galaxy clusters in the ran@& &< z < 0.89. They repor-
ted an increase iP3/P0O and provided average3/P0 values given for three redshift bins
(0.069<z<0.1,01 < z< 03andz > 0.3). We see anftset to our degraded fits here as
well.

Several studies using both simulations (£.0. Ho &t al. l2@88)observations (e.g. Melott
et al. 2001; Plionis 2002; Maughan etlal. 2008) explored Wodugion of ellipticity with red-
shift. The asymmetry in the X-ray surface brightness distion was studied by Hashimoto
et al. (2007a), reporting no significanti@rence regarding ellipticity andtecenter between
the low- and highesample, but a hint of a weak evolution for the concentratimhasymmetry
parameter. Recently, Mann & Ebeling (2012) presented g sifithe evolution of the cluster
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Figure 5.8: Comparison with previous studies. From Jeltemal. (2005) we show the
meanP3/P0 values forz < 0.5 andz > 0.5 objects (black). Errors on these values are
not provided. In addition, we plot the me&3/P0 of Andersson et al. (2009) for three red-
shift bins (0069< z< 0.1, 01 < z < 0.3 andz > 0.3) in red. We provide our slope of the
P3/P0 — z plane calculated using an aperture of 0.5 Mpc for sampleuie(bhe) and the de-
graded sample | (green line) including therkerrors as dashed area. The dashed line indicates
the P3/P0 boundary at 10.

merger fraction using 108 of the most X-ray-luminous galakysters at A5 < z < 0.7.
They used optical and X-ray data and classified mergers diogpto their morphological
class, X-ray centroid- BCG separation and X-ray peakBCG separation. They reported an
increase of the fraction of disturbed clusters with redshktarting around = 0.4.

In addition to observational studies, we compared our fgslinith those of Jeltema etlal.
(2008), who studied the evolution of cluster structure vii8YP0O andw in hydrodynamical
simulations performed with Enzo, a hybrid Eulerian adaptivesh refinemefiN-body code.
Their simulations did not include théfect of noise or instrumental response, therefore only a
broad comparison to low-observed data with high signal-to-noise is possible. Tepprted
a dependence of the evolution B8/P0 with redshift on the selection criterium and on the
radius chosen. While faw they found a significant increase with redshift for a mass elé w
as a luminosity cutP3/P0 showed an evolution only for a luminosity-limited sample.
agreement with our results, they stated that the evolufiefuster structure is mild compared
with the variety of cluster morphologies seen at all redshif

5.6.2 Hfect of cool cores

Several studies showed that cool cores are preferentialigd in relaxed systems. Santos
et al. (2010) and Andersson et al. (2009) found a negativeigon of the fraction of cool-
core clusters, reporting that the number of cooling coretehs appears to decrease with
redshift. This suggests a higher fraction of relaxed chgsaelow than at high redshift. They
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also argued that the evolution is significantly less promedrthan previously claimed. Bauer
et al. (2006) used the highend of the BCS sample and concluded that the fraction of cool-
cores does not significantly evolve upze 0.4.

It is therefore an interesting exercise to study whetheP®yd>0 — zandw — zrelation is
driven by the presence of a cool core or by the overall dynahsi@te of the cluster. To do
this, we excluded the 01%qo region when calculating the centroid, but kept it to deterthe
X-ray peak. For an aperture ofyo we found very similar slopes for both relations. Fothe
slope becomes somewhat shallower but remains well witleid #h error withA = 0.10+0.14
(A=-0.07+0.13) andB = -1.97+ 0.04 B = —2.02 + 0.04). As expected, degrading has
no real €fect on the center-excised— z relation, and the mean values also stay well within
the errors. Contrary to our findings, Maughan etlal. (200Bpreed a significant absence of
relaxed clusters at high redshift using a sample of 115 gattusters inthe A < z < 1.3
range and center shifts with the central 30 kpc excised aplmotmgy estimator.

P3/P0, on the other hand, yields slightly higher values on awerdgen excluding the cen-
ter, which results in a very similar slope Af= 0.97 + 0.29 (A = 0.58 + 0.32), but in a higher
intercept ofB = -6.53+ 0.09 (B = —6.68 + 0.10) and higher mean values for sample | (II).
The same ffects are seen when using the degraded4a@ample. The analysis was repeated
using the fixed 0.5 Mpc aperture. We found a largéfeience between the core-included
and excised?3/P0 — z relation for this aperture, because it is more sensitivaitissucture
in the inner region of the cluster. The obtained results aneparable with thesy, case, how-
ever. We conclude that based on the method to olitaj?0 andw, theP3/P0 — zandw — z
relations seem to be mainly driven by the dynamical statdefctuster on the scale of the
aperture radius.

5.7 Conclusions

We studied the evolution of the substructure frequency lgparing a merged sample of 78
low-zobservations of galaxy clusters with the higeubsample of the 400SD and SPT sample.
The analysis was performed on two samples individually wwee possible selectiorffects
of the highz samples: i) sample I: 78 low-and 36 400SD, ii) sample II: 78 lowand 15
SPT clusters. Power rati®3/P0 and the center shift parametemwere used to quantify the
amount of substructure in the cluster X-ray images.

We found that directly comparing high-quality lamand low-quality highz observations
usingP3/P0

¢ yields a very steep3/P0- zrelation with slopes of D1+ 0.31 (059+ 0.36) for sample
L(11),

¢ gives a significant dierence in the meaR3/P0 values of the lonzand highz samples,
and

e returns a very large fraction of relaxed objects at b@5%), but none at high-
However, as was shown in our previous work (Wei3mann/et ABBY)P3/PO0 is very sensitive

to noise and thus to the depth and quality of the observatid®e. corrected for the noise
bias, but uncertainties in the results of low-quality d&iamained. Since there is a significant
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difference in the data quality of the samples, this problem retediee considered during the
analysis. We therefore degraded the high-quality fmbservations to the photon statistics of
the highz 400SD observations. This enabled a comparison of data watias quality and
thus more reliable results. Using equal data quality B8P0, we found

e a weak, but not very significant evolution in ti8/P0 — z relation with slopes of
0.24+ 0.28 (017 + 0.24) for the degraded sample | (I1),

¢ no difference in the meaR3/P0 value of the lowz and highz samples,

e that all relaxed P3/P0 < 10°7) low-z clusters yield non-significant detections after
degradation, and

e a slightly larger fraction of disturbed clusters in the higamples (42% for 400SD,
47% for SPT) than in the degraded Iagample (31%).

We performed the same analysis using the center shift pagameas morphology estimator.
w is more robust against Poisson noise and not very sengititteetdata quality dierence
of the samples. We therefore found very similar resultsgiie undegraded and degraded
low-z data, namely

¢ a very shallow slope of ther — z relation: 018 + 0.14 (002 + 0.13) for sample 1 (II),
0.23+0.12 (007 + 0.11) for the degraded sample 1 (11),

¢ no difference in the mean value of the lowz and highz samples, and
¢ no significant diference in the fraction of relaxed and disturbed objects.

Considering that the 400SD highsample may contain an unrepresentatively large number
of disturbed clusters, the slopes obtained using this das®uld be taken as upper limits.
They are consistent with the results when using the SPTetkists highe sample, however.
In summary, we agree with previous findings, which indicatewolution of the substructure
frequency with redshift.

We conclude that the results usiR§/P0O andw on this particular dataset show a similar
and very mild positive evolution of the substructure fregmyewith redshift. However, within
the significance limits, our findings are also consistenhwib evolution. A strong increase
of the disturbed cluster fraction is excluded and the BCESdfie taken as upper limits. For
the lower limit, we found no indication of a negative evoduti All statistical measures show
a slight increase dP3/P0 andw with redshift, but with low significance. Larger samples of
deep observations a > 0.3 galaxy clusters would provide a better way to quantify ¢hes
relations and allow unambiguous conclusions.
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Table 5.5: Details of the individual galaxy clusters inghgl structure parametersNotes.
Column 2: cluster redshift; Column 8z, in Mpc estimated from the formula given by Arnaud
et al. (2005); Column/: bias- and background-corrected/P0 andw values calculated in an
aperture of sy including the central region. Errors arexluncertainties; Column/3: flags for
upper limits where 0 indicates a significant detection and L@per limit. For flag 1P3/P0/w
and its error are the same. The upper limit is calculated aeritied in Sec{._513; Column 8:
Reference. In case of multiple references, * indicates e¢ngperature source for thrgy cal-
culation; Column 9: Flag indicating whether XMM-Newton(X) or Chandra(C) image was
used in the analysiReferences.(1) LoCuSS| Zhana et al. (2008); (2) REFLEX-DXL: Zhang
et al. (2006); (3)_ Snowden etal. (2008); (4) Arnaud et al0&)0 (5) Buote & Tsail(1996); (6)
REXCESS! Bohringer et al. (2010); (7) higil#00SD sample: Vikhlinin et al. (2009a); (8) high-
SPT sample: Andersson et al. (2011).

Cluster Redshift rggp P3/P0O UL w UL Reference Image
Low-z sample
RXCJ0307.0-2840 0.26 1.18 26x10°8 1 (459+052)x10°% 0O 1,2 X
RXCJ0528.9-3927 0.28 1.12  (M+0.74)x 1077 0 (206+011)x102 0 1,2 X
RXCJ0532.9-3701 0.28 1.23 .@B+484)x 108 0 (259+061)x103% 0 1,2 X
RXCJ0658.5-5556 0.30 146 (®+172)x10°8 0 (801+023)x10% 0 1*,2,3,5 X
RXCJ0945.4-0839 0.15 1.06 B x10°8 1 (140+010)x102 0 1 X
RXCJ2129.60005 0.24 112  (B6+0.79)x 1078 0 (572+037)x10°% 0 1 X
RXCJ2308.3-0211 0.30 1.20 Bx 1077 1 158x 1073 1 1*2 X
RXCJ2337.60016 0.28 1.21  (28+335)x10°8 0 (594+010)x102 0 1*2 X
A68 0.26 1.20 (B7+0.42)x 1077 0 (L07+006)x102 0 1*3 X
Al115 0.20 1.13  (83+0.19)x 106 0 (854+005)x102 0 1 X
A209 0.21 1.22 (B3+355)x 108 0 (L02+004)x102 0 1*3 X
A267 0.23 1.11  (®3+537)x10°8 0 (570+094)x10°% 0 1 X
A383 0.19 0.97 (B8+0.97)x10°8 0 (234+031)x10% 0 1*3 X
A773 0.22 1.32 A4x 1078 1 (383x052)x10°% 0 1*3 X
A963 0.21 1.16 (F7+142)x10°8 0 (440+030)x10°3% 0 1 X
A1413 0.14 1.21  (B5+231)x 1077 0 (344x132)x10°% 0 1*,3,4,5 X
A1763 0.23 1.07 (#2+0.89)x 107”7 0 (480+£037)x10% 0 1 X
A1914 0.17 140 (B7+0.65)x10°8 0 (892+013)x103% 0 1*3,5 X
A2390 0.23 1.59 (®1+1.82)x10°8 0 (663+040)x10°% 0 1 X
A2667 0.23 1.19  (®9+7.12)x10° 0 (L14+003)x102 0 1*3 X
A2204 0.15 1.37 ®3x107° 1 (136+030)x10°3% 0 1*,3,4,5 X
A2218 0.18 1.19 (18+1.09)x10°8 0 (131+006)x102 0 1*3,5 X
RXCJ0232.2-4420 0.28 1.12 4B+ 055)x 1077 0 (209+006)x102 0 1*,2 X
Al13 0.10 0.95 (6+0.63)x 1077 0 (968+051)x103% 0 3 X
A520 0.19 1.31 (¥9+0.35)x 1077 0 (192+004)x102 0 3 X
A665 0.18 1.32 (78+0.76)x 1077 0 (458+007)x102 0 3*5 X
A1068 0.15 0.99 Alx107° 1 (676+035)x10°3% 0 3,4%5 X
A1589 0.07 0.88 (B5+3.60)x 1078 0 (L08+0.08)x102 0 3 X
A2163 0.20 1.85 (A7+0.58)x 1077 0 (310+£005)x102 0 3 X
A2717 0.05 074 (#2+223)x 108 0 (503+036)x10°% 0 3,4*5 X
A3112 0.07 098 (B2+017)x 1077 0 (235+014)x10% 0 3 X
A3827 0.10 1.21  (B2+1.78)x 1078 0 (653+034)x10°% 0 3 X
A3911 0.10 1.15 (B1+1.67)x10°8 0 (265+008)x102 0 3 X
A3921 0.09 1.08 (@4+1.27)x1077 0 (253+007)x102 0 3 X
E1455+2232 0.26 097 (40+1.25)x10°8 0 (268+024)x103% 0 3 X
PKS0745-19 0.10 1.37 AAx 1070 1 (144+051)x10°% 0O 3,4* X
Sersic159-3 0.06 0.68 @+ 0.56)x10° 0 (202+001)x10°% 0 3 X
ZW3146 0.28 1.21  (B7+228)x107° 0 (249+013)x10°% 0 3 X
A2597 0.08 0.89 (DO+1.03)x 1078 0 (948+198)x10* 0 3,4* X
A1775 0.08 091 (21+046)x 107 0 (863+018)x103% 0 3 X
A1837 0.07 0.79  (¥6+0.36)x 1077 0 (776+053)x10°% 0 3*5 X
RXCJ0014.3-3022 0.31 141  .60+088)x 107 0 (371+008)x102 0 2 X
RXCJ1131.9-1955 0.31 1.33  .@P+0.90)x 1077 0 (318+008)x102 0 2 X
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Table 5.5: continued.

Cluster Redshift  r5g P3/P0 UL w UL Reference Image
A1651 0.08 1.21 P2x10°8 1 (499+043)x10°3 0 5 X
A133 0.06 0.92 (A7+172)x10% 0 (632+053)x10°% 0 3 X
A2626 0.05 0.75 (#1+3.98)x107° 0 (572+032)x10°% 0 3 X
A2065 0.07 1.05 (25+1.73)x10% 0  (193+003)x102 0 3 X
RXCJ0003.80203 0.09 091 (BO+201)x10® 0 (474+091)x103% 0 6 X
RXCJ0006.0-3443 0.11 1.05 @8+103)x107 0 (146+009)x102 0O 6 X
RXCJ0020.7-2542 0.14 1.11 x 108 1 (128+0.06)x102 0 6 X
RXCJ0049.4-2931 0.11 0.80 .@B+493)x108% 0 (379+089)x10° 0 6 X
RXCJ0145.0-5300 0.12 111  PR+076)x107 0 (293+0.13)x102 0 6 X
RXCJ0211.4-4017 0.10 0.64 8P x 1078 1 (609+069)x102% 0 6 X
RXCJ0225.1-2928 0.06 072 B5+188)x107 0 (783+117)x10°% 0 6 X
RXCJ0345.7-4112 0.06 067 .®+067)x107 0 (402+054)x10°3 0 6 X
RXCJ0547.6-3152 0.15 1.14 @B+044)x107 0 (L08+0.04)x102 0 1,6* X
RXCJ0605.8-3518 0.14 0.98 .M+049)x108 0 (657+024)x10°3 0 6 X
RXCJ0616.8-4748 0.12 095 @®+141)x107 0 (995+099)x10°% 0 6 X
RXCJ0645.4-5413 0.16 1.23 2% 1078 1 (938+048)x10°3 0 1,6* X
RXCJ0821.80112 0.08 0.74 (B7+1.64)x10°° 0 (797+452)x102 0 6 X
RXCJ0958.3-1103 0.17 1.06 6r+368)x108 0 (297+032)x10°% 0O 1,6* X
RXCJ1044.5-0704 0.13 0.83 2% 1070 1 (373+020)x10°2% 0 6 X
RXCJ1141.4-1216 0.12 0.82 PB+144)x10% 0 (282+041)x10°% 0 6 X
RXCJ1236.7-3354 0.08 0.75 0¥ x10°8 1 (312+042)x10°2% 0 6 X
RXCJ1302.8-0230 0.08 0.79 .@B+042)x 107”7 0 (221+007)x102 0 6 X
A1689 0.18 140 (B8+229)x10° 0 (203+019)x10°% 0 1,3,6* X
RXCJ1516.3.0005 0.12 098 (BO+142)x10°8 0 (900+042)x10°% 0 6 X
RXCJ1516.5-0056 0.12 0.86 .@+189)x107 0 (1L62+010)x102 0 6 X
RXCJ2014.8-2430 0.15 1.00 .[R+064)x108 0 (646+022)x10° 0 6 X
RXCJ2023.0-2056 0.06 076 B2+679)x10°% 0 (214+014)x102 0 6 X
RXCJ2048.1-1750 0.15 099 .@8+0.79)x107 0 (158+007)x102 0 6 X
RXCJ2129.8-5048 0.08 091 .(D+069)x107 0 (518+010)x102 0 6 X
RXCJ2149.1-3041 0.12 0.82 .@B+0.31)x 1077 0 (455+055)x10% 0 6 X
RXCJ2217.7-3543 0.15 1.01 @A+261)x108 0 (436+034)x10°% 0O 6 X
RXCJ2218.6-3853 0.14 1.13 @ +223)x108 0 (L72+£006)x102 0 1,6* X
RXCJ2234.5-3744 0.15 132 .06+377)x10° 0 (210+£004)x102 0 1,6* X
RXCJ2319.6-7313 0.10 0.66 2Dx 1078 1 (191+011)x102 0O 6 X
RXCJ2157.4-0747 0.06 0.72 .@+236)x10° 0 (215+088)x10t 0 6 X

High-z 400SD sample
1212+2733 0.35 1.08  (39+0.94)x10°° 0 (949+179)x10°% 0 7 C
0350-3801 0.36 061 (@8+151)x10°% 0 (528+313)x10° 0 7 C
0318-0302 0.37 0.81 84x 107 1 (410+041)x102 0O 7 C
0159+0030 0.39 0.82 A5x 1077 1 (435+234)x10°% 0 7 C
0958+4702 0.39 0.74 22x 1077 1 (890+459)x10°% 0 7 C
1003+3253 0.42 093 (36+156)x10° 0 (267+058)x102 0 7 C
0141-3034 0.44 0.54 Q7% 10°° 1 (218+528)x10°3% 0 7 C
1701+6414 0.45 0.80 B3x 1077 1 (135+027)x102 0 7 C
1641+4001 0.46 0.68 (65+102)x107 0 (465+425)x10°% 0 7 C
122242709 0.47 0.73 14x10°° 1 251x 1073 1 7 C
0355-3741 0.47 0.82 (37+1.33)x10° 0 (527+415)x10°% 0 7 C
0030+2618 0.50 0.66 10x10°° 1 (425+531)x10°% 0 7 C
1002+6858 0.50 0.75 (80+104)x107 0 (263+047)x102 0 7 C
1524+0957 0.52 0.76 31x 107 1 (146+025)x102 0 7 C
1120+2326 0.56 0.67 B58x 1077 1 (310+048)x102 0 7 C
1120+4318 0.60 079 (10+071)x10°% 0 (263+270)x10°% 0 7 C
1202+5751 0.68 0.68 P8x 1076 1 (436+065)x102 0 7 C
0405-4100 0.69 0.66 (B0+9.07)x107 0 (306+246)x10°3 0 7 C
1221+4918 0.70 0.88 (55+350)x107 0 (123+029)x102 0 7 C
0230+1836 0.80 0.75 D5x 1076 1 (192+050)x102 0 7 C
0809+2811 0.40 0.81 D3x10°° 1 (119+046)x102 0 7 C
0333-2456 0.48 0.66  (81+2.30)x10° 0 427x 1073 1 7 C
1334+5031 0.62 0.72 31x10°° 1 (328+475)x10°% 0 7 C
0542-4100 0.64 0.81 (B88+929)x107 0 (504+059)x102 0 7 C
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Table 5.5: continued.

Cluster Redshift 5o P3/P0 UL w UL Reference Image
0152-1358 0.83 072 (86+095)x10° 0 (664+057)x102 0 7 C
0302-0423 0.35 0.90 48x 1078 1 (156+087)x10°2% 0 7 C
1312+3900 0.40 0.75 27x10° 1 (342+085)x102 0 7 C
1416+4446 0.40 0.70 B4x 1077 1 (132+028)x102 0 7 C
0328-2140 0.59 0.81 25x 1077 1 (599+197)x10° 0 7 C
0522-3624 0.47 070 (@4+146)x10°% 0 (316+401)x10°% 0 7 C
0853+5759 0.48 0.69 94x 1077 1 (524+096)x102 0 7 C
0926+1242 0.49 0.82 (32+524)x107 0 240x 1078 1 7 C
0956+4107 0.59 074 (26+101)x10°® 0 (714+057)x102 0 7 C
1226+3332 0.89 1.05 53x 1077 1 (L11+017)x102 0 7 C
1354-0221 0.55 0.70 .26% 1078 1 (142+055)x102 0 7 C
1357+6232 0.53 0.79 B1x 1077 1 (125+029)x102 0 7 C

High-z SPT sample
SPT-CLJ0000-5748 0.74 1.00 55x 1077 1 (834+325)x10°% 0 8 C
SPT-CLJ0509-5342 0.46 1.04 2% 1077 1 (313+133)x10°% 0 8 C
SPT-CLJ0516-5430 0.29 112 91+333)x107 0 (288+022)x102 0 1*2,8 X
SPT-CLJ0528-5300 0.76 074 @2+237)x10°° 0 (735+£369)x10°% 0 8 C
SPT-CLJ0533-5005 0.88 059 .86+1270)x10% 0  (142+093)x102 0 8 C
SPT-CLJ0546-5345 1.07 0.76 08x 1077 1 (675+225)x10°% 0O 8 C
SPT-CLJ0551-5709 0.42 0.79 AT x 1076 1 (275+060)x102 0 8 C
SPT-CLJ0559-5249 0.61 1.01 .06+105)x10% 0 (293+041)x102 0 8 X
SPT-CLJ2331-5051 0.57 0.89 4Z+326)x107 0 (618+210)x10% 0 8 C
SPT-CLJ2337-5942 0.78 0.99 55x 1077 1 (432+434)x10°% 0O 8 C
SPT-CLJ2341-5119 1.00 0.82 89x 1077 1 (578+187)x10°3 0 8 C
SPT-CLJ2342-5411 1.08 0.60 7ax 107 1 245x% 1073 1 8 C
SPT-CLJ2332-5358 0.32 1.17 .28+1690)x107 0  (438+342)x10°% 0 8 X
SPT-CLJ2355-5056 0.35 097 +402)x107 0 (642+211)x10° 0 8 C
SPT-CLJ2359-5009 0.76 0.83 32x 1076 1 (144+058)x102 0 8 C




Chapter 6

Morphological analysis of galaxy clusters
using the asymmetry parameter

A. WeiBmann, H. Béhringer, G. Chon
in preparation, to be submitted to A&A

Abstract

A reliable quantification of the dynamical state of galaxystérs is based on well-studied
morphology estimators. This is especially important wheimg large datasets which vary in
terms of data quality. Opening the window to higher redsteftables the study of the evolu-
tion of the galaxy cluster population through e.g. the faacbf disturbed clusters. However,
it also triggers multiple issues such as thffatence in data quality for low- and higheb-
servations. To assess how influential these problems ateeoquiantification of the clusters’
dynamical state using the asymmetry param@teve performed a detailed study of this sub-
structure measure. Owing to its definition as a per-pixdlsiie, A is sensitive to the pixel
resolution and most importantly Poisson noise, hence tteeqielity. Using simulated galaxy
cluster X-ray images, we quantified this influence and preposninimize this &ect through
smoothing. In addition, we define a morphologiéaboundary to divide a cluster sample
into relaxed and disturbed objects. Based on the findingseopairameter study, we applied
the asymmetry parameter to 129 galaxy clusters wid® & z < 1.08 observed wittKMM-
NewtonandChandraand measured the disturbed cluster fraction fdiedent redshifts. After
taking into account the ffierence in the photon statistics of low- and higbbservations, we
found a mild increase of the disturbed cluster fraction wetishift and a shallow positive
slope for theA— redshift relation. Our findings agree well with previousdsés using two
other substructure measur@&3(P0 andw), but have a higher significance.
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6.1 Introduction

It has been long known that not all galaxy clusters are in dyoal equilibrium, but that some
exhibit substructure which indicates that merging andetamn activities have not yet ceased
in these objects (e.q. Geller & Beers 1982; West & Bothun }9%uibstructures can be de-
tected especially well in X-rays because X-ray studies @se susceptible to contamination
from fore- and background objects than for example optitadies. With the advance of
X-ray imaging observatories suchR®SATXMM-NewtonandChandraand large observing
programs, it was finally confirmed that a large number of gatdusters show substructures,
which are observed as multiple surface brightness peakgenerally disturbed morphology
(for a review see e.g. Buote 2002). Since then a variety ohaut to quantify the morpho-
logy and thus the dynamical state of clusters have been peahoncluding among others
visual classification (e.a. Jones & Forman 1992), ellipticheasurements (e.g. McMillan
et al.[19809; Hashimoto et al. 2007a), the examination otlteds after subtractingamodel
from the X-ray image (e.g. Davis & Mushotzky 1993; Neumann &hBngell 1997), wavelet
decomposition (e.q. Slezak et al. 1994; Arnaud &t al. 2Q@8)er ratios (e.g. Buote & Tsai
1995) 1996; Jeltema etial. 2005; Bohringer et al. 2010; Waiisnet al. 2013b) and the center
shift parameter (e.g. Mohr etial. 1993; O’Hara et al. 2006i3v@ann et al. 2013b).

Quantifying the dynamical state of clusters and classgytieem as relaxed or disturbed
objects is interesting for studying astrophysical proesssithin the cluster potential but is
also very important for cosmological applications. Theletron of the cluster mass function
traces the process of structure formation and the underlgagsmological model. Cluster
masses are often derived from X-ray observations assurpimgrisal shape and hydrostatic
equilibrium (HE) of the ICM. The accuracy of these assummiand the extent of non-thermal
pressure support due to e.g. turbulent gas motions is sbthtbd. Several studies reported that
mass estimates based on HE arB— 20% lower than mass estimates from weak lensing data
(e.g. Kay et al. 2004; Rasia et al. 2006; Nagai et al. 2007aAdret al. 2007; Mahdavi et al.
2008; Pitaretti & Valdarnini 2008; Lau et al. 2009; Meneghetti et &18; Zhang et al. 2010;
Mahdavi et al. 2013). The HE mass bias is larger for distudigelcts, but also relaxed clusters
show residual bulk motions due to past merging activitia$ e incomplete thermalization
of the ICM (e.g Evrard 1990; Nagai et al. 2007; Rasia et 1230

Regarding cluster physics, thé&ect of substructure on cluster properties such as tem-
perature or luminosity has been studied to quantify how mgrgvents contribute to the
scatter in scaling relations (e.g. Rowley et al. 2004; Vaiglia et al. 2008, Pratt et al. 2009),
which are calibrated preferentially using relaxed clusté&or disturbed objects, a connection
between the presence of a radio halo and signs of recent mgeagtivity was found (e.g.
Buote 2001 Venturi et al. 2008; Cassano et al. 2010). Laageptes of merging clusters
thus provide means for studying the formation process abradlos and will help in distin-
guishing between the two most discussed scenarios, thd¢utlye-acceleration model where
relativistic electrons in the ICM are re-accelerated byrtteeger-driven MHD turbulence (e.g.
Brunetti et all 2001; Petrosian 2001) and the secondary Imddeavhich relativistic electrons
are secondary products of the collisions between intezgjaleosmic rays and thermal protons
in the ICM (Dennison 1980; Pfrommer & Enflin 2004).

These and other studies of astrophysical processes inygellasters require the accurate
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knowledge of the cluster morphology. It is therefore impattto establish reliable mor-
phology estimators to quantify the kind and amount of sulostire in galaxy cluster X-ray
observations.

Recently, studies of cluster morphologies have been egtetwiredshift~ 1, showing a
larger fraction of disturbed objects at> 0.5 than at low redshift (e.g. Jeltema etlal. 2005;
Andersson et al. 2009; Mann & Ebeling 2012; Weil3mann et dl3aD In contrary to obser-
vations of nearby clusters, high-redshift observatiorffesdrom Poisson noise due to their
low photon statistics. Exploring a large redshift rangea¢fme requires well-studied mor-
phology estimators, especially regarding their perforoeamhen using observations with low
data qualityl WeilBmann etlal. (2013b) published such a sbadyne two popular parameters
power ratioP3/P0 andw and found a clear dependence on the performan&34P0 on the
data quality due to the increasing influence of noise whengytm lower photon statistics.

In this work, we focus on the asymmetry paramekerWe present a detailed study of
A, testing its performance for simulated observations waklywng data quality. We intro-
duce the simulations which were used for the study in $e#taBd give the definition of the
asymmetry parameték in Sect[6.8. In addition, we give a morphological boundargis-
tinguish between relaxed and disturbed objects and dishessfluence of pixel resolution.
In Sect[6.4 we raise the question whether and Aaan be safely applied to high- and I@v-
(or low- and high-count) observations. We thus study how imimmze the éfect of Poisson
noise by smoothing the image. Based on the findings of thenstea study, we computed
A for 129 galaxy clusters which are introduced in Secil 6.5ct.886 contains the study of
A as a function of redshift in order to answer the question térethere is an evolution in
the disturbed cluster fraction. We compakdo other well-defined morphology estimators
in Sect[6.7 and show its statistical strength. We discusdindings in Sect_6]8 and con-
clude with Sect. 619. Throughout the paper, a stand&@®M cosmology with the following
parameters was assumed = 70 km s* Mpc™?, Q, = 0.7, Qy = 0.3.

6.2 Simulations

For the systematic study of the asymmetry param&teve use 121 simulated X-ray images
of galaxy clusters. This set of simulations was alreadyutised in Weilimann et/al. (2013b)
and Bohringer et al. (2010), where it was used for a study ofdther morphology estimators.
It includes 117 simulated galaxy clusters from Borgani €{2004) and 4 from Dolag et al.
(2009) to cover the desired mass rangs 010 — 2.2 x 10"°h~* Mg). The clusters were
extracted from the simulation, which was performed withThreePMSPH code GADGET-2
(Springel 2005), ax = 0. /Ameglio et al.|(2007) created 256256 pixel wide X-ray images
without observational artifacts in the3- 2 keV range with a pixel resolution ef 0.031rgq.
The simulated X-ray images do not include any observatiartdhcts (noise, bad pixels etc.)
or background. All structures in the images are infallingugs or clusters. We use the
simulated cluster images exclusively to study the noiseesirat properties of the asymmetry
parameter. We do not require these images to representughentorphology distribution of
galaxy clusters.
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6.3 Asymmetry parameter

The asymmetry parameter gives the normalized absolutduasflux when subtracting a
rotated image from the original one. While originally usethe study of galaxy morphologies
(Conselice 1997: Conselice etlal. 2000), it has recentip lb@elied to galaxy clusters (Okabe
et al. 2010 Rasia et al. 2013). Following the definition oh€elice et al. (2000) and Okabe
et al. (2010), theA parameter is computed as a sum over all pixelsthin rsoo around the
centroid of the surface brightness distribution as

_2illi-R
X

wherel andR give the flux of the original and rotated image. The origimahgel is point-
source corrected and background subtracted. The rotatageiis created by rotating by
180 around the centroid of the surface brightness distributidfe take the error o\ as
(0Bosmon T Taoisson % Which includes the error on the position of the centrateldsition)
and the error component due to Poisson noise in the imaggscoy. The uncertainty in the
determination of the centroid position is estimated byrtgknto account the position resolu-
tion of ~ 4” (~ 1 pixel) for XMM-Newton We let the centroid fall into each neighboring pixel
of its original position, calculaté for all these cases and takgosition @s the standard devi-
ation of this distribution. The Poisson componengssonisS obtained from poissonized real-
izations of the cluster image. We apply thietool§ taskpoissoron the background-included
cluster image to add Poisson noise, but subtract the baskdrnonage before calculating.
opoissoniS then defined as the standard deviation ofAldstribution of the 100 poissonized
images.

The A parameter is based on the assumption that dynamicallyrbedwbjects deviate
further from symmetry than rather relaxed ones. A large ealiA indicates asymmetry
and a disturbed morphology. Okabe et al. (2010) first apphéxi parameter to X-ray ob-
servations of galaxy clusters. In combination with the fhatton parametef, which gives
the normalized absolute residual flux after subtracting acthed imageA performs well
in finding relaxed objects. Using 20 simulatétandralike, 100ks exposure X-ray observa-
tions of galaxy clusters, Rasia el al. (2013) studied séweogphology estimators, including
A. They tested theficiency of A in distinguishing between relaxed and disturbed objects
in comparison to other widely used morphology estimatdes tiower ratioP3/P0 or center
shift w. They findA to be a very good indicator of morphology, especially in camabon
with P3/P0 orw. In the course of our argumentation, we will sometimes redahis work
since it comprises the motivation of our more detailed stfdyne asymmetry parameter.

A (6.1)

6.3.1 Morphological boundary

To define a morphological boundary fAr we visually classified all simulated galaxy clusters
as relaxed or disturbed, depending on whether they show sigmef substructure withirsgg

or not. Disturbed objects show a general disturbed appeeyasymmetry or a second com-
ponent of about equal size, while relaxed cluster have arafivegular shape. We show the

Thttp://hea-www.harvard.edu/RD/zhtools/
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Figure 6.1: Distribution of the asymmetry parameidor simulated ideal cluster images after
classifying them visually as relaxed and disturbed objeBislaxed clusters (black outlined
histogram) are preferentially found below the morpholagisoundary ofA = 0.5 (dotted
line), while disturbed clusters (red filled histogram) haweaverage highek values.

A distribution of simulated cluster images without nois@leal hereafter in Fig.[6.1. Re-
laxed objects are preferentially found beldw= 0.5, while disturbed objects yield on average
higher asymmetry values. The small number of misclassibicatis caused by the definition
of the asymmetry parameter. Depending on the geometry asitiqggoof the substructure,
subtracting a 180rotated image from the original one may yield only a small benof re-
sidual counts and thus < 0.5 although the cluster shows signs of disturbance. Someeela
objects, on the other hand, give> 0.5. These clusters are classified as relaxed due to their
overall appearance, but show slight disturbances in theaydmages and thus yield > 0.5.
Rasia et al.[(2013) found that= 1.15 works well in distinguishing between relaxed and
disturbed objects, especially in combination with otherphology estimators. Thefilerence
in their value of the morphological boundary to ours is mab#cause of the ffierence in the
data quality (see Se¢t. 6.4) and the pixel size (see Sec?)6\W&hile we are using simulated
ideal images with 0.03fsy, resolution| Rasia et al. (2013) u€handralike 2 x 2" binned
observations including noise. The influence of Poissonenoisthe determination o& will
be discussed in detail in the next section, but we want to esipé here that noise in general
leads to an overestimation 8f Using the same data quality and pixel size as in Rasia et al.
(2013), our boundary oA = 0.5 shifts toA = 1.1 and is consistent with their definition. This
boundary should thus be modified depending on the data gysdie Secf. 614) and whether
the original or smoothed image (see Sect. 6.4.1) is used.

6.3.2 Dependence on the pixel size

Owing to the definition ofA as a per-pixel-statistic, we tested its dependence on tted pi
size before discussing its Poisson noise properties. Thalaied cluster images have an
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Figure 6.2: Dependence éfon the bin factor for ideal simulated cluster images withxaepi
resolution of 0.03%s00. The mearA parameters of relaxed (black) and disturbed (red) clusters
including theo for their distribution is shown. The classification is define Sect[6.3]1. The
dotted horizontal line indicates the morphological bougda= 0.5.

initial pixel size of 0.031rs00 and we binned them by a factor of 2 and 4 using fiioels
task fimgbinto mimic the dfect of lower resolution. To explore thefect of binning for
relaxed and disturbed objects we used the same visualfadasisn as for the definition of
the morphological boundary and show the méaparameter for both dynamical states in
Fig.[6.2. Lowering the resolution by a factor of 2 or 4 from 31054, leads to an increase
of the obtainedA value and makes it harder to distinguish between an avesdgeed and
disturbed cluster. For relaxed objects, binning and thusyimg of surrounding pixels into
one leads to the creation of artificial structure. Disturbledters show the same trend but less
pronounced.

XMM-Newtonobservations are typically binned t¢,4but Chandraimages have better
resolution with a pixel size of'2or less. We tested théfect of binning for smaller initial pixel
sizes by binning 2 Chandraimages by a factor of 2, 4 and 8. We did not find a significant
difference inA when going from 2 to 4”, which shows that binning has only a miléfect
on small scales. For larger binning factors we saw the sarhavi as with the simulated
images, namely an increase for larger pixel sizes.

We conclude that there is a dependencaA oh the pixel size and that it is important to use
images with the same pixel resolution when compufngd he dfect is very mild for images
with pixel sizes< 4” for a certain redshift range and increases for larger bing. based
this work including the discussion of the noise propertied the bias correction method on
simulated images with a pixel resolution of 0.083,. For images with significantly lower
pixel resolution & 0.1 rsgg) our conclusions hold, but the morphological boundary dred t
smoothing kernel to minimize thetect of Poisson noise should be adjusted.
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Figure 6.3: Dependence &f on the photon statisticsLeft: The A parameter of the ideal
imageAigea IS given in comparison to the me#nof 100 simulated observations forfidirent

net and background counts combinations. These are indibgtie left (net counts) and right
(background counts) number in the legend. The solid lineke#re 1-1 relation. Typical
errors for small, intermediate and largevalues, calculated as described in Sectl 6.3, are
shown. Right: Bias due to Poisson noise for the same net and backgroundscasiim the

left panel. The bias is defined a& € Aigea)/Aideas @Nd thus given as a fraction Bfyea.

6.4 Study of shot noise bias

The good performance éfas an morphology estimator has been shown for data setsonih |
exposure time and high photon statistics for both galaxiedsggalaxy clusters. The asymmetry
parameter gives the residual flux per pixel, integrated aveertain region likesqgo and is
expected to be increasingly sensitive to noise for deanggshoton statistics. Conselice et al.
(2000) investigated thistkect for images of galaxies and found tiabegins to be dominated
by noise for a signal-to-noise below 100 after correctirgrbise by estimating it in a blank
region of the image. However, galaxy observations have nbetter photon statistics and it
is therefore necessary to perform a detailed study of thieststal properties ofA for typical
galaxy cluster observations.

To quantify the performance & and the influence of noise, we used the set of 121 sim-
ulated X-ray images of galaxy clusters described in $et. Bhe images in the.B — 2 keV
range represent a wide range of morphologies and have args@lution of~ 0.031 rsq.
Different observational depths were simulated by creatingspoized images with ffierent
net photon counts. In detail, we first normalized the ide@ludated image to obtain the de-
sired net photon count number withigy,. Second, we applied thentoolstaskpoissorto the
normalized image, creating 100 poissonized images perala®a cluster image. Since the
background introduces additional Poisson noise, we adqgeasgonized flat background to
the poissonized cluster images. This gives us several §&80simulated observationser
cluster with a certain number of net and background photomiso

We want to start our argument thatis increasingly sensitive to Poisson noise for de-
creasing net photon counts and an increasing backgrouabWétw Fig.[6.3. For six dierent
observational depths, we comput&g.., the A parameter of the ideal image, the meaof
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100 simulated observations per cluster and its bias dueiss&onoise. The bias is defined as
the diference betweeA andAigea, Normalized byAigea. Fig.[6.3 shows the direct comparison
betweenA .o andA in the left panel, the bias as a functionAfe, is given in the right one.
Two of the six combinations of net and background counts shiawhis figure represent the
mean photon statistics of the lam(2100 000 net, 15 000 background counts) and lEg0SD
(1200 net, 324 background counts) sample. 1 000 and 30 OG®uets are typical values of
highz and short exposure lowobservations, respectively. Twofkdirent background levels
were added to illustrate thdfect of the background when computiAg When dealing with
observations with- 30000 net counts, the background has only a mifdat. For 30 000
net counts, an increase of the background from 6 000 to 15 60606ts withinrsyg leads to

a small increase of the bias. In the low net counts regiis,much more sensitive to noise
and the additional background. Comparing the case of 1 00Q®0A6 background counts to
1200 net, 324 background counts shows that a small changet icoants or in the ratio of
net-to-background counts leads to a large increase of éeednd very dierent results for
low photon statistics. This fact becomes very importanttierdiscussion in Se¢t,_6.6, where
we are dealing with a spread in the data quality of hagiservations and need to apply an
additional correction for low-count images.

6.4.1 Noise correction

Quantifying the bias in thé signal due to Poisson noise is essential to mala reliable
morphology estimator. The low scatter in tAg.o — A relation shown in Fid,_613 encourages
to estimate and correct the bias by using a fit toAQg, — A relation. Comparing the fferent
net and background counts configurations in Eigl. 6.3 shoatsatlsmall change in the photon
statistics— especially for low-count observatiorscan lead to a large increase of the bias. It
is thus necessary to compute thg., — A relation for the specific net and background counts
configuration of each observation to infer the tArealue from the fit. For large data sets with
awide range of photon statistics, this method is computatipexpensive, but it is reasonable
to apply it to small cluster samples.

A slightly modified approach can be used if a number of obgiems have the same net
and background counts configuration. This is shown in $e@tvéhere we degrade all low-
observations to the mean photon statistics of the kigBoSD sample and use this net and
background counts configuration as reference point for ¢ineection of the highe observa-
tions. Instead of inferrind\gea directly from the obtained values, one can locate the cluster
in the respectivé\gea— A relation, compare it to the position in the referelgg, — A relation
and correct the dierence. This procedure allows a very rough correction odlifierent noise
levels to match the photon statistics of the reference cordtgn.

Conselice et all (2000) propose a method to correct unedecthoise in galaxy images by
computing the asymmetry parameter for the source and a beekground region. We tested
this approach for galaxy clusterimages, but due to the lavtgrhstatistics and signal-to-noise
it did not perform as well as for galaxy images.

The most straightforward approach to reduce Poisson n®ismoothing. Oferently to
binning, which creates artificial structures, smoothing saear out features of the substruc-
ture depending on the smoothing kernel and the morphology.gWantified this £ect by
smoothing the simulated ideal cluster images witfiedlent smoothing kernels, starting with
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Figure 6.4:A as a function of the smoothing kernel in unitsref, for ideal cluster images.
The mearA parameters of relaxed (black) and disturbed (red) clustedefined in Sedt. 6.3.1
is shown, including the- of the distribution. The dotted horizontal line indicatke tmorpho-
logical boundanA = 0.5.

0.03 500 The ftool€ taskfgausswas used to convolve the image with an elliptical Gaus-
sian function, whose is the smoothing kernel. In Fig. 6.4 we show the méavalue after
smoothing the ideal image as a function of the smoothingetemunits ofrsy for relaxed
and disturbed objects. Smoothing with a kernel smaller thaBrsg yields slightly lowerA
values, but a larger kernel smears out almost all featurdseinlisturbed clusters and makes
it very hard to distinguish between the two cases. A smogtkarnel smaller than 0.1
seemed reasonable.

Based on this finding, we applied several smoothing kerae&15 rsoo on the simu-
lated observations to test which one performs best ffiedint net and background counts
combinations. For observations with good photon stasistizd a low noise level, minimal
smoothing is preferred since large smoothing kernels simataa lot of substructure. In the
case of low-count images, however, a larger smoothing kesmequired to correct for Pois-
son noise. Considering a wide range of photon statistiesh&st compromise is a smoothing
kernel of 0.05500. Fig.[6.5 shows the performance Afafter smoothing with this kernel size
for the two mean net and background counts combinationseohitjhz 400SD (1200 net,
324 background counts) and the 1a(100 000 net, 15000 background counts) sample. In
addition, we adjusted the morphological boundarygf, = 0.5 to A = 0.6 for the low- and
A = 0.4 for the high-quality case. In the low-count case (left gghesmoothing enables a
suficient correction of noise for objects willyea > 0.5, while it slightly smears out structure
in the high-count case (right panels). The residuals farcstired objects witi\geq > 0.5 are
acceptably small in both cases.

We conclude that smoothing with a kernel of 01/@& significantly lowers the bias due

thtp ://heasarc.gsfc.nasa.gov/ftools/
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Figure 6.5: Performance of tleparameter after smoothing with a kernel of Orgg for the
mean photon statistics of the higi#00SD (left) and lowz (right) sample. The color-coded
morphologies are defined in Sect. 613.1. Typical errors laogve for the same clusters as in
Fig.[6.3. The circles highlight the three clusters with akmarging component close tgq.
Smoothing smears out this small structure and leads to agresiiimation ofA. Top panels:
Direct comparison oAz, to the mearA parameter of 100 smoothed simulated observations.
Bottom panels: Residuals after smoothing.

to Poisson noise and makes images with low and high phottistgts roughly comparable.
It does not enable a full correction of th&ect of Poisson noise, but merely reduces ttisu
ciently to obtain reasonable results. Low-count obseowatof clusters withAgea < 0.5 still
show large residuals, but remain below the morphologicahidary. While relaxed objects
stay below and disturbed ones above this boundary, mildiyihed objects with\gea ~ 0.5
might be misclassified in some cases. Due to the oppositeositire residuals for low- and
high-count images and the very small rangeAdfom 0 to 2, smoothing only allows a very
rough comparison of clusters with a largdfdience in the data quality. This issue will be
discussed in more detail in Sect. 16.6, where we want to stoeAtredshift relation and a
comparison of low- and high-count images becomes necessary
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Figure 6.6: Same as Fig._6.5 but for binned images. We conipanesults to thé value of
the ideal images binned with a factor of 2 (top panels) andb#t@in panels) instead @gea
and adjusted the morphological boundaries. The not-bipnediresolution is 0.0315q0. Due

to the binning, the underestimation Affor the three special clusters (highlighted by circles)
decreases.

6.4.2

As the last point of our parameter study we want to discusshvenesmoothing with a kernel
of 0.05r5q0 significantly reduces the bias due to Poisson noise alsafages with lower pixel
resolution. As discussed in Selct. 613.2, lower pixel regmhdeads to an overestimation Af
which is independent of the influence of Poisson noise. Totifydhe efect of Poisson noise
for binned images, we repeated the exercise of Se¢t. 6.4hemdthe results in Fig. 6.6. After
binning the ideal simulated images by a factor of 2 or 4 (fdate on the binning procedure
see Sect_6.3.2), we created poissonized realizationsthéttdesired net and background
counts number. We found that the noise properties of poissdibinned images are consistent
with the results found in Sedi._6.4. It is therefore reastsébtry to minimize the ffect of
Poisson noise through smoothing, which cannot reducefteeteof binning, however. We
therefore do not compare the obtain®galues toAj4e, but to theA value of the ideal images
with the same pixel resolution. We showed that for reasanpblel sizes £ 0.1 rgqg) the
effect of binning is mild and therefore do not expect signifibadtfferent results for a bin

Influence of binning
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factor of 2.

Fig.[6.6 illustrates the strength of smoothing to overcoheegroblem of Poisson noise
for low pixel resolution. Analogously to Se¢t. 6.4.1, we sitieed the poissonized binned
images with a smoothing kernel of 0.0&,. For a bin factor of 2, hence a pixel resolution
of 0.062r5q, Smoothing can reduce the bias due to noise significantfadt) the results are
consistent with the not-binned case (compare top panelggsf[BE.5 and 6]6) except for the
larger error for the binned images. Larger pixel size doe®ffiect the Poisson component of
the error, but leads to a larger error on the position of timgroed. This component increases
with decreasing pixel resolution because of the definitioA as a per-pixel statistic.

When using a bin factor of 4, we find largR&ivalues than in the not-binned case (compare
top panels of Fig_6l5 and bottom paneld ofl 6.6). This leadmtalmost perfect match for
the high-count images, since the overestimation due toifgnend the underestimation due
to the slightly too large smoothing kernel are comparabler |&w-count observations the
overestimation because of the binning and the slightly toalksmoothing kernel add up. In
this case we propose to increase the smoothing kernel anst #iap morphological boundaries
to obtain comparable results.

6.5 Observations and data reduction

The complete dataset of 129 galaxy clusters used in this feorstudying the behavior o&
when applying it taXMM-Newtonand Chandraobservations and for investigating a possible
evolution of A with redshift comprises three samples: 1) the lbgample discussed in detail
in WeiRmann et al. (2013b), 2) the higtsubset of the 40Gdsurvey (Vikhlinin et all 2009a)
and 3) the higlesubset of the SPT sample (Andersson et al. 2011). A detadscrigtion of
the three samples is giveniin Weilimann et al. (2013a), whermé@ted the substructure para-
metersP3/P0 andw for all 129 clusters to study the evolution of the substruefuequency.
Weildmann et al! (2013b) provide an X-ray image gallery ferltw-z sample, the website of
the 400d survey for the highe 400SD objects and Andersson et al. (2011) for the TGIRT
clusters.

6.5.1 Cluster samples

The low-redshift (lowz) sample comprises 78 archivdMM-Newtonobservations of galaxy
clusters in the redshift range0® < z < 0.31. This sample has no unique selection function,
but consists of clusters drawn from several well-studiedas: REXCESS (B6hringer etlal.
2007), LoCuSS (Smith et al., Zhang et al. 2008), the Snowaeal@y (Snowden et al. 2008),
the REFLEX-DXL sample (Zhang et al. 2006) and clusters fronot® & Tsai (1996). We
required the clusters to be nearlzy 0.31), to have known temperature measurements in the
literature to computesgg using the formula af Arnaud et al. (2005), to be publicly ésalie in
the XMM-Newtonarchivé (in 2009) and to havesy fitting on the detector. The majority of
the clusters are part of the representative samples REX@BE&E0oCuSS and it is thus valid
to assume that the complete lavgample has a roughly representative character.

Forz > 0.3 we use the X-ray-selected highsubset of the 40Gdsurvey and the SZ-

®http://xmm.esac.esa.int/xsa/
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selected higle subset of the SPT sample. Concerning the 4Gdmple the question was
raised whether the detection algorithm leads to a lack oteomated objects (e.g. Santos
et al. 2010) and thus a too high number of disturbed clustargared to other X-ray-selected
high-z samples such as tfROSATDeep Cluster Survey (RDCS, Rosati etlal. 1998). We
therefore analyze each of the two higeamples individually to account for thiffect.

The highz 400¢f (short: 400SD) sample consists of 36 objects wib z < 0.89 and
forms a complete, at > 0.5 guasi-mass-limited, subsample of the 406drvey (Burenin
et al.l2007; Vikhlinin et al. 2009a). Pointed observatioalb36 galaxy clusters are publicly
available in theChandraarchivé.

The highz SPT sample comprises 15 SZ-selected galaxy clusters wteoh ehosen for
X-ray follow-up from the significance-limited catalog ofetti78 ded survey of the South
Pole Telescope. They cover a redshift range.@B0< z < 1.08 and were observed mainly
with Chandra For three objectXMM-Newtondata was used because eitheiGlmndradata
was available or due to better photon statistics inXhM-Newtonimages (for details see
Weilimann et al. 2018a, Table 5).

The complete sample thus includesX@¥M-Newtonand 48Chandraobservations.

6.5.2 Data reduction

The XMM-Newtonobservations of the 78 lowand 3 highz SPT clusters were analyzed with
the XMM-NewtonSAS v.9.0.0 (lowz and one SPT cluster) and v.12.0.1 (2 SPT clusters).
X-ray images binned by’4x 4” in the standard 8 — 2 keV range, which covers most of
the cluster signal, were created following the data redaatecipe of Bohringer et al. (2007).
To increase the sensitivity of the point source detectiom,applied the SAS taskwavelet

on the combined image of the thr&®IM-Newtondetectors. We removed the point sources
from each detector image individually and filled the gapsgishe CIA® taskdmfilth The
background was estimated by a vignetted model fit to a saexcesed, hard-band-scaled
blank sky field.

For the data reduction of theéhandraobservations of the 400SD and SPT clusters, we
followed the standard reduction pipeline using the CIAQwafe package v4.4. and CALDB
v4.4.7 (see WeilBmann etlal. (2013a) for details). We apphedstandard corrections such
as the detection of afterglows, the latest charge transéiigiency (CTI) correction or the
removal of flared periods. Images with pixel resolution 6£22” in the Q5 — 2 keV range
and 1 keV monochromatic exposure maps were obtained. Asicdbe ofXMM-Newton
observations, we detected and removed point sourcesingtiie gaps witldmfilth Blank-
sky event files were reprojected, scaled to the exposuredirttee flare-cleaned observation
and restricted to the.D— 2 keV range to generate background images.

Based on the findings discussed in Sect. 6.3.2 Ahit sensitive to the pixel size, it is
desirable to use images with the same binning in fractiomgegf Thersgg Size of an average
low-z object is roughly 450. This translates into a pixel resolution©f0.01rgy, for 4”7 x 4”
images. The angular size of the objects decreases at higtinift and to obtain the same
resolution, a smaller pixel size(2”) is required. When using smoothed images, the influence

4http://cxc.cfa.harvard.edu/cda/
SScience Analysis Softwarittp://xmm.esa.int/sas/
6Chandralnteractive Analysis of Observations software packageyp://cxc.harvard.edu/ciao/
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Table 6.1: Overview of the data quality of the samples. Mestiphoton counts and meayBS
calculated withinrsgg of the reduced and point source corrected X-ray imagB. g&/es the
ratio of net photon counts (signal) to background photomtuThis table was taken from
Weilimann et all (2013a).

Low-z 400SD SPT

Number of clusters 78 36 15
Redshift range 0.05-0.31 0.35-0.89 0.29-1.08
Mean net photon counts 96997 1203 1735
Mean 3B 6.6 3.7 3.2

of the pixel resolution is limited by the size of the smoothkernel. In our analysis, the
smoothing kernel is 0.05,0 and thus the dierence in the binning has only a mindfezt. In
addition, since our sample spans a wide redshift range anogtions of bin sizes are limited
(multiples of 2’ for Chandraand 4’ for XMM-Newtonobservations), it is valid to compare
smoothed 4 x 47 XMM-Newtornto smoothed 2 x 2 Chandraimages.

However, we apply a correction to 13 higlobjects using thégeo — A relations obtained
from the simulations (see Sedis. 614.1 6.6). Since ttedsamples havérsyy) ~ 1307,
the same pixel resolution of 0.033y, as the simulations is obtained fof’ gixels. To be
fully consistent with the simulations, we bin thé 2 2 Chandraimages by a factor of two
to obtain 4 x 4” images. The analysis shown in Séctl 6.6 was done twice,for 2’ and
4" x 4" Chandraimages. Since the binning has only a very mifiéet on these scales, as was
shown in see Sedf. 6.3.2, we found the results to be well withi and only report them for
the latter case.

For all clusters, we obtained th® parameter and its error in the same way as for the
simulations, applying the recipe given in Séct] 6.3 on insaghich were smoothed with a
0.05r500 wide kernel.

6.5.3 Data quality

The low- and highe samples dter severely in terms of data quality, as was discussed il deta
in Sect. 4 of our previous work Weimann et al. (2013a). Theorita of low-z clusters
have observations with very high photon statistics, witlamsle mean (median) of 100 000
(66 000) net and 15000 (10 000) background counts witkin(see Tablé 6]1). Much lower
values are found for the highsamples with on average2000 net counts and a mean net-to-
background counts ratie 3.5.

The discrepancy in data quality translates into vefijedent noise levels and does not al-
low a consistent comparison &f (Fig.[6.3). Applying smoothing with a kernel of 0.05y
significantly lowers the bias due to Poisson noise and mdieaverage 400SD observation
roughly comparable to the average lawne (Fig[6.5). The situation can be improved by de-
grading the high-quality lowz-observations to the mean photon statistics of the kiggmple.
This ensures a consistent noise level in the foobservations and a more reliable comparison
to the highz observations.

The low=z observations were degraded to 1200 net and 324 backgrowtdmpbounts,
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the mean photon statistics of the 400SD sample (see Tabjle Btie method of degrading

is described in detail in WeiBmann et al. (2013a). Beforetiroaimg the main points, we
want to point out that, unless explicitly stated otherwibke,term cluster image describes the
point-source-corrected but not background-subtractemiation. After extracting the net
and background counts withiigy of the cluster and background image, a rescaled background
is added to the cluster image to decrease the initially mugihnen net-(signal-)to-background
counts ratio () to the desired B of 3.7. Next, this image is normalized to 1524 total counts
within rgpo, out of which 1200 are net and 324 background counts. Thegoackd image

is normalized to 324 counts withirgg to match the new low-count image. The result is a
degraded cluster image with the same photon statisticeeamvtirage higlz-observation. As

in the case of the simulated observations, we create 108quored degraded cluster images
by applying thezhtoolstaskpoissonto the degraded cluster image. After the degrading, the
images are smoothed with a kernel of 0rg@§. When quoting parameters for the (smoothed)
degraded cluster images, we use the mean parameters ofllb@g¢emoothed) poissonized
degraded cluster images.

6.6 Evolution of the substructure frequency

Using A as an indicator of the cluster morphology, we investigatedgossible evolution of
the substructure frequency. To ensure a reliable compaatolusters withz = 0.05 - 1.08,

we take into account the sensitivity Afto noise and the pixel resolution. To mimic the same
average noise level in the low- and higlebservations, we use poissonized degraded images
of the low=z clusters. Since these are derived from real observatibag have a higher noise
level than expected from simulations with the same photatissics. However, smoothing
minimizes this &ect and it is thus justified to compafederived from smoothed poissonized
degraded lowzimages to the average smoothed higjirage.

While the lowz observations are now consistent in terms of data qualighibhz obser-
vations cover a range of net and background counts combitga#round the mean value of
1200 net, 324 background counts. We checked the data qoakych highzimage by cre-
ating simulated poissonized observations with the sameplhsiatistics and smoothed them
with a kernel of 0.0%5q0. 13 observations (10 400SD, 3 SPT) are not consistent wetmian
high-z photon statistics and yield too highvalues. In these cases, we apply the correction
method described in Se€f. 6.4.1 using Mg, — A relation with 1200 net, 324 background
counts as reference point. Since this correction is onlyughcestimate of the trua value,
we always quote two results. In case i) we omit these clustenge we use the corrected
values in case ii).

The finalA—zrelation is shown in Fid. 617 for case i) on the left and foreci@son the right
side. We form two samples to study tAe zrelation: sample | consists of the lamand highz
400SD clusters; sample Il comprises the Ipand highz SPT clusters. These two samples
are used to study possible selectidfeets in the highe samples. We fit the data with the
linear relationA = a x z/0.55+ b using the BCES (¥X) fitting method (Akritas & Bershady
1996) which minimizes the residuals in Y. The fitting paraengtof case i) and ii) are very
similar and are given in Table 6.2. In both cases and for bathpdes, we find a significant
mild increase ofA with redshift. Sample | gives a steeper and more significkueswith
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Figure 6.7:A — zrelation using smoothed poissonized degraded4@md smoothed higla-
observations. Black circles give the Iaygreen triangles the high400SD and red asterisks
the highz SPT clusters. The morphological boundary was adjustedetondan highe data
quality and shown as a dotted lineAt= 0.6. Left: case i). Highz clusters with insfficient
data quality are shown as plus signs (10 400SD objects: gmeeiblack, 3 SPT clusters: red
and black) in the figure, but omitted for the fiRight: case ii). A values of clusters which
are omitted in case i) are corrected to mimic the mean hiddta quality. This correction is a
rough estimate using th&gye, — A relation of simulated observations.

Table 6.2: Fitting parameters of the linear relatidns a x z/0.55+ b presented in Fig. 6.7.

i) a b

Samplel 016+0.05 048+ 0.02
Samplell 010+ 0.07 050+ 0.02

i) a b
Sample| 014=003 049+0.01
Sample Il 008+ 0.05 050+ 0.02

a = 0.16 + 0.05 than sample Il witta = 0.10+ 0.07. This reflects the éerence in the
A-distribution of the two highe samples. Adjusting the morphological boundaryte- 0.6
to match the data quality shown in Fig. 6.7 (see Sect. 6.8v&)find a larger fraction of
disturbed clusters in the 400SD than in the SPT sample. dinuuthe corrected parameters
of clusters with too low photon statistics yields 50% (33%s)urbed and 50% (67%) relaxed
objects for the 400SD (SPT) sample. Comparing these vatuéset18% disturbed lovg-
clusters confirms the positive slope of the- z relation.

6.7 Combination with other morphology estimators

Quantifying the dynamical state of galaxy clusters can beedgsing a variety of morphology
estimators. Among the most popular ones are power ratioantér shift. Power ratios
(Buote & Tsal 1995, 1996) are based on the multipole expardithe gravitational potential.
EspeciallyP3/P0, the normalized hexapole, has proved to be a reliable notwgix estimator
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Table 6.3: Fraction of clusters classified as relaxeet (0.6) and disturbed/ > 0.6) using the
updated morphological boundary. The last column givesrtdeibn of clusters which do not
have stficient data quality for a direct comparison. In case ii) theasters have correcteld
values using thégea — A relation of simulated observations.

)] A<06 A>06 omitted

Low-z  82% 18% 0
400SD  31% 39% 30%
SPT 60% 20% 20%

1)) A<06 A>0.6 omitted

Low-z 82% 18% -
400SD 50% 50% -
SPT 67% 33% -

(e.g..Buote & Tsai 1995; Jeltema etlal. 2005; Bohringer e2@1.0; Weillmann et &l. 2013b).
Center shiftw (Mohr et al! 1993) gives the displacement of the centroidmdeculating it in

a number of regions with increasing area. As in the cas®plP0, a large value ofvindicates

a disturbed cluster. Weil3mann et al. (2013b) performed alddtanalysis oP3/P0 andw
and investigated their noise properties and their depexaen the data quality. The center
shift parametew can be estimated well for low data quality and is a reliablephology
estimator when comparing lowand highz data (WeiBmann et gl. 2013a). The reliability
of the P3/P0 determination begins to fer severely below 1 000 net counts, especially for
high backgrounds (net-to-background counts rati®). They give a method to estimate and
correct the bias due to noise f88/P0 andw by adding Poisson noise to the observations.
For low data quality, however, the bias is overestimated sordetimes a negative value is
obtained after correction. In such a case, no informatienbeadeduced from this cluster and
the 1o Poisson error is used as an upper limit.

Rasia et al.[(2013) compared the performanc&®fP0, w and A individually and in
combination with each other in distinguishing betweenxetband disturbed objects. All three
parameters work well in separating relaxed and disturbastels. Best results are obtained
when combining them, as is shown by the significant cori@mbabietween these estimators
with a Spearman’s rank correlation ¢heientp = 0.72 for log(P3/P0) — A andp = 0.66 for
log(w) — A.

We want to take this test one step further by introducing fhifferent morphologies and
test the position of the loveclusters in the log?3/P0) — A and log(v) — A plane. The visual
classification of the low= clusters into regular, intermediate, complex and doubl@aken
fromWeiRmann et al. (2013b), who provide a detailed galtdiye low=z cluster sample. The
definitions are as follows: Regularregular clusters without structure. Intermediateverall
regular clusters which show some kind of locally restrictddicture or slight asymmetry.
Complex— clusters without two distinct maxima but global complexusture. Double-
clusters with two distinct maxima.

Fig.[6.8 shows the relation betwe®3/P0, w andA for the lowz sample.P3/P0 andw
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Table 6.4: Spearmamand Kendallr rank correlation co@cients including the significance
of its deviation from zerogrob.) for the relations betweef, P3/P0 andw, calculated for the
low-z sample.

0 prob. T prob.

log(P3/P0) — A 053 7x10° 0.38 1x10°
log(w) — A 066 9x10 048 0
log(P3/P0) — log(w) 0.48 7x10° 0.35 4x10°

values are taken from WeiRmann et al. (2013a), who calaithiem from the original image
in the rsoo aperture and applied bias- and background correction. tJppis are used for
non-significant detections and marked in the figures. Intamdiwe use the morphological
boundaries oP3/P0 = 107 andw = 0.01 presented in their workA was obtained from
images smoothed with a kernel of 0.8, Owing to the slight underestimation 8fwhen
applying smoothing to high-quality images, which is showfig.[6.5 (right), we adjusted the
morphological boundary té = 0.4 which corresponds t8i4ea) = 0.5 for the average love-
image with 100 000 net, 15000 background counts.

Combining A with P3/PO0 strengthens its reliability to find disturbed objects. & ol
7 double and 6 out of 10 complex clusters are found inAhe 0.4 andP3/P0 > 107’
region. On the other hand, the majority of intermediate aglilar clusters is located in the
A < 0.4 andP3/P0 < 107 quadrant. For high-quality data, WeiRmann etlal. (2013bgga
two morphologicaP3/P0 boundaries to distinguish between relaxed/P0 < 10°8), mildly
disturbed (168 < P3/P0 < 5x 10°7) and disturbed cluster®8/P0 > 5 x 1077). Using these
boundaries, we find only double and complex objecta at 0.4 andP3/P0 > 5 x 10’ and
except for one intermediate cluster only regular objecthé®A < 0.4 andP3/P0 < 1078 part
of the P3/P0 — A plane.

Similarly good results are obtained when combindngndw. Again, 6 out of 7 double and
5 out of 10 complex clusters are foundAat- 0.4 andw > 0.01, while the majority of regular
clusters is located in th& < 0.4 andw < 0.01 part of the figure. Both combinations work well
in detecting regular and very disturbed (complex, doublbg¢cts, but the log() — A relation
has less scatter. We find a Spearman’s rank correlatiofi@eatp = 0.66 and a Kendall’s
rank correlation ca@cientr = 0.48 for the logy) — A relation, compared tp = 0.53 and
7 = 0.38 for log(P3/P0) — A (Table[6.4). Taking into account the fact thats less sensitive
to noise, using the log{) — A plane might give more reliable results when analyzing large
datasets with a wide range of data quality.

6.8 Discussion

The dynamical state of galaxy clusters has been investigateecent years using a variety
of morphology estimators. The increasing availability @iz cluster observations enables
the systematic study of cluster morphologies also at higkhit. However, the caveat is the
low data quality and the high noise level which complicate élssessment of the dynamical
state. It is therefore important to combine well-defined glasmand well-understood morpho-
logy estimators to allow representative conclusions idiggrthe evolution of the disturbed
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Figure 6.8: Comparison of well-known morphology estimateft: P3/P0, right: w) andA

for the lowz sample.P3/P0 andw values are taken from Weiimann et al. (2013a), calculated
in the rsoo @aperture and bias- and background-correctédis determined after smoothing
the image with an 0.055o wide kernel. The dotted lines indicate the boundaries taldiv
the sample into relaxed and disturbed objed®8yP0 = 10" andw = 0.01 as defined in
Weilimann et all (2013b) and the updagdaoundary at 0.4. The morphological classification,
taken from WeilRmann et al. (2013b), is color-coded: regili@ck crosses), intermediate (red
asterisks), complex (green triangles) and double (blueFH&).non-significant detections of
P3/P0 andw, upper limits are shown and indicated by black circles.

cluster fraction.

The asymmetry parameter in combination with the sampled ingis study fulfills these
requirements. The sensitivity @ to Poisson noise and the data quality in general has been
tested in detail and smoothing was found to minimize thé&ets stficiently. Adjusting the
smoothing kernel depending on the photon statistics ofiseiwations yields the best results.

In this work we use a smoothing kernel of 0.Q5 as a compromise for low and high-quality
data. It gives sfiiciently good results for all observations, but it could beyégsmaller for
observations with lowébetter data quality.

Although smoothing decreases the bias due to Poisson ngisécantly, the best results
are obtained when comparing observations of equal datétyuaegrading the high-quality
low-z observations to the mean higldata quality and correcting of the highz clusters with
data quality below the high-average yields the most meaningful results. Although sarhpl
and sample Il dter in the significance of their slopes, a mild increaséafith redshift is
shown with both samples. Taking into account a possibleibite 400d detection algorithm
(e.glSantos et al. 2010) resulting in a lack of concentratetrelaxed clusters compared with
other highzsamples, the slope of sample | can be taken as an upper lirttiegf8—z evolution.

In addition, we can exclude the case of no evolution witrl(8PT) to 3.2 (400SD).

Using diterent morphology estimators, several authors found a nrdesse pronounced
increase of the disturbed cluster fraction with redshifti(deltema et al. 2005; Hashimoto
et al. 2007a: Mauahan et/al. 2008: Andersson &t al. ' 2009: MaBbeling/2012; Weiimann
et al..2013a). Most recently, WeiBmann et al. (2013a) inyattd theP3/P0 — zandw — z
relation using the same dataset as this work. They found iay@$ut not significant, slope
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for both parameters indicating a mild evolution of the subdure frequency. Within the
significance limits, however, their result was also comesisiwith no evolution. The main
disadvantage of determinirigg/PO0 for highz clusters and thus low-quality data is the over-
estimation of Poisson noise for not very structured objelite bias-corrected values for such
objects are often negative or have large errors. In suclsaagg upper limits can be derived,
which were not taken into account when fitting tA&/ PO — z relation.w, on the other hand,
is less sensitive to noise and can be considered as morbleelilm Sect[6.3]1 we found a
tight correlation with a large scatter betwe&nP3/P0 andw. The shallow slope of tha — z
relation agrees well with the findings reported.by Weil3matrad g2013a), but gives a more
significant result. Combining the results from these thredl-tested parameters and espe-
cially based on the significant result of the— z relation, we see evidence for a very mild
positive evolution of the substructure frequency with tefis

6.9 Conclusions

We performed a detailed study to quantify tifeeet of Poisson noise and pixel resolution on
the asymmetry parametar Since it was originally defined for galaxy classificatiomeaxe the
data quality is much better than in X-ray observations, & essential to explore its properties
in detail before applying it to a large set of galaxy clusteages. In addition, we set the
morphological boundary té = 0.5 to divide a sample into relaxed and disturbed objects.
This boundary needs to be slightly adjusted depending onldkee quality and whether the
image is smoothed or not. The study of thparameter was done using a set of 121 simulated
X-ray observations of galaxy clusters with an initial pixesolution of 0.03Xsy. Binning
and thus a lower pixel resolution leads to an overestimatfdhe trueA value. This #&ect is
mild for pixel sizes< 8" but increases for larger bin sizes.

The sensitivity to the data quality was explored by creatimagk observations with vary-
ing net and background count numbers withigy and by adding Poisson noise. We found a
clear dependence & on the data quality, wherA is severely overestimated for increasing
Poisson noise. This problem can be minimized by smoothiaghirsster image prior to the
calculation ofA. We tested a variety of smoothing kernel sizes and foundraekef 0.05r 5o
to work well for low- and high-quality observations. Althglu smoothing can decrease the
overestimation ofA significantly, it cannot completely diminish thé&ect of noise. The re-
maining bias, however, is small and almost negligible foag®s with> 1 000 net counts and
not too high background.

Based on these findings, we could safely apply Ahparameter to a set of 120MM-
Newtonand Chandraobservations of galaxy clusters with08 < z < 1.08. We compared
the performance oA as substructure parameter to the previously studied anidkwelivn
morphology estimatorB3/P0 andw. We found a significant correlation &fwith both para-
meters, but with large scatter. Very disturbed and veryxezleclusters are identified by all
three estimators. For a more precise identification of mittisturbed clusters, however, it
seems favorable to ugein combination withP3/P0 andw.

We explored the evolution of the disturbed cluster fractisingA as substructure para-
meter. Since it is essential to compare images with the saeerpsolution and data quality,
we rebinned theChandraimages and degraded the high-quality lewbservations to the
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mean data quality of the highimages. We reduce thédfect of Poisson noise by smoothing
the cluster images with a smoothing kernel of Or@%. For very low-quality highz obser-
vations, we applied an additional correction by hand. We firad the fraction of disturbed
clusters increases from 18% for the lagample to 50% (33%) for the 400SD (SPT) high-
sample. In addition, we performed a fit in tAe redshift plane and found significant slopes
of 0.14 + 0.03 (0.08 + 0.05) for the 400D (SPT) higlzsample. Taking into account that the
high-zsubset of the 400SD survey might contain an unrepreseataitin number of disturbed
objects, this result should be taken as upper limits¥ferz relation.

We conclude that the asymmetry parameter performs well antfiying the dynamical
state of galaxy clusters provided that the issues of pixsgltgion and data quality are taken
into account. In agreement with previous studies of thewian of the substructure fre-
quency, we find a mild increase of the disturbed clusterifsacwith higher redshift. How-
ever, in contrary to results presented in WeiRmann let alL3&)) the results presented here
are significant with ¥4 — 3.20~. We can therefore not only exclude a negative evolution but
confirm a mild positive slope of tha& — zrelation.
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Chapter 7

Conclusions

Studies of the X-ray morphology of galaxy clusters aim atrdifiging their dynamical state.
This information is crucial since many global cluster pndjes are derived assuming clusters
to be relaxed objects. Deviations from this assumption tedoiases when studying astro-
physical processes acting within the cluster and when ugathaxy clusters as cosmological
tracers.

A reliable determination of the dynamical state of galaxystérs is only possible with
well-studied and well-calibrated morphology estimataushsas the ones presented in this
work. This is especially important for low-quality X-ray ages which are usually obtained
for high-redshift clusters or in X-ray surveys. It is themef essential for cluster studies in
general and especially for investigations of the redskiftution of cluster properties to con-
duct detailed performance tests of these parameters ttelaod quantify weaknesses of the
estimators and biases due to photon noise, which increadedecreasing data quality.

The main conclusions of this thesis and its contribution typhological studies are sum-
marized by providing answers to the questions raised inégaining of this work.

e How reliable is the determination of the X-ray morphologyldhe dynamical state of
galaxy clusters using common substructure measures symwees ratios, center shift
or the asymmetry parameter, especially for varying datéitg@a

All three morphology estimators far from photon noise, but to aftkrent degree (see
Chaptef 4 andl6). The center shift parametds most robust to Poisson noise and can be
determined with small errors even for very shallow obseéovat (< 1 000 net photon counts)
and reasonable background levels. This parameter is isertsiasymmetries and can distin-
guish well between regular and irregular morphologies,itist not suitable to characterize
specific morphological types.

The third order power rati#3/PO0 is very sensitive to Poisson noise, which iffidult
to quantify for this parameter. Obtaining a significant sigior low-quality data £ 1000
net photon counts and net-to-background counts 1gti8) is only possible for very struc-
tured clusters, i.e. merging systems with two clear comptmesSuch observations of mildly
disturbed morphologies return spuriously hig8/P0 values and partly insignificaf3/P0
signals, where the error exceeds the obtaif@tP0 value. In case of a significant signal, the
Poisson noise bias can be estimated and corrected. Foghajhy observations<{ 30 000
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net photon countsR3/PO0 is well-suited to distinguish between relaxed, mildlytdibed and
merging systems.

The asymmetry parametéris most severelyféected by Poisson noise since it measures
the residual flux of each pixel after subtracting a rotatedge It is thus very sensitive
to the data quality and in addition also to the pixel size. nggihis parameter to analyze
X-ray images of a sample of clusters with varying net and gemknd photon counts (photon
statistics) and maybe also obtained fronffetient instruments, requires additional steps to
align the data quality of the images before performing thalyeis. This issue is discussed
for the first time for galaxy clusters in Chapfér 6. ResolvinmakesA a powerful tool to
characterize the cluster morphology, especially in comuioom with P3/P0 andw.

e Canthe bias in the X-ray images due to shot noise be estimatedorrected gticiently
to ensure a fair comparison of low- and high-quality data?

As is shown in detail in Chaptefs{8, all three parameters can be employed to analyze
X-ray images of clusters with fferent redshift, but in the case BB/PO andA special care
has to be taken. Sinaeis robust against Poisson noise, the bias correction fot nases is
very small and often not necessary. When apply#8gP0 andA to X-ray images, correcting
the bias is recommended for all observations. The Poissami®in general a function of the
data quality but in the case &3/P0 it also depends on the amount of structure, since mer-
ging systems can be detected even in shallow observatitisemcouraged a non-parametric
method to estimate the bias fB8/P0, which is presented in Chapfdr 4 (published as Weil3-
mann et all_ 2013b). It is based on the assumption that addidgi@nal Poisson noise to
the X-ray image can mimic thefect of the photon noise introduced during the observation.
This method works well foiP3/P0 (and also fow) for average low-redshift observations
with good photon statistics, but tends to overestimate the tor low data quality, yielding
negativeP3/P0 signals for not very structured objects after the biasemtion. This issue is
especially critical when comparing clusters spanning aewahge in redshift and thus data
quality. One way to resolve this problem is presented in @& (published as WeiRmann
et al.[2013a) by degrading high-quality observations tociméte low-quality X-ray images
before applying the bias correction. For low data qualltg,@verestimation o is severe, but
can be overcome by smoothing the X-ray image before the sisalginceA is also sensitive
to the pixel size, the most appropriate smoothing kerneéddp on the data quality. Chapter
provides an example for the low- and high-redshift samptesl in the framework of this
thesis and shows that the bias can be reducéit®untly. However, best results are obtained
when using X-ray images with similar data quaktyas in the case d?3/P0.

¢ What is the best definition of a morphological boundary tod#wa sample into relaxed
and disturbed objects?

The morphological boundaries presented in this work aredas the visual classification
of the morphology of simulated galaxy cluster X-ray imaged were tested for varying data
quality. Thesimple morphological boundagtP3/P0 = 10-7 and thew boundaryatw = 0.01
roughly divide a sample into relaxed and disturbed objeétamore detailed analysis can
be done using themorphological PA0 boundariesat P3/P0 = 108 andP3/P0 = 5x 1077,
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which allows the distinction between relaxed, mildly disied and disturbed objects. How-
ever, this refined classification scheme requirdicent data quality (see Chapféer 4). For
the asymmetry paramet#y; the best distinction between relaxed and disturbed dlustas
found for A = 0.5. Previously to this work, the morphological boundary fowas derived
only empirically from observations. It deviates signifidgrfrom the one based on simula-
tions due to the sensitivity ok to the data quality and pixel size. Chagter 6 thus provides th
first observation-independent definition of this boundarg discusses possible adjustments
for different pixel sizes and data quality.

e Can the predicted increase of the fraction of disturbedxyatdusters with redshift
be confirmed by observations and quantified using the aboveioned substructure
parameters?

Based on the detailed performance tests described abaye(detail in Chapterl4 arid 6),
a fair comparison of the dynamical state of low- and highsheitl galaxy clusters is ensured
by matching the data quality of all observations. Doing sglds a very mild positive, but
not significant, increase of the disturbed cluster fracabhigher redshift when employing
P3/P0 andw. This result is significantly dierent to previous studies which reported a much
steeper evolution (e.g. Jeltema et al. 2005). Although tweyected for Poisson noise, they
did not take into account thefect of decreasing photon statistics for high-redshift olese
tions and thus obtained a too steep slope iRRBAPO — zrelation. The asymmetry parameter
Areturns the same result, namely a very mild positive evatytout with higher significance.
This work therefore concludes that there is a clear trentthigafraction of disturbed galaxy
clusters increases with higher redshift, as is shown byedt morphology estimators. Owing
to the low data quality of the X-ray images and the resultingautainties in the quantification
of the clusters’ dynamical state, however, the significaofdhis result is low.

Summarizing the above mentioned points, this thesis dargd to morphological studies
of galaxy clusters by providing detailed performance te§étsommon morphology estimat-
ors, which ensure a reliable quantification of the dynamstale of galaxy clusters also at
high redshift and for shallow observations. This will beesplly important for future X-ray
surveys such asROSITAwhich is expected to detest 10° galaxy clusters, but partly only
with short exposure times. Simulations predict th&900z < 0.3 and~ 350z > 0.3 objects
will have > 1 000 net photon counts and are thus well-suited for morghcdbanalyses.

On these large samples, the morphological information eanded for studying astro-
physical processes and the influence of substructure otecju®perties. In addition, cosmo-
logical applications benefit from the knowledge of the austdynamical state since it helps
improving the accuracy of the mass estimates. Taking thesstigations to higher redshift
requires the morphological analysis of large cluster samplith a wide redshift range. The
number of high-redshift observations of galaxy clustetseased significantly in the recent
years, but is still small compared to low-redshift objedBased on the results presented in
this thesis, future morphological studies employing laggmples such as the one provided
by eROSITAwIll be able to provide better constraints on e.g. the mergtas at higher red-
shift and the evolution of the disturbed cluster fractiomgéneral, or the redshift dependence
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of X-ray scaling relations including the impact of substture on their scatter. Such a huge
uniformly selected sample in combination with well-cadited morphology estimators will
thus help to deepen our understanding of the formation aoldigon of galaxy clusters.



Appendix A

Chandra data reduction pipeline

A general overview of X-ray data reduction for galaxy clustasing the example o{MM-
Newtondata is given in Secf. 3.3. For the analysisGifandraobservations discussed in
Chaptef b andl6, | compiled a reduction pipeline using thedsted CIAO tools as described
in the CIAO Analysis Guidés This section describes the pipeline, individual CIAO task
andChandraspecific issues. A flowchart of the main tasks used in theateoiuof Chandra
observations for galaxy clusters is given in Fig.JA.1. Altals mentioned are based on the
CIAO software v4.4 and calibration database v4.4.7.

Data retrieval and observation details

PublicChandraData is available at th€handraData Archivé and can be found and down-
loaded using the toathasell. After selecting an observation which is characterized by a
observation identification number (ObsID), chasfers the download of several directories
and files such as the observation index file which containgrarsary of the data produ@[s
associated with the ObsID, the primary and the secondaegtdiry. The primary directory
contains data products which were already processed bytainel&d Data Processing (SDP)
with the — at the time of the processing most recent calibration files. This includes the
so-called levet2 event file which was obtained from the lew&levent file after filtering on
the good time intervals (GTI). The leved event file is suitable for data analysis, however,
software and calibration change over time and updates roglatvailable. The CIAO Team
therefore recommends to reprocess the leldiles (for details see below).

To perform an accurate data reduction and to evaluate whietpeocessing is needed, it
is necessary to know details of the observation such as thenadtion mode or the version
of the calibration files used for standard processing. Tdesals can be extracted from the
header of the levell event file using a command lilkdmkeypar evtl.fits DATE-OBS eeho
to read out the date of the observation. Other interestiaglérekeywords are CALDB and
ASCDSVER which give the version of the calibration datakss® CIAO version used during
SDP or DETNAM which returns the chips used for the observatidhe levekl event file

1http://cxc.cfa.harvard.edu/ciao/guides

?http://asc.harvard.edu/cda

®http://cda.harvard.edu/chaser
4Fora(kHaHeddescﬂpﬂonofaHdauiﬁbs:hmip://cxc.harvard.edu/ciao/data_products_guide
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CHANDRA DATA REDUCTION
From event files to point source corrected images and exposure maps
dmkeypar
Extract Observation Details - Level=1 event file
DATAMODE, READMODE, DETNAM,
ASCDSVER, CALDBVER, DATE-OBS ‘

chandra_repro

Reprocessed level=2 event file Creation of level=2 event file
with updated calibration files

+ and scripts
dmcopy MLl Filtered level=2 event file
Filtering in energy ¢
chips: Ic_clean
I . - dmextract
Examination of light curves ] .
Detection and removal of flared periods Creation of light curves
Creation of GTls and filtering
+ acis_bkgrnd_lookup
dmkeypar
Flare cleaned level=2 event file sy 2 Lo . )
Finding matching blank-sky files

Gainfile check
VFAINT correction

fcopy
VFAINT correction — if needed

+ Blank sky data

Flare-cleaned, VFAINT corrected level=2 event file

reproject_events - dmmerge

+ + dmcopy - dmimgcalc
dmmakepar
dmcopy fluximage Reprojecting, combining,
Filtering in energy Creation of filtering and rescaling the
and binning exposure map blank sky data
Update of the EXPOSURE
+ + keyword in the header
Final image Final exposure map +
+ Final BKG image

wavdetect - dmfilth

Point source detection, extraction |—| Final point source corrected image
and refilling

Figure A.1:Chandradata reduction pipeline flowchart.



135

is a list of all events which were recorded during the obgemaancluding those which are
flagged as "bad" and will be removed during the data redugtioness.

Reprocessing withchandra_repro

The CIAO software and the calibration files are continuouslgtated. Th&€€handraScience
Team therefore recommends to check the CIAO and CALDB venssed in the SDP and to
recalibrate the event data. This ensures the use of the mottrsoftware and calibration
updates. For this purpose, they provicleandra_reprg an automated reprocessing script
which is applied to the secondary data products such as Weé=[e event file or the bad
pixel file. chandra_reproruns a number of tasks and creates new primary products, most
importantly a new level2 event file and a new bad pixel file.

Reprocessing starts withcis_clear_status_bitahich resets the ACIS status bits to re-
move dfects from previous processing. Then the data (primarilycthip S4) is cleared
from streak events usimdestreak acis_find_afterglovandacis_build_badpixietect and flag
cosmic ray afterglows, hot pixels and pixels adjacent tortlaed generate a new, updated
bad pixel file. Afterglows are residual charges from intéoacs of cosmic rays with CCD
pixels and might result in spurious detections of point sesracis_process_eventseates
the new levetl event file including the latest calibration informatiortkuas the most recent
temperature-dependent charge transfefficiency (CTI) correction, time-dependent gain ad-
justment, gain map, the newly created bad pixel file, PHA oamdation and sub-pixel adjust-
ment. For observations taken in DATAMODE VFAINT (READMODHMED), the grade
analysi is done using a X 5 pixel event island compared tox33 for the FAINT mode.
This enables the use of the outer 16 pixels to detect bad @k can reduce the particle
background significanﬂﬁ/ The last steps are filtering the newly calibrated lexe¢vent file
for ACIS grades (02, 3,4, 6) and a clean status column (statQ¥ usingdmcopyand on good
time intervals (GTI). This concludes the reprocessing andvalevek2 event file is created.

Flare cleaning

The reprocessed leve? eventfile is then subject to flare cleaning following the GBOK

of Markevitcll, who recommends to use exactly the same criteria for flawarohg on the
science and background data (e.g. additonal cleaning f&tNVF). Since allChandraobser-
vations used for this work are obtained with the front-ilinated ACIS-I chips, the discussion
of the ACIS-S treatment is omitted.

The levek2 event file is filtered on the.®— 12 keV energy range usirdmcopy Cluster
and point source emission are detected and masked out befoeeting light curves for
the combined array and each chip individually using the taslextractand visualizing it
with ChIP$l. This enables consistency checks between the individuas emd the full array.
Ic_cleanremoves flared periods and creates GTIs. For observatiadhsowly moderate flar-
ing events|c_cleanruns automatically and without any problems. For stronglseftl periods,

SGrades are integer numbers which are assigned to each esent bn the values of the surrounding pixel is-
land. For details on grades sieetp: //cxc.harvard.edu/proposer/P0G/html /ACIS.html#sec: GRADES

8For details on the VFAINT correction seetp: //cxc.harvard. edu/cal/Acis/Cal_prods/vfbkgrnd/

7http ://cxc.harvard.edu/contrib/maxim/acisbg

8The Chandralmaging and Plotting Systerittp://cxc.cfa.harvard.edu/chips/
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manual adjustments are needed. The leRedvent file is filtered on the GTls and an addi-
tional background correction is applied for VFAINT obseroas.

Problems with flare cleaning
e For strong flares the mean counts obtainettbglean which is used for sigma-clipping
the light curve, may not fit the light curve. In such cases reisommended to obtain
the mean by hand and to manually include it in the command wieninglc_clean
In case this does not work iciently, one can adjust the mean by hand or manually cut
out the flared period before creating the light curve. Rugmhincleanagain will tell
whether this was gticient or if another iteration is needed.

e If the cluster covers almost a full chip, the fluctuations barvery large and thus a lot
of time bins are detected as flared periods. In such casesghipip cleaning is not
recommended, but the full array should be used.

e "StandardError: Unable to calculate an initial mean levekigma clipping.” This error
message shows thiat cleanis not able to calculate an initial mean level. After taking a
closer look at the light curves of all chips before and afterrse removal, flared periods
need to be cut out by hand alad cleanhas to be rerun.

Background

As in the case o0KMM-Newton blank sky field data is used to estimate the background con-
tribution. As part of the CIAO CALDB package, Markevitch pides flare-cleaned blank sky
images for the ACIS-1 and S chips, whichi@r e.g. in the time bins for the flare detection.
They were created following his COOKBOOK and flare-clearetha science data described
above. acis_bkgrnd_lookufinds blank sky files from the CALDB for each detector which
match the observation (VFAINT, GAINFILE etc). If needed, MNT correction is applied

to the blank sky data. In specific casasjs_bkgrnd_lookupeturns a blank sky file whose
gainfile is diferent to the one of the observation. In such cases, the baokgfiles needs to
be reprocessed witlicis_process_eventpecifying the gainfile of the observation. The blank
sky data are then reprojected onto the sky usapgoject_eventso match the sky position of
the observation. The background files of each chip are mengedne background event file
with dmmergeand events in the.B— 2 keV range are extracted usidgicopy After creating

an 2x 2 arcsec image, it is normalized to the exposure time of tisemfation, calculating the
scale factor wittdmimgcalc Last,dmmakepars used to update the header keyword EXPOS-
URE.

Creation of science products

Usingdmcopy events in the & — 2 keV range are extracted from the flare-cleaned event file
and binned by a factor of 4 (bin sky) to obtain 2x 2 arcsec images. For the creation of
exposure mapBuximages applied which allows two options to create an exposure. rtiap
standardChandraband is selected (e.g. broad6 7 keV), the exposure map for the standard
centerband energy (2.3 keV for broad) is returned. For tbikwhe 05—-2 keV XMM-Newton
standard band is used and monochromatic 1 keV exposure meap®ated. Itis also possible
to generate spectrally weighted instrument maps, whiclised to create exposure maps and
which take the energy dependence of tlfie@ive area into account. However, in order to
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obtain spectral weights, a spectral fit is needed.

Comment onfluximage

One disadvantage diuximageis the fact that it automatically crops the exposure map o th
smallest possible size. Since the output size cannot bédispethe image and the background
file need to be cropped to ensure a fair analyget. sky limitseturns the exact pixel size of
the exposure map. Creating a region file which fits the exgoswap exactly and applying it
to the image and background file solves this issue.

Point source removal
At last, point sources (including all sources which do ndbbg to the galaxy cluster) need
to be detected and removed from the image. A rough detectipnint sources was already
done withwavdectecbefore the flare cleaning. However, at this point one shoxéanene
each source in detail to make sure whether it is part of trexgalluster or a for¢gbackground
source wavdectects rerun on the final flare-cleaned image and returns a lisbiitgources.
After a visual inspection of the sources and manual adjustsra the cut-out regions around
the point sourcegmfilth cuts out the specified regions and refills them by samplinghéve
pixel value from the distribution of pixel values in the bgound region annuli (inner radius:
radius of the source region; outer radiusx Padius of the source region).

To obtain background-subtracted images, the backgrouadenis subtracted from the
flare-cleaned, point-source corrected image.

Multiple observations
Multiple pointings of the same cluster can be combined tcaeoh the quality of the data.
However, before blindly merging several observations, simeuld examine whether a com-
bination will indeed improve the quality or just increase tioise. This can be especially crit-
ical when merging a long and a short exposure. The CIAO sofwi@ers the possibility to
merge observational data on both the event file and the inezgé Both methods are outlined
below, including possible problems and work-arounds. Afiécase of a single pointing, the
aim is to create a point-source corrected image, an exposapeand a background image.

Merging multiple observations on the event file level seemiset a very clean way. After
excluding flared periods from the event list and backgrouedring for VFAINT observa-
tions, two (or more) event files can be combined witkrge_all which returns a merged
event file and an exposure map. Comparing the exposure mdpqeo bymerge_allto the
merged exposure map createdregroject_imagen the image level revealed inconsistencies.
Communications with the CXC Help desk confirmed thretrge _allworks well when obser-
vations, which should be merged, were taken closely togeitie the same SIM fisets and
without a change of the CCD characteristics. But it canriat &l ancillary files into account
and can only use the bad pixel file of one pointing. This is@eable for split observations,
which were taken consecutively, but in this work multiplermgs, which were obtained in
different observation cycles and years, are used.

For this work it is thus recommended to merge pointings orirttege level. Each obser-
vation is reduced following the recipe outlined above idahg flare cleaning and the creation
of an exposure map, image and background image. These dakacts are then merged us-



138 A. Chandra data reduction pipeline

ing reproject_imagetaking e.g. imgl.fits as matchfile to specify the orientatd the final
product. The position and pixel size of img1.fits remain ti@s while img2.fits is rotated and
rebinned to match imgl.fits. In addition, the pixel valuegag?2.fits change from integer (as
imgl.fits) to real. For counts images (cluster and backgitoomage) the optiomethogsum

is used, which adds the pixel information of the two imagespdsure maps are combined
usingmethod-averagewith the same matchfile as for the counts images (e.g. imgjl.for
exposure maps which have the same pixel size as the matthéleptionanethogsumand
method-averagegive the same result, since the exposure maps are added thetimmned.

In all other cases, howevanethodaverageensures that the exposure information is correct
after rebinning.
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