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Introduction

Three different types of systems will be studied in this work. The three model
cases are as follows: The model case for Chapter 1 is the inhomogeneous p-Laplace
equation

−∆pu = −div
(
|∇u|p−2∇u

)
= −divf.(0.1)

In Chapter 2 it is the incompressible p-Stokes equation

−div
(
|εu|p−2

εu
)

+∇π = −divf

divu = 0
(0.2)

where εu = 1
2 (∇+∇T )u is the symmetric gradient. In Chapter 3 it is the parabolic

p-Laplace equation

∂tu−∆pu = −divf.(0.3)

The basic question of the inhomogeneous regularity theory is what impact do the
qualities of f have on u. We will demonstrate the technique on Poisson’s equation
which is the natural starting point for all partial differential equations studied in
this work.

−∆u = −div∇u = −divf.(0.4)

Although our estimates will be stated in local form (and for local solutions), we
will discuss the case of the entire space in the introduction, which is easier to state
and therefore better to get insights.

If f ∈ L2(Rn;RN ), then there exists a unique u ∈ W 1,2
0 (Rn;RN ) which is a

minimizer of the following functional

u = arg min
W 1,2

0 (Rn)N

1

2

∫
|∇v|2dx−

∫
f · ∇vdx

The first regularity statement is therefore f ∈ L2(Rn) implies ∇u ∈ L2(Rn). But
in fact many more qualities of f can be transferred. Indeed, the mapping f 7→ ∇u
can be characterized by a singular integral operator and the classical Calderón
Zygmund theory implies the following regularity.

(1) f ∈ Lq(Rn) implies ∇u ∈ Lq(Rn) for 1 < q <∞
(2) f ∈ Ck,α(Rn) implies ∇u ∈ Ck,α(Rn) for k ∈ N and α ∈ (0, 1).
(3) f ∈ BMO(Rn) implies ∇u ∈ BMO(Rn) but f ∈ L∞(Rn) does not imply
∇u ∈ L∞(Rn).

The function space BMO(Rn) is the space of bounded mean oscillation which is of
special interest. It is the right substitute of L∞ in the regularity theory of equations
in divergence form. We want to provide a different insight in this theory which is
closer to the non-linear setting.

However, the non-linear Calderón Zygmund theory found a way of interpreting
the matter above. It was founded by Iwaniec [27, 28]. By refining his technique
we were able to show the following for Poisson’s equations.

Theorem 0.1. Let u ∈W 1,2
0 (Rn;RN ) be a solution to (0.4). Then for almost every

x ∈ Rn
M ]

2(∇u)(x) ≤ cM ]
2(f)(x).

M ]
2 is the Fefferman Stein maximal operator defined in (0.10) and c only depends

on the dimensions.
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The beauty of the proof provided here, is that it is done purely by tools of the
non-linear Calderón-Zygmund theory. Theorem 0.1 implies (1) immediately by

the bounds of M ]
2 in Lq for q > 2 (see [54]). As f ∈ BMO(Rn) if and only if

M ]
2(f) ∈ L∞(Rn), we gain (3). By refining M ]

2 by additional powers of the radii,
we gain (2) for k = 0. These are precisely the regularity properties that can be
shown in the non-linear case of the p-Laplacian. Analogous to the case p = 2, we
have that if f ∈ Lp′(Rn;RnN ), there exists a unique solution of (0.1). For these

solutions Iwaniec [28, 29] proved that f ∈ Lq(Rn) implies |∇u|p−2∇u ∈ Lq(Rn)
for q ≥ p′. The case 1 < q < p′ can not be treated by this technique. However,
in [29, 36] the authors, using different techniques, were able to treat the case
p′ − δ < q ≤ p′ for a small δ > 0. The case 1 < q < p′ − δ is an important
open problem up to now. As a consequence to Chapter 1 f ∈ BMO(Rn) implies

|∇u|p−2∇u ∈ BMO(Rn) and f ∈ Cα(Rn) implies |∇u|p−2∇u ∈ Cα(Rn) for (0.1)
and α small. Therefore the conjecture, which we believe to be true, but are unable
to prove is that

M ]
p′(|∇u|

p−2∇u)(x) ≤ cM ]
p′(f)(x)

for almost every x ∈ Rn and u ∈W 1,p
0 (Rn;RN ) a solution to (0.1). See Remark 1.21

for a further discussion on that matter.
In Chapter 1 we present the result of [15]. The difference to this article is, that

we allow systems with coefficients. We can use that to show BMO results up to
the boundary (see Section 1.5). It is part of a collaboration with Dominic Breit,
Lars Diening and Andrea Cianchi. The two following chapters are two extensions
of the techniques presented in Chapter 1. First we will suit it such that we can
prove BMO and Campanato estimates for local solutions of (0.2), this is a work
together with Lars Diening and Petr Kaplický [16]. Although our techniques are
independent of the dimension, we have to restrict to the 2-dimensional case. In
Chapter 3 we discuss the borderline case q →∞ for the parabolic p-Laplace, which
is still to be published in a scientific journal.
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General Notation

Within this work we will use · as the standard scalar product on Rn or RN×n and
|·| as the induced norm on Rn or RN×n We use c as a generic constant which may
change from line to line, but does not depend on the crucial quantities. Moreover
we write f ∼ g if and only if there exist constants c, C > 0 such that c f ≤ g ≤ C f .
Note that we do not point out the dependencies of the constants on the fixed
dimensions n and N . For v ∈ L1

loc(Rn) and a measurable set E ⊂ Rn we define

〈v〉E := −
∫
E

v(x)dx :=
1

|E|

∫
E

v(x)dx,(0.5)

where |E| is the n-dimensional Lebesgue measure of E. For λ > 0 we denote by
λB the ball with the same center as B but λ-times the radius. By rB we mean the
radius of B. By Br we mean a ball with radius r. For a set M ⊂ Rn we denote
χM as the characteristic function of the set M , i.e. χ(x) = 1 if x ∈M otherwise it
equals zero. We write R≥0 = [0,+∞) and R>0 = (0,+∞). We denote by

oscE(f) := sup
x,y∈E

|f(x)− f(y)|

the oscillations of f on E. We say that a function ρ : [0,∞) → [0,∞) is almost
increasing if there is c > 0 such that for all 0 ≤ s ≤ t the inequality ρ(s) ≤ c ρ(t) is
valid. We say that ρ is almost decreasing if there is c > 0 such that for all 0 ≤ s ≤ t
the inequality ρ(s) ≥ c ρ(t) is valid. We say that ρ is almost monotone if it is almost
increasing or almost decreasing.

We now will discuss N–functions.

Definition 0.2. A real function ϕ : R≥0 → R≥0 is said to be an N-function
if it satisfies the following conditions: There exists the derivative ϕ′ of ϕ. This
derivative is right continuous, non-decreasing and satisfies ϕ′(0) = 0 and ϕ′(t) > 0
for t > 0. Especially, ϕ is convex.

The complementary function ϕ∗ is given by

ϕ∗(u) := sup
t≥0

(
ut− ϕ(t)

)
and satisfies (ϕ∗)′(t) = (ϕ′)−1(t). For any t ≥ 0 we have

ϕ(t) ≤ ϕ′(t) t ≤ ϕ(2t), ϕ∗(ϕ′(t)) ≤ ϕ(2t).(0.6)

Moreover, (ϕ∗)∗ = ϕ.
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Definition 0.3. We say that the N-function ϕ satisfies the ∆2–condition, if there
exists c1 > 0 such that for all t ≥ 0 it holds ϕ(2t) ≤ c1 ϕ(t). By ∆2(ϕ) we
denote the smallest constant c1. For a family Φ of N-functions we define ∆2(Φ) :=
supϕ∈Φ ∆2(ϕ).

For all δ > 0 there exists cδ (only depending on ∆2(ϕ∗)) such that for all
t, u ≥ 0

t u ≤ δ ϕ(t) + cδ ϕ
∗(u).(0.7)

This inequality is called Young’s inequality. For all t ≥ 0

t

2
ϕ′
( t

2

)
≤ ϕ(t) ≤ t ϕ′(t), ϕ

(
ϕ∗(t)

t

)
≤ ϕ∗(t) ≤ ϕ

(
2ϕ∗(t)

t

)
.(0.8)

Therefore, uniformly in t ≥ 0

ϕ(t) ∼ ϕ′(t) t, ϕ∗
(
ϕ′(t)

)
∼ ϕ(t),(0.9)

where the constants only depend on ∆2(ϕ,ϕ∗).
For an N-function ϕ with ∆2(ϕ) <∞, we denote by Lϕ and W 1,ϕ the classical

Orlicz and Sobolev-Orlicz spaces, i. e. u ∈ Lϕ if and only if
∫
ϕ(|u|) dx < ∞ and

u ∈ W 1,ϕ if and only if u,∇u ∈ Lϕ. By W 1,ϕ
0 (Ω) we denote the closure of C∞0 (Ω)

in W 1,ϕ(Ω).
We define for B a ball and g ∈ L1

loc(Rn)

M ],q
B f =

(
−
∫
B

|g − 〈g〉B |qdx
) 1
q

,

(M ],qg)(x) = sup
B3x

M ],q
B g.

(0.10)

We define M ]
B = M ],1

B and M ] = M ],1. Finally we define the Hardy Littlewood
maximal operator by

Mq(g)(x) = sup
x3B
〈|g|q〉

1
q

B .

The space BMO of bounded mean oscillations is defined via the following semi norm
(for Ω open)

‖g‖BMO(Ω) := sup
B⊂Ω

−
∫
B

|g − 〈g〉B | dx = sup
B⊂Ω

M ]
Bg;

saying that g ∈ BMO(B), whenever its semi norm is bounded. Therefore g ∈
BMO(Rn) if and only if M ]g ∈ L∞(Rn).

Throughout the work we will need the following typical estimate for mean
oscillations, which we will refer to as best constant property. For f ∈ Lp(Q), p ∈
[1,∞) we have that

M ],q
B f ≤ 2

(
−
∫
|f − c|qdx

) 1
q

for all c ∈ R.

We will also need the famous John-Nierenberg estimate [30], see also [20, Corol-
lary 6.12],

M ],q
B f ≤ cq ‖f‖BMO(B)

for 1 ≤ q <∞.
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We introduce the refined BMO spaces, see [53]. For a non-decreasing function
ω : (0,∞)→ (0,∞) we define

M ]
ω,Bg =

1

ω(RB)
−
∫
B

|g − 〈g〉B |dx,

where RB is the radius of B. We define the semi norm

‖g‖BMOω(Ω) := sup
B⊂Ω

M ]
ω,Bg.

The choice ω(r) = 1 gives the usual BMO semi norm. When ω(r) = rβ with 0 <
β ≤ 1, we gain by Campanato’s characterization that BMOβ := BMOrβ ≡ C0,β .
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CHAPTER 1

Elliptic Systems

We study solutions of an inhomogeneous elliptic system

−div(A(∇u)) = −divf(1.1)

on a domain Ω ⊂ Rn, where u : Ω → RN and f : Ω → RN×n. We assume that
f ∈ BMO, where BMO is the space of functions with bounded mean oscillation,
and A is given by

A(∇u) = ϕ′(|∇u|) ∇u
|∇u|

for a suitable N-function ϕ. Throughout the chapter we will assume ϕ satisfies the
following assumption.

Assumption 1.1. Let ϕ be a convex function on [0,∞) such that ϕ is C1 on [0,∞)
and C2 on (0,∞). Moreover, let ϕ′(0) = 0, limt→∞ ϕ′(t) =∞ and

ϕ′(t) ∼ t ϕ′′(t)

|ϕ′′(s+ t)− ϕ′′(t)| ≤ cϕ′′(t)
( |s|
t

)σ(1.2)

uniformly in t > 0 with |s| ≤ 1
2 t and σ ∈ (0, 1]. The constants in (1.2) and σ are

called the characteristics of ϕ.

The assumptions on ϕ are such that the induced operator −div(A(∇u)) is
strictly monotone. If we define the energy

J (v) :=

∫
ϕ(|∇v|) dx−

∫
f · ∇v dx,

then the system (1.1) is its Euler-Lagrange system and solutions of (1.1) are local
minimizers of J .

A significant example of the considered model is the p-Laplacian system, for
which p ∈ (1,∞), ϕ(t) = 1

p t
p, A(∇u) = |∇u|p−2∇u, and the system (1.1) has the

form
−div(|∇u|p−2∇u) = −divf.

Note that ϕ(t) = 1
p t
p satisfies1 Assumption 1.1.

We know from the linear theory of Poisson’s equation (corresponding to p = 2)
that f ∈ L∞ cannot imply∇u ∈ L∞. The natural question is, does f ∈ BMO imply
A(∇u) ∈ BMO? The first BMO result was done by DiBenedetto and Manfredi in
[12]. Their result, however, only treated the super-quadratic case p ≥ 2. Our
inequalities are more precise and therefore valid for all p ∈ (1,∞) and even for
more general growth.

1 Also ϕ(t) = 1
p

∫ t
0 (µ + s)p−2s ds and ϕ(t) = 1

p

∫ t
0 (µ2 + s2)

p−2
2 s ds with µ ≥ 0 satisfy

Assumption 1.1.

1



2 1. ELLIPTIC SYSTEMS

Theorem 1.2. Let B ⊂ Rn be a ball. Let u be a solution of (1.1) on 2B, with ϕ
satisfying Assumption 1.1.

If f ∈ BMO(2B), then A(∇u) ∈ BMO(B). Moreover,

‖A(∇u)‖BMO(B) ≤ c −
∫
2B

|(A(∇u))− 〈A(∇u)〉2B | dx+ c‖f‖BMO(2B).

The constant c depends only on the characteristics of ϕ.

This theorem is a special case of our main result in Theorem 1.23.
Additionally to Theorem 1.2, we are able to transfer any modulus of continuity

of the mean oscillation from f to A(∇u). This includes the case of VMO, see Corol-
lary 1.25. Moreover, f ∈ C0,β(2B) implies A(∇u) ∈ C0,β(B) with corresponding
local estimates, see Corollary 1.26. The β is restricted by the regularity of the
p-harmonic functions.

Our results also hold in the context of differential forms on Ω ⊂ Rn, where
we get the corresponding estimates, see Remark 1.30. By conjugation we can also
treat solutions of systems of the form d∗(A(dv + g)) = 0.

The special case f = 0 in Corollary 1.26 allows us to derive new decay estimates
for ϕ-harmonic functions. On one hand we get decay estimates for A(∇u), see
Remark 1.27. On the other hand by conjugation, see Remark 1.30 we also get
decay estimates for ∇u, see (1.25).

We study systems, where the right-hand side is given in divergence form, since
it simplifies the presentation. The results can also be applied to the situation, where
the right-hand side divf of (1.1) is replaced by a function g. Note that any func-

tional from (W 1,ϕ
0 (Ω))∗ can be represented in such divergence form. Whenever,

such g can be represented as g = divf with f ∈ BMOω (a refinement of BMO,
see Section 1.4), then our results immediately provide corresponding inequalities.
For example we show in Remark 1.28 that g ∈ Ln implies locally A(∇u) ∈ VMO.
This complements the results of [8, 22], who proved A(∇u) ∈ L∞ for g ∈ Ln,1

(Lorentz space; subspace of Ln), where the result of [8] is for equations only but
up to the boundary; just recently the same authors extend their result to sys-
tems: “Global boundedness of the gradient for a class of nonlinear elliptic systems,
Arch.Rat.Mech.Anal.”

All these above results where first published in [15]. In this chapter we allow
an additional perturbation by a Hölder continuous matrix. For that we denote
T 2 : Rn → RnN×nN uniformly elliptic

|x|2

λ
≤ xtT 2x ≤ λ|x|2.

In Theorem 1.23 we show BMOω-regularity for solutions of

−div
(
ϕ′(
√
T 2∇u · ∇u)

T 2∇u√
T 2∇u · ∇u

)
= −div(f).

We can write T 2 = MTΛ2M , where M is orthonormal and Λ a diagonal matrix.
We define T := ΛM , then T 2 = T tT , then the system above can be written as

−div(AT (∇u)) = −div(f), for AT (∇u) = T tA(T∇u).(1.3)

We will be able to show BMO estimates also for these equations, as long as T is
“close” to a rank one matrix.
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Assumption 1.3. We require

(a) T = (Tij,kl) = (tiktjl) : Ω→ RnN×nN , where T ∗ = (tik) : Ω→ RN×N and
T∗ = (tjl) : Ω→ Rn×n with full rank.

(b) T = ΛM , where M is orthonormal and Λ a diagonal matrix with strict
positive entries 1

λ ≤ Λii ≤ λ.

(c) T ∈ C0,γ(Ω) for a γ ∈ (0, 1). I.e.|T (x)− T (y)| ≤ c|x− y|γ .
The quantities γ, λ and c are called the characteristics of T .

To include these perturbation a refined decay for homogeneous solutions of (1.3)
with constant matrix T was shown; Corollary 1.19 which might be interesting on
its own. One major advantage of these estimates, is that can be used to prove
regularity up to the boundary. In Section 1.5 we proof local BMOω estimates up to
the boundary for systems. It can be regarded as non-linear Schauder theory. The
BMOω case has not been studied before. Higher integrability results have been
studied before. Kinnunen and Zhou [37] studied perturbed equations (N = 1)
for the p-Laplacien in divergence form. They prove higher integrability for T ∈
VMO(Ω). In [38] they where able to show higher integrability for equations up to
the boundary; the authors neither covered systems nor the BMO-case.

1.1. Preliminary Results

Assumption 1.1 (see for example [3]) implies that ϕ and ϕ∗ are N-function and
satisfy the ∆2-condition i.e. ϕ(2t) ≤ c ϕ(t) and ϕ∗(2t) ≤ c ϕ∗(t) uniformly in t ≥ 0,
where the constants only depend on the characteristics of ϕ.

As a further consequence of Assumption 1.1 there exists 1 < p ≤ q < ∞ and
K1 > 0 such that

ϕ(st) ≤ K1 max {sp, sq}ϕ(t)(1.4)

for all s, t ≥ 0. The exponents p and q are called the lower and upper index of ϕ. We
say that ϕ is of type T (p, q,K1) if it satisfies (1.4), where we allow 1 ≤ p ≤ q <∞
in this definition. Note that (1.4) implies

min
{
sp, sq

}
ϕ(t) ≤ K1ϕ(st)(1.5)

for all a, t ≥ 0. Every ϕ ∈ T (p, q,K1) satisfies the ∆2-condition; indeed ϕ(2t) ≤
K1 2qϕ(t).

Lemma 1.4. Let ϕ be of type T (p, q,K1), then ϕ∗ ∈ T (q′, p′,K2) for some K2 =
K2(p, q,K1).

This lemma is well know. However, for the sake of completeness the proof is found
in the Appendix. In particular, if ϕ ∈ T (p, q,K) with 1 < p ≤ q < ∞, then also
ϕ∗ satisfies the ∆2-condition. Under the assumtion of Lemma 1.4 we also get the
following versions of Young’s inequality. For all δ ∈ (0, 1] and all t, s ≥ 0 it holds

ts ≤ K1K
q−1
2 δ1−q ϕ(t) + δ ϕ∗(s),

ts ≤ δ ϕ(t) +K2K
p′−1
1 δ1−p′ ϕ∗(s).

(1.6)

For an N-function ϕ we introduce the family of shifted N-functions {ϕa}a≥0 by

ϕ′a(t)/t := ϕ′(a + t)/(a + t). If ϕ satisfies Assumption 1.1 then ϕ′′a(t) ∼ ϕ′′(a + t)
uniformly in a, t ≥ 0. The following lemmas show important invariants in terms of
shifts.
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Lemma 1.5 (Lemma 22, [17]). Let ϕ hold Assumption 1.1. Then (ϕ|P |)
∗(t) ∼

(ϕ∗)|A(P )|(t) holds uniformly in t ≥ 0 and P ∈ RN×n. The implicit constants
depend on p, q and K only.

We define

p := min {p, 2} and q := max {q, 2}.(1.7)

Lemma 1.6. Let ϕ be of type T (p, q,K1) and P ∈ RN×n, then ϕ|P | is of type

T (p, q,K) and (ϕ|P |)
∗ and (ϕ∗)|A(P )| are of type T (q′, p′,K).

The proof of this lemma is postponed to the Appendix. We define V : RN×n →
RN×n by

|V (Q)|2 = A(Q) ·Q and
V (Q)

|V (Q)|
=

A(Q)

|A(Q)|
=

Q

|Q|
,

in particular we have

V (Q) =
√
ϕ′(|Q|)|Q| Q

|Q|
=: ψ(|Q|) Q

|Q|
.

In the case of the p-Laplacian, we have ϕ(t) = 1
p t
p, A(Q) = |Q|p−2

Q and V (Q) =

|Q|
p−2
2 Q.
The connection between A, V , and the shifted N-functions is best reflected in

the following lemma, which is a summary of Lemmas 3, 21, and 26 of [13].

Lemma 1.7. Let ϕ satisfy Assumption 1.1. Then(
A(P )−A(Q)

)
·
(
P −Q

)
∼
∣∣V (P )− V (Q)

∣∣2(1.8a)

∼ ϕ|Q|
(
|P −Q|

)
(1.8b)

∼
(
ϕ∗
)
|A(Q)|

(
|A(P )−A(Q)|

)
(1.8c)

uniformly in P,Q ∈ RN×n. Moreover,

A(Q) ·Q = |V (Q)|2 ∼ ϕ(|Q|), and

|A(P )−A(Q)| ∼
(
ϕ|Q|

)′(|P −Q|),(1.8d)

uniformly in P,Q ∈ RN×n.

The following lemma is a simple modification of Lemma 35 and Corollary 26 of [17]
by use of Young’s inequality in the form (1.6) and Lemma 1.5.

Lemma 1.8 (Shift change). For every ε ∈ (0, 1], it holds

ϕ|P |(t) ≤ c ε1−p′ϕ|Q|(t) + ε|V (P )− V (Q)|2,

(ϕ|P |)
∗(t) ≤ c ε1−q(ϕ|Q|)

∗(t) + ε|V (P )− V (Q)|2,

(ϕ∗)|A(P )|(t) ≤ c ε1−q(ϕ∗)|A(Q)|(t) + ε|V (P )− V (Q)|2,

for all P,Q ∈ RN×n and all t ≥ 0. The constants only depend on the characteristics
of ϕ.

By Lϕ and W 1,ϕ we denote the classical Orlicz and Sobolev-Orlicz spaces, i. e.
f ∈ Lϕ if and only if

∫
ϕ(|f |) dx <∞ and f ∈W 1,ϕ if and only if f,∇f ∈ Lϕ. By

W 1,ϕ
0 (Ω) we denote the closure of C∞0 (Ω) in W 1,ϕ(Ω).

We can prove the following substitute for Lemma 1.7 for perturbated systems.
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Lemma 1.9. For all Q,P ∈ RnN and Ti = ΛiMi we find(
AT (Q)−AT (P )

)
·
(
Q− P

)
∼ |V (Q)− V (P )|2

and

|AT1(Q)−AT2(P )| ≤ c|T1 − T2|ϕ′(|T1Q|) + c
(
ϕ|T1Q|

)′
(|T1Q− T2P |),

especially for |T1 − T2| ≤ 1

|AT1
(Q)−AT2

(Q)| ≤ c|T1 − T2|p−1
ϕ′(|Q|).

The constants depend only on the characteristics of ϕ and λ.

Proof. The first inequality is proved by Lemma 1.7. We find that(
AT (Q)−AT (P )

)
·
(
Q− P

)
=
(
T t
(
ϕ′(|TQ|) TQ

|TQ|
− ϕ′(|TP |) TP

|TP |

))
·
(
Q− P

)
=
((
ϕ′(|TQ|) TQ

|TQ|
− ϕ′(|TP |) TP

|TP |

))
·
(
TQ− TP

)
∼ ϕ|TQ|(|T (Q− P )|)

∼ |V (Q)− V (P )|2.

(1.9)

For the second statement we use (1.8d)

|AT1
(Q)−AT2

(P )| =
∣∣∣ϕ′(|T1Q|)

T 2
1Q

|T1Q|
− ϕ′(|T2P |)

T 2
2P

|T2P |

∣∣∣
≤
∣∣∣(T t1 − T t2)ϕ′(|T1Q|)

T1Q

|T1Q|

∣∣∣+ |T2|
∣∣∣ϕ′(|T1Q|)

T1Q

|T1Q|
− ϕ′(|T2P |)

T2P

|T2P |

∣∣∣
≤ c|T1 − T2|ϕ′(|T1Q|) + c

(
ϕ|T1Q|

)′
(|T1Q− T2P |).

The last statement follows by Lemma 1.6, as(
ϕ|Q|

)′
(|T1 − T2||Q|) ≤ c|T1 − T2|p−1

ϕ′(|Q|),

whenever |T1 − T2| ≤ 1. �

Let us introduce the right condition for the perturbation matrix such that
regularity is preserved. If one shows Hölder regularity, one can only assume Hölder
perturbations. In elliptic systems this is the classical Schauder theory.

A function T is a BMOω-multiplier, if Tf ∈ BMO(Ω) for all f ∈ BMO(Ω). We
introduce BMO-multipliers with following lemma. Its proof can be found in the
appendix of this chapter.

Lemma 1.10. If T ∈ L∞(Ω) and holds

‖T − T (y)‖L∞(Br(y))

1

ω(r)
−
∫
Br(y)

f dx ≤ c‖f‖BMOω(Ω) + c‖f‖L1(Ω),

for all Br ⊂ Ω, then T is a BMOω(Ω) multiplier.
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We say, that T ∈ L∞(Ω) satisfies the vanishing BMOω-multiplier condition on Ω
if there is a function δ(r) positive continuous quasi increasing, such that δ(r) → 0
for r → 0 and

c‖T − T (y)‖L∞(Br)

1

ω(r)
−
∫
Br(y)

f dx ≤ δ(r)‖f‖BMOω(Ω) + c‖f‖L1(Ω).

We need the following calculation:

|〈g〉 1
2B
− 〈g〉B | ≤ −

∫
1
2B

|g − 〈g〉B |dx ≤ 2nM ]
Bg.

By m iterations of the previous we find

|〈g〉2−mB − 〈g〉B | ≤ 2n
m−1∑
i=0

M ]
2−iBg ≤ m2n max

0≤i≤m−1
M ]

2−iBg.(1.10)

Note also, that the best constant property implies

−
∫
B

||g| − 〈|g|B〉| dx ≤ 2−
∫
B

||g| − |〈g〉B || dx ≤ 2−
∫
B

|g − 〈g〉B | dx.(1.11)

This can be used to show the following refined BMO-multiplier lemma

Lemma 1.11. Let ω : (0,∞) → (0,∞) be non decreasing, such that ω(r)r−β

is almost decreasing, then for γ > β we find that if T ∈ C0,γ(Ω), then T holds
the vanishing BMOω-multiplier condition on Ω. Moreover, for B(x) ⊂ Ω and
Bi := 2−iB(x) it holds

‖T − T (x)‖L∞(Bm)

1

ω(RBm)
〈|g|〉Bm ≤ cm2−m(γ−β) max

0≤i≤m−1
M ]
ω,2−iBg+

c

ω(RB)
〈|g|〉B ,

the constant c only depends on γ − β and on the Hölder continuity constant of T .

Proof. Without loss of generality we assume the radius of B to be one. We
use the above iteration (1.10), (1.11), the assumptions on T and the assumption on
ω to estimate

‖T − T (x)‖L∞(Bm)

1

ω(2−m)
〈|g|〉Bm ≤ c2−mγ

1

ω(2−m)
(|〈|g|〉Bm − 〈|g|〉B |+ 〈|g|〉B)

≤ cm2−mγ
1

ω(2−m)
max

0≤i≤m−1
M ]

2−iBg +m
2m(β−γ)

ω(1)
〈|g|〉B

≤ cm2−m(γ−β) max
0≤i≤m−1

M ]
ω,2−iBg +

c

ω(1)
〈|g|〉B ,

as β < γ. �
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1.2. Reverse Hölder estimate

In this section we refine the reverse Hölder estimate of Lemma 3.4 [19], where the
case f = 0 was considered. For this we need the following version of Sobolev-
Poincaré from [13, Lemma 7].

Theorem 1.12 (Sobolev-Poincaré). Let ϕ be an N-function such that ϕ and ϕ∗

satisfies the ∆2-condition. Then there exists 0 < θ0 < 1 and c > 0 such that the
following holds. If B ⊂ Rn is some ball with radius R and v ∈W 1,ϕ(B,RN ), then

−
∫
B

ϕ

(
|v − 〈v〉B |

R

)
dx ≤ c

(
−
∫
B

ϕθ0(|∇v|) dx
) 1
θ0

.(1.12)

For gradients of solutions of (1.1) and (1.3) we can deduce the following reverse
Hölder inequality.

Lemma 1.13. Let u be a solution of (1.3). There exists θ ∈ (0, 1) such that for
all P, f0 ∈ RN×n and all balls B satisfying 2B ⊂ Ω

−
∫
B

|V (∇u)− V (P )|2 dx ≤ c
(
−
∫
2B

|V (∇u)− V (P )|2θ dx
) 1
θ

+ c −
∫
2B

(ϕ∗)|A(P )|(|f − f0|) dx+ c‖T − T (z)‖(p−1)q′

L∞(2B) −
∫
2B

ϕ(|∇u|) + ϕ(|P |) dx

for z ∈ B. The constants c and θ only depend on λ and the characteristics of ϕ.

Proof. Let η ∈ C∞0 (2B) with χB ≤ η ≤ χ2B and |∇η| ≤ c/R, where R is the
radius of B. Let α ≥ q, then (α− 1)p′ ≥ α. We define ξ := ηα(u− z), where z is a
linear function such that 〈u− z〉2B = 0 and ∇z = P . Using ξ as a test function in
the weak formulation of (1.1) we get for all f0 ∈ RN×n

(Ia) := |B|−1〈AT (∇u)−AT (z)(P ), ηα(∇u− P )〉

= |B|−1〈f − f0, η
α(∇u− P )〉+ |B|−1〈f − f0, αη

α−1(u− z)⊗∇η〉

− |B|−1〈AT (∇u)−AT (z)(P ), αηα−1(u− z)⊗∇η〉
=: (II) + (III) + (IV ).

With the help of Lemma 1.7 and Lemma 1.9 we get

(Ia) ≥ c −
∫
2B

ηα|V (∇u)− V (P )|2 dx− c −
∫
2B

|T − T (z)|p−1
ϕ′(|∇u|)|∇u− P |ηαdx.

By (1.6) for ϕ|∇u| and Lemma 1.6 we find that

(Ia) ≥ (c− ε) −
∫
2B

ηα|V (∇u)− V (P )|2 dx− c −
∫
2B

(ϕ|∇u|)
∗
(
‖T − T (z)‖p−1

L∞(2B)ϕ(|∇u|)
)
dx.
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By Lemma 1.6 we have (ϕ|∇u|)
∗ ∈ T (q′, p′,K). Consequently

(I) := −
∫
2B

ηα|V (∇u)− V (P )|2 dx

≤ c‖T − T (z)‖(p−1)q′

L∞(2B) −
∫
2B

ϕ(|∇u|)dx+ c(II) + c(III) + c(IV ).

We used (ϕ|∇u|)
∗(|∇u|) ∼ ϕ(|∇u|), which is a consequence of Lemma 1.7. By (1.6)

for ϕ|P | and δ ∈ (0, 1), by (ϕ|P |)
∗ ∼ (ϕ∗)|A(P )| due to Lemma 1.5, (α − 1)p′ ≥ α

and by Lemma 1.7 we estimate

(II) ≤ c δ1−p′ −
∫
2B

(ϕ∗)|A(P )|(|f − f0|) dx+ δ −
∫
2B

ηαϕ|P |(|∇u− P |) dx

≤ c δ1−p′ −
∫
2B

(ϕ∗)|A(P )|(|f − f0|) dx+ δc −
∫
2B

ηα|V (∇u)− V (P )|2 dx.

Similarly, we estimate with Lemma 1.7

(III) ≤ c −
∫
2B

(ϕ∗)|A(P )|(|f − f0|) dx+ c −
∫
2B

ϕ|P |

(
|u− z|
R

)
dx.

To estimate (IV ) we take

(IV ) ≤ c −
∫
2B

αηα−1|AT (∇u)−AT (P )|
∣∣∣u− z
R

∣∣∣ dx
+ c −
∫
2B

|AT (P )−AT (z)(P )|
∣∣∣u− z
R

∣∣∣ dx = (V ) + (V I).

With Lemma 1.9, Young’s inequality with ϕ|P |, (α − 1)q ≥ α and (0.6) (second
part) in combination with Lemma 1.7 we deduce analogously

(V ) ≤ c −
∫
2B

ϕ′|P |(|A(∇u)− P |) ηα−1 |u− z|
R

dx

≤ δ −
∫
2B

ηα(ϕ|P |)
∗(ϕ′|P |(|∇u− P |)) dx+ c δ1−q −

∫
2B

ϕ|P |

(
|u− z|
R

)
dx.

≤ δ −
∫
2B

ηα|V (∇u)− V (P )|2 dx+ c δ1−q −
∫
2B

ϕ|P |

(
|u− z|
R

)
dx.

As before we find by Young’s inequality for ϕ|P | and Lemma 1.6,

(V I) ≤ c‖T − T (z)‖(p−1)q′

L∞(2B) −
∫
2B

ϕ(|P |) dx+ c −
∫
2B

ϕ|P |

(
|u− z|
R

)
dx.
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Moreover, it follows from Theorem 1.12 for ϕ|P | for some θ ∈ (0, 1), Lemma 1.7
and the facts that 〈u− z〉2B = 0 and ∇z = P that

−
∫
2B

ϕ|P |

(
|u− z|
R

)
dx ≤ c

(
−
∫
2B

(
ϕ|P |(|∇u− P |)

)θ
dx

) 1
θ

≤ c
(
−
∫
2B

|V (∇u)− V (P )|2θ dx
) 1
θ

.

For small δ we can absorb corresponding terms into (I) such that the claim follows.
�

Our aim is to give estimates in terms of A(∇u). We will give estimates exploit-
ing reverse Hölder inequalities as well as BMO properties. These will enable us to
replace the right hand side of Lemma 1.13 with adequate quantities. At first we
need the following lemma for improving reverse Hölder estimates. It follows from
[24, Remark 6.12] and [21, Lemma 3.2].

Lemma 1.14. Let B ⊂ Rn be a ball, let g, h : Ω → R be an integrable functions
and θ ∈ (0, 1) such that

−
∫
B

|g| dx ≤ c0
(
−
∫
2B

|g|θ dx
) 1
θ

+ −
∫
2B

|h| dx

for all balls B with 2B ⊂ Ω. Then for every γ ∈ (0, 1) there exists c1 = c1(c0, γ)
such that

−
∫
B

|g| dx ≤ c1
(
−
∫
2B

|g|γ dx
) 1
γ

+ c1 −
∫
2B

|h| dx.

We will use this result to prove the following inverse Jensen inequality.

Corollary 1.15. Let Ω ⊂ Rn and ψ be an N-function of type T (1, q,K), g ∈ Lψ(Ω)
and h ∈ L1

loc(Ω). If there exists θ ∈ (0, 1) such that

−
∫
B

ψ(|g|) dx ≤ c0
(
−
∫
2B

ψ(|g|)θ dx
) 1
θ

+ −
∫
2B

|h| dx,

for all balls B with 2B ⊂ Ω, then there exists c1 = c1(c0,K, q) such that

−
∫
B

ψ(|g|) dx ≤ c1 ψ
(
−
∫
2B

|g| dx
)

+ c1 −
∫
2B

|h| dx.

Proof. By Lemma 1.14 we gain for a fixed γ < 1
q

−
∫
B

ψ(|g|) dx ≤ c1
(
−
∫
2B

ψ(|g|)γ dx
) 1
γ

+ c1 −
∫
2B

|h| dx

Due to Lemma 1.34, which can be found in the appendix, the function (ψ(t))γ)−1

is quasi-convex; i.e. it is uniformly proportional to a convex function. Therefore
the result follows by Jensen’s inequality. �
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The estimate of Lemma 1.13 can be improved in the following way.

Corollary 1.16. Let u be a solution of (1.1). For all P ∈ RN×n and all balls B
such that 2B ⊂ Ω

−
∫
B

|V (∇u)− V (P )|2 dx ≤ c (ϕ∗)|A(P )|

(
−
∫
2B

|A(∇u)−A(P )| dx
)

+ c (ϕ∗)|A(P )|(‖f‖BMO(2B)) + c‖T − T (z)‖(p−1)q′

L∞(2B)(〈ϕ(|∇u|)〉2B + ϕ(|P |))

for z ∈ B. The constants only depend on the characteristics of ϕ and λ.

Proof. If follows from Lemma 1.7 that

|V (∇u)− V (P )|2 ∼ (ϕ∗)|A(P )|(|A(∇u)−A(P )|).
Therefore we can apply Corollary 1.15 on the inequality proven in Lemma 1.13 to
gain

−
∫
B

|V (∇u)− V (P )|2 dx ≤ c (ϕ∗)|A(P )|

(
−
∫
2B

|A(∇u)−A(P )| dx
)

+ c −
∫
2B

(ϕ∗)|A(P )|(|f − f0|) dx+ c‖T − T (z)‖(p−1)q′

L∞(2B)(〈ϕ(|∇u|)〉2B + ϕ(|P |))

for any f0 ∈ RN×n. The result follows by using Lemma 1.32 to the last integral

−
∫
2B

(ϕ∗)|A(P )|(|f − f0|) dx ≤ c (ϕ∗)|A(P )|(‖f‖BMO(2B)).

This inequality reflects the reverse Jensen property of the BMO norm. �

Lemma 1.17. Let u be a solution of (1.3). We find

−
∫
B

ϕ(|∇u|) dx ≤ c(ϕ∗)|A(Q)|
(
〈A(∇u)〉2B

)
+ (ϕ∗)|A(Q)|(‖f‖BMO(2B))

for A(Q) = 〈A(∇u)〉B. The constants c only depend on λ and the characteristics
of ϕ.

Proof. The proof goes analogously (but simpler) as was done for the oscilla-
tion integrals. We only give the important details. One uses ξ = (u− 〈u〉2B)ηα as
a test function and find for f0 = 〈f〉2B

〈AT (∇u),∇uηα〉 = 〈AT (∇u), αηα−1(u− 〈u〉2B)⊗∇η〉+ 〈f − f0,∇ξ〉.
The difference to Lemma 1.13 is that all terms that include ∇u can be absorbed.
One uses Young’s inequality 1.6 on ϕ|Q| and the fact that Lemma 1.7 and Lemma 1.33
imply 〈ϕ(|∇u|)〉B ∼ 〈ϕ|Q|(|∇u|)〉B ∼ 〈(ϕ)∗|A(Q)|(A(|∇u|))〉B . This leads to

−
∫
B

ϕ(|∇u|)dx ≤ c(ϕ∗)|A(Q)|(‖f‖BMO(2B)) + c −
∫
2B

ϕ|Q|

(∣∣u− 〈u〉2B
RB

∣∣) dx.
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Now the result follows analogous to the oscillation case by Poincaré’s inequality
and Corollary 1.15. �

1.3. Comparison

The key idea of the proof of our main result is to compare the solution u
with a suitable ϕ-harmonic function h. Later we transfer the good properties of
h to u. Regularity of ϕ-harmonic functions is well known in the case of p-Laplace
system with ϕ(t) = tp for p ∈ (1,∞). Recently, the result was extended in [19,
Theorem 6.4] for general ϕ satisfying Assumption 1.1:

Theorem 1.18 (Decay estimate for ϕ-harmonic maps). Let Ω ⊂ Rn be an open set,
let ϕ satisfy Assumption 1.1, and let h ∈W 1,ϕ(Ω,RN ) be ϕ-harmonic on Ω. Then
there exists α > 0 and c > 0 such that for every ball B ⊂ Ω and every θ ∈ (0, 1)
holds

−
∫
θB

|V (∇h)− 〈V (∇h)〉θB |2 dx ≤ c θ2α−
∫
B

|V (∇h)− 〈V (∇h)〉B |2 dx.

Note that c and α depend only on the characteristics of ϕ.

The last Theorem can be extended. We take T ∈ RnN×nN elliptic. Let us look
at local minimizers of functionals of the type

J(v) =

∫
Ω

ϕ(|T 2∇v · ∇v|
1
2 ) =

∫
Ω

ϕ(|T∇v|),(1.13)

for v ∈W 1,ϕ(Ω;RN ).
Again T 2 = T tT and T = ΛM , withM being orthonormal and Λ being diagonal

with all values strictly positive. We want to regain a ϕ̃−minimizer, on which we
can apply Theorem 1.18. We define ṽ(x) := T ∗v(T∗x), where T ∗ ∈ RN×N and
T∗ ∈ Rn×n with full rank.

Now ∂xi(v
k(T∗x)) =

∑n
j=1(∂jv

k)(T∗x)tji. This implies, that

∂iṽ
l =

N∑
k=1

n∑
j=1

tlktji∂iv
k(T∗x).

Therefore whenever T ∈ RnN×nN has the form Tlj,ki = tlktji we find that∫
Ω

ϕ(|T∇v|)dx = |det(T∗)|
∫

T−1
∗ Ω

ϕ(|T∇v(T∗x)|) =:

∫
Ω̃

ϕ̃(|∇ṽ)|) =: J̃(ṽ).(1.14)

Corollary 1.19. Let h be a minimizer of (1.13) with T is of the form as stated
above and B ⊂ Ω. Then

−
∫
θB

|V (∇h)− 〈V (∇h)〉θB |2 dx ≤ c θ2α−
∫
B

|V (∇h)− 〈V (∇h)〉B |2 dx.

Here α, c only depend on the constants of Theorem 1.18 and |detT∗|.



12 1. ELLIPTIC SYSTEMS

Proof. By (1.14) we find that every local minimizer h of J can be represented

by a local minimizer h̃ of J̃ . Now V (∇h̃)(x) = V (TDh)(T∗x). This implies by
Lemma 1.9 , (1.9) and Theorem 1.18

−
∫
θB

|V (∇h)− 〈V (∇h)〉θB |2 dx ∼ −
∫
θB

|V (T∇h)− 〈V (T∇h)〉θB |2 dx

≤ c −
∫

θT−1
∗ B

|V (∇h̃)− 〈V (∇h̃)〉θB |2 dx

≤ c θ2α −
∫
T−1
∗ B

|V (∇h̃)− 〈V (∇h̃)〉B |2 dx

∼ cθ2α−
∫
B

|V (∇h)− 〈V (∇h)〉B |2 dx.

�

For a given solution u of (1.3) let h ∈W 1,ϕ(B) be the unique solution

−divAT (z)(∇h) = 0 in B,

h = u on ∂B
(1.15)

where z is the center of the ball. The next lemma estimates the distance of h to u.

Lemma 1.20. Let u be a solution of (1.1). Further let h solve (1.15). Then for
every δ > 0 there exists cδ ≥ 1 such that

−
∫
B

|V (∇u)− V (∇h)|2 dx ≤ δ (ϕ∗)|〈A(∇u)〉2B |

(
−
∫
2B

|A(∇u)− 〈A(∇u)〉2B | dx
)

+ c δ1−q (ϕ∗)|〈A(∇u)〉2B |(‖f‖BMO(2B)) + c‖T − T (z)‖(p−1)q′

L∞(2B)〈ϕ(|∇u|)〉2B
holds.

Proof. We have for any f0 ∈ RN×n

|B|−1〈AT (∇u)−AT (z)(∇h),∇u−∇h〉 = |B|−1〈f − f0,∇u−∇h〉
We find by Lemma 1.9

−
∫
B

(
AT (z)(∇u)−AT (z)(∇h)

)(
∇u−∇h

)
+
(
AT (∇u)−AT (z)(∇u)

)(
∇u−∇h

)
∼ −
∫
B

|V (∇u)− V (∇h)|2 dx+−
∫
B

(
AT (∇u)−AT (z)(∇u)

)
·
(
∇u−∇h

)
.

Consequently

(I) =−
∫
B

|V (∇u)− V (∇h)|2 dx ≤ c−
∫
B

|f − f0||∇u−∇h|

+ c−
∫
B

|AT (∇u)−AT (z)(∇u)||∇u−∇h| = (II) + (III).

(1.16)
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We estimate (III) using Lemma 1.9 and Young’s inequality (1.6) with ϕ|∇u|.

(III) ≤ c−
∫
B

|T − T (z)|p−1
ϕ′(|∇u|)|∇u−∇h|dx

≤ ε(I) + cε1−p′‖T − T (z)‖(p−1)q′

L∞(B) 〈ϕ(|∇u|)〉B .

We estimate (II) by Young’s inequality (1.6) with ϕ|∇u|, Lemma 1.7 and Lemma 1.5

(II) ≤ ε(I) + c −
∫
B

(ϕ∗)|A(∇u)|(|f − f0|) dx.

With the shift change of Lemma 1.8 with A(Q) := 〈A(∇u)〉2B we get for δ > 0

(II) ≤ ε(I) + c δ1−q −
∫
B

(ϕ∗)|A(Q)|(|f − f0|) dx+ δ−
∫
B

|V (∇u)− V (Q)|2 dx.(1.17)

We set f0 = 〈f〉2B and estimate the first integral by Lemma 1.32. The second
integral is estimated by Corollary 1.16 with P := Q. Then ϕ(|Q|) ≤ c〈ϕ(|∇u|)〉2B ,
such that the claim follows by choosing δ, ε > 0 conveniently. �

Remark 1.21. Here we consider u ∈W 1,ϕ
0 (Rn;RN ) a global solution of (1.1). We

gain by (1.17) and Theorem 1.18 and Lemma 1.33,

−
∫
θB

|V (∇u)− 〈V (∇u)〉θB |2dx

≤ cθn−
∫
B

|V (∇u)− V (∇h)|2dx+ c−
∫
B

|V (∇h)− 〈V (∇h)〉θB |2dx

≤ c δ1−q −
∫
B

(ϕ∗)|〈A(∇u)〉B |(|f − f0|) dx+ δ−
∫
B

|V (∇u)− 〈V (∇u)〉B |2 dx.

This estimate is very much in the spirit of Iwaniec [28]. We can deduce some
global estimates from this inequality. First we discuss the case ϕ(t) = tp. In the
case of p = 2 we find that (ϕ∗)|〈A(∇u)〉B |(t) ∼ t2. Therefore the last estimate implies
Theorem 0.1 by taking the supremum over all radii and absorption (which is possible
for almost every x).

If p ≥ 2 we find (ϕ∗)|〈A(∇u)〉B | ≤ (ϕ∗). Now the estimate implies (after taking
the suprema over all radii and absorbation) for almost every x

M ],2(V (∇u)(x) ≤ cM2(|f |
p′
2 )(x).

For general ϕ we (only) find by Lemma 1.8 that there is a uniform δ > 0 such that

M ],2(V (∇u)(x) ≤ cM2(ϕ∗(|f |) 1
2 )(x) + δM2(V (∇u)).

By the maximal theorem’s we find for 2 < q <∞ and general ϕ

‖V (∇u)‖q ≤ c‖ϕ
∗(|f |) 1

2 ‖q
especially for p ≥ 2

‖V (∇u)‖2BMO ≤ c‖ϕ
∗(f)‖∞.

Theorem 1.23 will later imply proper global BMO-estimates for general ϕ.
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1.4. BMO estimates for A(∇u)

Proposition 1.22. Let B ⊂ Rn be a ball. Let α be the decay exponent for ϕ-
harmonic functions as in Theorem 1.18. Then for every m ∈ N there exists cm ≥ 1
such that

M ]
2−mB(A(∇u)) ≤ c 2

−m 2α
p′ m max

0≤i≤m
M ]

21−iB(A(∇u)) + cm ‖f‖BMO(2B)

+ cm‖T − T (z)‖
(p−1) q

′
p′

L∞(2B)〈|A∇u|〉2B .

The constant cm is depending on α and the characteristics of ϕ and T . The constant
c is independent of m and α.

Proof. Define A(Q) := 〈A(∇u)〉2B and A(Qm) := 〈A(∇u)〉2−mB . With
Lemma 1.6 we find (ϕ∗)|A(P )| is of type T (q′, p′,K) for some K independent of P .

Let h be the ϕ-harmonic function on B with u = h on the boundary ∂B as
defined by (1.15). Then V (∇h) satisfies the decay estimate of Theorem 1.19

(I) := −
∫

2−mB

|V (∇u)− 〈V (∇u)〉2−mB |
2
dx

≤ c −
∫

2−mB

|V (∇h)− 〈V (∇h)〉2−mB |
2
dx+ c −

∫
2−mB

|V (∇u)− V (∇h)|2 dx

≤ c 2−m2α−
∫
B

|V (∇h)− 〈V (∇h)〉B |2 dx+ c2mn −
∫
B

|V (∇u)− V (∇h)|2 dx

≤ c 2−m2α−
∫
B

|V (∇u)− 〈V (∇u)〉B |2 dx+ c 2mn −
∫
B

|V (∇u)− V (∇h)|2 dx.

≤ c 2−m2α−
∫
B

|V (∇u)− V (Q)|2 dx+ c 2mn −
∫
B

|V (∇u)− V (∇h)|2 dx.

(1.18)

Now using Corollary 1.16, Lemma 1.20 and Lemma 1.17 we get

(I) ≤ c (2−m2α + δ2mn)(ϕ∗)|A(Q)|

(
−
∫
2B

|A(∇u)−A(Q)| dx
)

+ c 2mnδ1−q ((ϕ∗)|A(Q)|(‖f‖BMO(2B)) + ‖T − T (z)‖(p−1)q′

L∞(2B)〈ϕ(|∇u|)〉2B)

≤ c (2−m2α + δ2mn)(ϕ∗)|A(Q)|

(
−
∫
2B

|A(∇u)−A(Q)| dx
)

. + c 2mnδ1−q (ϕ∗)|A(Q)|(‖f‖BMO(2B))

+ c 2mnδ1−q‖T − T (z)‖(p−1)q′

L∞(2B)(ϕ
∗)|A(Q)|(〈|A(∇u)|〉2B).

(1.19)
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We use Lemma 1.8 to change the shift A(Q) to A(Qm) (for the first integral with
ε = 1 and for the second and third integral with ε = τ

2 ).

(I) ≤ c (2−m2α + δ2mn)(ϕ∗)|A(Qm)|
(
M ]

2B(A(∇u))
)

+ c 2mn δ1−q τ1−q(ϕ∗)|A(Qm)|(‖f‖BMO(2B))

+ c 2mn δ1−q τ1−q‖T − T (z)‖(p−1)q′

L∞(2B)(ϕ
∗)|A(Qm)|(〈|A(∇u)|〉2B).

+ c (2−m2α + δ2mn + τ) |V (Q)− V (Qm)|2.

From Lemma 1.7 we know that

|V (Q)− V (Qm)|2 ≤ c (ϕ∗)|A(Qm)|(|A(Q)−A(Qm)|)

and from (1.10) that

|A(Q)−A(Qm)| ≤ 2n
∑

0≤i≤m−1

M ]
2−iB(A(∇u)).

The previous two estimates and (ϕ∗)|A(Qm)| ∈ T (q′, p′,K) imply

|V (Q)−V (Qm)|2 ≤ c (ϕ∗)|A(Qm)|

( ∑
0≤i≤m−1

M ]
2−iB(A(∇u))

)
.

Overall, we get

(I) ≤ c(2−m2α + δ2mn + τ)(ϕ∗)|A(Qm)|

( ∑
0≤i≤m

M ]
21−iB(A(∇u))

)
+ c 2mn δ1−q τ1−q(ϕ∗)|A(Qm)|(‖f‖BMO(2B))

+ c 2mn δ1−q τ1−q‖T − T (z)‖(p−1)q′

L∞(2B)(ϕ
∗)|A(Qm)|(〈|A(∇u)|〉2B).

We fix τ := 2−m2α and δ := 2−m2α−mn to get

(I) ≤ c 2−m2α(ϕ∗)|A(Qm)|

( ∑
0≤i≤m

M ]
21−iB(A(∇u))

)
+ c 2mn+(m4α+mn)(q−1) (ϕ∗)|A(Qm)|(‖f‖BMO(2B))

+ c 2mn+(m4α+mn)(q−1)‖T − T (z)‖(p−1)q′

L∞(2B)(ϕ
∗)|A(Qm)|(〈|A(∇u)|〉2B).

Note that for all b ∈ [0, 1/K] and t ≥ 0 we have by (1.5)

b (ϕ∗)|A(Qm)|(t) =
1

K
(bK) (ϕ∗)|A(Qm)|(t) ≤ (ϕ∗)|A(Qm)|((bK)

1
p′ t).
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Without loss of generality we can assume in the following that m is sufficiently
large so c2−m2α ≤ 1/K. Therefore

(1.20)

(I) ≤ (ϕ∗)|A(Qm)|

(
c 2
−m 2α

p′
∑

0≤i≤m

M ]
21−iB(A(∇u))

)
+ (ϕ∗)|A(Qm)|(cm ‖f‖BMO(2B))

+ (ϕ∗)|A(Qm)|(cm‖T − T (z)2B‖
(p−1) q

′
p′

L∞(2B)〈|A(∇u)|〉2B)

≤ (ϕ∗)|A(Qm)|

(
c 2
−m 2α

p′
∑

0≤i≤m

M ]
21−iB(A(∇u)) + cm‖f‖BMO(2B)

+ cm‖T − T (z)‖
(p−1) q

′
p′

L∞(2B)〈|A(∇u)|〉2B
)
.

On one hand

−
∫

2−mB

(ϕ∗)|A(Qm)|(|A(∇u)−A(Qm)|) dx

≤ c −
∫

2−mB

(A(∇u)−A(Qm)) · (∇u−Qm) dx

≤ c −
∫

2−mB

|V (∇u)− V (〈∇u〉2−mB)|2 dx

by Lemma 1.7 and 〈A(∇u)−A(Qm)〉2−mB = 〈∇u− 〈∇u〉2−mB〉2−mB = 0.
Consequently we get using Lemma 1.4, Jensen’s inequality and Lemma 1.33

(1.21)

(ϕ∗)|A(Qm)|
(
cM ]

2−mB(A(∇u))
)

≤ c (ϕ∗)|A(Qm)|

(
−
∫

2−mB

|A(∇u)−A(Qm)|) dx
)

≤ c −
∫

2−mB

(ϕ∗)|A(Qm)|(|A(∇u)−A(Qm)|) dx ≤ (I).

If we apply the inverse of (ϕ∗)|A(Qm)| to the combination of (1.20) and (1.21)
we obtain the claim. �

We can now prove our main result. It shows that the BMOω-regularity of f
transfers to A(∇u). Note that the case ω = 1 is just Theorem 1.2.

Theorem 1.23. Let B ⊂ Rn be a ball. Let u be a solution of (1.3) on 2B, with
ϕ satisfying Assumption 1.1 and T satisfying Assumption 1.3. Let ω : (0,∞) →
(0,∞) be non-decreasing such that for some β ∈ (0,min { 2α

p′ , γ(p− 1) q
′

p′ }) the func-

tion ω(r)r−β is almost decreasing. Then

max
i≥0

M ]
ω,2−mB(A(∇u)) ≤ c 〈|A(∇u)|〉2B

ω(2R)
+ c‖f‖BMOω(2B).

Moreover,

‖A(∇u)‖BMOω(B) ≤ c
〈|A(∇u)|〉2B

ω(2R)
+ c‖f‖BMOω(2B).
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The constants depend on the characteristics of ϕ and T , β and c0.

Proof. Let σ := 2α
p′ , then 0 ≤ β < σ. We divide the estimate of Proposi-

tion 1.22 by ω(2−mR), where R is the radius of B.

M ]
ω,2−mB(A(∇u)) ≤ c 2−mσm max

0≤i≤m

ω(21−iR)

ω(2−mR)
M ]
ω,21−iB(A(∇u))

+ cm
1

ω(2−mR)

(
‖f‖BMO(2B) + ‖T − T (z)‖

(p−1) q
′
p′

L∞(2B)〈|A(∇u)|〉2B
)

≤ c 2−mσm max
0≤i≤m

(21−iR)β

(2−mR)β
M ]
ω,21−iB(A(∇u))

+ cm
ω(2R)

ω(2−mR)

(
‖f‖BMOω(2B) + ‖T − T (z)‖

(p−1) q
′
p′

L∞(2B)

1

ω(2R)
〈|A(∇u)|〉2B

)
≤ c 2−m(σ−β)m max

0≤i≤m
M ]
ω,21−iB(A(∇u))

+ cm 2(1+m)β
(
‖f‖BMOω(2B) + ‖T − T (z)‖

(p−1) q
′
p′

L∞(2B)

1

ω(2R)
〈|A(∇u)|〉2B

)
.

Since σ > β, we find m0 such that c2−m(σ−β)m ≤ 1
4 for all m ≥ m0. This implies

M ]
ω,2−mB(A(∇u)) ≤ 1

4
max

0≤i≤m
M ]
ω,21−iB(A(∇u)) + c0‖f‖BMOω(2B)

+ c0‖T − T (z)‖
(p−1) q

′
p′

L∞(2B)

〈|A(∇u)|〉2B
ω(2R)

.

Since the above estimate is independent of the ball, we find for j ∈ N

max
m0≤m≤j

M ]
ω,2−mB(A(∇u)) ≤ 1

4
max
0≤i≤j

M ]
ω,21−iB(A(∇u)) + c0‖f‖BMOω(2B)

+ c0 max
0≤i≤j

‖T − T (z)‖
(p−1) q

′
p′

L∞(2−iB)

〈|A(∇u)|〉2−iB
ω(2−iR)

.

We want to remind the reader, that z is the center of 2iB for all i. By our assump-
tion on β we find for every δ ∈ (0, 1) a k0 ∈ N such that

k2
−k((p−1) q

′
p′ γ−β)

k ≤ δ

for all k0 ≤ k. We therefore can choose k0 such that for k0 ≤ k ≤ j Lemma 1.11
implies

‖T − T (z)‖
(p−1) q

′
p′

L∞(2−kB)

〈|A(∇u)|〉2−kB
ω(2−kR)

≤ 1

4
max
0≤i≤j

M ]
ω,21−iB(A(∇u)) + c

〈|A(∇u)|〉2B
ω(2R)

.

(1.22)

Using this estimate we find after absorbation for all j ∈ N

max
m0≤m≤j

M ]
ω,2−mB(A(∇u)) ≤ c max

0≤i≤m0

M ]
ω,21−iB(A(∇u)) + c max

0≤i≤k0

〈|A(∇u)|〉2−iB
ω(2−iR)

+ cm0
‖f‖BMOω(2B).

The estimate

max
0≤i≤m0

M ]
ω,21−iB(A(∇u)) ≤ c max

0≤i≤k0

〈|A(∇u)|〉2−iB
ω(2−iR)

≤ c 〈|A(∇u)|〉2B
ω(2R)
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proves the first claim of the theorem. A standard covering argument proves the
second claim. �

If T is not dependent on x, then the estimate can be sharpened.

Corollary 1.24. If T is a constant matrix, then we find

max
i≥0

M ]
ω,2−mB(A(∇u)) ≤ cM ]

ω,2B(A(∇u)) + c‖f‖BMOω(2B).

Moreover,

‖A(∇u)‖BMOω(B) ≤ cM
]
ω,2B(A(∇u)) + c‖f‖BMOω(2B).

Corollary 1.25. Let B be a ball in Rn, u be a solution of (1.3) on 2B, ϕ satisfy
Assumption 1.1 and T Assumption 1.3. If f ∈ VMO(2B), then A(∇u) ∈ VMO(B).

Proof. Since f ∈ VMO(2B), there exists a non-decreasing function ω̃ : (0,∞)→
(0,∞) with limr→0 ω̃(r) = 0, such that ‖f‖BMO(Br)

≤ ω̃(r), for all Br ⊂ 2B.

The result follows by Theorem 1.23 by defining ω(r) = min{ω̃(r), rβ}. For β ∈
(0,min { 2α

p′ , γ(p− 1) q
′

p′ }). �

The next result is a direct consequence of Theorem 1.23 with the choice of ω(r) = rβ

and the equivalence of BMOβ := BMOtβ and C0,β .

Corollary 1.26. Let ϕ hold Assumption 1.1 and T hold Assumption 1.3. Let u be
a solution of (1.3) on a ball 2B ⊂ Rn. Let α be the Hölder coefficient (defined in
Theorem 1.18) for ϕ-harmonic gradients.

If f ∈ C0,β(2B) for β < (0,min { 2α
p′ , γ(p− 1) q

′

p′ }), then A(∇u) ∈ C0,β(B).

Moreover,

‖A(∇u)‖BMOβ(B) ≤ c‖f‖BMOβ(2B) + c
〈|A(∇u)|〉2B

Rβ
.

The constant depends on β, γ, the characteristics of ϕ and T .

Let us remark that the result in the Corollary 1.26 is optimal in the sense that
any improvement of α in the decay estimate Theorem 1.18 transfers directly to the
inhomogeneous case in the best possible way.

Remark 1.27. If h is ϕ-harmonic on the open set Ω ⊂ Rn, then for any ball
B ⊂ Ω we have the following decay estimate for A(∇h). For any β < 2α

p′ (where α

is from Theorem 1.18) and any λ ∈ (0, 1] holds

−
∫
θB

|A(∇h)− 〈A(∇h)〉λB | ≤ cβ (θR)β‖A(∇h)‖BMOβ(B)

≤ cβθβ −
∫
B

|A(∇h)− 〈A(∇h)〉B |.
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Remark 1.28. Let us consider the system

−div(A(∇u)) = g with A(∇u) = ϕ′(|∇u|) ∇u
|∇u|

,

where the right-hand side function g is not in divergence form. If g ∈ Ln, then
there exists locally f ∈ W 1,n with divf = g by solving the Laplace equation. Since
W 1,n embeds to VMO, it follows by Corollary 1.25 that A(∇u) ∈ VMO locally.

Let us compare this to the situation of [8] and [22], who studied the case g ∈ Ln,1
(Lorentz space) and proved A(∇u) ∈ L∞. Since Ln,1 embeds to Ln, we conclude
that for such g additionally holds A(∇u) ∈ VMO locally.

Certainly, if g ∈ Ls with s > n, then we find f ∈ W 1,s and therefore f ∈ C0,σ

with σ = 1− n
s . Hence, by Corollary 1.26 we get Hölder continuity of A(∇u).

Remark 1.29. Let us explain that our result includes the estimates of [12] in
the super-quadratic case p ≥ 2 with ϕ(t) = tp. Let A(Q) := 〈A(∇u)〉B. Then

p ≥ 2 implies ϕ(t) = tp ≤ ϕ|Q|(t) and (ϕ∗)|A(Q)|(t) ≤ ϕ∗(t) = cpt
p′ . Hence, with

Lemma 1.5, Lemma 1.32, Theorem 1.2 we estimate

−
∫
B

|∇u−Q|p dx ≤ −
∫
B

ϕ|Q|(|∇u−Q|) dx

≤ c −
∫
B

(ϕ∗)|A(Q)|(|A(∇u)−A(Q)|) dx

≤ c −
∫
B

(ϕ∗)(|A(∇u)−A(Q)|) dx

≤ c ‖A(∇u)‖p
′

BMO(B)

≤ c ‖f‖p
′

BMO(2B) + c
(
M ]

2B(A(∇u))
)p′
.

Now, the estimate(
−
∫
B

|∇u− 〈∇u〉B | dx
)p
≤
(

2 −
∫
B

|∇u−Q| dx
)p

implies

−
∫
B

|∇u−Q| dx ≤ c ‖f‖
1
p−1

BMO + c
(
M ]

2B(A(∇u))
) 1
p−1 .

This is the same result as of Manfredi DiBenedetto [12].

Remark 1.30. Our result also generalizes to the case of differential forms on

Ω ⊂ Rn. In this Euclidean setting, we have the isometry Λk ∼= R(nk), so the case of
differential forms is just a special case of the vectorial situation. In particular, if
g ∈ BMO(Ω; Λk) and d∗A(du) = d∗g, with u ∈ W 1,ϕ(Ω; Λk−1), then Theorem 1.23
(same ω) provides

‖A(du)‖BMOω(B) ≤ c‖g‖BMOω(2B) + cM ]
ω,2B(A(du)).(1.23)
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Let us show that a simple conjugation argument (see also [29, 26]) provides another
interesting result: We start with a solution v ∈W 1,ϕ(Ω; Λk−1) of

d∗(A(dv + g)) = 0

which is a local minimizer of
∫
ϕ(|dv + g|) dx. By Hodge theory we find w ∈

W 1,ϕ∗(Ω,Λk+1) such that

A(dv + g) = d∗w.

Applying A−1 and then d we get the dual equation

dg = d(A−1(d∗w)).

If we define A∗ := (−1)k(n−k) ∗A−1∗, then we can rewrite this equation as

d∗(A∗(dw)) = ±d∗(∗g).

Moreover, we have (see [26]) that A∗(dw) = (ϕ∗)′(|dw|) dw
|dw| . In particular, we are

in the same situation as with u if we replace ϕ by ϕ∗ and dw by du. Therefore,
by (1.23)

‖A∗(dw)‖BMOω(B) ≤ c‖g‖BMOω(2B) + cM ]
ω,2B(A∗(dw)).

This and A(dv + g) = d∗w implies

‖dv + g‖BMOω(B) ≤ c‖g‖BMOω(2B) + cM ]
ω,2B(dv + g).

The triangle inequality gives

‖dv‖BMOω(B) ≤ c‖g‖BMOω(2B) + cM ]
ω,2B(dv).(1.24)

In particular, we can apply this argument to ϕ-harmonic function h. Then (1.24)
(with g = 0) implies the decay estimate

−
∫
θB

|∇h− 〈∇h〉θB | ≤ cθβ −
∫
2B

|∇h− 〈∇h〉B |(1.25)

for all θ ∈ (0, 1] with β = 2α
q .

1.5. A boundary result

Let us consider zero boundary values. We take Ω ⊂ Rn with C1,σ-boundary. Now
we consider the following system with boundary values

−div(AT (∇u)) = −div(f) in Ω

u = 0 on ∂Ω
(1.26)

Higher integrability up to the boundary was shown for equations by Kinunnen and
Zhou [38]. They used a boundary decay by Lieberman [45]. This does not exist
in the case of systems, so we will proceed differently. At first we will follow the
calculations of [38] to transfer the boundary problem to a half space problem. We
take a boundary point; since solutions are translation invariant we can take it to
be 0 and the outer normal to be (0, ..., 0,−1). We will now imply a coordinate
transform Ψ : Ω ∩ BR(0) → {xn ≥ 0}, a C1,σ–diffeomorphism, such that Ψ(∂Ω ∩
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BR(0)) ⊂ {xn = 0} and Ψ(0) = 0. We fix (Jij) = ∂iΨ
j . We define y = Ψ(x) and

g̃(y) = g ◦Ψ−1(y). We will use the following calculations (also found in [38])

∇xg(x) = J ◦Ψ−1(y)∇y g̃(y) and divxg(x) = divy(J t ◦Ψ−1g̃)(y),

for a differentiable function g. This implies that |∇g| ∼ |∇g̃|, where the constants
only depend on |J |, |J−1|.

Now we define vi(x) = (T∇u)i. This implies that ũ holds for y ∈ BR(0)+. We
take ∇u = (∂1u

1, ..., ∂nu
1, ∂1u

2, ..., ∂nu
N )t. We write the matrix T = (T 1, ..., TN ),

T i ∈ Rn×nN then we write Ti = (T i1, ..., T
i
N )t, T ij ∈ Rn×n such that T∇u =(∑N

i=1 T
i
1∇ui, ...,

∑N
i=1 T

i
N∇ui

)t
. Then we find

T∇xu(x) =
( N∑
i=1

T i1J∇yui(y), ...,

N∑
i=1

T iNJ∇yui(y)
)t

=: T̃ (y)∇yũ(y).

For the vector field AjT (T∇u) =
∑
i(T

i
j )
t ϕ
′(|T∇xu|)
|T∇xu| T ij∇xui we have

−divx(AjT (∇xu)) = −
N∑
i=1

divy

(
J t(T ij )

t
(ϕ′(|T∇xu|)
|T∇xu|

T ij∇xui
)

(Ψ−1(y))

= −
N∑
i=1

divyJ
t(T ij )

tϕ
′(|T̃∇yu|)
|T 2
j J∇yu|

(T ijJ∇yui)(y).

Therefore we gain the following system

−divy(AT̃∇yũ(y)) = −divyT̃
tϕ′(|T̃∇yũ|)

T̃∇yũ
|T̃∇ũ|

= −divy(f̃) in BR(0)+

ũ = 0 on {xn = 0} ∩BR(0),

(1.27)

where f̃ j(y) = J tf(Ψ−1(y)). Now we have a system on B+
R(0). We define

v = ũ if yn ≥ 0 and v(y) = −ũ(Rny) if yn < 0.

Here Rn is the reflection on the yn-axes. Consequently all vj are odd with respect
to yn. This implies that ∂nv (and therefore ∇v) is well defined. Indeed, on the
critical line {yn = 0} we find that v ≡ 0 and

vj(y1, ..., h)

h
=
vj(y1, ...,−h)

−h
.

Then we find (∇vi)(Rn(y)) = −Rn∇ũ(y), as R−1
n = Rn. We reflect T̃ as well

such that v is a solution on BR(0). For h positive we define (T ij )(y1, ...,−h) =

−Rn(T̃ ij )(y1, ..., h) else T ≡ T̃ . Then we find for yn < 0 that∇vi(y) = −Rn(∇ũi)(Rny),

as R−1
n = Rn. With the same calculations as before we have

−divy(AT∇v) = −div
(
T tϕ′(|T ∇v|) T ∇v

|T ∇v|

)
= −divy(f) in BR(0)(1.28)

now f
j
(y1, ...,−h) = −Rnf̃ j(y1, ..., h) and f

j
(y1, ..., h) ≡ f̃ j(y1, ..., h) for h positive

1 ≤ j ≤ N . On BR(0) we can apply the local theory which provides the following
Theorem.
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Theorem 1.31. Let u be a solution of (1.26). Let ϕ satisfying Assumption 1.1 and
T satisfying Assumption 1.3. Let ω : (0,∞)→ (0,∞) be non-decreasing such that

for some β ∈ (0,min { 2α
p′ , γ

q′

p′ (p− 1), σ q
′

p′ (p− 1)}) the function ω(r)r−β is almost

decreasing in the sense that there is c0 > 0 that ω(r)r−β ≤ c0 ω(s)s−β for all r > s.
If f ∈ BMO(Ω), then AT (∇u) ∈ (Ω). Moreover, we find for x ∈ Ω an R > 0 such
that

‖A(∇u)‖BMOω(BR(x)∩Ω) ≤ c
〈|A(∇u)|〉2BR(x)∩Ω

ω(2R)
+ c‖f‖BMOω(2BR(x)∩Ω).

The constant depends on: the characteristics of ϕ, the properties of T , the the
C1,σ−properties of ∂Ω and |BR ∩ Ω|.

Proof. We can assume that x = 0 and that we have a C1,σ–diffeomorphism
Ψ : Ω∩2B(0)→ 2B+(0) with the desired properties. We define v to be the solution
of (1.28) on 2B(0). As T ∈ Cmin {σ,γ}(2B) we can apply Theorem 1.23 on v.

We find by Lemma 1.7, the definition of ũ(y) = u ◦ Ψ−1(y), the fact that
consequently |∇ũ(y)| ∼ |∇u ◦Ψ−1(y)| and the best constant property

M ]

ω,2−mB(0)∩Ω
(A(∇u)) ≤ c

ω(2−m)
−
∫

ω,2−mB+(0)

|A(∇u) ◦Ψ−1 − 〈A(∇u) ◦Ψ−1〉B+(0)|dy

≤ c

ω(2−m)
−
∫

ω,2−mB+(0)

N∑
i=1

∣∣∣ϕ′(|∇ũ|)|∇ũ|
J∇ũi − 〈ϕ

′(|∇ũ|)
|∇ũ|

J∇ũi〉B+(0)

∣∣∣dy
≤ c

ω(2−m)
−
∫

ω,2−mB+(0)

N∑
i=1

∣∣∣ϕ′(|∇ũ|)|∇ũ|
J∇ũi − J(0)〈ϕ

′(|∇ũ|)
|∇ũ|

∇ũi〉B+(0)

∣∣∣dy
≤ c

ω(2−m)
−
∫

ω,2−mB+(0)

|J |
∣∣∣A(∇ũ)− 〈A(∇ũ)〉B+(0)

∣∣∣+ |J − J(0)|
∣∣〈A(∇ũ〉B+(0)

∣∣dy
≤ cM ]

ω,2−mB(0)+(A(∇v)) + c‖J − J(0)‖L∞(2−mB(0)+)

∣∣〈A(∇v)〉2−mB(0)+
∣∣

≤ cM ]
ω,2−mB(0)(A(∇v)) + c‖J − J(0)‖L∞(2−mB(0)+)

∣∣〈A(∇v)〉2−mB(0)

∣∣
= I + II.

I can be estimated by Theorem 1.23. On II we can apply Lemma 1.11 just like in
(1.22). This implies

sup
m∈N

M ]

ω,2−mB(0)∩Ω
(A(∇u)) ≤ c 〈|A(∇v)|〉2B

ω(2RB)
+ c‖f‖BMOω(2B).

The left hand side is now immediately estimated by the wanted. Let us fix B = BR.
We find for every x ⊂ B ∩ Ω and BR(x) ⊂ 2B. Consequently, the last estimate
implies

‖A(∇u)‖BMOω(B∩Ω) ≤ c
〈|A(∇u)|〉2B∩Ω

ω(2R)
+ c‖f‖BMOω(2B∩Ω).

�
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1.6. Appendix

The classical John Nirenberg estimate [30] proves the following lemma in the case
ψ(t) = tp. We give an extension to N-functions ψ.

Lemma 1.32. If ψ is an N-function, which satisfies the ∆2 condition, B ⊂ Rn a
ball and g ∈ BMO(B), then

−
∫
B

ψ(|g − 〈g〉B |) dx ≤ c ψ(‖g‖BMO(B)),

where c only depends on ∆2(ψ).

Proof of Lemma 1.32. Because ψ ∈ ∆2, there exists q <∞ only depending
on ∆2(ϕ) such that

ψ′(st) ≤ c1 max {1, sq−1}ψ′(t),

where c1 only depends on ∆2(ψ).
Since g ∈ BMO(B) we find by the classical John-Nirenberg estimate which can

be found in [30]:

|{x ∈ B : |g(x)− 〈g〉| > λ}|
|B|

≤ exp

(
−c2λ

‖g‖BMO(B)

)
,

where c2 ∈ (0, 1] only depends on the dimension. This implies

−
∫
B

ψ(|g − 〈g〉|)) dx =

∞∫
0

|{x ∈ B : |g(x)− 〈g〉| > λ}|
|B|

ψ′(λ) dλ

≤
∞∫

0

exp

(
−c2λ

‖g‖BMO(B)

)
ψ′(λ) dλ

=
‖g‖BMO(B)

c2

∞∫
0

exp(−s)ψ′
(
s‖g‖BMO(B)

c2

)
ds

≤
‖g‖BMO(B)

c2
ψ′
(‖g‖BMO(B)

c2

) ∞∫
0

exp(−s) max {1, sq−1} ds

≤
‖g‖BMO(B)

c2
ψ′
(
‖g‖BMO

c2

)
(1 + Γ(q)).

≤ (1 + Γ(q))ψ

(
2 ‖g‖BMO(B)

c2

)
≤ (1 + Γ(q))

(
2

c0

)q
ψ(‖g‖BMO(B)).

�
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Proof of Lemma 1.4. It has been shown in [25] that if ϕ ∈ T (p, q,K), then
ϕ−1 ∈ T (1/q, 1/p,K1), where K1 only depends on p, q and K. From this, (1.5) and

t ≤ ϕ−1(t)(ϕ∗)−1(t) ≤ 2t

it follows, that (ϕ∗)−1 ∈ T (1 − 1/p, 1 − 1/q, 2K1) and as a consequence ϕ∗ ∈
T (q′, p′,K2) with K2 = K2(p, q,K). �

Proof of Lemma 1.6. Let ϕ ∈ T (p, q,K). Then ϕa is of type T (p, q,K5),
where K5 only depends on K, p, q. Recall that every N-function ψ satisfies ψ(t) ≤
ψ′(t) t ≤ ψ(2t), see for example [51]. This and ϕ ∈ T (p, q,K) implies

ϕ′(st) ≤ ϕ(2st)

st
≤ K2q max {sp, sq}ϕ(t)

st
≤ K2q max {sp−1, sq−1}ϕ′(t).

We define τ = a+st
a+t . This implies

ϕ′a(st) =
ϕ′(τ(a+ t))

a+ st
st ≤ K2q max {τp−1, τ q−1}ϕ′(a+ t)

st

a+ st

= K2qsmax {τp−2, τ q−2}ϕ′a(t)

≤ K2qsmax {τp−2, τ q−2}ϕ′a(t)

for all s, t ≥ 0. Now we split the cases s ≥ 1 and s ∈ (0, 1) and apply p ≤ 2 ≤ q. It
follows

max {τp−2, τ q−2} ≤ max {sp−2, sq−2}.

This and the previous estimate proves the claim for ϕ|P |. Since ϕ ∈ T (p, q,K), we
have ϕ∗(q′, p′,K2) by Lemma 1.4. This proves the claim for (ϕ∗)|A(P )|. Now, the
equivalence (ϕ|P |)

∗(t) ∼ (ϕ∗)|A(P )|(t) of Lemma 1.5 concludes the proof. �

Proof of Lemma 1.10. Let g ∈ BMOω(Ω) and Br ⊂ Ω.

1

ω(r)
−
∫
Br

|Tg − 〈Tg〉Br |dx ≤ c
1

ω(r)
−
∫
Br

|Tg − T (z)Br 〈g〉Br |dx

≤ c‖T‖L∞(Br)

1

ω(r)
−
∫
Br

|g − 〈g〉Br |dx+ c‖T − T (z)Br‖L∞(Ω)

1

ω(r)
−
∫
Br

|g|dx.

By the assumption we find that the right hand side is uniformly bounded. �

In the following equivalence Lemma is used in the proof of Proposition 1.22. It
allows to express the mean oscillation of V (∇u) in terms of different mean values.

Lemma 1.33. Let ϕ satisfy Assumption 1.1. Let B ⊂ Rn be a ball and g ∈
Lϕ(B;RN×n). Define gA ∈ RN×n by A(gA) := 〈A(g)〉B. Then

−
∫
B

|V (g)−〈V (g)〉B)|2 dx ∼ −
∫
B

|V (g)−V (〈g〉B)|2 dx ∼ −
∫
B

|V (g)−V (gA)|2 dx

holds. The constants are independent of B and g; they only depend on the charac-
teristics of ϕ.
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Proof. Define gV ∈ RN×n by V (gV ) := 〈V (g)〉B . We denote the three terms
by (I), (II) and (III). Note that

(I) = inf
P∈RN×n

−
∫
B

|V (g)−P |2 dx,

which proves (I) ≤ (II) and (I) ≤ (III).
We calculate with Lemma 1.7 and 〈A(g)−A(gA)〉B = 0

(II) ∼ −
∫
B

(
A(g)−A(gA)

)
· (g − gA) dx = −

∫
B

(
A(g)−A(gA)

)
· (g − gV ) dx.

Again, by Lemma 1.7, Young’s inequality with ϕ|g| in combination with (0.6) (sec-
ond part) and again Lemma 1.7 we estimate

(II) ≤ c −
∫
B

ϕ′|g|(|g − gA|))|g − gV | dx

≤ δ −
∫
B

ϕ|g|(|g − gA|)) dx+ cδ −
∫
B

ϕ|g|(|g − gV |) dx

≤ δ c −
∫
B

|V (g)− V (gA)|2 dx+ cδ −
∫
B

|V (g)− V (gV )|2 dx

≤ δ c (II) + cδ(I).

It follows that (II) ≤ c (I).
On the other hand with Lemma 1.7 and 〈g − 〈g〉B〉B = 0 follows

(III)∼−
∫
B

(
A(g)−A(〈g〉B)

)
·(g−〈g〉B) dx = −

∫
B

(
A(g)−A(gV )

)
·(g−〈g〉B) dx.

By Young’s inequality with ϕ|g| follows analogously to the estimates of (II) that
(III) ≤ cδ(I) + δ c (III). Now, (III) ≤ c (I) follows. �

Lemma 1.34. Let ψ be of type T (p, q,K) and let γ ∈ (0, 1) such that γq ≤ 1.
Then the function (ψγ)−1 is quasi-convex, i.e. there exists a convex function κ :
[0,∞)→ [0,∞) such that (ψγ)−1(t) ∼ κ(t). The implicit constant only depends on
q and K.

Proof. Define ρ(t) := ψγ(t). Since ψ is of type T (p, q,K), there holds ψ(st) ≤
Ksqψ(t) for all t ≥ 0 and s ≥ 1. This implies sψ−1(u) ≤ ψ−1(Ksqu) for all u ≥ 0
and s ≥ 1. From ρ−1(u) = ψ−1(u1/γ) and ψ−1(t) = ρ−1(tγ) we get sρ−1(u) ≤
ρ−1(Kγsγqu). In particular, with γq ≤ 1 follows

ρ−1(u)

u
≤ ρ−1(Kγsγq−1 su)

su
≤ ρ−1(Kγ su)

su

for all u ≥ 0 and s ≥ 1. Therefore Lemma 1.1.1 of [39] implies that ρ−1 is quasi-
convex. �





CHAPTER 2

Degenerate Stokes

Let Ω ⊂ R2 be a domain. In this chapter we study properties of the local weak
solution u ∈W 1,ϕ(Ω) and π ∈ Lϕ∗(Ω) of the generalized Stokes problem

−divA(εu) +∇π = −divf in Ω,

divu = 0 in Ω
(2.1)

for given f : Ω→ R2×2
sym. Here u stands for the velocity of a fluid, εu the symmetric

part of the gradient of u, i.e. εu = (∇u + (∇u)T )/2 and π for its pressure. We
do not need boundary conditions, since our results are local. The model case is
A(Q) = ν(κ + |Q|)p−2Q corresponding to power law fluids with ν > 0, κ ≥ 0,
1 < p < ∞ and Q symmetric. But we also allow more general growth conditions,
which include for example Carreau type fluids A(Q) = µ∞Q + ν(κ + |Q|)p−2Q
with µ∞ ≥ 0 (see Section 2.1). In this chapter we are interested in the qualitative
properties of A(εu) and π in terms of f . The divergence form of the right-hand
side is only for convenience of the formulation of the result, since every g can be
written as −divf with f symmetric, see Remark 2.12.

System (2.1) originates in fluid mechanics. It is a simplified stationary variant
of the system

ut − divA(εu) + [∇u]u+∇π = −divf, divu = 0,(2.2)

where u stands for a velocity of a fluid and π for its pressure. The extra stress
tensor A determines properties of the fluid and must be given by a constitutive
law. If A(Q) = 2νQ with constant viscosity ν > 0, then (2.2) is the famous Navier-
Stokes system, which describes the flow of a Newtonian fluids. In the case of Non-
Newtonian fluids however, the viscosity is not constant but may depend non-linearly
on εu. The power law fluids and the Carreau type fluids are such examples, which
are widely used among engineers. For a more detailed discussion on the connection
with mathematical modeling see e.g. [47, 50]. The existence theory for such type
of fluids was initiated by Ladyzhenskaya [43, 44] and Lions [46].

The main result of the chapter are the following Campanato type estimates for
the local weak solutions of (2.1).

Theorem 2.1. There is an α > 0 such that for all β ∈ [0, α) there exists a constant
C > 0 such that for every ball B with 2B ⊂ Ω

‖A(εu)‖BMOβ(B) + ‖π‖BMOβ(B) ≤ C
(
‖f‖BMOβ(2B) +R−β −

∫
2B

|A(εu)− 〈A(εu)〉2B |dx
)
.

In particular, f ∈ BMOβ(2B) implies A(εu), π ∈ BMOβ(B).

The spaces BMOβ(B) are the Campanato spaces, see Section 2.1. Our main
theorem in particular includes the BMO-case (bounded mean oscillation), since

27
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BMO = L1,2. Theorem 2.1 is a consequence of the refined BMOω-estimates of
Theorem 2.9, which also includes the case VMO (vanishing mean oscillation). The
upper bound α is given by the maximal (local) regularity of the homogeneous
generalized Stokes system. Our estimates hold up to this regularity exponent. Due
to the Campanato characterization of Hölder spaces C0,α our results can also be
expressed in terms of Hölder spaces.

Theorem 2.1 is the limit case of the nonlinear Calderón-Zygmund theory, which
was initiated by [27, 28]. The reduced regularity for (2.1) with f = 0 is the reason,
why we can only treat the planar case n = 2 in this chapter. The crucial ingredient
for Theorem 2.1 are the decay estimates for the homogeneous case f = 0 in terms
of the gradients. In this chapter we are able to prove such decay estimates in the
planar case n = 2, see Theorem 2.8. If such estimates can be proven for n ≥ 3,
then Theorem 2.1 would directly generalize to this situation. Unfortunately, this is
an open problem, even in the absence of the pressure.

Theorem 2.1 can be used to improve the known regularity results for the station-
ary problem with convective term [∇u]u, see Section 2.4, and for the instationary
problem (2.2), see Section 2.4. The first C1,α-regularity results for planar flows
were obtained in the series of the articles [32, 33, 34] under various boundary
conditions under the restriction κ > 0. See also [52, 2]. The stationary degenerate
case κ ≥ 0 was treated in [56] for 1 < p ≤ 2. To our knowledge the only result for
n ≥ 2 is the one obtained in [9] with κ > 0 and 1 < p ≤ 2 and small data and zero
boundary values. Because of the zero boundary values (combined with the small
data), we are not able to use this result for the higher regularity of the case f = 0.

Note that our result is optimal with respect to the regularity of f . All other
planar results mentioned above need much stronger assumptions on the regularity
of f . This is one of the advantages of the non-linear Calderón-Zygmund theory.
This is the basis for our improved results in Section 2.3 and Section 2.4 for the
system including the convective term. It is based on the fact, that the convective
term can be written as div(u ⊗ u) using divu = 0 and therefore can be treated as
a force term divf .

2.1. Preliminary results and notation

For a mapping u : Ω → R2 we define εu = (∇u + (∇u)T )/2, Wu = (∇u −
(∇u)T )/2 and ([∇u]u)j =

∑2
k=1 uk∂kuj . In the parts of the chapter dealing with

evolutionary problems we will assume that u : Ω × (0, T ) → R2. In this case all
operators ∇, ε, W and div are understood only with respect to the variable x ∈ Ω.

For P,Q ∈ Rn with n ≥ 1 we define P · Q =
∑n
j=1 PjQj . The symbol R2×2

sym

denotes the set of symmetric 2× 2 matrices.
Throughout the chapter we will assume that ϕ satisfies Assumption 1.1. We

remark that if ϕ satisfies Assumption 1.1 below, then ∆2({ϕ,ϕ∗}) < ∞ will be
automatically satisfied, where ∆2({ϕ,ϕ∗}) depends only on the characteristics of
ϕ, see for example [3] for a proof. Most steps in our proof do not require that ϕ′′ is
almost monotone. It is only needed in Theorem 2.7 for the derivation of the decay
estimates of Theorem 2.8.

Let us now state the assumptions on A.
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Assumption 2.2. Let ϕ satisfy Assumption 1.1. The vector field A : R2×2 →
R2×2, A ∈ C0,1(R2×2 \ {0})∩C0(R2×2) satisfies the non-standard ϕ-growth condi-
tion, i. e. there are c, C > 0 such that for all P,Q ∈ R2×2

sym with P 6= 0(
A(P )−A(Q)

)
·
(
P −Q

)
≥ c ϕ′′(|P |+ |Q|) |P −Q|2,

|A(P )−A(Q)| ≤ C ϕ′′(|P |+ |Q|) |P −Q|
(2.3)

holds. We also require that A(ε) is symmetric for all ε ∈ R2×2
sym and A(0) = 0.

Let us provide a few typical examples. If ϕ satisfies Assumption 1.1, then both

A(Q) := ϕ′(|Q|) Q
|Q| and A(Q) := ϕ′(|Qsym|) Qsym

|Qsym| satisfy Assumption 2.2. See [13]

for a proof of this result. In this case, (2.1) is just the Euler-Lagrange equation

of the local W 1,ϕ
div -minimizer of the energy J (w) :=

∫
Ω
ϕ(|εw|) dx + 〈f,∇w〉. Here

W 1,ϕ
div is the subspace of functions w ∈W 1,ϕ with divw = 0. The pressure acts as a

Lagrange multiplier. This includes in particular the case of power law and Carreau
type fluids:

(a) Power law fluids with 1 < p <∞, κ ≥ 0 and ν > 0

A(Q) = ν(κ+ |Q|)p−2Q and ϕ(t) =

t∫
0

ν(κ+ s)p−2 s ds

or

A(Q) = ν(κ2 + |Q|2)
p−2
2 Q and ϕ(t) =

t∫
0

ν(κ2 + s2)
p−2
2 s ds.

(b) Carreau type fluids with 1 < p <∞, κ, µ∞ ≥ 0 and ν > 0

A(Q) = µ∞Q+ ν(κ+ |Q|)p−2Q and ϕ(t) =

t∫
0

µ∞s+ ν(κ+ s)p−2 s ds.

(c) For 1 < p <∞, µ∞ > 0, and ν ≥ 0

A(Q) = µ∞Q+ ν arcsinh(|Q|) Q
|Q|

and ϕ(t) =

t∫
0

µ∞s+ ν arcsinh(s) ds.

2.2. A BMO result for p-Stokes

Let u, π be the local weak solution of (2.1), in the sense that u ∈ W 1,ϕ
div (Ω),

π ∈ Lϕ∗(Ω), and

∀ξ ∈W 1,ϕ
0 (Ω) : 〈A(εu), εξ〉 − 〈π,divξ〉 = 〈f, εξ〉,(2.4)

where we used that A(εu) and f are symmetric. To omit the pressure, we will use
divergence free test function, i.e.

∀ξ ∈W 1,ϕ
0,div(Ω) : 〈A(εu), εξ〉 = 〈f, εξ〉.(2.5)

The method of the proof of Theorem 2.1 is like it was for the elliptic case in Chapter
1. It is based on a reverse Hölder inequality, a local comparison to a solution with
zero right hand side and a decay estimate for this homogenous solution. These three
properties are discussed in the subsequent subsections. Note that the restriction to
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the planar case and ϕ′′ almost monotone is only needed for the decay estimate of
Subsection 2.2.3. The first two subsections are valid independently of these extra
assumptions.

2.2.1. Reverse Hölder inequality. In this section we show the reverse Hölder
estimate for solutions of (2.1). To prove the result we need a Sobolev-Poincaré in-
equality in the Orlicz setting from [13, Lemma 7]. See Theorem 1.12 Remark,
that it is not possible to replace the full gradient on the right hand side with the
symmetric one only. Consider v = (x2,−x1) on the unit ball.

We also need the following version of the Korn’s inequality for Orlicz spaces,
which is a minor modification of the one in [18, Theorem 6.13]. See [6] for sharp
conditions for Korn’s inequality on Orlicz spaces.

Lemma 2.3. Let B ⊂ Rn be a ball. Let ψ be an N-function such that ψ and ψ∗

satisfy the ∆2-condition (for example let ψ satisfy Assumption 1.1). Then for all
v ∈W 1,ψ(B) with 〈Wv〉B = 0 the inequality∫

B

ψ(|∇v|) dx ≤ C
∫
B

ψ(|εv|) dx

holds. The constant C > 0 depends only on ∆2({ψ,ψ∗}) <∞.

Proof. From [18, Theorem 6.13] we know that∫
B

ψ(|∇v − 〈∇v〉B |) dx ≤ C
∫
B

ψ(|εv − 〈εv〉B |) dx.(2.6)

Using 〈Wv〉B = 0 we have∇v = (∇v−〈∇v〉B)+〈εv〉B . Thus, by triangle inequality
and (2.6) we get∫

B

ψ(|∇v|) dx ≤ c
∫
B

ψ(|εv − 〈εv〉B |) dx+ c

∫
B

ψ(|〈εv〉B |) dx,

where we also used ∆2(ψ) <∞. Now, the claim follows by triangle inequality and
Jensen’s inequality. �

As in the elliptic case we need a reverse Hölder estimate for the oscillation of
the gradients. Additional difficulties arise due to the symmetric gradient and the
hidden pressure (so that the test functions must be divergence free).

Lemma 2.4. Let u be a local weak solution of (2.1) and B be a ball satisfying
2B ⊂ Ω. There exists θ ∈ (0, 1) and c > 0 only depending on the characteristics
of ϕ, such that for all P, f0 ∈ R2×2

sym,

−
∫
B

|V (εu)− V (P )|2dx ≤ c
(
−
∫
2B

|V (εu)− V (P )|2θdx
) 1
θ

+ c −
∫
2B

(ϕ∗)|A(P )|(|f − f0|)dx

holds. The constant c > 0 depends only on the characteristics of ϕ ∈ T (p, q,K)
and the constants in Assumption 2.2.
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Proof. Let η ∈ C∞0 (2B) with χB ≤ η ≤ χ3B/2 and |∇η| ≤ c/R, where

R is the radius of B. We define ψ = ηq(u − z), where z is a linear function
such that 〈u− z〉2B = 0, εz = P , and Wz = 〈Wu〉2B . We cannot use ψ as
test function in the pressure free formulation (2.5), since its divergence does not
vanish. Therefore we correct ψ by help of the Bogovskĭı operator Bog from [4]. In
particular, w = Bog(divψ) is a special solution of the auxiliary problem

divw = divψ in 3
2B

w = 0 in ∂( 3
2B).

We extend w by zero outside of 3
2B. It has been shown in [18, Theorem 6.6] that

∇w can be estimated by divψ in any suitable Orlicz spaces. In our case we use the
following estimate in terms of ϕ|P |.

−
∫
2B

ϕ|P |(|εw|)dx ≤ C −
∫
2B

ϕ|P |(|divψ|) dx.

The constant C > 0 depends only on the characteristics of ϕ.
Using divu = 0, we have

divψ = ∇(ηq) (u− z) + ηqdiv(u− z) = qηq−1∇η (u− z)− ηqtrP.

This implies

−
∫
2B

ϕ|P |(|εw|)dx ≤ C −
∫
2B

ϕ|P |

(
|u− z|
R

)
dx+ C −

∫
2B

ϕ|P |(|trP |) dx.(2.7)

We define ξ := ψ − w = ηq(u− z)− w, then divξ = 0, which ensures that ξ is
a valid test function for (2.1). We get

〈A(εu)−A(P ), ηq(εu− P )〉 = 〈f − f0, η
q(εu− P )〉+ 〈f − f0, (u− z)⊗sym ∇(ηq)〉

− 〈A(εu)−A(P ), (u− z)⊗sym ∇(ηq)〉
− 〈f − f0, εw〉+ 〈A(εu)−A(P ), εw〉.

(2.8)

The symbol ⊗sym denotes the symmetric part of ⊗, i.e.(g⊗symg)ij := (gigj+gjgi)/2
for g, g ∈ R2. We divide (2.8) by |2B| and estimate the two sides. Concerning the
left hand side we find by Lemma 1.7

|2B|−1〈A(εu)−A(P ), ηq(εu− P )〉 ∼ −
∫
2B

ηq|V (εu)− V (P )|2dx =: (I).
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We estimate the right hand side of (2.8) by Young’s inequality (1.6) for ϕ|P | with
δ ∈ (0, 1) using also (ϕ|P |)

∗ ∼ (ϕ∗)|A(P )| (see Lemma 1.5).

(I) ≤cδ −
∫
2B

(ϕ∗)|A(P )|(|f − f0|)dx+ δ −
∫
2B

ηpqϕ|P |(|εu− P |)dx

+ cδ −
∫
2B

ϕ|P |

(
|u− z|
R

)
dx+ cδ −

∫
2B

ϕ|P |(|εw|)dx

+ δ −
∫
2B

η(q−1)q′(ϕ∗)|A(P )|(|A(εu)−A(P )|
)
dx

=: (II) + (III) + (IV ) + (V ) + (V I).

Now we use Lemma 1.7 to estimate (III) + (V I) ≤ δ c(I), so these terms can be
absorbed. Moreover, by (2.7)

(IV ) + (V ) ≤ c (IV ) + c −
∫
2B

ϕ|P |(|trP |) dx.

Since P is constant, trP = divz and divu = 0, we can estimate

−
∫
2B

ϕ|P |(|trP |) dx =

(
−
∫
2B

(ϕ|P |)
θ(|div(u− z)|) dx

) 1
θ

≤
(
−
∫
2B

(ϕ|P |)
θ(|εu− εz)|) dx

) 1
θ

.

(2.9)

It remains to estimate (IV). We use Sobolev-Poincaré inequality of Theorem 1.12
with ψ = ϕ|P | such that (ϕ|P |)

θ is almost convex and

(IV ) = c −
∫
2B

ϕ|P |

(
|u− z|
R

)
dx ≤ c

(
−
∫
2B

ϕθ|P |(|∇u−∇z|)dx
) 1
θ

with θ ∈ (0, 1). The constants and θ are independent of |P |, since the ∆2({ϕa}a≥0)
is bounded in terms of the characteristics of ϕ.

As 〈W (u− z)〉2B = 0 we find by Korn’s inequality (Lemma 2.3) with ψ = ϕθ|P |
(almost convex) and εz = P that

(IV ) ≤ c
(
−
∫
2B

ϕθ|P |(|εu− εz|)dx
) 1
θ

.

The above estimates and Lemma 1.7 show that

(IV ) + (V ) ≤ c
(
−
∫
2B

ϕθ|P |(|εu− εz|)dx
) 1
θ

≤ c
(
−
∫
2B

|V (εu)− V (P )|2θdx
) 1
θ

.

The lemma is proved. �

Lemma 2.4 allows to obtain the next corollary, in the same way Lemma 1.13 implied
Corollary 1.16
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Corollary 2.5. Let the assumptions of Lemma 2.4 be satisfied. Then for all P ∈
R2×2

sym

−
∫
B

|V (εu)− V (P )|2dx ≤ c (ϕ∗)|A(P )|

(
−
∫
2B

|A(εu)−A(P )| dx
)

+ c(ϕ∗)|A(P )|(‖f‖BMO(2B)).

The constants only depend on the characteristics of ϕ and the constants in Assump-
tion 2.2.

2.2.2. Comparison. Let u be a local weak solution of (2.1) and B be a ball
satisfying 2B ⊂ Ω. We consider a solution h, ρ of the homogeneous problem

−divA(εh) +∇ρ = 0 in Ω,

divu = 0 in Ω,

h = u on ∂Ω.

(2.10)

The next lemma estimates the natural distance between u and its approximation
h.

Lemma 2.6. For every δ > 0 there exists cδ ≥ 1 such that

−
∫
B

|V (εu)− V (εh)|2 dx ≤ δ (ϕ∗)|〈A(εu)〉2B |

(
−
∫
2B

|A(εu)− 〈A(εu)〉2B |dx
)

+cδ(ϕ
∗)|〈A(εu)〉2B |(‖f‖BMO(2B))

holds. The constants depend only on the characteristics of ϕ and the constants in
Assumption 2.2.

Proof. The estimate is obtained by testing the difference of the equations for
u and h by u−h. The proof is exactly as for Lemma 1.20. One just needs to replace
the gradient by the symmetric gradient. �

2.2.3. Decay estimate. In this section we derive decay estimates for our
approximation h. The main ingredient is the following theorem which can be found
in [14, Theorem 3.6]. It is valid in any dimension but needs ϕ′′ to be almost
monotone. This is the only place in the chapter, where we need this assumption
on ϕ′′.

Theorem 2.7. Let ϕ′′ be almost monotone. If h is a weak solution of (2.10), then
there is an r > 2 such that for every ball Q ⊂ B with radius R > 0

R2

(
−
∫
1
2Q

|∇V (εh)|rdx
) 2
r

≤C −
∫
Q

|V (εh)− 〈V (εh)〉Q|2dx.

The constants C and r depend only on the characteristics of ϕ and the constants
in Assumption 2.2.
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The regularity V ∈ W 1,r with r > 2 ensures in two space dimensions that V
is Hölder continuous. This is the reason, why our estimates can only be applied
to planar flows. It is an open question if V (∇u) is Hölder continuous in higher
dimensions.

This provides the following decay estimates in the plane:

Theorem 2.8. There exists γ > 0 such that for every λ ∈ (0, 1]

−
∫
θB

|V (εh)− 〈V (εh)〉θB |2dx ≤ Cλ2γ −
∫
B

|V (εh)− 〈V (εh)〉B |2dx.

The constant C and γ depend only on the characteristics of ϕ and the constants in
Assumption 2.2.

Proof. The result is clear if λ ≥ 1
2 , so we can assume λ ∈ (0, 1

2 ). Let R denote
the radius of B. We compute by Poincaré inequality on λB, Jensen’s inequality
with r > 2, enlarging the domain of integration and Theorem 2.7

−
∫
θB

|V (εh)− 〈V (εh)〉θB |2dx ≤ C(λR)2 −
∫
λB

|∇V (εh)|2dx

≤C(λR)2

(
−
∫
θB

|∇V (εh)|rdx
) 2
r

≤ CR2λ2(1− 2
r )

(
−
∫
1
2B

|∇V (εh)|rdx
) 2
r

≤Cλ2(1− 2
r )−
∫
B

|V (εh)− 〈V (εh)〉B |2dx.

As r > 2 the proof is completed. �

2.2.4. BMO-Estimates. Theorem 2.1 is a corollary of the following more
general theorem.

Theorem 2.9. Let B ⊂ R be a ball. Let u, π be a local weak solution of (2.1) on
2B, with ϕ and A satisfying Assumption 2.2. Let ω : (0,∞) → (0,+∞) be non-
decreasing such that for some β ∈ (0, 2γ

p′ ) the function ω(r)r−β is almost decreasing,

where γ is defined in Theorem 2.8 and p in (1.7). Then

‖π‖BMOω(B) + ‖A(εu)‖BMOω(B) ≤ cM
]
ω,2B(A(εu)) + c‖f‖BMOω(2B).(2.11)

The constants depend only on the characteristics of ϕ and the constants in Assump-
tion 2.2.

Proof. The proof of the estimate of A(εu) follows line by line the proof of
Theorem 1.23 as we do not consider a perturbation T here we get then the result
by Corollary 1.24. It is based on Corollary 2.5, Lemma 2.6 and Theorem 2.8.

To estimate the pressure we define H = A(εu)− f . It holds H ∈ BMOω(B) ⊂
BMO(B). We fix a ball Q ⊂ B. Then equation (2.1) implies that

∀ξ ∈W 1,2
0 (Ω) : 〈π − 〈π〉Q,divξ〉 = 〈H − 〈H〉Q,∇ξ〉.(2.12)

Let ξ ∈W 1,2
0 (Q) be the solution of the auxiliary problem

divξ = π − 〈π〉Q in Q, ξ = 0 on ∂Q.
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The existence of such a solution is ensured by the Bogovskĭı operator [5] and we
have ‖∇ξ‖L2(Q) ≤ C‖π − 〈π〉Q‖L2(Q). The constant C > 0 is independent of Q.

Inserting such ξ into (2.12) we get

‖π − 〈π〉Q‖2L2(Q) = 〈π − 〈π〉Q,divξ〉 = 〈H − 〈H〉Q,∇ξ〉.

This and ‖∇ξ‖L2(Q) ≤ C‖π − 〈π〉Q‖L2(Q) implies ‖π − 〈π〉Q‖L2(Q) ≤ c ‖H − 〈H〉Q‖L2(Q).

We find by Jensen’s inequality(
M ]
Qπ
)2 ≤ −∫

Q

|π − 〈π〉Q|2dx ≤ C −
∫
Q

|H − 〈H〉Q|2dx ≤ C‖H‖2BMO(Q).

In the last inequality we used the John-Nirenberg estimate. It follows that π ∈
BMO(B) and ‖π‖BMO(Q) ≤ C‖H‖BMO(Q). This implies that

M ]
ω,Q(π) ≤ C 1

ω(RQ)
‖H‖BMO(Q) ≤ C‖H‖BMOω(B)

using the monotonicity of ω. SinceQ is arbitrary, we have ‖π‖BMOω(B) ≤ ‖H‖BMOω(B).

Now H = A(εu)− f and the estimate for A(εu) concludes the proof. �

The choice ω(t) = 1 in Theorem 2.9 gives the BMO estimate. However, the choice
ω(t) = tβ , β ∈ (0, 2γ/p′) Theorem 2.9 gives the estimates in Campanato space
BMOβ , compare Corollary 1.26.

Remark 2.10. It is possible to transfer the Hölder continuity of A(εu) to εu and
∇u. Let us discuss the case of power-law and Carreau type fluids. This follows
from the fact that A−1 ∈ C0,σ

loc for some σ > 0. If κ = 0, then σ = min {1, p′ − 1}.
If κ > 0, then σ = 1. Now, A(εu) ∈ C0,β implies εu ∈ C0,βσ. Due to Korn’s
inequality we get ∇u ∈ C0,βσ as well.

Remark 2.11. Note that if f ∈ VMO(2B) in Theorem 2.9 we get that A(εu) ∈
VMO(B). Indeed, since f ∈ VMO(2B) there exists a nondecreasing function ω̃ :
(0,∞) → (0,∞) with limr→0 ω̃(r) = 0, such that ‖f‖BMO(Br)

≤ ω̃(r), for all Br ⊂
2B. Defining ω(r) = min{ω̃(r), r

α
p′ } we obtain by Theorem 2.9 the BMOω-estimate

for A(εu) and π, which implies that both are in VMO (compare to Corollary 1.25).

Remark 2.12. Let us now assume that the right hand side of (2.1) is not given
in divergence form −divf with f symmetric, but rather as g ∈ Ls with s ≥ 2.

Let w ∈W 2,s(2B)∩W 1,s
0 (2B) and σ ∈W 1,s(2B) with 〈σ〉2B = 0 be the unique

solution of the Stokes problem −divεw +∇σ = g and divw = 0 in 2B with w = 0
on ∂(2B). Then g = −divf for f := εw − σId and f is symmetric. If s = 2, then

f ∈ W 1,2(2B) ↪→ VMO(2B). If s > 2, then f ∈ W 1,s(2B) ↪→ L1,2+(1− 2
s )(2B) =

C0,1− 2
s (2B). In particular, Theorem 2.9 is applicable and for all s ≥ 2

‖π‖L1,2+β(B) + ‖A(εu)‖L1,2+β(B) ≤ cR
−βM ]

2B(A(εu)) + c‖g‖Ls(2B)

for s ≥ 2 and β ∈ (0, 1− 2
s ]∩ (0, 2γ

p′ ). We additionally get VMO estimates if s = 2.

The case s = 2 is obviously the limiting one in this setting. In the case of
the p-Laplacian, i.e. no symmetric gradient and no pressure, it has been proven
in [8, 22] that g ∈ Ln,1(Rn) (Lorentz space; subspace of Ln) implies A(∇u) ∈ L∞.
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It is an interesting open problem, if this also holds for the system with pressure
and symmetric gradients (at least in the plane). Note that our results imply in this
situation A(εu), π ∈ VMO for n = 2.

2.3. An application to the stationary Navier-Stokes problem

In this section we present an application of the previous results to the gen-
eralized Navier-Stokes problem. We assume that u ∈ W 1,ϕ(Ω), divu = 0 and
π ∈ Lϕ∗(Ω) are local weak solutions of the generalized Navier-Stokes problem, in
the sense that

∀ξ ∈W 1,ϕ
0 (Ω) : 〈A(εu), εξ〉 − 〈π,divξ〉 = 〈f + u⊗ u, εξ〉(2.13)

for a given mapping f : Ω→ R2×2
sym.

In order to handle the convective term we need the condition

lim inf
s→+∞

ϕ(s)

sr
> 0 for some r > 3

2 .(2.14)

We have the following result

Theorem 2.13. Let ϕ and A satisfy Assumption 2.2 and (2.14). Let u be a
local weak solution of (2.13) on Ω. Let β ∈ (0, 2α

p′ ) (α is defined in Theorem 2.8

and p in Lemma 1.6). If B is a ball with 2B ⊂ Ω and f ∈ BMOβ(2B), then
A(εu), π ∈ BMOβ(B).

Proof. According to [14, Remark 5.3] we get that εu ∈ Lq(3B/2) for all
q > 1. Consequently by the Korn inequality and the Sobolev embedding we get
that u⊗ u ∈ L1,n+β(3B/2). Applying Theorem 2.1 we get the result. �

Exactly as in Remark 2.10 it is possible to transfer the Hölder continuity of A(εu)
to εu and ∇u.

Remark 2.14. A similar result has also been proved in [33], provided κ > 0, by a
completely different method, which requires the stronger assumption divf ∈ Lq(2B)
for some q > 2.

The same result was also proved in [56] for power law fluids with p ∈ (3/2, 2]
and κ ≥ 0, again under the stronger assumption divf ∈ Lq(2B) for some q > 2.

By our method we reprove these known results and improve them by weakening
the assumption on the data of the problem.

2.4. An application to the parabolic Stokes problem

Now we apply the previous results to the evolutionary variant of the problem
(2.1). We set T > 0 and I = (0, T ), ΩT = Ω× I and assume that u ∈ L∞(I, L2(Ω))
with εu ∈ Lϕ(ΩT ) is a local weak solution of the problem

∂tu− div(A(εu)) +∇π = g in ΩT ,

divu = 0 in ΩT .
(2.15)
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If the system of equations (2.15) is complemented by a suitable boundary and
initial condition and if the data of the problem are sufficiently smooth it is possible
to show existence of a solution that moreover satisfies

∂tu ∈ L∞(I, L2(Ω)),(2.16)

see for example [35, 31, 7]. If we know such regularity of ∂tu and g is smooth, it is
easy to reconstruct the pressure π in such a way that π ∈ Lq(ΩT ) with some q > 1
and

∀ξ ∈ C∞0 (ΩT ) :

T∫
0

−〈∂tu, ξ〉+ 〈A(εu)− πI,∇ξ 〉dt =

T∫
0

〈g, ξ〉 dt.(2.17)

The constant q is determined by the requirement A(εu) ∈ Lq(ΩT ).
Applying the results from the previous sections of this chapter we obtain the

next simple corollary.

Corollary 2.15. Let A and ϕ satisfy Assumption 2.2. Let u ∈ L∞(I, L2(Ω)) with
εu ∈ Lϕ(ΩT ) and divu = 0 in ΩT solve the problem (2.15) and satisfy (2.16). Let
B be a ball with 2B ⊂ Ω and g ∈ L∞(I, L2(Ω)). Then A(εu), π ∈ L∞(I,VMO(B)).

Proof. The result is immediate consequence of ∂tu ∈ L∞(I, L2(Ω)) and Re-
mark 2.12. �

Remark 2.16. Certainly, we can obtain a similar result for the problem (2.15)
with convection, as soon as u⊗u ∈ L∞(I,VMO(Ω)). This follows for example from
the fact that V (εu) ∈ W 1,2(I, L2(Ω)) ∩ L2(I,W 1,2(Ω)). Such kind of regularity is
obtained, if it is possible to test with ∂2

t u and ∆u.

In [35] a method was developed to construct regular solutions of (2.15). The
essential assumption was that the growth of A is sufficiently fast. It was necessary
to assume that

lim inf
s→+∞

ϕ(s)

sr
> 0 for some r > 4

3 .(2.18)

This assumption was not due to the presence of the convective term in the analysis
of [35]. It was necessary to overcome problems connected with the anisotropy of
the evolutionary problem (2.15). The previous corollary is a first step to improve
these results. If it is possible to show ∂tu ∈ L∞(I, Ls(Ω)) for some s > 2. Then
for g ∈ L∞(I, Ls(Ω)), we find by Remark 2.12 that A(εu) ∈ L∞(I, C0,β(Ω)) for
β ∈ (0, 1 − 2

s ] ∩ (0, 2γ
p′ ). This implies (locally) bounded gradients ∇u. So far the

results of this chapter are of local nature. An extension of this technique up to the
boundary would imply globally bounded gradients ∇u and we could reconstruct
the result of [35] for the generalized Stokes problem without the restriction (2.18).





CHAPTER 3

Parabolic p-Laplace

We study local behavior of solutions u : QT → RN to the inhomogeneous parabolic
p-Laplace system.

∂tu−∆pu = ∂tu− div(|∇u|p−2∇u) = −divg.(3.1)

If g ∈ Lp′(QT ), then this problem is well-posed and local solutions exist; here QT
is a space time cylinder. Solutions with this type of term on the right hand side are
called energy solutions. In [1] it was proven, that if g ∈ Lp′q for 1 ≤ q < ∞, then
∇u ∈ Lpq for solution of (3.1) including local estimates. On the other hand side
Misawa [48] proved that if g is Hölder continuous, then ∇u is Hölder continuous for
conveniently small Hölder exponents. Later this result was refined and extended by
Kuusi and Mingione [40] (see also [49]). It is the concern of this chapter to close
the gap between higher integrability and Hölder continuity, especially the limit
case q = ∞. In Chapter 1, we showed that g ∈ BMO implies |∇u|p−2∇u ∈ BMO
(locally). The task to find a satisfactory limit space in the parabolic setting turns
out to be difficult. We introduce this matter by looking at the inhomogeneous heat
equation. For the linear theory we have the natural space of parabolic bounded
mean oscillation. We say that f ∈ BMOpar(Ω), if f ∈ L1(Ω) and

‖f‖BMOpar(Ω) := sup
Qr2,r⊂Ω

−
∫
Qr2,r

|f − 〈f〉Qr2,r |dz <∞.

If p = 2, then we find that g ∈ BMOpar(QT) implies ∇u ∈ BMOpar(QT).
The non-linear version of this result is the boundedness over mean oscillation

of the so called natural scaled cylinders: Qλ2−pr2,r =: Qλr , where

λp ≥ −
∫
Qλr

|∇u|pdz.(3.2)

We carefully construct cubes of the above type and are able to bound the mean os-
cillations of ∇u over these natural scaled cylinders for p ≥ 2: see Proposition 3.11.
However, these oscillation estimates are not very satisfactory. They depend very
strongly on the solution itself. We will overcome this by proving some Bochner
estimates. To motivate this result, we want to mention a result on which we

worked simultaneously. There we will prove that |g|p
′
∈ L∞(I, Lq(B)) implies

|∇u|p ∈ L∞(I, Lq(B)) (locally). If q →∞ on this quantity we realize that the right
borderline space should be a Bochner space of type L∞(I,X). The first guess is of
course X = BMO(B). It turns out that this space is too small. Instead we obtained
the following main theorem.

39



40 3. PARABOLIC p-LAPLACE

Theorem 3.1. Let u be a solution on I × B, for p ≥ 2. If g ∈ L∞(I,BMO(B)),
then u ∈ L∞loc(I, C1

loc(B)). Moreover, for every parabolic cylinder Q2r ⊂ I ×B

‖u‖L∞(Ir2 ,C1(Br)) ≤ c‖g‖
1
p−1

L∞(I,BMO(B)) + c‖∇u‖Lp(Q2r) + c,

where the constant c only depends on n,N, p.

Here C1 is the 1-Hölder-Zygmund space (see [57] and Section 3.1 for the exact
definition). It is a known substitute for C1 in the setting of PDE’s. To fortify this
we mention the following order of spaces on a bounded set B ⊂ Rn

C1(B) ⊂W 1,BMO(B) ⊂ C1(B) ⊂
⋂

1≤q<∞

W 1,q(B).

All estimates can be found in Triebel’s book [55]. The difference between these
spaces and details will be discussed in Section 3.1 and interpolation estimates, that
follow from our estimates can be found in Remark 3.14.

Theorem 3.1 is the limit case which has not been proven before. To the authors
knowledge these estimates are new even for the linear case p = 2. Our estimates are
general enough that we can go beyond. Indeed, all our estimates can be stated in
the form of weighted BMOω (see Section 3.1 for details). Those imply, for example,
that Hölder continuity can be transferred from g to ∇u (see Proposition 3.15).
This was already proven for all 2n

n+2 ≤ p in [48] and more recently in [40] and

[49]. However, for the case (3.1) and p ≥ 2 considered here, all such estimates are
regained by our technique. Moreover, we can weaken the condition on g. Indeed,
if g ∈ L∞(I, Cγ(p−1)(B)), then this already implies that ∇u ∈ Cγpar(I × B) locally
for small γ; see Proposition 3.15 at the end of the chapter.

The sub-quadratic case requires more difficult analysis. This can be seen in the
elliptic case, where the sub-quadratic case was much more problematic to treat (see
[15] for details on that matter). In the parabolic case it is not a straightforward
extension, but needs other sophisticated tools. We hope that we can present these in
a future work. Some advances for the 2n

n+2 < p < 2 are achieved. The first important

step to gain BMO estimates is a decay estimate for homogeneous solutions (called p-
caloric). In Theorem 3.3 we prove a decay in the spirit of Giaquinta and Modica [23]
for p-caloric solutions. This decay is a distinctively stronger estimate on the Hölder
behavior for the gradients of p-caloric solutions than other estimates known before.
It refines the famous result of DiBenedetto and Friedman [11].

Let us mention some results if the right hand side of (3.1) can be characterized
by Radon measures. In the case of systems little is known. In the case where u
is scalar valued, Kuusi and Mingione provided pointwise estimates, which allow a
direct control of ∇u by the right hand side, such that many regularity properties
can be carried over. See [41],[42].

The structure of this chapter is as follows: first we prove the decay for p-caloric
solutions (for all 2n

n+2 < p < ∞). This is done in Section 3.2. In Section 3.3.3

we derive a comparison estimate on so-called intrinsic cylinders (see Lemma 3.10).
This leads to the boundedness of the intrinsic mean oscillations, which implies the
Hölder-Zygmund estimate.

3.1. Spaces and notation

Through the chapter we will denote by I a time interval and B to be a ball in space.
We define Ir, Br as a time interval or ball in space with radius r. A time space
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cylinder with “center point” (t, x) Qs,r(t, x) := Qs,r(t, x) := (t, t− s) × Br(x) and
its parabolic boundary as ∂parQs,r(t, x) := [t, t− s]× ∂Br(x)∪ (t− s)×Br(x). We
introduce the λ–scaled cylinders Qλr (t, x) := (t, t− λp−2r2)×Br(x), where p is the
exponent of (3.1). For θ ∈ R>0 we define θQλr (t, x) := (t, t−λ2−p(θr)2)×Bθr(x). If
λ = 1, then we have a standard parabolic cylinder and we write Q1

r(t, x) =: Qr(t, x).
As solutions are translation invariant and our estimates are local, the center (t, x) of
the cube is mostly of no importance and will often be omitted, to shorten notation.
Finally, we call a cylinder K-intrinsic with respect to f , when

λ

K
≤ 〈|Df |p〉

1
p

Qλr
≤ Kλ and K-sub-intrinsic w.r.t f , when

〈|Df |p〉
1
p

Qλr
≤ Kλ.

(3.3)

We say (sub-)intrinsic if K = 1.
We have to introduce a few parabolic function spaces. Let ω : R+ → R+ almost

increasing. This means, that there is a c > 0 fixed, such that ω(r) ≤ cω(ρ) for all
r < ρ. We say that f ∈ BMOpar

ω (Q) the weighted space of mean oscillations, if

‖f‖BMOpar
ω (Q) = sup

Qr2,r⊂Q

1

ω(r)
−
∫
Qr2,r

|f − 〈f〉Qr2,r |dxdt <∞.

For ω(r) = 1, we get the space of parabolic bounded mean oscillation: BMOpar(Q).
By the Campanato characterization, of Hölder spaces we find for β ∈ (0, 1) and
ω(r) = rβ the space of Hölder continuous function in the parabolic metric.

We look at the Bochner spaces of refined BMO. Let ω : R2
+ → R+. We say

that f ∈ BMOω(I× B) if

‖f‖BMOω(Q) := sup
Is×Br⊂Q

1

ω(s, r)
−
∫
Is

−
∫
Br

|f − 〈f(t)〉Br |dxdt <∞.

If ω ≡ 1, then we have the space L∞(I,BMO(B)). More general, if ω only depends
on r, then we have the L∞(I,BMOω(B)) spaces.

Let us introduce the Hölder–Zygmund spaces. We say that f ∈ Cγ(Ω) if

‖f‖Cγ(Ω) := sup
x∈Ω

sup
[x,x+2h]⊂Ω

|f(x+ 2h)− 2f(x+ h) + f(x)|
|h|γ

+ ‖f‖∞ <∞.

This is a Banach space. By [55, Sec. 1.2.2] we find that Cγ(Ω) = Cγ(Ω) if γ 6∈ N
but C1(Ω) ( C1(Ω).

We find in [55, Section 1.7.2], that C1 has a Campanato space like interpreta-
tion. Analogous to the spaces of BMOω we define the space of weighted bounded
linear oscillation BLOω by the semi-norm

‖f‖BLOqω(Ω) := sup
Br⊂Ω

inf
`∈P 1(Br)

1

ω(r)

(
−
∫
Br

∣∣∣f − `
r

∣∣∣qdx) 1
q

, 1 < q <∞.

Here P 1 is the set of all polynomials with degree 1. For q = 2 we define `r(f)
as the best linear approximation of f on Br in with respect to ‖·‖2, which is
well defined for all r > 0 and f ∈ L2

loc. We find by [55, Section: 1.7.2] that

BLO(Ω) := BLO1
1(Ω) ≡ BLOq

1(Ω) ≡ C1(Ω) for all 1 ≤ q < ∞; more general, for
γ ∈ (0, 1) and ω(r) = rγ the space BLOq

ω(Ω) = C1+γ(Ω) for 1 ≤ q <∞. We define
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that f is in the space of vanishing linear oscillations VLO if ‖f‖BLO(Br(x)) → 0 for

r → 0 uniform in x. Please note
1

ω(r)
‖f‖BMOq(Br)

≤ c‖f‖BMOq
ω(Br)

or
1

ω(r)
‖f‖BLOq(Br) ≤ ‖f‖BLOqω(Br),

because ω is almost increasing. We will use this in this chapter without further
reference.

3.2. Decay for p-Caloric functions

In this section we consider h : QT → RN to be locally p-caloric on a space time
domain QT . I.e. h is a solution to the following system

∂th− div(|∇h|p−2∇h) = 0

locally in QT . In this section we provide a decay for the natural quantity V (∇h) =

|∇h|
p−2
2 ∇h. It is an extension to the known result of DiBenedetto and Friedmann

[11] providing finer estimates for the continuity behavior. Our results are very much
in the spirit of Giaquinta and Modica [23, Proposition 3.1-3.3]. We will prove a
parabolic version of their decay for the p-caloric setting.

The first theorem we will need is the well-known weak Harnack inequality first
proved by DiBenedetto and Friedmann [11], see also [10, VIII]. We will use the
K-sub-intrinsic version of [1, Lemma 1+2].

Theorem 3.2. Let p > 2n
n+2 and h be p-caloric on QT . If for Qλr ⊂ QT

−
∫
Qλr

|∇h|pdz ≤ Kλp,

then
sup
1
2Q

λ
r

|∇h| ≤ cλ.

The constant only depends on K, p and the dimensions.

Proof. If p ≥ 2 it is the same statement as in [1, Lemma 1]. But also in the
case of 2n

n+2 < p < 2 the statement holds. In [1, Lemma 2] it is proved that if

−
∫

Q
s2,λ

p−2
2 s

|∇h|pdz ≤ Kλp,

it follows
sup

Q
s2,λ

p−2
2 s

|∇h| ≤ cλ.

Now we define r = λ
p−2
2 s which implies, that s2 = λ2−pr2. Therefore the estimate

holds for all 2n
n+2 < p <∞. �

The main theorem of this section is the following.

Theorem 3.3. Let ∂th− div(|∇h|p−2∇h) = 0 on Qλρ , such that

λ

K
≤
(
−
∫
Qλρ

|∇h|pdz
) 1
p

≤ Kλ,
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then there exists a c > 0 and α, τ ∈ (0, 1) depending only on n,N, p,K, such that
for every θ ∈ (0, τ ]

sup
z,w∈θQλρ

|V (∇h(w))− V (∇h(z))|2 ≤ cθα −
∫
Qλρ

|V (∇h)− 〈V (∇h)〉Qλr |
2
dz.

We start with a K-intrinsic cube Qλρ ⊂ QT fixed. To be able to state the result
neatly we define for r < ρ

M(r) := sup
Qλr

|Dh|(3.4)

Φ(r) :=

(
−
∫
Qλr

∣∣∣V (Dh)− 〈V (∇h)〉Qλr
∣∣∣2dz) 1

2

.(3.5)

The classic elliptic result of Giaquinta and Modica [23] was that there is a
uniform constant c and an α ∈ (0, 1), such that Φ(θρ) ≤ cθαΦ(ρ). It is then a
standard procedure to gain the estimate of the oscillations. It actually follows by
Lemma 3.18 which can be found in the appendix.

Theorem 3.4. Let h be p-caloric on Qλr , such that(
−
∫
Qλr

|∇h|pdz
) 1
p

≤ Kλ,

then there exists an α, c > 0 depending only on n,N, p,K, such that for every
θ ∈ (0, 1

4 ]

sup
z,w∈θQλr

|V (∇h(w))− V (∇h(z))|2 ≤ cθαλp.

The theorem is a consequence of [10, IX, Prop 1.1,1.2], resp. [40, Prop. 3.1-
3.3]. We combine these statements in the following proposition, as we will use
them.

Proposition 3.5. Let h be p-caloric. Let

M(ρ) ≤ Kλ.

Then one of the two alternatives hold:
Case 1, non degenerate: There exist β, δ0 ∈ (0, 1) depending only on n,N, p,K

such that

λ

4
≤ inf

2δ0Qλr

|∇h| ≤ sup
2δ0Qλr

|∇h| ≤ Kλ

and oscQλδρ(V (∇h))
1
2 ≤ cδβΦ(ρ) for all δ ∈ (0, δ0).

Case 2, degenerate: There exist σ, η ∈ (0, 1) depending only on n,N, p,K such
that

M(σρ) ≤ ηKλ.

Proof. We only have to show that in Case 1, oscQλδρ(V (∇h))
1
2 ≤ cδβΦ(ρ) for

δ ∈ (0, δ0). Anything else can be found in [40, Proposition 3.1-3.3].
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By [40, Proposition 3.1] we know, that if Case 1 does not hold, there exists
δ1 ∈ (0, 1) such that for every sub cube Qλr (z) ⊂ δ1Qλρ we have

λ

4
≤ inf
Qλr (z)

|∇h| ≤ sup
Qλr (z)

|∇h| ≤ Kλ.

Therefore we have for all these sub cubes

−
∫

θQλr (z)

|V (∇h)− 〈V (∇h)〉θQλr (z)|
2 ≤ cθ2β −

∫
Qλr (z)

|V (∇h)− 〈V (∇h)〉Qλr (z)|
2

because of [40, Proposition 3.2]. This implies the result by Lemma 3.18 with
δ0 = δ1

2 . �

Proof of Theorem 3.3. Before we can prove the decay we have to do some
preliminary work. If for Qλρ Case 1 of Proposition 3.5 holds, we have the desired
decay.

If Case 2 holds, we shall iterate. In this case the degenerate alternative of
Proposition 3.5 holds for Qλρ . We will now construct another smaller cube on which
we can apply Proposition 3.5 again.

We find for λ1 = ηλ,

Qλ
ση

2−p
2 ρ
⊂ Qλ1

σρ ⊂ Qλσρ if p < 2, and Qλ
ση

p−2
2 ρ
⊂ Qλ1

ση
p−2
2 ρ
⊂ Qλσρ if p ≥ 2.

We define

ρ1 = aρ where a = σ for p < 2 and a = ση
p−2
2 for p ≥ 2

and r1 = bρ with b = η
2−p
2 σ if p < 2 and b = σ if p ≥ 2.

We find

M(r1) ≤ sup
Q
λ1
ρ1

|∇h| ≤M(σρ) ≤ Kηλ = Kλ1.

Thus Qλ1
ρ1 satisfies the assumption of Proposition 3.5. If Case 2 holds for this cube

we can iterate further with

λi = ηiλ; ρi = aρi−1 and ri = bri−1,(3.6)

and a, b defined above. If Case 2 holds also for Q
λj
ρj and 1 ≤ j ≤ i− 1, then we find

Qλri ⊂ Q
λi
ρi ⊂ Q

λi−1
ρi−1

and sup
Q
λi
ρi

|∇h| ≤ sup
Q
λi−1
σρi−1

|∇h| ≤ Kηλi−1 = Kηiλ.

Let us fix m ∈ N, such that ηmK2 ≤ 1
2 . This implies that if the degenerate

alternative holds for all i ≤ m, then

sup
Qλ
rm

|∇h| ≤ sup
Qλmρm

|∇h| ≤ Kηmλ ≤ 1

2
〈|∇h|p〉

1
p

Qλρ
(3.7)

by the assumption that Qλρ is intrinsic.
Now we are able to prove the decay. Let us first assume, that for one i ∈

{0, ...,m} the non-degenerate Case 1 of Proposition 3.5 holds. This implies for
δ ∈ (0, τ), where τ = δ0

bm , that

oscδQλρ (V (∇h))
1
2 ≤ oscδbmQλrm

(V (∇h))
1
2 ≤ cδβΦλi(ρi) ≤ cδβΦλ(ρ),
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as

Qλiρi ⊂ Q
λ
ρ and

|Qλρ |
|Qλiρi |

≤
|Qλρ |
|Qλmρm |

≤ c depending only on n,N, p,K.

This leaves the case, that if for all i ∈ {0, ...,m} the degenerate alternative (Case 2)
holds. In this case we know by (3.7)

sup
Qλmρm

|∇h| ≤ Kηmλ ≤ 1

2
〈|∇h|p〉

1
p

Qλρ
.

This implies that

|〈V (∇h)〉Qλmρm | ≤
1

2
p
2

〈|V (∇h)|2〉
1
2

Qλρ
.

Therefore we gain by Lemma 3.17.

λp ≤ Kp〈|∇h|p〉Qλρ ≤ c −
∫
Qλρ

|V (∇h)− 〈V (∇h)〉Qλr |
2
dz,

again, as

Qλiρi ⊂ Q
λ
ρ and

|Qλρ |
|Qλiρi |

≤
|Qλρ |
|Qλmρm |

≤ c depending only on n,N, p,K.

Finally, the last estimate combined with Theorem 3.4 implies the decay also in this
case. �

3.3. A BMO result for p ≥ 2

Theorem 3.1 is a consequence of a more general result. From this we will conclude
other Campanto like estimates.

Before proving the main result we will have to prove some intermediate results.
The key ingredient is to carefully choose a family of intrinsic cylinders.

3.3.1. Finding a scaled sequence of cubes. To treat the scaling behavior
in a way to gain a BMO result for (3.1) is quit delicate. Our estimates are based on
comparison principles: Whenever one knows that ‖g‖L∞(I,BMO(Br))

is small, then

u is ”close” to a p-caloric comparison solution.
In the following we will construct sub-intrinsic cubes with properties convenient

for our needs.

Lemma 3.6. Let p ≥ 2. Let QS,R(t, x) ⊂ QT and b ∈ (0, 2). For every 0 < r ≤ R
there exists s(r), λr and Qs(r),r(t, x) with the following properties. Let r, ρ ∈ (0, R]
and r < ρ, then

(a) 0 ≤ s(r) ≤ S and s(r) = λ2−p
r r2. Especially Qs(r),r(t, x) = Qλrr ⊂ QT .

(b) s(r) ≤
(
r
ρ

)b
s(ρ), the function s is continuous and strictly increasing on

[0, R]. Especially Qλrr ⊂ Q
λρ
ρ .

(c) −
∫
Qλrr
|∇u|pdz ≤ λpr, i.e. Qλrr is sub-intrinsic.

(d) if s(r) <
(
r
ρ

)b
s(ρ), then there exists r1 ∈ [r, ρ) such that Q

λr1
r1 is intrinsic.

(e) if for all r ∈ (r1, ρ), Qλrr is strictly sub-intrinsic, then λr ≤
(
r
ρ

)β
λρ for

all r ∈ [r1, ρ] and β = 2−b
p−2 ∈ (0, 2

p−2 ).

(f) for θ ∈ (0, 1], θβλr ≤ λθr ≤ cλr

θ
n+2
2

.
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(g) for θ ∈ (0, 1], |Qλθrθr |
−1
≤ cθ−(n+2)(1+ p−2

2 )|Qλrr |
−1

.

(h) for θ ∈ (0, 1], we find Qλσrσr ⊂ θQλrr for σ = θ
2
b .

The constant only depends on the dimensions and p.

Proof. Let QS,R(t, x) ⊂ QT . In the following we often omit the point (t, x).
We start, by defining for every r ∈ (0, R]

s̃(r) = max
{
s ≤ S

∣∣∣( t∫
t−s

∫
Br(x)

|∇u|pdz
)p−2

s2 ≤ r2p|Br|p−2
}
.(3.8)

The function s̃(r) is well defined and strictly positive for r > 0. We define λ̃r by

the equation r2λ̃2−p
r = s̃(r). We will first show, that Qλ̃rr := Qs̃(r),r holds (c). By

construction we find, that( ∫
Qr,s̃(r)

|∇u|pdz
)p−2

s̃(r)2 ≤ r2p|Br|p−2
.(3.9)

This implies that(
−
∫

Qr,s̃(r)

|∇u|pdz
)p−2

s̃(r)p ≤ r2p = (λ̃(p−2)s̃(r))p

which implies

−
∫

Qr,s̃(r)

|∇u|pdz ≤ λ̃pr , and if −
∫

Qs̃(r),r

|∇u|pdz < λ̃pr , then s̃(r) = S.(3.10)

Next we will show, that s̃(r) is continuous for r ∈ (0, R]. For ε ≤ s̃(r) ≤ S − ε and

r0 > 0, we find that
( ∫ t

t−s̃(r)
∫
Br
|∇u|pdz

)p−2
s2 is growing of order 2. Because the

growth rate is explicitly bounded by

|BR|p−2
R2p

ε2
≥
( t∫
t−s̃(r)

∫
Br(x)

|∇u|pdz
)p−2

≥ r2p
0 |Br0 |

p−2

S2
,

for r ∈ [r0, R]. This implies that there exists a δε,r0 > 0, such that for all r, r1 ∈
[r0, R] with |r − r1| < δε,r0

( t∫
t−s̃(r)

∫
Br1 (x)

|∇u|pdz
)p−2

(s̃(r)− ε)2 < r2p
1 |Bp−2

r1 |

<

( t∫
t−s̃(r)

∫
Br1 (x)

|∇u|pdz
)p−2

(s̃(r) + ε)2
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as
( ∫ t

t−s
∫
Br(x)

|∇u|pdz
)p−2

and r2p|Br|p−2
are both uniformly continuous in r.

Now we gain immediately( t∫
t−s̃(r)+ε

∫
Br1 (x)

|∇u|pdz
)p−2

(s̃(r)− ε)2 < r2p
1 |Bp−2

r1 |

<

( t∫
t−s̃(r)−ε

∫
Br1 (x)

|∇u|pdz
)p−2

(s̃(r) + ε)2,

which implies that |s̃(r)− s̃(r1)| < 2ε.
Let us define sε(r) = max {ε,min {s̃(r), S − ε}}. By the previous calculations

we find that sε is uniformly continuous, especially |sε(r)− sε(r1)| ≤ 2ε for r, r1 ∈
[r0, R] with |r − r1| < δε,r0 . Therefore

|s̃(r1)− s̃(r)| ≤ |s̃(r1)− sε(r1)|+ |sε(r1)− sε(r)|+ |sε(r)− s̃(r)| ≤ 4ε.

As r0 was arbitrary we find that s̃(r) is continuous on (0, R].
Now it might happen, that r < ρ and s̃(r) > s̃(r). To avoid that we define for

b ∈ (0, 2)

s(r) = min
R≥a≥r

( r
a

)b
s̃(a).

The minimum exists, as
(
r
a

)b
s̃(a) is continuous in a. As for ρ ∈ (r,R]

s(r) = min
{

min
ρ≥a≥r

( r
a

)b
s̃(a),

( r
ρ

)b
s(ρ)

}
(3.11)

we find that s(r) < s(ρ). Now we define λr :=
(
r2

s(r)

) 1
p−2 ≥ λ̃r and Qλrr := Qs(r),r.

By this definition we find (a) and (b), as limr→0 s(r) ≤ limr→0

(
r
R

)b
S(R) = 0.

We show (c), by (3.9)

−
∫

Qs(r),r

|∇u|p ≤ s̃(r)

s(r)
−
∫

Qs̃(r),r

|∇u|p =
(λr
λ̃r

)p−2

−
∫

Qs̃(r),r

|∇u|p ≤ λ̃2
rλ
p−2
r ≤ λpr .(3.12)

To prove (d) we assume that s(r) <
(
r
ρ

)b
s(ρ). Then there exist a r1 ∈ [r, ρ), such

that( r
r1

)b
s̃(r1) = s(r) = min

R≥a≥r

( r
a

)b
s̃(a) ≤

( r
r1

)b
min

R≥a≥r1

(r1

a

)b
s̃(a) =

( r
r1

)b
s(r1).

Now because s̃(r1) ≥ s(r1) we find s̃r1 = s(r1). Since also s(r) <
(
r1
ρ

)b
s(ρ) ≤(

r1
R

)b
S we find by (3.9) that Qs(r1),r1 = Q

λr1
r1 is intrinsic. This implies (d).

To prove (e) we gain by (d) that if Qλaa is strictly sub-intrinsic for all a ∈ (r, ρ),

then s(a) =
(
a
ρ

)b
s(ρ) for all a ∈ (r, ρ). Now we calculate

λp−2
a =

a2

s(a)
=

a2(
a
ρ

)b
s(ρ)

=
(a
ρ

)2−b
λp−2
ρ ,

this proves (e), with β = 2−b
p−2 .
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To prove (f) we take θ ∈ (0, 1). If s(θr) = θbs(r) we are finished. If s(θr) <

θbs(r), we find by (d) that there is a σ ∈ [θ, 1) with s(θr) =
(
θ
σ

)b
s(σr) and Qλσrσr is

intrinsic. This implies using also (c)

λ2
σr =

c

(σr)n+2

∫
Qs(σr),σr

|∇u|pdz ≤ cs(r)

r2σn+2
−
∫
s(r),r

|∇u|pdz ≤ cλ2
r

θn+2
.

By the definition of λr we find for β = 2−b
p−2 and the previous that

λr ≤ θ−βλθr and λθr ≤
c

θ
n+2
2

λr,

which implies (f) and (g). To prove (h) we take θQs(r),r = Qθ2s(r),θr we define

σ < θ, such that σb = θ2. Now we find by (3.11), that s(σr) ≤ σbs(r) = θ2s(r). �

3.3.2. Comparison. In this section we will derive a comparison estimate
which will allow us to gain BMO estimates. Let u be a solution to (3.1) on I ×B.
As we want to use Theorem 3.3, we will have to start with an intrinsic cylinder.
We therefore take any intrinsic cylinder Qλ0

R (z) ⊂ I ×B, i.e.

−
∫

Q
λ0
R (z)

|∇u|p = λp0.

In this section we define Qλrr as the sub-intrinsic cylinders all sharing the same cen-
ter, which are constructed by Lemma 3.6. For the next result we will use Lemma 1.7,
which states in our case for P,Q ∈ RN×n and 1 < p <∞

(|Q|p−2
Q− |P |p−2

P ) · (Q− P ) ∼ |V (Q)− V (P )|2

||Q|p−2
Q− |P |p−2

P | ∼ (|Q|+ |Q− P |)p−2|P −Q|2.
(3.13)

This implies for p ≥ 2

|P −Q|p ≤ c|V (Q)− V (P )|2.(3.14)

By comparison we mean the local comparison to a p-caloric function. I.e. for
r ∈ (0, R) we will compare u to solutions of

∂th− div(|∇h|p−2∇h) = 0 on Qλrr

h = u on ∂parQ
λr
r .

(3.15)

Lemma 3.7. Let p ≥ 2, (t, t−λ2−p
r )×Br(x) =: Qλrr ⊂ I×B and g ∈ L∞(I,BMO(B)).

For h the solution of (3.15) and u the solution of (3.1) we have

λp−2
r −

∫
Br(x)

|u− h|2(t)

r2
dy + −

∫
Qλrr

|V (∇u)− V (∇h)|2dz ≤ c‖g‖p
′

L∞(I,BMO(Br(x))).
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Proof. We take u − h as a test function for both systems (3.1) and (3.15).
We take the difference and find

−
∫
Qλrr

∂t
|u− h|2

2
dz + −

∫
Qλrr

(|∇u|p−2∇u− |∇h|p−2∇h) · ∇(u− h)dz

= −
∫
Qλrr

g · ∇(u− h) dydτ = −
∫
Qλrr

(g − 〈g(τ)〉Br ) · ∇(u− h) dydτ .

We find by (3.13), (3.14), (1.6) and as p′ ≤ 2

λp−2
r −

∫
Br

|u− h|2(t)

r2
dy + −

∫
Qλrr

|V (∇u)− V (∇h)|2dz

≤ c −
∫
Qλrr

(
|∇u|+ |g − 〈g(τ)〉Br(x)|

)p′−2

|g − 〈g(τ)〉Br(x)|
2

dydτ

+ δ −
∫
Qλrr

|V (∇u)− V (∇h)|2dz

≤ c
t

−
∫

t−λ2−p
r r2

−
∫
Br(x)

|g − 〈g(τ)〉Br(x)|
p′

dydτ + δ −
∫
Qλrr

|V (∇u)− V (∇h)|2dz.

We absorb and use John-Nirenberg to find that

−
∫
Br(x)

|g − 〈g(τ)〉Br |
p′
dx ≤ c‖g(τ)‖p

′

BMO(Br(x)),

which leads to the result. �

Proposition 3.8. Let Qλ0

R be intrinsic and r ∈ (0, R) and g ∈ L∞(I,BMO(B)).
Let β ≤ α

1+α p−2
2

, such that β < 2
p−2 , where α is defined by Theorem 3.4. Then

there exist K, c > 1 depending only on n,N, p, β, such that one of the following two
alternatives holds:

Case 1: λpr ≤ K‖g‖
p′

L∞(I,BMO(Br))

Case 2: For the p-caloric comparison function h of (3.15) there exist a ρ ∈ [r,R]
such that

oscQλσrσr
(V (∇h))2 ≤ c

(σr
ρ

)β
−
∫
Q
λρ
ρ

|V (∇u)− 〈V (∇u)〉
Q
λρ
ρ
|2dz

+ cσβ‖g‖p
′

L∞(I,BMO(Br))

for every σ ∈ (0, δ] and Qλrr defined by Lemma 3.6. The constant δ ∈ (0, 1) only
depends on n,N, p.

Proof. Suppose Case 1 does not hold. We find for ε = 1
K

‖g‖p
′

L∞(I,BMO(Br))
≤ ελpr .(3.16)
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Now let h be the solution of (3.15) on Qλrr , then Lemma 3.7 implies

−
∫
Qλrr

|∇h|pdz ≤ 2p −
∫
Qλrr

|∇u|pdz + c‖g‖p
′

L∞(I,BMO(Br))
≤ cλpr .(3.17)

We therefore can apply Theorem 3.4 and find for θ < 1
4

oscθQλrr (V (∇h))2 ≤ cθαλpr .(3.18)

We define

ρ := min {a ≥ r|Qλaa is intrinsic}.(3.19)

By construction ρ ≤ R exists as Qλ0

R is intrinsic. Moreover, (see Lemma 3.6,(e)),
we find that λa ≤ (aρ )βλρ for every r ≤ a ≤ ρ.

If ρ
2 > r, we find

〈|∇u|p〉
Q
λ 1

2
ρ

1
2
ρ

≤ λp1
2ρ
≤ 1

2β
〈|∇u|p〉

Q
λρ
ρ
.

Therefore Lemma 3.17 implies

λpr ≤ c
( r
ρ

)β
λpρ ≤ c

( r
ρ

)β
−
∫
Q
λρ
ρ

|V (∇u)− 〈V (∇u)〉
Q
λρ
ρ
|2dz.(3.20)

If ρ
2 ≤ r ≤ ρ, we either find that

〈|∇u|p〉Qλrr ≤
1

2
〈|∇u|p〉

Q
λρ
ρ

in which case we have (3.20) again by Lemma 3.17. Otherwise we have

〈|∇u|p〉Qλrr >
1

2
〈|∇u|p〉

Q
λρ
ρ
≥ cλpr .

We find by Lemma 3.7 and as Case 1 does not hold

λpr ≤ c −
∫
Qλrr

|∇u|p ≤ c −
∫
Qλrr

|∇h|p + c‖g‖p
′

L∞(I,BMO(Br))

≤ c −
∫
Qλrr

|∇h|p + cελpr .

(3.21)

We gain (if ε is small enough) through the previous combined with (3.17)

λpr ∼ −
∫
Qλrr

|∇h|pdz.(3.22)

Now we can apply Theorem 3.3. This implies together with Lemma 3.7 for θ ∈ (0, τ)

oscθQλrr (V (∇h))2 ≤ cθα−
∫
Qλrr

|V (∇u)− 〈V (∇u)〉Qλrr |
2
dz + cθα‖g‖p

′

L∞(I,BMO(Br))
.
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Combining the last estimate with (3.18) and (3.20) we find

oscθQλrr (V (∇h))2 ≤cθα
( r
ρ

)β
−
∫
Q
λρ
ρ

|V (∇u)− 〈V (∇u)〉
Q
λρ
ρ
|2dz

+ cθα‖g‖p
′

L∞(I,BMO(Br))
.

To conclude the proof we use Lemma 3.6, (h): For σ
b
2 = θ we have Qλσrσr ⊂ θQλrr ,

therefore

oscQλσrσr
(V (∇h))2

≤ cσ bα2
( r
ρ

)β
−
∫
Q
λρ
ρ

|V (∇u)− 〈V (∇u)〉
Q
λρ
ρ
|2dz + cσ

bα
2 ‖g‖p

′

L∞(I,BMO(Br))

≤ c
(σr
ρ

)β
−
∫
Q
λρ
ρ

|V (∇u)− 〈V (∇u)〉
Q
λρ
ρ
|2dz + cσβ‖g‖p

′

L∞(I,BMO(Br))

by the choice of β = 2−b
p−2 ≤

bα
2 which is a consequence of our assumptions on β. �

3.3.3. An intrinsic BMO result. The next proposition gives an intrinsic
BMO estimate. We will prove it for the refined spaces BMOω. In the following let
ω : [0,∞)→ [0,∞) be almost increasing. Moreover,

ω(r)

ω(σr)
≤ c1σ

−γ
p for σ ∈ (0, 1] where γ < min

{ α

1 + αp−2
2

,
2

p− 2

}
.(3.23)

Lemma 3.9. Let Qλ0

R be intrinsic, ω hold (3.23) and g ∈ L∞(I,BMOω′(B)), with
ω′ ≡ ωp−1. Then there exist constants c, β depending on γ, c1, n,N, p such that

sup
0<r<R

1

ωp(r)
−
∫
Qλrr

|V (∇u)− 〈V (∇u)〉Qλrr |
2 ≤ c‖g‖p

′

L∞(I,BMOω′ (Br))

+
c

ωp(R)
−
∫
Q
λ0
R

|V (∇u)− 〈V (∇u)〉
Q
λ0
R

|2,

where Qλrr is defined by Lemma 3.6 for a β > γ fixed.

Proof. We fix γ < β < min
{

α
1+α p−2

2

, 2
p−2

}
. Now we take σ ∈ (0, 1). We will

define the size of σ in the end of the proof. If r ≥ σR, we find by Lemma 3.6, (g)

1

ωp(r)
−
∫
Qλrr

|V (∇u)− 〈V (∇u)〉Qλrr |
2 ≤ c(σ)

ωp(R)
−
∫
Q
λ0
R

|V (∇u)− 〈V (∇u)〉
Q
λ0
R

|2.(3.24)
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Now we will prove the estimate for σr ∈ (0, σR]. We apply Proposition 3.8 on the
cylinder Qλrr . If Case 1 holds, we find as Qλσrσr is sub-intrinsic, that

1

ωp(σr)
−
∫
Qλσrσr

|V (∇u)− 〈V (∇u)〉Qλσrσr
|2dz ≤ c(σ)

ωp(r)
λpr

≤ cKp

ωp(r)
‖g‖p

′

L∞(I,BMO(Br))
≤ c‖g‖p

′

L∞(I,BMOω′ (Br))

(3.25)

where we used that ω is almost increasing and that ω′ ≡ ω
p
p′ .

If Case 2 of Proposition 3.8 holds, we find using the best constant property,
Lemma 3.7, (3.23) and Lemma 3.6 (g)

1

ωp(σr)
−
∫
Qλσrσr

|V (∇u)− 〈V (∇u)〉|2Qλσrσr
dz

≤ c

ωp(σr)
−
∫
Qλσrσr

|V (∇h)− 〈V (∇h)〉Qλσrσr
|2dz +

c(σ)

ωp(r)
−
∫
Qλrr

|V (∇u)− V (∇h)|2dz

≤ c

ωp(σr)
oscQλσrσr

(V (∇h))2 + c‖g‖p
′

L∞(I,BMOω′ (Br))
.

(3.26)

By Proposition 3.8 and (3.23) we find for σ ∈ (0, δ) and ρ ≥ r
1

ωp(σr)
oscQλσrσr

(V (∇h)) ≤ σβ−γ c

ωp(ρ)
−
∫
Q
λρ
ρ

|V (∇u)− 〈V (∇u)〉
Q
λρ
ρ
|2dz

+ σβ−γ
c

ωp(r)
‖g‖p

′

L∞(I,BMO(Br))
.

Combining the last estimate with (3.24),(3.25) and (3.26) leads to

sup
a<r<R

1

ω(r)
−
∫
Qλrr

|V (∇u)− 〈V (∇u)〉Qλrr |
2

≤ c‖g‖p
′

L∞(I,BMOω′ (Br))
+

c

ω(R)
−
∫
Q
λ0
R

|V (∇u)− 〈V (∇u)〉
Q
λ0
R

|2

+ cσβ−γ sup
a
σ<r<R

1

ω(r)
−
∫
Qλrr

|V (∇u)− 〈V (∇u)〉Qλrr |
2
.

(3.27)

Now fix σ conveniently, such that we can absorb the last term. The result follows
by a→ 0. �

In Proposition 3.11 we show the intrinsic BMO estimate. Before we need an-
other lemma on cylinders.

Lemma 3.10. Let Qλ0

R be sub-intrinsic. For every z ∈ Qλ0

R/2 there exist a sub-

intrinsic cube Q
λR/2
R/2 (z) ⊂ Qλ0

R and λR/2 ∼ λ0.

Let QR = (t, t − R2) × BR(x). Then for every z ∈ QR/2 there exists a sub-

intrinsic cube Q
λR/2
R/2 (z) ⊂ QR and λR/2 ∼ max

{(
−
∫
QR
|∇u|p

) 1
2 , 1
}

.



3.3. A BMO RESULT FOR p ≥ 2 53

Proof. We start with the first statement. Since Qλ0

R is sub-intrinsic we find

for fixed z ∈ Qλ0
R
2

1

|Qλ0

R |

∫
Q
λ0
R
2

(z)

|∇u|p ≤ λp0.

Hence, for 2
n+2
p−2 λ0 = λR/2 ≥ λ0 we find(

−
∫

Q
λR

2
R
2

(z)

|∇u|p
) 1
p

≤ λR/2 ≤ 2
n+2
p−2 λ0.

To prove the second statement we define λ̃0 by −
∫
QR
|∇u|p = λ̃2

0. If λ̃0 ≤ 1, then

−
∫
QR
|∇u|p ≤ 1p, in this case we define λ0 = 1. If λ̃0 ≥ 1 (and λ̃2−p

0 ≤ 1), we define

λ0 = λ̃0 and find for any Qλ0

R (t) := (t, t−λ2−p
0 R2)×BR ⊂ QR that −

∫
Q
λ0
R (t)

|∇u|p ≤
λp0. Now we gain the result by proceeding as before. �

Proposition 3.11. Let Qλ0

R be sub-intrinsic, ω hold (3.23) and g ∈ L∞(I,BMOω′(B)),
with ω′ ≡ ωp−1. Then there exist a constant c, β depending on γ, c1, n, p,N such
that

sup
z∈Qλ0R

2

sup
r<R

2

1

ω(r)

(
−
∫

Qλrr (z)

|V (∇u)− 〈V (∇u)〉Qλrr (z)|
2

) 1
p

≤ c‖g‖
1
p−1

L∞(I,BMOω′ (BR)) +
cλ0

ω(R)

where Q
λR/2
R/2 (z) is defined by Lemma 3.10 and Qλrr (z) ⊂ Q

λR/2
R/2 (z) is defined by

Lemma 3.6 for β > γ fixed.

Proof. We fix ρ := sup{a < R
2 |Q

λa
a (z) is intrinsic}. By (e) of Lemma 3.6,

(3.23) and Lemma 3.10 we find for ρ ≤ r ≤ R
2

1

ωp(r)
−
∫

Qλrr (z)

|V (∇u)− 〈V (∇u)〉Qλrr (z)|2 ≤ cλpr
ωp(r)

≤ c(σ)
rβωp(R)

Rβωp(r)

λpR/2

ωp(R)
≤ cλp0
ωp(R)

.

For r ≤ ρ we can apply Lemma 3.9 and find by the previous that

1

ωp(r)
−
∫

Qλrr (z)

|V (∇u)− 〈V (∇u)〉Qλrr (z)|
2

≤ c‖g‖p
′

L∞(I,BMOω′ (BR)) +
c

ωp(ρ)
−
∫

Q
λρ
ρ (z)

|V (∇u)− 〈V (∇u)〉
Q
λρ
ρ (z)
|2

≤ c‖g‖p
′

L∞(I,BMOω′ (BR)) +
cλp0
ωp(R)

.

This finishes the proof. �

We can generalize this result by the following purely intrinsic result.
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Corollary 3.12. Let Qλ0

R be sub-intrinsic, ω hold (3.23) and for every cube Qλrr (z)
constructed as in Proposition 3.11

sup
z∈Qλ0R

sup
r<R

1

ωp(r)
−
∫

Qλrr (z)

|g − 〈g〉Qλrr (z)|
p′

=: |||g|||p
′
<∞,

then there exist a constant c, β depending on γ, c1, n, p such that

sup
z∈Qλ0R

2

sup
r<R

2

1

ωp(r)
−
∫

Qλrr (z)

|V (∇u)− 〈V (∇u)〉Qλrr (z)|
2

≤ c|||g|||p
′
+

cλp0
ωp(R)

.

Proof. One simply replaces ‖g‖L∞(I,BMO(Br))
by |||g||| in Lemma 3.7, Lemma 3.8

and Proposition 3.11. Anything else follows analogously. �

3.3.4. Main Results. We are now able to prove the main theorem on weighted
BLO spaces.

Theorem 3.13. Let p ≥ 2 and the wight ω : R>0 → R>0 be almost increasing and
satisfy (3.23). Let u be a solution to (3.1) on I×B and g ∈ L∞(I,BMOω′(B)), with
ω′ ≡ ωp−1, then u ∈ L∞(I,BLOω(B)) locally. Moreover, there exists c, δ depending

on n,N, p, γ, c1 such that for every sub-intrinsic cylinder Qλ0

R ⊂ I ×B

‖u‖L∞(I
λ
2−p
0 R2/4

,BLOω(BδR/2))

≤ sup
(t,x)∈Qλ0R

2

sup
r∈(0, δR2 ]

1

ω(r)

(
−
∫
Br(x)

∣∣∣u(t, y)− `r(u)(t)

r

∣∣∣2 dy

) 1
2

≤ c‖g‖
1
p−1

L∞(I,BMOω′ (BR)) +
cλ0

ω(R)
.

Proof. We fix (t, x) ∈ Qλ0

R/2 and construct Q
λR/2
R/2 (t, x) by Lemma 3.10. Then

we define Qλrr := (t, t− λ2−p
r r2)×Br(x) ⊂ Qλ0

R for R
2 > r > 0 by Lemma 3.6 with

respect to Q
λR/2
R/2 (t, x) for a convenient β. In the following all balls in space are

centered in (t, x). Our aim is to estimate

Nω
r (u)(t, x) :=

1

ω2(r)
−
∫
Br(x)

∣∣∣u(y, t)− `r(u)(t)

r

∣∣∣2dy.
Here `r(u)(t) is the best linear approximation of u on {t} × Br(x). We show the
result for δr ∈ (0, δR2 ). The constant δ is fixed by Proposition 3.8. We will divide
the proof in the two cases of Proposition 3.8.

Case 1: λpr ≤ K‖g‖
p′

L∞(I,BMO(Br))
.

Case 2: ‖g‖p
′

L∞(I,BMO(Br))
≤ 1

Kλ
p
r .

If Case 1 holds, we find 〈|∇u|p〉Qλrr ≤ λpr ≤ µpr =: K‖g‖p
′

L∞(I,BMO(Br))
. As λr ≤ µr

we find that Qµrr ⊂ Qλrr and by (3.12) that 〈|∇u|p〉Qµrr ≤ µpr . We take h to be the
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solution of (3.15) on Qµrr . Now Lemma 3.7 provides

µp−2
r −

∫
{t}×Br

∣∣∣u− h
r

∣∣∣2dx+ −
∫
Qµrr

|V (∇u)− V (∇h)|2dz ≤ cµpr .(3.28)

We use `δr(u) as the best linear approximation of u on Bδr := {t} × Bδr(x) and
Poincaré’s inequality to gain

Nω
δr(u) ≤ 1

ω2(δr)
−
∫
Bδr

∣∣∣u− `δr(h)

r

∣∣∣2dx ≤ c

ω2(δr)
−
∫
Bδr

∣∣∣u− h
r

∣∣∣2 +
∣∣∣h− `δr(h)

r

∣∣∣2dx
≤ c(δ)

ω2(r)
−
∫
Br

∣∣∣u− h
r

∣∣∣2dx+
c

ω2(δr)
sup
Bδr

|∇h|2 = I + II.

(3.29)

For I we find by (3.28)

I ≤ c(δ)

ω2(r)
µ2
r ≤ c‖g‖

2
p−1

L∞(I,BMOω′ (Br))
.

To estimate II we find by (3.28)

〈|∇h|p〉Qµrr ≤ 〈|∇u|
p〉Qµrr + −

∫
Qµrr

|V (∇u)− V (∇h)|2dz ≤ cµpr .

Now Theorem 3.2 implies

c

ω2(δr)
sup

{t}×Bδr(x)

|∇h|2 ≤ c

ω2(δr)
sup
Qµrδr

|∇h|2 ≤ c

ω2(r)
µ2
r ≤ c‖g‖

2
p−1

L∞(I,BMOω′ (BR)).

This closes Case 1.
In the following Case 2 holds. Remember, that δr ∈ (0, δR2 ). We start similar

to (3.29). we take h to be the solution of (3.15) on Qλrr . Now Lemma 3.7 gives

λp−2
r −

∫
{t}×Br

∣∣∣u− h
r

∣∣∣2dx+ −
∫
Qλrr

|V (∇u)− V (∇h)|2dz ≤ c‖g‖p
′

L∞(I,BMO(Br))
.(3.30)

Similar to Case 1 we find

Nω
δr(u) ≤ 1

ω2(δr)
−
∫
Bδr

∣∣∣u− `δr(h)

r

∣∣∣2dx ≤ c

ω2(δr)
−
∫
Bδr

∣∣∣u− h
r

∣∣∣2 +
∣∣∣h− `δr(h)

r

∣∣∣2dx
≤ c(δ)

ω2(r)
−
∫
Br

∣∣∣u− h
r

∣∣∣2dx+
c

ω2(δr)
oscBδr (∇h)2 = I + II.

Here we used the Poincaré’s inequality. We estimate I by Lemma 3.7; as Case 2
holds we deduce from (3.30)

−
∫
Br

∣∣∣u− h
r

∣∣∣2dx ≤ λ2−p
r ‖g‖p

′

L∞(I,BMO(Br))
≤ ‖g‖

2
p−1

L∞(I,BMO(Br))
,

and consequently

I ≤ c‖g‖
2
p−1

L∞(I,BMOω′ (Br))
.(3.31)
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We estimate II by using p ≥ 2 and Proposition 3.8. As in the proof of Proposi-
tion 3.11 we fix ρ := sup{a < R

2 |Q
λa
a (t, x) is intrinsic}. If r ≤ ρ Proposition 3.8

provides an r1 ≤ ρ such that

oscBδr (V (∇h))2 ≤ c
(δr
r1

)β
−
∫
Q
λr1
r1

|V (∇u)− 〈V (∇u)〉
Q
λr1
r1

|2dz + cδβ‖g‖p
′

L∞(I,BMO(Br))
.

This implies using (3.14)

II =
c

ω2(δr)
oscBδr (∇h)2 ≤ c

ω2(δr)
oscBδr (V (∇h))

4
p

≤ c 1

ω2(δr)

((δr
r1

)β
−
∫
Q
λr1
r1

|V (∇u)− 〈V (∇u)〉
Q
λr1
r1

|2dz + ‖g‖p
′

L∞(I,BMO(Br))

) 2
p

≤ c
(δr
r1

) 2
p (β−γ)

(
1

ωp(r1)
−
∫
Q
λr1
r1

|V (∇u)− 〈V (∇u)〉
Q
λr1
r1

|2dz
) 2
p

+ c‖g‖
2
p−1

L∞(I,BMOω′ (Br))

as ω holds (3.23). On this we can apply Proposition 3.11 and find as γ < β

II ≤ c‖g‖
2
p−1

L∞(I,BMOω′ (BR)) +
cλ2

0

ω2(R)
.(3.32)

If ρ < r < R
4 we have by (e) of Lemma 3.6 and the construction of Q

λR/2
R/2 (t, x), that

λr ≤
(

r
R/2

)β
λ0 and therefore we find by (3.30) and it’s consequences (3.17) and

(3.18)

II ≤ c

ω2(δr)
oscBδr (∇h)2 ≤ c

ω2(δr)
λ2
r ≤

c

ω2(R)

( r
R

)β−γ
λ2

0.

Combining the last estimate with (3.31) and (3.32) closes case 2. As all estimates

are independent of (t, x) ∈ Qλ0
R
2

, the result is proved. �

Proof of Theorem 3.1. One fixes ω(r) ≡ 1 and combines Lemma 3.10 with
Theorem 3.13. Then the result follows by the Campanato characterization of
C1(BR/2(x)). �

Remark 3.14. In [55, Section: 1.7.2] we find that BLO = C1 = F 1
∞,∞, here

F 1
∞,∞ is the Triebel-Lizorkin space. The space W 1,BMO = F 1

∞,2. Consequently we

find by our estimates that, if g is in L∞(2I,BMO(2B)), then u ∈ Lp(I,W 1,p(B))∩
L∞(I,BLO(B)) = Lp(I, F 1

p,2(B))∩L∞(I, F 1
∞,∞(B)). By interpolation u ∈ Lq(I,W 1,r(B))

for every 1 ≤ q ≤ ∞, 1 ≤ r < ∞ (see [55, Section: 1.6.2]); natural local estimates
are available.

Proposition 3.15. Let γp < min
{

α
1+α p−2

2

, 2
p−2

}
. If g ∈ L∞(I, Cγ(p−1)(B)), then

∇u ∈ Cγpar(I ×B). Moreover, for every sub-intrinsic cylinder Qλ0

R we find

‖∇u‖
Cγpar(Q

λ0
R/4

)
≤ c
( 1

Rγ
+

1

(K2−pR2)
γ
2

)
,
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where K = cλ0 + cRγ‖g‖
1
p−1

L∞(I,Cγ(p−1)(BR))
and c depends on γ, n, p,K.

Proof. We start by showing Hölder continuity in space. By Theorem 3.13
and ω(r) = rγ we gain by the Campanato characterization that

‖∇u‖L∞(I
λ
2−p
0 R2/4

,Cγ(BR/2)) ≤ c‖g‖
1
p−1

L∞(I,Cγ(p−1)(BR))
+
cλ0

Rγ
.(3.33)

This implies that ∇u is Hölder continuous in space. It implies also, that ∇u is
bounded in Qλ0

R/2. Moreover, the previous implies

max
Q
λ0
R/2

|∇u| ≤ K <∞

for K = cλ0 + cRγ‖g‖
1
p−1

L∞(I,Cγ(p−1)(BR))
.

In the following we prove Hölder continuity in time. I.e. we show for (t, x) ∈
Qλ0

R/4,

( t

−
∫
t−s

|V (∇u)(τ, x)− 〈V (∇u)(τ, x)〉(t,t−s)|
2
dτ

) 1
p

≤ K
( s
S

) γ
2

(3.34)

for all s ∈ (0, S), S := Kp−2R2. From this estimate the Hölder continuety in time
follows by (3.14) and the Campanato characterization of Hölder spaces.

In the following we prove (3.34). We take (t, x) ∈ Qλ0

R/4, fix S(R) = K2−pR and

take QKR/4(t, x) ⊂ Qλ0

R/2 as starting cylinder. Then for all r < R
4 we take Qλrr (t, x)

constructed by Lemma 3.6. We have that λr ≤ K, (as λ̃ ≤ K by (3.10)). Therefore
Proposition 3.11 provides for all r ∈ (0, R4 ]

t

−
∫

t−s(r)

−
∫
Br(x)

|V (∇u)− 〈V (∇u)〉Qλrr (z)|
2

≤ c
( r
R

)pγ
Kp = c

(λr
K

) p−2
2
( s(r)
S(R)

) γp
2

Kp ≤ c
( s(r)
S(R)

) γp
2

Kp,

(3.35)

as λr ≤ K. Now we find by Lemma 3.6, (b), that s(r) = λ2−p
r r2 is continuous and

s(0) = 0 and s(R) = S(R). Therefore we can choose an r(s) for every 0 < s ≤ S
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such that s = s(r) = λ2−p
r(s)r

2(s). We estimate for x ∈ BR/4 and s fixed

t

−
∫
t−s

|V (∇u)(τ, x)− 〈V (∇u)(τ, x)〉(t,t−s)|
2
dτ

≤ c
t

−
∫
t−s

|V (∇u)(τ, x)− 〈V (∇u)〉
Q
λr(s)

r(s)

|2dτ

≤ c
t

−
∫
t−s

|V (∇u)(τ, x)− 〈V (∇u)(τ)〉Br(s)(x)|
2
dτ

+ c

t

−
∫
t−s

|〈V (∇u)(τ)〉Br(s)(x) − 〈V (∇u)〉
Q
λr(s)

r(s)

|2dτ = I + II.

I can be estimated by the L∞(IR2/4, C
1,γ(BR

2
)) estimate

I ≤ Kp
( r(s)
R(S)

)pγ
≤ Kp

( s
S

) γp
2

.

II can be estimated by (3.35)

II ≤
t

−
∫
t−s

−
∫
Br(s)

|V (∇u)− 〈V (∇u)〉
Q
λr(s)

r(s)

|2 ≤ c
( s
S

) γp
2

Kp,

where we used that Q
λr(s)
r(s) = (t, t − s(r)) × Br(s)(x). This finishes the proof of

(3.34). �

Remark 3.16. The last result can be weakened. As long as the modulus of conti-
nuity is strong enough to imply the boundedness of |∇u| we find the same natural
estimates as in Proposition 3.15. We expect that the sharp bound would be the Dini
continuity. I.e. f is Dini continuous on BR if it’s modulus of continuity ω holds∑∞
i=1 ω(2−iR) < ∞. We conjecture that in this case BLOω ≡ C1,ω. If this would

be true, then the Dini result of [40] could be gained similar to Proposition 3.15 with
a weaker condition on g, i.e. g ∈ L∞(I, Cω(p−1)(B)), but restricted to (3.1) and
p ≥ 2.

If we follow the estimates of [15, Corr. 5.4], we find directly, that g ∈ L∞(I,VMO(B))
implies that locally u ∈ L∞(I,VLO(B)).

3.4. Appendix

For Q1 ⊂ Q2 and q ∈ [1,∞) we find that

|〈f〉Q1 − 〈f〉Q2 | ≤
(
−
∫
Q1

|f − 〈f〉Q2 |
q

) 1
q

≤
(
|Q2|
|Q1|

−
∫
Q2

|f − 〈f〉Q2 |
q

) 1
q

.(3.36)
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This estimate can be iterated for i = {0 . . . k} and Qi ⊂ Qi−1 with |Qi−1|
|Qi| ≤ c

|〈f〉Qk − 〈f〉Q0
| ≤

k∑
i=1

|〈f〉Qi − 〈f〉Q1−i | ≤ c
k∑
i=1

(
−
∫
Qi−1

|f − 〈f〉Qi−1
|q
) 1
q

.(3.37)

Lemma 3.17. Let Q1 ⊂ Q be two Cylinders and f ∈ Lq(Q) for q ∈ [1,∞). For
ε ∈ (0, 1) we find:

If |〈f〉Q1
| ≤ ε〈|f |q〉

1
q

Q, then

|〈f〉Q1
| ≤ ε〈|f |q〉

1
q

Q ≤
ε

1− ε

(
1 +

( |Q|
|Q1|

) 1
q
)(
−
∫
Q

|f − 〈f〉Q|qdx
) 1
q

.

Proof. We find

〈|f |q〉
1
q

Q ≤
(
−
∫
Q

|f − 〈f〉Q1
|qdx

) 1
q

+ |〈f〉Q1
|

≤
(
−
∫
Q

|f − 〈f〉Q|qdx
) 1
q

+ |〈f〉Q − 〈f〉Q1 |+ ε〈|f |q〉
1
q

Q.

This implies that

〈|f |q〉
1
q

Q ≤
1

1− ε

(
−
∫
Q

|f − 〈f〉Q|qdx
) 1
q

+
1

1− ε
|〈f〉Q1

− 〈f〉Q|.

We estimate the second integral by

|〈f〉Q1
− 〈f〉Q| ≤ −

∫
Q1

|f − 〈f〉Q|dx ≤
(
−
∫
Q1

|f − 〈f〉Q|qdx
) 1
q

≤
(
|Q1|
|Q|
−
∫
Q

|f − 〈f〉Q|qdx
) 1
q

.

�

Lemma 3.18. Let f ∈ Lq(QR) with q ∈ [1,∞). Suppose that ω : R>0 → R>0 is
increasing and holds the following Dini condition:

∑∞
i ω(2−iR) ≤ K (e.g. ω(r) =

rγ). If (
−
∫
θB

|f − 〈f〉θB |q
) 1
q

≤ c1ω(θ)

(
−
∫
B

|f − 〈f〉B |q
) 1
q

,

then

oscθQρ(f) ≤ cKω(θ)

(
−
∫
Qρ

|f − 〈f〉QR |
q

) 1
q

,

for all θ ∈ (0, 1
2 ), ρ ≤ R and c depending only on q, n, c1.
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Proof. We only proof the first statement. For k ∈ N we define for z ∈ 1
2θQρ

we define Qi(z) := 2−i 1
2Qθρ(z) for i = 1, ..., k and Q0(z) = θQρ. We estimate by

(3.37)

|〈f〉Qk(z) − 〈f〉θQρ | ≤
k−1∑
i=0

(
−
∫
Qi(z)

|f − 〈f〉Qi(z)|
q

) 1
q

this can be estimated by assumption and because ω is increasing

|〈f〉Qk(z) − 〈f〉θQρ | ≤ c
k−1∑
i=1

ω(2−iθρ)

(
−
∫
θQρ

|f − 〈f〉Qθρ |
q

) 1
q

≤ cKω(θ)

(
−
∫
Qρ

|f − 〈f〉Qρ |
q

) 1
q

;

the constant is independent of k; this implies that

|f(z)− 〈f〉θQρ | ≤ cKω(θ)

(
−
∫
Qρ

|f − 〈f〉Qρ |
q

) 1
q

.

Consequently, we find for z, w ∈ 1
2θQρ

|f(z)− f(w)| ≤ cKω(θ)

(
−
∫
Qρ

|f − 〈f〉Qρ |
q

) 1
q

.

�
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Non Linéaire 27 (2010), no. 6, 1361–1396.

61



62 BIBLIOGRAPHY

23. M. Giaquinta and G. Modica, Remarks on the regularity of the minimizers of certain degen-

erate functionals, Manuscripta Math. 57 (1986), no. 1, 55–99.

24. E. Giusti, Direct methods in the calculus of variations, World Scientific Publishing Co. Inc.,
River Edge, NJ, 2003.

25. Jan Gustavsson and Jaak Peetre, Interpolation of Orlicz spaces, Studia Math. 60 (1977),

no. 1, 33–59.
26. C. Hamburger, Regularity of differential forms minimizing degenerate elliptic functionals, J.

Reine Angew. Math. 431 (1992), 7–64.

27. T. Iwaniec, On Lp-integrability in pde’s and quasiregular mappings for large exponents, An-
nales Academiæ Scientiarum Fennicæ, Series A. I. Mathematica 7 (1982), 301–322.

28. Tadeusz Iwaniec, Projections onto gradient fields and Lp-estimates for degenerated elliptic

operators, Studia Math. 75 (1983), no. 3, 293–312.
29. , p-harmonic tensors and quasiregular mappings, Ann. of Math. (2) 136 (1992), no. 3,

589–624.
30. F. John and L. Nirenberg, On functions of bounded mean oscillation, Comm. Pure. Appl.

Math 14 (1961), 415–426.
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