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Abstract This thesis focuses on the development of new advanced
techniques for multiparameter fluorescence detection (MFD) experi-
ments and shows first applications to important biological problems.
The main goal is to develop methods that yield reliable and precise
single molecule FRET data to allow for a detailed insight into the
shape and dynamics of biological complexes.

The first project focuses on the observation of intra-molecular dy-
namics. A new global approach to extract transition rates from fluo-
rescence correlation spectroscopy (FCS) data is presented. Using this
technique in combination with single-molecule burst analysis shows
that the transition rates as well as the state distributions of double la-
beled DNA hairpins are influenced by the selected dye combination.

In a second project, single molecule burst analysis of multipa-
rameter fluorescence detection (MFD) experiments is combined with
the nano-positioning-system (NPS). NPS allows for the triangulation
of unknown molecule parts in large biomolecules using a network
of FRET based distance measurements. Till the experiments pre-
sented here an NPS analysis typically included experimental donor
anisotropy, acceptor anisotropy and FRET efficiency data. Here, an
additional utilization of experimental FRET anisotropy data is for the
first time demonstrated to clearly improve the positioning accuracy.

To this end single-molecule burst analysis was applied and new
methods based on the specific fluorescence properties of each individ-
ual burst were developed to allow for an unambiguous identification
and separation of the desired population. Furthermore, a robust way
to extract residual anisotropy data as well as a new graphics pro-
cessing unit (GPU) based software implementation of the probability
distribution analysis (PDA) is presented. This allows for a fast and
reliable evaluation of FRET efficiency data.

The last part consists of three sub projects that are in general all
based on the application of single molecule burst analysis to recent
questions regarding the various pathways that control the accessibil-
ity of nucleosomal DNA in a cell. In this chapter, the active repo-
sitioning of nucleosomal DNA (remodeling) as well as changes in
nucleosome stability caused either by chemical modifications of dis-
tinct residues or by the incorporation of alternatively spliced histones



are investigated.

First, a method to obtain information about the remodeling through-
put from single molecule data is introduced. This technique is then
applied to questions regarding the two ISWI ATPases present in hu-
man cells, namely Snf2H and Snf2L resulting in data that shows dis-
tinct differences between the two enzymes.

The second nucleosome project is focused on the alternatively
spliced histone variant H2A.Z.2.2. The experiments presented show
that incorporation of H2A.Z.2.2 into nucleosomes leads to a signifi-
cant destabilization compared to nucleosomes carrying H2A.Z.2.1 or
canonical H2A.

Finally, nucleosomes can also be chemically modified to alter their
stability. Here, nucleosomes either methylated or acetylated on the
lysine at position 64 of the H3 histone are investigated and compared
to unmodified nucleosomes for differences in their stability.
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Chapter 1

Introduction

All truths are easy to understand once they are discovered; the point is to
discover them (Gallielo Gallilei).

This famous citation nicely describes the difficulty on the way to
the current success of mankind which is based on our desire to un-
derstand the world around us.

Over the centuries knowledge was gained about all kinds of ob-
jects from the size of a single atom (~ 10~ 9m) to the dimension of
galaxies (~ 10'8m). In order to observe and manipulate this wide
range of distances numerous techniques where developed. Despite
these developments we are however still unable to defeat one of the
probably biggest threats to human life, diseases.

Common to many diseases is a change in cellular processes, start-
ing by accidental DNA errors which amongst others can cause cancer
and ending with systematic cell reprogramming caused by viral in-
fections.

Over the years more or less effective treatments for many known
diseases have been developed. A huge number of these substances
were developed in a trial and error manner and oftentimes till today
nobody exactly understands all details of the pathways influenced.

Such understanding is in most cases already limited by our knowl-
edge of the cellular processes themselves and not by a lack of will to
study the effect of the respective compound.
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To better understand cellular processes, standard bulk assays used
in biology can allow for a first insight into the function of various
proteins e.g knock out experiments can reveal which proteins are es-
sential for a successful transcription and a change in the transcription
rate of a gene can be detected by monitoring the respective mRNA
concentrations. While bulk experiments provide good tools to moni-
tor the average effect (in the above example altered transcription ac-
tivity) the inherent averaging might oftentimes hide the individual
steps involved.

In contrast, single molecule experiments provide a direct access
to individual molecules and hence allow to overcome the averag-
ing problem. There are basically two types of single molecule ex-
periments characterized by the way the property of interest is de-
tected (direct or indirect). Examples for techniques that allow for a
direct measurement of single molecule properties are atomic force
microscopy (AFM) or optical tweezers. Compared to that, indirect
methods always require the attachment of a reporter system such as
e.g. fluorescent dyes used for single molecule fluorescence.

The attachment of such dyes is necessary to allow for a detec-
tion of the molecule of interest and its properties. Unfortunately this
modification by chemical compounds will always to some extent bias
the bio-molecule under investigation. In this work a sample system
related to the biologically relevant ribozymes, i.e. a single stranded
DNA capable of forming a hairpin, was used to compare several dye
pairs and to evaluate their effects on transition rates and state distri-
butions on a single molecule level. In this context the choice of the
dye molecule is shown to significantly influence the outcome of the
experiment(chapter 4.2).

While the existence of flexible parts in bio-molecules is oftentimes
essential for protein function such parts can hardly be resolved form
x-ray crystallography data. This problem was addressed in recent
years by using forster resonance energy transfer (FRET) to measure
distances from known molecule parts to unknown positions. Com-
bining several different distance measurements to one and the same
point then allows for a triangulation of the unknown position in an
analysis termed nano-positioning-system (NPS) [86].



In chapter 4.3 the parts of the RNA polymerase II (Polll) not re-
solvable by x-ray crystallography but previously estimated in NPS ex-
periments were further refined using FRET anisotropy data obtained
from multiparameter fluorescence detection (MFD) experiments. The
increased resolution showed new features of the model system stud-
ied, namely the formation of hairpins on the non-template strand
which could also be shown in control experiments. In addition a new
Polll sample system not forming DNA hairpins was designed for fur-
ther investigations and successfully tested.

Gene transcription by a polymerase is however by far not as easy
as a polymerase walking along the DNA while transcribing it. There
are numerous obstacles caused by the compaction of the DNA into
chromatin fibers which is in a first step done by a wrapping around
nucleosomes. Specialized enzymes, the so called chromatin remod-
eling factors (remodelers) rearrange these nucleosomes on the DNA
and grant access to polymerases and other enzymes. Numerous re-
modelers exist oftentimes with only slightly different structure but
strikingly different functions. While the biological function of many
remodelers has been studied extensively over the recent years, till to-
day, for some of them it is not even completely clear how they bind
and whether they act as mono- or multi-mers. In order to address this
lack of knowledge the two human ISWI ATPases SNF2H and SNF2L
are compared and distinct differences are revealed in chapter 5.3.

While the transcription despite the chromatin structure is made
possible by the described remodelers, nucleosomes also provide a
variety of mechanisms to control gene activation and repression of
which two are addressed in this work.

A well studied way to change nucleosome stability is the incor-
poration of non canonical histones such as H2A.Z. This histone has
recently been found to be alternatively spliced in humans and the
resulting H2A.Z.2.2 is demonstrated to significantly destabilize nu-
cleosomes in chapter 5.4.

In addition methylation or acetylation of histones has been shown
to influence gene activity but the actual effect of such a post transla-
tional modification strongly depends on the position it occurs. Here,
the change of salt depended nucleosome stability upon methylation
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or acetylation of a lysine in position 64 on histone H3 (H3K64me,
H3Ké64ac) is studied in chapter 5.5. It is found that the strong nucle-
osome positioning sequence (widom 601) used to obtain a uniform
sample is likely to superimpose any effect induced by these modifi-
cations.

To allow for such insights into the stability of complexes (chap-
ter 5), inter- and intra-molecular dynamics (chapter 4.2) or even a re-
construction of molecule parts too flexible for x-ray chrystallography
(chapter 4.3) several new tools had to be developed (chapter 4.1) and
new techniques have been implemented (chapters 4.2.3, 4.3.4, 4.3.5,
43.6,438,527).



Chapter 2

Basics of fluorescence
microscopy

Already in 1961 separate droplets containing fluorescent molecules
could be detected [106]. It took however almost 15 years until the
first fluorescently labeled single molecules were resolved [40]. At this
time still many dyes (~100) were attached to a single structure of in-
terest to obtain a high enough brightness. First real single molecule
detections in solid phase were reported in 1989 [81] followed already
a year later by the first in single molecule experiments in solution [96].
From this stage of development again 6 years of development were
necessary until the first successful single molecule FRET (smFRET)
experiments were published [37]. Numerous reasons for this long pe-
riod of development time can be given but always have to be seen as
a whole. To measure smFRET the fluorescence signal from a donor
and acceptor dye, attached to the complex under investigation had to
be detected in two different spectrally distinct detection channels. To
obtain this goal it was necessary to have access to FRET pairs with
sufficiently high quantum yields as well detectors with high sensitiv-
ity in the corresponding wavelength and last but not least laser light
sources of sufficient power at a wavelength compatible to the donor
dye molecule.
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Today, single molecule Forster resonance energy transfer (smFRET)
is a powerful and widely used technique to study conformational dy-
namics of biological complexes [12] as well as transient structural
properties [4] [86] [107] [115] (see also chapter 4.3). The following
chapters will give a brief overview on the basic principles of fluores-
cence and fluorescence resonance energy transfer required to under-
stand the experiments based on smFRET presented in this thesis. For
an extensive overview see [64].

2.1 Fluorescence

The term Fluorescence describes the transition of a molecule from an
excited state to the ground state by the emission of a photon. It was
first mentioned by Sir John Frederic William Herschel in 1845 and the
processes involved are typically summarized in a Jablonski diagram
(see figure 2.1).

External energy such as a photon can excite a molecule from its
electronic ground state Sy to an excited state. This transfer usually
does not occur directly to the lowest vibrational states but the vi-
brational ground states are reached by energy loss through collisions
with other molecules on the timescale of ~ 1ps. The lowest excited 5S4
state is then depopulated on the timescale of nanoseconds by various
pathways.

A decay into higher vibrational states of the ground state Sy occurs
either by emission of a photon or by non radiative processes (~ 1 —
10ns). These higher vibrational levels are then again depopulated by
collisions with other molecules.

This simple description is already sufficient to explain the basic
principles of fluorescence spectra. To this end however some approx-
imations have to be made.

The Born-Oppenheimer approximation states that excited elec-
trons have a small mass compared to the nuclei which means that
the positions of the nuclei do not change throughout the electronic
transition. This leads to different equilibrium positions of the nu-
clei at identical vibrational levels on different electronic states. Hence
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Donor fluorophore Acceptor fluorophore
N
S,
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Figure 2.1: Jablonski Diagram. Two Fluorophores involved in a FRET ex-
periment are marked as Donor (left) and Acceptor (right). The electronic
ground state Sy, the excited states S; and S, as well as the tripplet state
T; are depicted by big black lines, corresponding vibrational states are in-
dicated by thinner lines. The excitation and de-excitation pathways are
indicated by arrows.

according to the Franck-Condon principle an excitation to S; or Sy
usually does not occur to the vibrational ground state but to higher
vibrational levels. As the vibrational states of Sp, S1 and higher elec-
tronic states have a highly similar structure the emission spectra are
approximately a mirror image of the excitation spectra of the respec-
tive fluorophore (Mirror image rule). In addition, since vibrational
states are involved and their energy is lost by non-radiative inter-
nal conversion the absorption spectra will always be shifted towards
higher energies as compared to the emission spectra (Stoke’s shift).
Finally, the emission of a photon to de-excite the S; state always oc-
curs from the lowest vibrational level, and the emission spectra is
therefore independent of the excitation wavelength (Kasha'’s rule).

These properties of fluorescence are the reason that single molecule
fluorescence experiments in solution are possible since they allow for
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a spectral separation of excitation and fluorescence.

In addition to the decay pathways described above the fluorophore
can also enter a triplet state T; which is a spin forbidden transi-
tion that requires a change of the electron spin and takes place on
the micro-second timescale. Since a relaxation from this triplet state
requires another electron spin change it is slow compared to fluo-
rescence and takes place on timescales ranging from milliseconds to
hours.

The amount of photons emitted by a fluorophore relative to the
amount of photons absorbed is commonly quantified by the so called
quantum yield (QY). It is described by the rates of radiative k, and
non-radiative k,, de-excitation:

ky

= . 2.1
B+ o @D

QY

2.2 Fluorescence lifetime

Another important fluorescence property is the time a molecule spends
in the S; state also refered to as fluorescence lifetime 7. In terms of
the rates required to define the QY 7 is given by

1
kr + ki’l?’
It can be determined by measuring the time resolved probabil-
ity to detect a photon at a timepoint ¢ after a pulsed excitation (see
chapter 3.2.4.6). This data can in the simplest case be described as an
exponential decay of the photon flux I(t).

T= (2.2)

—t

I(t) xexp (—) (2.3)

T

2.3 Forster resonance energy transfer

If a second dye with an absorption spectra that at least partly overlaps
the first dyes emission spectra (figure 2.2) is located in close proximity
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Donor Acceptor )\ |
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Normalized absorption
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Figure 2.2: Exepmlary absorption and emission spectra. Sketched absorp-
tion (grey surface) and emission (colored surface) spektra of two dyes.
Since the donor (green) emission and acceptor (red) absorpion partly over-
lap this dye pair is capable of showing FRET.

to an excited dye an alternative energy pathway called forster reso-
nance energy transfer (FRET)! [26] exists. In the theoretical descrip-
tion of this process it is assumed that the fluorophores are infinitely
small pointlike dipoles and the energy is transfered from the initially
excited dye (donor) to the second dye (acceptor) via dipolar coupling
of the electronic systems.

The process can also be sketched in a Jablonski diagram as shown
in figure 2.1. The excited donor returns to its ground state by trans-
ferring its energy to an acceptor which in return is excited from the
Sp to the Sy state. The excited acceptor can then itself return to the
ground state by all the processes previously described for the donor.

According to [26] the energy transfer between two fluorophores
can be described by a rate that is given as

1 [Ro\°®
kprer = o <do> (2.4)

where Ry is a characteristic length scale for the respective system
called Forster Radius, d is the distance of the two fluorophore dipoles

Isometimes also referred to as fluorescence resonance energy transfer
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FRET efficiency

6
Distance /nm

Figure 2.3: Simulated relation of FRET efficiency and distance. A simu-
lation of the FRET efficiencies obtained for a donor-acceptor system with
R = 5nm as a function of the dye-dye distance is shown.

and 1p is the fluorescence lifetime of the donor dye. Based on this rate
the FRET efficiency can be defined as the fraction of energy absorbed
by the donor and transmitted to the acceptor

E = = .

Since the donor-acceptor distance appears in the sixth power in
equation 2.5 the relation of E and d is highly nonlinear (see fig-
ure 2.3). If good distance resolution is required it is therefore es-
sential to choose dye pairs with Ry values approximately matching
the expected distances (see chapter 4.3.3). It has to be noted here that
measurements of dye pairs with FRET efficiencies close to 1 have to
be handled with care since the FRET theory might not be sufficient
for such constructs [62][63].

Using the above definition (equation 2.5) the FRET efficiency can
directly be calculated from single molecule data either using fluores-
cence intensities (I)? or fluorescence lifetimes (T) (equation 2.6)

k 1
FRET (2.5)

2typically due to imperfect experimental setups correction factors have to be ap-
plied, see chapter 3.2.4.3
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E=_1A__1 TDa (2.6)
In+1Ip D,

In the above formula the fluorescence intensity of the acceptor af-
ter donor excitation is indicated by an A and the donor fluorescence
is marked as D. For the fluorescence lifetimes 1p, describes the life-
time of the donor in presence of the acceptor and 7p, is the donor
lifetime if no acceptor is present.

Using the wavelength in nm the Forster radius is given by

5A ecmn M «*QYp |
*

nm* n* N

where 7 is the refractive index of the surrounding medium, N is
the Avogadro number, QYp is the quantum yield of the donor, | is the
overlap integral of donor emission and acceptor absorption spectra in
units of M~ 1emPnm* and «2 is the orientation factor [64].

This orientation factor can be calculated for fixed relative dye ori-
entations as

R§ =879 %10~ (2.7)

k? = (cos¥py — 3cosOp cos® ). (2.8)

Here Yp4 describes the angle between the transition dipole mo-
ments of the respective dyes. The angle between the respective donor
or acceptor fluorophores dipole moment and the line interconnecting
the two dyes is given by ®p and @4 respectively (see figure 2.4).

To simplify calculations it is oftentimes assumed that both fluo-
rophores rotate freely on timescales faster than the fluorescence life-
time of the donor in presence of the acceptor. This assumption causes
the orientation effects to vanish and x? becomes 2/3. A Forster radius
determined based on these assumptions is called isotropic Forster ra-
dius R5°. If x? is known it can be used to calculate Ry by equation 2.9

Ro = RE° ¢/ %Kz (2.9)

In this thesis k> = 2/3 is assumed for precise FRET efficiency
determination from data obtained in confocal single molecule exper-
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D 1

Figure 2.4: Relative orientations of two dyes. A pair of two FRET fluo-
rophores is shown. The donor (D, green) and the acceptor (A, red) have
a fixed orientation relative to each other. This orientation is described by
the angle between the two dyes ¥Yp4 and the angle of each dye to the line
directly connecting the two fluorophores ©p 4.

iments using probability distribution analysis (PDA). A detailed de-
scription of PDA and the custom implementation developed for this
work can be found in chapter 4.1.2.

2.4 Fluorescence anisotropy

As just discussed the orientation of dyes is of fundamental impor-
tance for FRET experiments. Usually dyes attached to bio-molecules
are not completely fixed but can change their orientation within cer-
tain boundaries. A measure for this orientational freedom is the
anisotropy.

The anisotropy r can be defined by the fluorescence intensities
parallel Il and perpendicular to the excitation I as

-t

If a MFD setup with pulsed excitation sources as used in this work
is applied, anisotropy can also be measured as a function of time rela-
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tive to the laser pulse (see chapter 3.2.4.5). In this case one commonly
uses the term time resolved anisotropy.

Time resolved anisotropy data will always start at the value of the
fundamental anisotropy r

o = oY1 (2.11)
5
where Y is the angle between absorption and emission dipole,
followed by a decay to a so called residual anisotropy re. AN reo
value of zero is approached if the fluorophore can rotate without any
constraints. In contrast, fluorophores with rotational restrictions will
show 7« # 0.

Such time resolved measurements are important since so called
steady state anisotropy usually obtained in single molecule experi-
ments is only a fluorescence intensity weighted average which strongly
depends on the fluorescence lifetime. To better understand this issue
assume two dyes with identical 7y and 7. as well as an identical ro-
tational decay time T, but one with a long and one with a short
fluorescence lifetime compared to To;. Even though both dyes have
identical rotational freedom the one with the lower lifetime will show
a much higher steady state anisotropy than the one with the higher
lifetime since its g will contribute much stronger to the average.

For a FRET experiment in principle three different anisotropies
can be determined which are the anisotropy of the donor, the anisotropy
of the acceptor and the FRET anisotropy. Especially the latter anisotropy
needs to be discussed in a bit more detail. In contrast to the anisotropy
of a single dye where the absorption and emission dipoles of fluo-
rophores are usually assumed to be nearly identical (rg = 2/5) for a
FRET process these dipoles are not restricted in any way.

In the simplest case the relative orientation is fixed and under the
assumption of a randomly oriented ensemble of FRET pairs with their
transition dipole moments tilted by a constant angle Yp,4 the FRET
anisotropy can be calculated according to [17] as
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23c0s2¥ps — 1
TERET = 5%'3 (2.12)

In reality the problem however becomes much more complicated
as each of the dyes can rotate and hence the assumption of fixed
relative orientations usually does not hold.

One of the ways to treat this problem is based on the assump-
tion of a dynamic orientational averaging limit. For the precise FRET
measurements presented in this work the model derived by [17] as
implemented in the nano-positioning-system (NPS) analysis by [87]
is used.

In brief: It is assumed that the dynamic orientational averaging limit
is fulfilled, i.e. the reorientation of the dyes is fast compared to the
energy transfer leading to a situation where the absorption and emis-
sion have different and independent transition dipole moments even
though the relative dye positions are maintained. In this case the
average (x2) can be calculated based on the average axial depolariza-
tions

(dha) = 224 213)

and

<dFRET> = <d315> %(3C0$2 <\IIDA> — 1) <dfq> = g <7FRET> (2.14)

as

3according to this equation the upper and lower limits for the FRET anisotropy

are equal to the boundaries for the donor and acceptor anisotropies 2/5 and —1/5.
rerer Will become 0 when the transition dipole moments are tilted by the magic angle
(arccos(l/\/g) ~ 54.7°)
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(K?) = (cos (¥ D) — 3cos (@) cos (@p))? (d) (dh)
+(1/3 4 cos? (@p) (d])) (1 — (d%)) (219

+(1/3 + cos® (©4) (d%)) (1 — (dD)).
With this model the information contained in the FRET anisotropy
can be used to calculate more precise distances from FRET experi-

ments as theoretically shown in [85] and [87] and applied to experi-
mental data in chapter 4.3.
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Basics of fluorescence microscopy




Chapter 3

Experimental setup and
methodology

3.1 Forster radius determination

The isotropic Forster radii (R5°) were determined following the stan-
dard procedure by [130] as has been done previously in our lab de-
scribed in detail by [2].

In brief, the quantum yield (QY) of the donor was determined in
bulk experiments recording the emission (F900, Edinburgh Instru-
ments) and absorption spectra (Cary 50, Varian) of the donor only
sample as well as a separate reference dye. Additionally the ab-
sorption spectra of the acceptor were recorded (Cary 50, Varian) to
determine the overlap integral. A summary of spectral ranges and
reference dyes for the QY (table 3.1) and overlap integral (table 3.2)
measurements is given below.

A slight modification of the initial protocol was made since for the
Polll experiments presented in chapter 4.3 the percentage of bound
RNA polymerase II (Polll) cannot be determined in bulk experiments
and the amounts needed to apply a large enough excess of Polll to
assume 100% binding could not be supplied. Hence these bulk mea-
surements were performed using samples not containing RNA poly-
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Table 3.1: Spectral ranges and reference dyes for the QY calculation.

Donor dye  reference dye  ref. QY Aex  Aupin — Amax
[EtOH] [EtOH]  [nm)] [nm]
Alexa555 Rhodamine 101  100% 550 555-700
Tamra Rhodamine 101 100% 550 555-700
Atto520 Rhodamine 19 95% 515 520-700

Table 3.2: Spectral ranges and reference dyes for the overlap integral
calculation. € values from www.genaxxon.com/docs/pdf/tamra_data.pdf,
www.atto — tec.com, en.wikipedia.org /wiki/ Alexa_Fluor, March 2012. Detec-
tor nonlinearities were corrected for all spectra.

Dye Aex [nm] Amin = Amax - Amin — Amax €
em. [nm] abs. [nm]  [em™ 1M~
Alexabbb 525 528-700 400-700 150000
Tamra 525 528-700 400-700 95000
Atto520 515 520-700 400-700 110000
Alexab47 / / 400-700 239000

merase II (Polll) and the measured QY did not necessarily represent
the situation in the protein. To exclude false QY as a source for errors,
the directly measured QY of the labeling positions furthest appart
from the active center of the protein was assumed to be equal to that
of the DNA only sample and were used as a basis to normalize the
relative QY results obtained from gamma determination as explained
in detail in chapter 4.3.7.

These corrected QYs, the donor emission spectra, the acceptor
absorption spectra, a refractive index n = 1.3492 and x2=2/3 were
then used in the freely available software PhotochemCAD to com-
pute (Rf)so).

(www.photochemcad.com, Version 2.1, 03.06.2009)
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3.2 Multi parameter fluorescence detection

Single molecule FRET as well as fluorescence correlation spectroscopy
(FCS) measurements were performed on a custom-built confocal mi-
croscope setup based on a Nikon TE300 (Nikon) inverted microscope.
This section will give a detailed description of the confocal microscopy
setup used to collect multiparameter fluorescence detection (MFD)
data and the analysis techniques required to make use of the infor-
mation detected. Techniques which required a custom implementa-
tion for this thesis are explained in detail while techniques where
an already existing software could be used are only summarized in
brief and a reference to the manuscript of the initial implementation
is given for details. General techniques used for several projects are
summarized in this section while more specific developments can be
found associated to the respective projects as separate discussions in
chapters 4 and 5.

3.2.1 Confocal microscopy

In a confocal microscope only one spot is illuminated by focused light
and only light originating from that spot is detected using a point
detector. Light from different planes is rejected by a (confocal) pin-
hole in the image plane of that spot. First experiments based on this
technique were performed already in the 1950s when Marvin Minsky
[80] patented his approach to obtain an image by scanning a sample
through a confocal spot. While the fundamental arrangement has not
changed since this first confocal microscope, consisting of a lamp, a
lens and a pinhole, technical advances especially in the field of light
sources (laser) and point detectors have increased the sensitivity of
such setups to the single fluorescent molecule level.

The two most important parameters to describe a confocal setup
are the lateral (d, rwypy) and axial (d, rwpap) dimensions of the ob-
served volume. In the following only a short summary of the most
important equations is given. A full discussion and the derivations
of the below equations can be found in [91]. The lateral resolution
is mainly determined by the refraction limit of the excitation volume
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which can have a minimal lateral dimension of

A
d, rwam = 0.51 Nfl. (3.1)

Here, NA is the numerical aperture defined as NA = n x sin(«)
with a being the maximum collection angle of the objective and n
being the refraction index of the immersion medium. Assuming an
infinitely small pinhole and the water immersion objective used in
this work (NA=1.2, n=1.33) one could theoretically achieve a mini-
mum lateral expansion of

A

Note that in this case the mean wavelength of excitation and emis-
sion A has to be used.

As depicted in Eq: 3.1 and 3.2 a pinhole in the image plane of
the laser focus does not have a huge effect on the lateral focal volume
dimensions. It can however significantly improve the axial resolution.
This is caused by the fact that a pinhole placed in the image plane can
only be passed by light originating from the focal plane while light
not originating from that plane will be blocked. However the axial
resolution is usually at least by a factor of 2 lower than the lateral
resolution.

Numerous equations describing the axial resolution can be de-
rived [127]. They are however only valid for special cases. Hence
only the simple equation 3.3 describing the axial resolution for the
case that the pinhole size is larger than 1 Airy unit which is the dis-
tance between the maximum and the first intensity minimum in axial
direction is given here as:

2 2
p - 0.88 * Ae, N V2#n*PH (3.3)
z,FIWHM —n B Fz — NAZ 7NA : :

Here A,y is the wavelength of the emitted light, n is the index
of refraction, NA is the numerical aperture of the objective and PH
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describes the pinhole diameter in pm.

3.2.2 Pulsed interleaved excitation (PIE)

While one can in principle use any light source for single molecule
detection, more and more restrictions apply the more information
one wants to gain throughout one measurement. For single molecule
FRET experiments the excitation light should be monochromatic and
far enough shifted to higher wavelengths that a possible direct exci-
tation of the acceptor is minimized and a clear separation of donor
fluorescence and laser light is possible. In order to gain additional
information on the Stoichiometry of donor and acceptor labels on a
sample one needs a second laser to directly excite the acceptor. If
there is a possibility for FRET in the respective sample these two
lasers have to be alternated to allow for a separation of donor and
acceptor excitation. The duration of these laser pulses and the delay
time becomes important as soon as lifetime information is required
since every lifetime fit requires sound knowledge about the excita-
tion timepoint of the individual molecule. This timepoint can only
be known with sufficient precision if the laser pulse is significantly
shorter than the fluorescence lifetime, allowing for an excitation of
the dyes only in this short window. To this end pulsed interleaved
excitation (PIE), a technique established by Barbara Miiller et. al [84]
fulfilling all of the above requirements was used for all smFRET ex-
periments presented here.

The implementation of PIE used for this thesis was based on two
lasers with wavelengths of 532 nm (frequency-doubled 1064 nm solid
state, Pico-TA 530 Picoquant, Berlin, Germany) and 640 nm (LDH-D-
C-640, Picoquant, Berlin, Germany) emitting short laserpulses (~300
ps) at a repetition rate of 26.66 MHz (see Figure 3.1). The lasers were
triggered by a Multichannel Picosecond Diode Laser Driver “Sepia
I” (Picoquant, Berlin, Germany) with a delaytime of the red laser
of ~15 ns also providing a sync pulse for the TCSPC cards (see
chapter 3.2.3). The lasers were fibercoupled to singlemode fibers
(Schéfter + Kirchhoff), combined using a wavelength division multi-
plexer (WDM-12P-111-532/647-3.5/125-PPP-50-3A3A3A-3-1,1,2, OZ
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Figure 3.1: Schematic of the confocal setup. The lasers beams are merged
using a Wavelength Division Multiplexer (WDM) and deflected into the
objective by a Dichroic Mirror (DM). Fluorescence is reflected by a Mirror
(M) onto a Tubus Lens (TL) and recollimated after the Pinhole by a Lens
(L). Orthogonal polarizations are split by a Polarizing Beam Splitter (PBS)
followed by a color separation based on Dichroic Mirrors. Emission Filters
(EF) are cleaning the photon stream before focusing on an Avalanche Photo
Diode (APD)

Optics) and collimated using a fiber collimator (60FC-4-RGB11-47,
Schifter + Kirchhoff). The linearly polarized light was finally cleaned
up by a linear polarizer positioned directly after the fiber collimator
and reflected into the objective (Nikon Plan Apo VC 60x 1.20WI) by a
multiline dichroic mirror (DualLine z532/635, AHF Analysentechnik
AG, Miinchen, Germany) .

3.2.3 Detection pathway

Assuming a one photon excitation as used throughout this work one
can model the volume from which the fluorescent light is detected
by the so called point spread function (PSF). This function can be
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approximated by a three dimensional gaussian characterized by the
lateral (wy) and axial (w,) distances from the center at which the de-
tection efficiency has decreased to 1/¢2.

PSFyy, = exp < - —

(2 2 2
2(x*+y°) 2z ) (3.4)
Wy wy,

Fluorescence from the PSF was collected by the same Nikon wa-
ter immersion objective (Nikon Plan Apo VC 60x 1.20WI) and sepa-
rated from the excitation beam by the same multiline dichroic mirror
(DualLine z532/635, AHF Analysentechnik AG, Miinchen, Germany)
described in chapter 3.2.2. The confocal volume was defined by fo-
cusing onto a d = 50 um pinhole using a f = 200 mm focal-length lens.
In order to gain information on color as well as rotational freedom
and orientation of the molecules, fluorescence was split by polariza-
tion (PBS3, Thorlabs) and color (laser beam-splitter 640DCXR, AHF
Analysetechnik AG, Miinchen, Germany) and cleaned up by a set of
filters (green detection channels: Brightline HC582/75 ; red detec-
tion channels: ET700/75, AHF Analysetechnik AG, Miinchen, Ger-
many). Four single photon counting avalanche photodiodes (green
channel AQR-14, red channel AQR-16, PerkinElmer) were used for
fluorescence detection and connected to four single-photon-counting
modules (Becker&Hickl SPC-154) (see Figure 3.1). The photon ac-
quisition in all 4 cards was triggered simultaneously by an external
trigger (USB-6008, National Instruments) and data was recorded us-
ing a software provided by Becker&Hickl. For each TCSPC module
the arrival time of a photon relative to the sync pulse (provided by the
Sepia I, see chapter 3.2.2) is recorded (microtime) together with the
number of sync pulses since the last photon in the respective channel
(macrotime). The microtime information can be used to further sub-
divide the red parallel and perpendicular channels in red detection
after red excitation (RR) and red detection after green excitation (GR).
Together with the parallel and perpendicular green detection after
green excitation (GG) channels this results in a total of 6 independent
photon streams available for data analysis (RR|, RRL, GR|, GRL,
GG|| and GG.L) as exemplarily depicted in Figure 3.2.
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Figure 3.2: Pulsed interleaved excitation. A schematic microtime histogram
for the four detection channels is shown with an overlay of the microtime
ranges used to differentiate green detection after green excitation (GG), red
detection after green excitation (GR) and red detection after red excitation
(RR). The upper two panels show photons parallel to the excitation while
the lower two panels arise from perpendicular photons.
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3.2.4 Data analysis

In this work, confocal microscopy is not used to raster an image but
to detect parameters such as the FRET efficiency, stoichiometry, fluo-
rescence lifetime and anisotropy of freely diffusing molecules. Since
these molecules only reside a very short period of time inside the fo-
cal volume (~0.5-5 ms) the number of photons detected per molecule
(typically ~50-500 photons) and channel (typically ~0-300 photons)
is rather low and hence the detection of single molecule events and
calculation of the desired parameters is not in all cases straight for-
ward. All data analysis described here is done using MATLAB and
custom build software developed in our lab. This section will give
an overview on burst search algorithms and the tools as well as cor-
rections required to calculate the parameters of interest with high
accuracy.

3.2.4.1 Burst search

Currently there are three widely used algorithms for burst detection
[113]. They all rely on the overall photon stream independent of the
channel the photons were detected.

The most straight forward approach is to divide the total photon
stream into time bins with a length T. All photons in a time bin are
summed up and bursts are selected by requiring a minimum number
of photons. The amount of information can be maximized by apply-
ing a lower threshold to bins next to detected bursts, hence reducing
the possible loss of data by partially filled bins [84].

Another method has been suggested by Enderlein et. al. [23]
applying a Lee Filter to smooth the data followed by a threshold of
the inter photon times.

For this work, photon bursts were selected using an all-photons
burst search (APBS) [90]. This method applies a sliding window of
fixed duration T (instead of simply binning the whole data trace) and
requires a minimum number of M photons in a time window to be
detected as part of a burst. Additionally a minimum total number
of L photons in all windows consecutively detected within a burst is
required.
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Depending on the sample (dye brightness, diffusion constant of
the protein or DNA and background) values for M (5-50 photons),
T (0.2-5 ms) and L (>30 Photons) where optimized for the individual
experiments presented here and are depicted in the corresponding
methods section.

Each burst consists of a number of photons which have three prop-
erties: macrotime, microtime, and channel. This information can be
used to calculate various parameters of which the most important
ones will be explained in the following.

3.2.4.2 FRET efficiency

Probably the most commonly used property of double labeled sample
molecules is the FRET efficiency (E) since it can be related to the dye-
dye distance (refer to chapter 2.3). To calculate E from MFD data usu-
ally the photons detected in the parallel and perpendicular channels
of each color are summed up to obtain a total signal (see chapter 4.3.8
for limitations of this approach)

Suy = Sy + 54 (3.5)

yielding the donor (Sgg), acceptor (Sgr), and FRET (Sgr) photons.
Including corrections for spectral crosstalk (cr), direct excitation of the
acceptor (de) and the different detection efficiencies in the red and
green channel y (see chapter 3.2.4.3 for details) the FRET efficiency of
each burst can be calculated according to Eq: 3.6 [65]

E_ SGR — ¢t * Sgg — de * Srr
~ Sgr — cr * Sgg — de * SRr + 7 * Sca

(3.6)

For some applications in this work also the uncorrected FRET ef-
ficiency, referred to as proximity ratio €

Scr
€= ———"7-—— 3.7
SGr + Sca 5.7)

is calculated (see chapters 4.3.6 and 4.2.4.1).
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3.2.4.3 Correction factors

A number of correction factors are required to calculate the variables
of interest as accurate as possible.

The v factor: The probably most important correction factor in FRET
experiments is the 7 factor. It corrects for the different QY of the
donor (®p) and acceptor (@) as well as the different detection effi-
ciencies (ypa) of the respective colors

_ A *Oa
77]:)*@]:)

An easy method to determine the 7y factor has been developed by
Kapanidis et. al. [53]. It is assumed that for a given dye combination
and protein but different labeling positions the QY of the dyes stay
constant. Under these assumptions if the correct 7y factor is used the
stoichiometry (Sto) should be identical for all molecules independent
of their FRET efficiency (i.e. in a two dimensional histogram E and
Sto should be uncorrelated). Hence by measuring a high- and a low-
FRET sample one can adjust the v factor until a minimal correlation
of E and Sto is reached (see figure 3.3B-C).

A more reliable way to determine a gamma factor in cases where
the assumption of constant QY is proven to be wrong can be found
in chapter 4.3.7.

% (3.8)

The spectral crosstalk (cr): Filters and dyes are limited by chemical
and physical properties causing some imperfections in the spectral
separation of the channels which have to be accounted for.

To this end the cr is defined as the fraction of photons emitted by
the donor but - due to incomplete spectral separation - detected in the
acceptor channel. It can be determined by measuring a donor only
sample and determining the photons detected after donor excitation
in both channels

- GRDfonly

Cr = ———.
GGD_only

(3.9)
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For FRET experiments this calibration was additionally verified
for the actual sample since each sample measured contained at least
10% donor only labeled molecules and therefore cr could be deter-
mined on the fly!.

The direct excitation of the acceptor (de): Another error source
when performing FRET measurements is caused by the limited spec-
tral separation of the dye excitation spectra (see chapter 4.3.3). The re-
quirement to have a sufficiently high spectral overlap of donor emis-
sion and acceptor absorption can in some cases lead to a direct excita-
tion of the acceptor (de) by the donor laser. It is however possible to im-
plement corrections for this effect as shown for the calculation of the
FRET Efficiency (chapter 3.2.4.2) and Stoichiometry (chapter 3.2.4.4).
In a PIE experiment the de can be defined as

- GRA_only

de =
R RA_only

(3.10)

and determined by measuring an acceptor only (A_only) sample
(or the acceptor only population of a burst experiment). Since this
effect is small it is easily biased by scattered light originating directly
from the donor laser which is however also intrinsically accounted
for in the cr correction. One possibility to account for this issue is to
determine the spectral crosstalk of a buffer only sample which can
then be used as weight for the subtraction of the correct amount of
scattered photons throughout the de calibration, Eq: 3.11

GR
_ Buffer
GR_onty — ( GEBUET 4 GG onty)

de =
R RAfonly

. (3.11)

Please note that the definition of de involves two different excita-
tion lasers and hence the calibration of this factor has to be done using
the same laser powers as in the actual experiment. Typical values for
de in this work range from 0% to 5%.

!The above description is equal to requiring that Ep_onty = 0 for a correct cr
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The B factor: The B correction factor is required to allow for the
accurate calculation of anisotropies (see chapter 3.2.4.5). It corrects for
the different detection efficiencies of the parallel and perpendicular
channels and is defined as

’7J_

X

Bxy = —”" : (3.12)
Mxy

It can be determined by measuring a fast rotating molecule such
as a free dye with preferably high lifetime and requiring that the
residual anisotropy quickly decays to 0 within the first few ns. In
this work it was determined using Atto532 or Atto520 for the donor
channel and Atto647N for the acceptor channel. The p factor was
iteratively optimized till 7,=0 (see chapter 3.2.4.5). Typical B values
were Bcc = 1.075 and Brr = 1.325. Since the same detection pathways
are used and the orientation of the linearly polarized light is identical
for the two colors Bgr = Brr. Please note that the j factor was slightly
depended on the calibration of the setup and varied for the individual
experiments in a range of +-0.025 based on the values given here.

Microscope depolarization: The factors /; = 0.0308 and I, = 0.0368
are pre-determined factors used to correct for the microscope’s depo-
larization [59].

3.2.4.4 Stoichiometry

When FRET samples are measured, single molecule bursts containing
double labeled molecules can be separated from background events
using a Stoichiometry threshold depending on the respective dye pair.
To this end the stoichiometry (Sto) of green and red dyes in each burst
has to be calculated Eq: 3.13 [53]

Sto — v * SGg + SR — ¢ * Sgg — de * SRR
- 'Y*SGG+SGR_C7*SGG_de*SRR‘FSRR.

(3.13)

Based on Eq: 3.13 donor only molecules will show Sto =1, acceptor
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Figure 3.3: Two dimensional stoichiometry-FRET efficiency histogram: A
sample containing two dsDNA species with different dye-dye distances
(one showing high FRET and one low FRET) was measured (see chap-
ter 4.1.2.4 for details). In addition the sample contained donor (Sto~1) and
acceptor only (Sto~0) impurities (A). After removing these impurities by a
Sto threshold (B), the < factor can be corrected by minimizing the correla-
tion between FRET efficiency and Stoichiometry (C).

only molecules will have Sto = 0 and double labeled molecules will
be somewhere in between (see figure 3.3A). The actual value of the
double labeled molecules is determined by the QY, detection efficien-
cies and laser powers of the respective channels. Hence by applying
an appropriate lower and upper threshold the molecules of interest
can be separated.

Additionally the Sto can be used to estimate the gamma factor
as described in the previous section (chapter 3.2.4.3) and exemplarily
depicted in figure 3.3B-C.

3.2.4.5 Anisotropy calculation

The lifetime weighted anisotropies, r (see chapter 2.4) can be calcu-
lated for each burst using Eq: 3.14

Tyy = fBXYsHXY — Sny
Y (1-31y)BSly + (2 - 311)SLyy

(3.14)

where the index xy depicts the respective channel (GG, GR or RR)
and Bxy, 11 and 1, are correction factors correcting for the different
detection efficiencies (B) of the parallel and perpendicular channels
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as well as the microscope objective depolarization [59].

Time resolved anisotropies were calculated throughout several of
the experiments described in the following in order to extract the
non-lifetime biased residual anisotropy (r«). To this end the burst
subpopulation of interest was selected and the corresponding pho-
tons were exported for further calculations (see chapter 4.1.1). Out of
these photon streams a microtime histogram was built for each chan-
nel and an anisotropy value was calculated for each timebin of the
microtime histograms? Eq: 3.15

ﬁxySny(T) - Sny(T)
(1—315)BSllsy () + (2 = 311)S Ly (1)

Since the electric wiring of the detection path will never be exactly
identical for two TCSPC channels the microtimes were shifted by an
offset value till the rising flank of the two polarization histograms
matched at half maximum as good as possible.

From this time-resolved anisotropy rxy(7) the 7o value was ex-
tracted by calculating the weighted mean from that timepoint at which
no decay of rxy(7) could be fit anymore. This method assumes that
in contrast to the fast rotating dye, the labeled molecules under in-
vestigation in the respective chapter have rotational correlation times
significantly higher than the observed 10-15 ns. Therefore after a
short time period in which the rotation of the dye itself occurs (2-4
ns) the remaining 6-13 ns will appear quasi static in terms of the ro-
tation of the labeled molecule. The data filtering necessary prior to
the calculation was individually developed for each project and will
be described in the respective methods sections.

xy(T) = (3.15)

3.2.4.6 Lifetime fit and implementation

The microtime (i.e. the relative arrival time of the photons after a
syncpulse, see chapter 3.2.3) contains information about the fluores-
cence lifetime. This microtime is recorded for every photon with a

2For the experiments presented here the microtime histograms consisted of 4096
bins covering a total of 37.5 ns. for more details see chapter 3.2.4.6.
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resolution of 4096 bins spanning a timerange from sync pulse to sync
pulse of 37.5 ns (~10 ps time resolution). In order to extract the
lifetime information one has to fit a model function, usually a single
exponential decay. If many photons are recorded (e.g. in an ensemble
measurement) the bins are sufficiently populated and can be easily fit
using a least squares algorithm. In contrast for burst analysis experi-
ments with only 10-200 total photons per channel most of the bins will
be empty and hence a more complicated approach has to be used. To
this end a maximum likelihood estimator (MLE) was applied which
is explained in full detail in [111] [60].

In brief, only a single exponential decay is assumed for the fluo-
rescence intensity since information contained in a single burst is too
low (i.e. there are not enough photons) to allow for a robust multi ex-
ponential description. The time-dependent model of the signal M(T)
is defined as the sum of the fluorescent component F(t) and the back-
ground signal from scattered light B(t) (Eq. 3.16)

M(t) = (1 —a)F(t) + aB(7). (3.16)

The overall contributions of these two signals are determined by
a proportionality factor a. F(T) is constructed by a convolution of the
single exponential decay and the predetermined instrument response
function (IRF), obtained from the scattered light of a water only sam-
ple.

The comparison of data and model is done using the likelihood
function Eq. 3.17

=

L(S|M(x)) = [ Tew(Si|M;(x)). (3.17)
i=1
Here, x is the set of model parameters for M, S is the experimental
decay histogram and w is the probability to detect S; photons in the
ith out of k TCSPC channels. Throughout the fit the normalized fit
quality parameter 2I* is minimized Eq. 3.18

L(S|M(x))

21 :_2k—C—1

(3.18)
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where ( is the number of model parameters. This fit quality pa-
rameter is basically comparing the likelihood function L(S|M(x)) to
the likelihood L(S|S) = 1. A derivation of the 2I* equation for a MFD
setup was done by [60] resulting in Eq. 3.19

YL sl S 154 s”z Si
o T+ St TLSin Z e
(3.19)

The custom written fit algorithm used in this work calculates 10
values of the 2I* parameter on an evenly spaced grid ranging from
0 to 9 ns which is a sufficient range for all dyes in use. The two
datapoints next to the one with the lowest 2I* are set as new outer
boundaries and 10 new evenly spaced 2I* values are calculated. This
is iteratively done until the difference of the boundaries reaches 10
ps. At this stage the point with the lowest 21" is taken as result.

In order to speed up the lifetime determination of huge measure-
ments where a lifetime fit has to be performed for up to 1 million
molecules some optimizations have been applied.

First, since only few photons are sorted to a huge amount of chan-
nels (k=4096) this binning has been reduced to k=256 channels, reduc-
ing the amount of data to be processed.

Second the background share a was set to a fixed value of 0%
which is close to the actual value throughout the high countrates of a
burst to avoid an additional fit parameter.

Third, instead of Eq. 3.19, the less computationally expensive Eq. 3.20
by [111]

* _ 2 ) Si
2IF = T ;s,zn M (3.20)

was used for the 2]* calculation. Since this equation does not in-
clude corrections for anisotropy related effects occurring in an MFD
experiment (i.e. different decays in parallel and perpendicular chan-
nels due to the polarized excitation) the signal had to be preprocessed
prior to the lifetime fit. To this end the total fluorescence signal of



34 Experimental setup and methodology

each channel S, ; (xy = GG, RR or GR) was calculated including cor-
rections for different detection effieciencies () and microscope objec-
tive depolarization (/1 see chapter 3.2.4.3) which however has to be
done only once prior to the fit iterations

Swyi = (1—31)BS), ; + (2—3h)S}, (3.21)

xy,it

Since out of the two polarizations perpendicular to the excitation
polarization only one can be detected, equation 3.21 counts perpen-
dicular photons S|l twice compared to the parallel photons S+ hence
removing possible artifacts from high anisotropy molecules.

Results obtained using this simplification are comparable to the
ones obtained using Eq: 3.19 and including « as a free fit parameter
(see chapter 4.3.5, Table 4.10) but can be calculated significantly faster.
Since only a slight loss in precision and no differences for the separa-
tion of populations could be detected for the simplified method it is
used throughout this work if not stated otherwise.

3.3 Fluorescence correlation spectroscopy

The technique fluorescence correlation spectroscopy (FCS) was first
introduced by Magde et. al in the early 1970s [74] [73].

FCS experiments are performed at significantly higher concentra-
tions than burst analysis experiments. Concentrations are usually
chosen such that on average 2-10 molecules are inside of the focal vol-
ume which leads to a relatively constant average count rate. In FCS
the fluctuations of the fluorescence signal are directly related to prop-
erties of fluorescent molecules diffusing through the focal volume. It
allows access to the number of particles in the focal volume (N), the
diffusion coefficient (D), photophysics, to inter molecular interactions
and as demonstrated in chapter 4.2 intra molecular dynamics.

3.3.1 Theory and implementation

A correlation is a mathematical measure for the similarity of two
signals and the correlation function of a fluorescence signal can be
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thought of as a representation to detect a photon at the time ¢ 4 7
if a photon has been detected at the time ¢. If the two signals S are
identical this correlation of a signal over time with itself is called
auto-correlation. It is defined as

(0S(t)oS(t+ 1))
(5(1))?
where 65(t) = S(t) — (S(t)) is quantifying the fluctuations by cal-
culating the difference of the signal S at timepoint t and the average
intensity.
If one calculates the correlation of two distinct signals the resulting
function is called cross-correlation and Eq. 3.22 changes to

(0Sxx(t)dSyy(t+ 1))
(Sxx(£))(Syy ()
Photon-arrival-time correlations were computed using a fast cor-
relation algorithm [131] implemented into our software Pie Analysis
in MatLab (PAM) PIE Analysis with MatLab (PAM, by M.Holler, M.
Sikor and W. Kiigel) and described in detail in [41]. FCS error bars
were determined by segmenting the total measurement time for a
dataset into eight parts, performing independent correlations for each
of these segments and calculating the mean and the standard error.
Based on the assumption of a point spread function (PSF) given
by a three dimensional gaussian (see Eq. 3.4) a general model to de-
scribe the contributions of the correlation function arising from dif-
fusion can be derived (see Eq. 4.7, [46]). Additional models for intra-
molecular dynamics (Eq. 4.8, 4.9 and 4.10, [125]) and triplet kinetics
(Eq. 4.11, [134]) have also been published and are discussed in chap-
ter 4.2. A detailed summary of derivations for diffusion and triplet
correlation functions can be found in [41].

G(r) = (3.22)

G(T)xxsvy = (3.23)

3.3.2 Limitations and experimental considerations

Even though FCS itself is not limited with regard to processes oc-
curring on extremely short timescales (e.g. rotational diffusion ~
1077 —107? s or antibunching <1077 s) such measurements are in
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most cases limited by the capabilities of the equipment used for data
acquisition. While the laser repetition rate is defining the lowest ac-
cessible time range which can be easily circumvented by using a cw-
laser, in most cases especially the detectors are limiting.

On the one hand an effect called after-pulsing causes an increased
probability of a dark count for a few hundreds of nanoseconds after
a photon is detected and with that a detector dependent correlation
on this timescale is introduced.

Additionally typical dead times of APDs are on the range of 100 ns
which means that after a photon has been detected it is impossible to
detect another photon within this time. Since no signal is detected the
correlation will drop to zero resulting in a strong anti correlation that
hides any fluctuation faster than the dead time. The most commonly
used approach to overcome such issues is to either implement a 50:50
beam-splitter or as in this work a polarizing beam-splitter (PBS) and
cross-correlate the signals of the two detectors. In this case only the
fluctuations of the fluorescence signal will be detected as instrument
effects of two independent detectors are uncorrelated.

If the polarization splitting is used the resulting cross correlation
function will additionally allow for a determination of the molecules
rotational correlation time.

Since rotational correlations encoded in the polarization were not
of interest for the FCS experiments presented in this work and the
processes investigated are sufficiently slow that no interference with
the detector effects has to be expected the recorded photon streams
of one color but different polarization were merged. Photons in the
acceptor channel were further split into two channels according to
their arrival times, that is, after the 640 nm laser pulse RR or after
the 532 nm laser pulse GR as explained in chapter 3.2.3. Correlations
between photons streams are from here on abbreviated as green au-
tocorrelation (GGxGG) FRET green cross correlation (GRxGG) FRET
autocorrelation (GRxGR) red autocorrelation (RRxRR).
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3.4 Bayesian data analysis

To determine structural properties from smFRET data numerous un-
certainties have to be accounted for which in case of the NPS is done
by applying Bayesian data analysis. Since a good and extensive in-
troduction into Bayesian data analysis can be found in [116] and the
application to the problem of position estimation from FRET data is
explained in detail in [87] only a short description of Bayes’ theorem
[7] is given here:

In Bayesian data analysis, the information about the expected data
given a model of the physical process is encoded in the likelihood,
p(d| ©,I). This probability density connects the measured data, d,
with the parameters, ©, that quantify the model. The so-called back-
ground information, I, summarizes all information available to the ex-
perimenter (such as FRET theory, photon counting statistics, anisotropy
etc.). The state of information of the experimenter before the exper-
iment was performed, p(® |[I), is called prior. It contains all knowl-
edge about the model parameters, for instance constraints imposed
by physical laws or information from previous measurements.

The information contained in the data can be combined with the
prior information by using Bayes” theorem (equation 3.24) [47][116].

p(@]d,I)cpld]O,1)p(© 1) (3.24)

Here, the probability density p(® | d,I) denotes the updated in-
formation after data analysis and is called posterior.

It is worth to note here that Bayesian inference does not rely on
the optimization and local approximation of an objective function.
Furthermore, it allows to directly include “prior information” in the
analysis, for example the result of calibration experiments, simplify-
ing error propagation.

3.5 Nested sampling

The following description is based on [87] and parts of it have been
previously published in [61].
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When Bayesian inference (see chapter 3.4) is used and the model
is described by many parameters, it is oftentimes infeasible to evalu-
ate the posterior probability density systematically (for example, on
an evenly spaced grid) to account for every combination of model pa-
rameter values. In most cases, the computed densities would be close
to zero, indicating that the particular values of the model parameters
are very unlikely. Instead, one chooses to represent the posterior by a
large-enough set of samples in the parameter space drawn from the
posterior distribution, that is occurring with the posterior probability.
To generarte such sample sets for bayesian data analysis of problems
in moderate- and high-dimensional parameter spaces oftentimes ad-
vanced numerical tools are required.

In this work nested sampling [117], an algorithm that searches
the region of the parameter space that contains the major part of
the posterior probability, was applied®. This numerical approach for
Bayesian analysis was used until recently, mainly in astrophysics, but
has also been applied to the localization of unknown molecule parts
[85], instrument noise evaluation [76], and model selection [11].

A full description of the nested sampling algorithm is beyond
the scope of this work, hence only a brief summary of the essen-
tial knowledge required to understand the results presented later on
is given here. For a full description of the algorithm and its imple-
mentation please refer to [87].

3.5.1 Background

Nested sampling starts with an initial set of samples randomly drawn
prom the prior. Out of these samples the one with the lowest like-
lihood L; is continuously saved and replaced with a new sample
drawn from the prior and required to have a new likelihood L, higher
than the replaced one (L, > L;). Following this procedure the algo-
rithm compresses the samples in areas with high likelihoods.

Each of the samples is attributed to a weight w given by

w; = Li * (i—1 — &) (3.25)

3The algorithm used throughout this thesis was developed by Adam Muschielok
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Figure 3.4: Schematic of an improvement in the parameter space (left, A,B)
and in the corresponding sorted likelihood function L(¢) (right). The ar-
row indicates the generation of a new sample (Sample 2) replacing the old
sample (Sample 1) within the new constraints (grey circle). Adapted from
[87].

A

where L; is the likelihood of the ith sample and ¢ is the position of
the sample in the sorted prior volume (see figure 3.4). Basically this
formula leads to a situation where in the beginning of a sampling
run the weights of the samples will be low since the low likelihood
of the replaced samples is dominating the weight (figure 3.5, sample
weight). After a while the likelihood will increase and the volume of
the sorted prior volume excluded by replacing this sample (¢;—1 — ¢;)
is also still sufficiently high to yield high weights (figure 3.5, sam-
ple weight, peak). At the end of the sampling the weights will be
low again even though the likelihood is high since now the weight is
dominated by the low volume exclusion. Please note that the precise
position of the samples on the ¢ axis can only be estimated. A de-
scription of how this estimation is done in the algorithm applied in
this work can be found in [87].

Since nested sampling produces samples with varying weight [117]
(figure 3.5), a subset of samples is chosen by drawing from this set of
samples, with a probability proportional to the sample weight under
the constraint that each sample can only be drawn once [116]. All
samples obtained in this way possess equal weights and are therefore
called equally weighted samples. These samples are used to repre-
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sent the posterior in scatter plots, histograms and to compute NPS
volumes.

3.5.2 Implementation

The custom implementation of the nested sampling algorithm used
in this work is based on Metropolis Markov chain Monte Carlo writ-
ten in MATLAB (The MathWorks) and C. The algorithm was orig-
inally developed to compute the position of unknown domains in
macromolecular complexes in an analysis termed nano-positioning-
system (NPS) [85], see chapters 3.6 and 4.3. In this work it is addi-
tionally applied to extract kinetic information from FCS experiments
(chapter 4.2)%,

3.6 Nano positioning system (NPS)

The nano-positioning-system (NPS) is a technique developed in the
Michaelis lab [86] [85] [87] that uses FRET to determine the position
of unknown molecule parts.

To this end positions known from crystal structures are labeled
with one dye referred to as satellite in analogy to the GPS system.
The unknown position is labeled with a FRET partner of this first dye
called antenna. Measuring several satellite-antenna distances then
allows for a triangulation of the unknown position. A full description
of the NPS can be found in [87] and only a brief summary of the steps
involved is given below:

The transformation of FRET efficiencies to actual distances in-
volves several parameters which have to be determined. The most
important one is the isotropic forster radius Ri° (chapter 3.1). Since
Ris° assumes a free reorientation of the dye which is not the case for a
protein or DNA bound dye molecule the restricted rotational freedom
has to be included in the model. This was initially done by using not
one fixed forster radius but a distribution obtained by a MonteCarlo

“The C++ code of the corresponding likelihood function can be found in the Ap-
pendix figures A.9-A.12
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Figure 3.5: Exemplary sampling trace of the time-evolution of the Nested
Sampling analysis algorithm. Displayed is the computed sample weight
as well as the computed samples of some representative parameters (fit-
ting kinetics in correlation functions, see chapter: 4.2) during the fit of an
Atto532-Atto647N hairpin sample containing 10 mM NaCl measured at 60
uW laser power showing the convergence.
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simulation based on the measurable value of the anisotropies [86] but
is nowadays directly included in the analysis based on the equations
given in chapter 2.4 (see also [87] for details). In brief, it is assumed
that the dyes rotate much faster than their fluorescence lifetime such
that they sample all accessible positions multiple times before energy
transfer takes place and a photon is emitted. Under this assumption
the observed data can be described by a static dye position and an
average dye orientation (see also chapter 2.4).

The flexibility of the dye linker is accounted for by using a so
called accessible volume instead of one fixed dye position. In case of
the antenna dyes, these accessible volumes are boxes around the pro-
tein large enough to allow any reasonable position and restricted only
by the volume occupied by the known protein and DNA coordinates.

For the satellites the attachment point is known and the accessible
volume can be explicitly calculated in these cases. While a MD sim-
ulation would be the most accurate way to determine such a volume
it is computationally expensive and hence not feasible for multiple
positions. Instead a simplified method approximating the linker by a
freely jointed chain is used in this work. The information about the
accessible volume of the satellite is included in the analysis as bound-
ary for the satellite position which is also optimized (together with its
orientation) throughout the fit.

Since every measurement induces some errors and the transfor-
mation from FRET to actual dye-dye distances includes several ex-
perimental data bayesian inference (chapter 3.4) is used to include all
information and the associated error. The results from this analysis
are probability densities which in this thesis are shown at a surface
contour of 68% credibility. In order to compute these densities nested
sampling (chapter 3.5) is applied. All credibility volumes presented
in this work were calculated using the NPS Software (V3.1) by Adam
Muschielok, 2011.



Chapter 4

New developments and
applications

4.1 New software developments

This section will give a technical description and brief usage informa-
tion of the two main software tools developed for this work.

4.1.1 The Burst Explorer software

The Burst Explorer is a software tool that allows an easy analysis of
multidimensional data. It is optimized to handle huge amounts of
bursts obtained using MFD but can also be used to get an insight into
correlations of sampling results.

All Burst analysis data processed for this work was analyzed using
this software. A detailed description of the software, its functinality
and its usage can be found in the Appendix chapter A.1.

4.1.2 Probability distribution analysis (PDA) on a GPU

The quantitative analysis of single molecule fluorescence resonance
energy transfer experiments oftentimes requires complex statistical
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methods such as PDA, whose numerical implementation are compu-
tationally expensive. Here, the GPU parallelization using the Mat-
lab 2010b GPU implementation and CUDA applied throughout this
work is explained. Benchmarks were performed to demonstrate the
significant reduction of the computation time necessary for perform-
ing PDA and parallelization on a single GPU is shown to be much
faster than parallelization on current desktop CPUs.

4.1.2.1 Introduction

Probability Distribution Analysis (PDA) [5] [5] [50] [52] [75] is a mod-
ern and powerful technique commonly used to analyze smFRET data
obtained using point detectors such as single photon counting ava-
lanche photo-diodes. PDA can be used to differentiate noise inher-
ent in the photon-counting process from noise arising from dynamic
fluctuation, such as photo-physics or structural changes. In PDA the
probability of detecting each possible ratio of donor photons detected
after donor excitation (S,)! and acceptor photons after donor excita-
tion (Sy), P(Sg/Sy) is calculated for any given model. The resulting
probability distribution can then be directly compared to measured
data and the model parameters can thus be optimized.

Calculations to generate the probability distributions are both,
straight forward and computationally expensive. Importantly, com-
mon fitting algorithms require multiple evaluations of the fit function
and with that also the frequent computation of P(Sg/S¢) to find an
optimum solution. Therefore, parallelizing either the fitting routine
or the fit function can significantly reduce the time required for data
analysis.

New architectures and an increasing amount of processing cores
have transformed Graphic Processing Units (GPUs) into powerful
tools for highly parallel computation. This computation power is
utilized in various areas of biophysical research, e.g. in super res-
olution microscopy [118], for molecular modeling [120] [119] [66] and

IFor the readability of the formulas presented in this chapter the index GG usually
applied to donor photons after donor excitation has been replaced by g only and the
index GR usually meaning acceptor photons after donor excitation has been replaced
by f (for FRET).
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in sequence scanning of large biological databases [69]. However, un-
til now most applications require complex software tools and GPU
processing is not yet generally applied.

While CUDA (www.nvidia.com) is an advanced programming en-
vironment that allows for the easy parallelization of C, C++ and for-
tran code, Matlab (the mathworks, Natick, US) is a commonly used
top level programming environment. Since the Matlab release 2010b
the computation power of CUDA enabled GPUs can be used to run
(some of the) Matlab functions and it is possible to implement CUDA
code into existing programs without the need to transfer data to the
GPU using separate C code. This makes GPU programming easily
accessible also to researchers without extensive programming experi-
ence.

In the following an implementation of GPU computation for PDA
using Matlab GPU commands and CUDA code is demonstrated to
drastically reduce the calculation times compared to single- or multi-
core CPUs.

4.1.2.2 PDA theory

In a FRET experiment using a confocal microscope the probability to
detect a ratio of green to red photons (Sg/Sf) can be calculated as
given by [5]

S
P(j) — [ P(e*(Rpa))
f/i all N,Fs,Bg,Byyielding(Sq/Sy); (4.1)

P(N)PE* (Ff‘N — Bg — Bf)P<Bg> <BS)P<Bf> (Bf)de*

where a Gaussian distribution of distances with an average dis-
tance dp 4 and a standard deviation of oy originating from dye move-
ment due to long linkers is assumed. Based on this assumption
P(e*(Rpa)) the probability to detect molecules with an apparent
background corrected FRET efficiency €*, given a dye distance dpy
can be calculated
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As a result the observed histograms of the apparent FRET effi-
ciency €* as would be calculated from the detected fluorescence pho-
tons of donor (Fy) and acceptor (Fy)

oo It
Fg-l—Ff

(4.3)

are broadened in excess of the shot noise limit.

It has to be mentioned here that this apparent broadening could
also be due to numerous other reasons such as e.g. acceptor photo-
physics [5] [51].

The Forster Radius (Rp) required to convert distances to FRET
efficiencies (or vice-versa) can either be determined as described in
chapter 3.1 or, if the absolute distance is not critical (e.g. if one is
only interested in relative probabilities of different states), it can be
estimated from literature values?.

Moreover, P(N) is the probability of detecting exactly N photons
and P< By) (Bg,f) is the probability of detecting B, ¢ donor and accep-

tor channel background photons given an average number of <Bg, f>
counts and can be calculated from poissonian statistics

(Byy) e (8

B ¢!
Finally the probability to detect exactly Fy red photons out of a
total F = N — Bg — By fluorescence photons Pe(Ff|N — Bg — By) can

(4.4)

Plos) (Bor) =

2here: Ry = 60 10%, www.atto-tec.com, cr = 3%
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be calculated using a binomial distribution

Pe- (Ff|F) = efr(1—en)f (4.5)

F!
FfI(F — Fy)!

4.1.2.3 Implementation

To calculate the probability distribution P(Sg/Ss) a simple, straight-
forward approach using nested loops was applied. The nested loops
were arranged in the following order: detected photons (N), green
and red background photons (Bg, By) and detected red photons (Fy)
to compute all meaningful combinations of the involved probabilities.
In order to minimize the computational expense all probabilities not
depending on fit parameters are calculated once before the fitting
routine is called and the respective results are used directly in the
nested loops. The final probability distributions are generated by
performing a numerical integration calculating values for each bin.
All results of P(Sg/Sy) yielding equal FRET efficiencies are directly
summed up into a result vector. Calculations are further sped up
by taking only background photon numbers with a probability larger
than 0.001 into account.

CPU implementation: The analysis was done using Matlab 2010b
x64. CPU parallelization was achieved using the parfor function in
Matlab. In order to optimize the performance all nested loops ex-
cept of the parfor loop were written in C++ and the corresponding
mex file is called from Matlab. The C++ code used to calculate the
probabilities is shown in the Appendix figure A.5.

GPU implementation: For parallelization using a GPU all nested
loops were written in CUDA. The CUDA function call, as well as the
data transfer to and from the GPU, is implemented using standard
Matlab commands. Due to our implementation of the parallelization
it is possible that two or more GPU cores try to add their result to the
same position of the result vector within a small enough time win-
dow to cause a loss of data. This problem is avoided by applying
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the AtomicAdd command of CUDA that allows each core to use the
respective memory address exclusively. Hence, other cores that try to
work on the same address will wait until the add operation is com-
plete. While this approach might slightly reduce the GPU throughput
the effect on the implementation used here will usually be negligible
as the writing operation is only a minor part of the performed cal-
culations. The CUDA code used to calculate the probabilities can be
found in figures A.6-A.8.

4.1.2.4 Methods

Sample system: For generating the experimental FRET data to be
analysed by PDA, DNA oligomers with a forward strand 5 GACC
TATG CTAT TTAT TAAC CCCT T1 A T2 ATTC CTCG ACGA C
and a reverse strand 5 GTCGTCGAGGAATATAAGGGGTITAA T1
AAATAGCA T2 AGGTC (IBA GmbH, Goéttingen) were used. Two
different labeling position combinations both for the donor (backward
strand Atto532) as well as for the acceptor (reverse strand, Atto647)
were used as indicated.

The DNA strands were annealed in TE (pH 7.6) by heating to 60°C
and cooling down by 2°C per minute to 4°C. For the experiments a
1:1 mixture of the two double labeled dsDNA samples was used at
a final concentration of 60 pM in TE (pH 7.6) buffer. Samples were
loaded into Lab-Tek II chambers (Nalge Nunc In. Corp. Naperville,
USA) and experiments were performed as described in chapter 3. A
laser power of 75 uW in front of the objective was applied and single
molecule bursts were identified requiring at least 100 photons per
burst and at least 4 photons per 500 ys.

An approximately 1:1 mixture of dsDNA molecules 1 and 2 was
prepared and the fluorescence was measured using the confocal mi-
croscope described in chapter 3.2. For the PDA dirt was removed by
a stoichiometry threshold (S = 0.4 — 0.7) and selected bursts were
then divided into time-bins of 1 ms. Bursts (and burst fragments)
shorter than 1 ms were disregarded from further analysis. From the
detected green fluorescence photons (S¢) and detected red fluores-
cence photons (S) the proximity ratio € was calculated according to
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equation 3.7.

Fits were done using predetermined values for the crosstalk = 3%,
the relative detection efficiencies 7y =0.7, the mean background rates
By = 300 Hz, By = 300 Hz, the polarization correction described in

chapter 4.3.8 and a Forster distance Ry = 60 A. A threshold for the
maximum number of photons N allowed in each 1ms time bin was
applied in the analysis to control the problem size. The data was
analyzed using PDA requiring two Gaussian distributions for a best
fit yielding distances of d; = 54.0 A, do = 78.1 A, distribution width
of r;y =72 A and 0 = 7.6 A and relative amplitudes of A; = 0.58
and A, = 0.42.

CPU experiments: Experiments were performed on three different
CPUs, namely the Intel Core i7 2600k (3.4 GHz, 16 GB DDR3 1333
MHz), the Intel Core2 Duo E6550 (2.33 GHz, 8GB DDR2 800 MHz)
and the AMD Athlon II X4 635 (2.9 GHz, 8GB DDR3 1333 MHz).

GPU experiments: The GPU computations were performed on an
Intel Core2 Duo E6550 system running Windows 7, 64bit. Graphic
cards were running in a single monitor configuration (resolution:
1680* 1050, driver version: 270.61) with Windows Aero enabled. Dis-
abling of Windows Aero however did not change the results. We
compared different standard GPUs, namely the Zotac GTX 260? 768
MB, with 216 CUDA cores (core clock 576.0 MHz, memory clock 1998
Mhz, 448 bit GDDR 3) and the Gainward GTX 560 Ti Phantom 1GB
with 384 CUDA cores (core clock 835 Mhz, memory clock 2050 Mhz,
256 bit GDDRS5) 3. Note that the timeout detection of the windows
operating system had to be disabled in order to perform the time
consuming calculations.

3since these two graphic cards have to some extent different architectures their ex-

pected calculation speeds cannot be directly compared by number of CUDA cores and
core clock.
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4.1.2.5 Experiments and results

Since the properties of the fit results are discussed in detail in chap-
ter 4.3.8 here only the values described above (see methods, chap-
ter 4.1.2.4) are used to compare GPU and CPU calculation speeds. A
graphical representation of data and fit can be found in figure 4.1B.

In a PDA fit routine most of the computation time is needed for
generating the respective photon distribution. Using the algorithm
described here and assuming that only 0 and 1 background photons
have a sufficiently high probability, the generation of one complete
distribution with 50 bins and 150 photons requires 4.5 million evalu-
ations of P(Sg/Sy). In order to reduce the time required for the PDA
analysis, the computation of P(Sg/Sf) was parallelized as described
above (chapter 4.1.2.3).

The implemented parallelization of the nested loops on a GPU
can be easily understood by looking at a simple example (figure 4.2).
In this example one considers three nested for-loops which repre-
sent a three dimensional parameter space. In this parameter space
each point can be calculated independently. CUDA allows the ad-
dressing of individual threads in an up to three-dimensional space
and thus this provides a perfect example how parallelization can be
done. In order to apply this idea to the PDA problem, each possi-
ble combination of the three outer for-loops (in this implementation
the bins of the numerical integration, the number of total photons N
and the number of green background photons B) was positioned in
a three-dimensional space, thus allowing to perform highly parallel
calculations.

Computing P(Sg/S¢) for the example shown in figure 4.1B (using
50 bins and a maximum signal threshold of 150 photons) took 11.5
seconds on the slowest single core CPU (E6550) and 2.1 seconds on
the fastest CPU using 8 threads on 4 cores (i7 2600k, Hyper Thread-
ing) (figure 4.3). In contrast, the same calculations can be performed
on a moderately fast GPU (GTX 560 Ti) in 0.8 seconds, which is suffi-
ciently fast for running a fit algorithm within a reasonable time. Even
a comparatively weak GPU like the GTX 260 is capable of finishing
the calculations faster than a standard office PC dual core CPU (4.1
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Figure 4.1: PDA analysis of smFRET measurement of a mixture of DNA
molecules. Histograms of apparent FRET efficiencies (grey) and the corre-
sponding PDA fit (black line) obtained for a sample containing a mixture
of two dsDNA molecules with dye labels separated by 20 and 9 base pairs,
respectively. For the PDA analysis the fluorescence signal for donor and
acceptor was calculated using, equation 4.19 (A) or equation 4.20 (B). PDA
yielded the following fit results: distances d;4 = 54.0 A, dyy = 786 A,
dip = 54.0 A and dyp = 78.1 A, distribution widths 014 = 74 A, ;p4 = 4.1
A, o5 = 72 A and oo = 7.6 A and relative amplitudes A;4 = 0.79,
Apg =021, Ajp = 0.58 and Ayp = 0.42, where A and B denote the analysis
in the respective panels.
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fora=1:N1
for b = 1:N2
forc = 1:N3
Calculate function of (a,b,c)
end
end
end

=1:N3

forc

Figure 4.2: Cartoon describing the nested loop parallelization. A nested
loop can be imagined as a three dimensional cube where each individual
point represents one state of the nested loop (e.g. the red cross represents
a=23,b=2,c=1). Given that the calculations do not rely on each other
each point can be evaluated individually. Such a three dimensional pattern
is perfectly suited for GPU parallelization.
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Figure 4.3: Comparison of time required to compute one distribution for
several CPUs and GPUs. The average calculation time required to compute
the probability distribution for the smFRET histogram of Figure 1 with 50
bins and a maximum signal threshold of 150 photons (left) and 70 bins
with a maximum signal threshold of 170 photons (right) using a variety of
different CPU and GPU parallelizations.
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Figure 4.4: Comparison of CPU and GPU computation times as a function
of problem size. The average CPU calculation time for different maximum
signal threshold (photon numbers) and bins is normalized to the GTX
560Ti calculation time at the respective photons/bin combination demon-
strating the superior scaling of the GPU approach with the problem size.

seconds).

The advantage of the GPU over the CPU becomes even more dra-
matic when computing more complex distributions. For example
when calculating the probability distribution P(Sg/Sy) for the data
shown in figure 4.1B for 70 bins and a maximum signal threshold
of 170 photons the GTX 560 implementation requires 1.6 seconds as
compared to 4.6 seconds needed by the quad-core CPU (figure 4.3).
Hence, computing the distributions on a GPU instead of a CPU leads
to a significant speed increase.

It should be pointed out that the advantage of the GPU depends
on the size of the required computation. For smaller problems (e.g.
50 bins and a maximum signal threshold of 50 photons) the time
required to transfer data to the GPU is an important factor for the
overall calculation speed. Additionally, the mapping of threads on
the GPU can be done more efficiently when larger problems are ad-
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dressed. This causes the GPU to scale significantly better with the
problem size than the CPU (figure 4.4).

While the i7 2600k CPU is almost twice as fast as the graphics
card for a maximum signal threshold of 50 photons and 50 bins this
changes already at a maximum signal threshold of 80 photons and
50 bins where the GPU becomes slightly faster. When computing the
distribution for 70 bins and a maximum signal threshold of 170 pho-
tons the GPU outperforms the i7 2600k CPU (8 threads, 4 cores) by a
factor of 2.9. In comparison, the same calculation on a standard office
PC (E6550) using two cores takes about 8.4 times longer than on the
GPU and if only a single core were to be used the PDA computation
would take 16.4 times longer.

4.1.2.6 Discussion

The analysis of PDA data is a complicated and computational expen-
sive task. Oftentimes several experimental models have to be com-
pared and thus it becomes important to develop novel algorithms that
make PDA implementation both easier and faster. Here, the applica-
tion of GPU programming to PDA using standard programming and
data analysis software packages was presented. To demonstrate the
speed increase possible by upgrading the CPU or buying a GPU an
office PC running on an Intel Core 2 Duo E6550 CPU and equipped
with a Gainward GTX 560 Ti Phantom 1GB was used. It was com-
pared to a system running on an Intel Core i7 2600k. While this
CPU (ignoring the need for a new motherboard) is currently ~25%
more expensive than a GTX 560 Ti it delivers less computation power
and scales significantly worse with the problem size applied than the
GPU. Therefore implementing a GPU parallelization as shown above
is a fast and easy way to speed up calculations required to perform a
PDA.
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4.2 Influence of dye selection on DNA hair-
pin dynamics

Parts of this chapter have been published prior to this work in.

Bayesian-Inference-Based Fluorescence Correlation Spectroscopy
and Single-Molecule Burst Analysis Reveal the Influence of Dye
Selection on DNA Hairpin Dynamics
by Wolfgang Kiigel, Adam Muschielok and Jens Michaelis [61]

Fluorescence correlation spectroscopy (FCS) is a powerful tool to
gain information about dynamics of biomolecules. However, the key
problem is to extract the rates hidden in the FCS data by fitting the
data to a meaningful model. A number of different fitting approaches
have been described in recent years but the extraction of relevant in-
formation to date has still been limited by numerous experimental
problems and the fact that the set of starting parameter values cho-
sen could often predefine the result. In this chapter a new way to
globally analyze FCS data based on Bayesian inference is established
to overcome these issues. Moreover, the influence of other remaining
experimental error sources, for example, photo physics, is excluded
by additional means. Using this approach in combination with the
results from single-molecule burst analysis, the kinetics of DNA hair-
pins labeled with a variety of different fluorescent probes were in-
vestigated as a function of the salt concentration. It is shown that
the rates of hairpin opening and closing as well as the equilibrium
constant of the transition depend on the characteristics of the dye
molecules used to label the hairpin. Thus, great caution has to be
used when utilizing dye molecules as reporters for the kinetics of
dynamic macromolecular structures.

4.2.1 Introduction

Throughout the last years, with the growing interest in the quantita-
tive understanding of dynamic processes in living systems, also the
studies of conformational dynamics of biological molecules have seen
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an increasing attention. Prominent examples include investigations of
the dynamics of DNA hairpins [10][125], RNA secondary structures
[68], nucleosomes [8][35], motor proteins [129], DNA translocases [44]
as well as a large variety of other proteins [79][92][88][133].

To study conformational dynamics, oftentimes a pair of local probes
is attached to the molecule of interest, in particular a pair consisting
of a dye molecule and a quencher. The term “exited-state quencher”
is commonly applied to a molecule that accepts energy from an ex-
cited dye. Quenchers are either non-fluorescent [10][49] or fluoresce
themselves [125].

Dynamic processes which bring about changes in the distance be-
tween the two probes cause fluctuations in the brightness of the emit-
ted fluorescent light. Brightness fluctuations of the quenched probe
can be monitored for both fluorescent and non-fluorescent quenchers
while additional brightness fluctuations of the quencher are observed
only if a fluorescent acceptor is used.

There is a large variety of different experimental techniques which
make use of the attachment of local probes for the investigation of dy-
namics of a biomolecule, including proximity ratio auto-correlation
[132][36], melting temperature analysis [94], photon counting his-
togram [48] and FCS [10]; however, they all suffer from the same
experimental complication. Does the attachment of probes reporting
about the conformational dynamics lead to changes in the underlying
energy landscape?

In particular for investigations of DNA or RNA molecules, where
single nucleotide changes are known to influence the dynamics [10],
extreme caution has to be used. While the influence of different
dye—quencher pairs on the melting temperature of DNA hybrids has
been investigated previously [77], little is known about their influence
on the steady-state distribution and on the transition rates of dynamic
processes. Amongst the different biomolecules that have been inves-
tigated in dynamic studies, nucleic-acid hairpins have attracted large
interest, since understanding their dynamics is required for under-
standing important biological processes, such as the dynamic nature
of four-way junctions or processes driven by ribozymes [140][141].

Moreover, commercially available single DNA or RNA strands
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capable of forming hairpin structures are readily available with a
large variety of different labels and are thus a good model system
to study dynamics. Previous studies have observed repeated opening
and closing of hairpins with rates depending on the sequence, stem
length and salt concentration [10][121][43][49].

For the proper interpretation of such experiments it is important
to determine the influence of the attached probes on these transi-
tions. A common technique for studying dynamic processes from the
sub-microseconds to the hundreds-of-milliseconds time-scale is FCS
(see chapter 3.3). In FCS, the computed correlation functions con-
tain information about all dynamic processes, in particular diffusion,
photo physics as well as conformational dynamics. It is therefore im-
portant that the respective contributions can be separated from each
other. Unfortunately, diffusion and kinetics oftentimes occur on sim-
ilar timescales, making it difficult to extract the parameter of interest
with high accuracy. Conformational kinetics and diffusion can be
distinguished by comparing measurements of double-labeled sam-
ples (with a quenchable molecule and a corresponding quencher) to
those with only a single label (the quenchable molecule of the double-
labeled samples) as shown by Bonnet et al. [10].

Only the double-labeled sample is sensitive to dye-quencher dis-
tance changes, while all other fluctuations are common to both sam-
ples. Thus, by dividing the auto-correlation function of the double-
labeled sample by that of the single-labeled one, one obtains the de-
sired information about the conformational dynamics. A drawback
of this method is that other dynamic processes are removed entirely
only if the concentration of molecules as well as the excitation and
detection volumes are identical for both measurements. In contrast,
identical concentrations are intrinsic when performing PIE experi-
ments.

In PIE, one directly excites the quencher and calculates its auto-
correlation function. By dividing the donor auto-correlation function
containing the conformational dynamics signal by the auto-correlation
function of the acceptor after direct excitation, diffusion kinetics can
be removed. There are, however, other challenges that remain such as
intrinsic photo physics of the labels (causing a “false” kinetic signal)
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and the requirement that the confocal volumes of the two different
colors need to be identical. While FCS is an excellent tool for the
investigation of transition rates, the information about the underly-
ing state distributions is very limited. Single-molecule burst anal-
ysis, in contrast, allows for a direct measurement of the FRET states
and thus gives access to intra-molecular distances between donor and
quencher. In this chapter confocal microscopy of DNA hairpins is
combination with FCS and burst analysis techniques to investigate
the influence of different dye molecules on the distribution of states
and rate constants. Additionally a novel approach to extract kinetic
rates by globally analyzing a set of five correlation curves includ-
ing a separate donor-only measurement using Bayesian inference is
demonstrated.

4.2.2 Experimental procedures

Experimental setup: Confocal measurements were performed on
the setup described in chapter 3 at 21 °C. Laser powers were 25 uW
(measured directly before the beams enter the objective lens) for FCS
and 100uW for the burst measurements if not stated otherwise.

Nucleic-acid hairpins: DNA hairpins containing the acceptor at the
3’ end and the donor at the 5 end (sequence CCCAA-(T)21-TTGGG)
attached via a C6 linker (see figure 4.5) were purchased from IBA
GmbH. A separate set of DNA molecules with identical sequence but
containing only dye molecules at the 5’ end were used for donor-only
reference measurements. As fluorescence donors, Atto532, Alexa532,
6-Tamra and Cy3 were used, while Atto647N, Alexa647 and Cy5
(NHS) served as acceptors (see Appendix A.3 for dye structures).

In solution experimental conditions: In solution experiments

(chapters: 4.2.3.2, 4.2.4.1) were performed in 1x TE buffer (100 mM
Tris, 1 mM EDTA, pH 7.6) at varying NaCl concentrations of 10,
160 or 320 mM within Lab-Tek II chambers (Nalge Nunc In. Corp.
Naperville, USA). Nucleic acid concentrations were 100 pM for the
burst analysis and 1-10 nM for the FCS measurements. Correction
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factors were determined as described in detail in chapter 3.2.4.3 as-
suming that the dye properties do not change upon opening and clos-
ing of the hairpin. Since this assumption has been proven to be wrong
for Cy3 [77][108] Cy3-Cy5 Burst analysis data is presented without
any corrections.

Table 4.1: Correction factors for the dye combinations under investigation

Donor Acceptor 7y cr de
Alexab32 Alexa647 0.35 0.04 0.01
Alexab32 Atto647N 090 0.04 0.01

Atto532  Alexa647 030 0.04 0.01
Atto532  Atto647N  0.60 0.04 0.01
6-Tamra  Alexa647 0.60 0.08 0.01
6-Tamra Atto647N 1.20 0.08 0.01
Cy3 Cyb5 / / /

In gel experimental conditions: For the in gel burst-analysis exper-
iments (chapter: 4.2.4.2) 6% poly-acryl-amide gels were casted con-
taining 400 mM NaCl, running in 0.4% TBE (see Buffers, pH 8, 400
mM NaCl). All equipment (casting racks, Cover slides) in contact
with the gels were cleaned using a 2% Hellmanex (Hellma GmbH &
Co. KG) solution. To this end the respective equipment was heated in
the solution to 100°C, washed with distilled water (Millipore), heated
to 100°C in distilled water and washed again. Additionally all gels
were prerun for 30 minutes (30-40 V) to remove remaining impuri-
ties. A total volume of 8ul (4ul Ficoll (GE Healthcare) and 4p/ DNA
Hairpin (100 nM)) was loaded. 5xGelPilot loading dye (Quiagen) was
used as a marker on a separate lane as far appart of the samples as
possible.

After the gel was run the respective lanes were cut and mounted
between two clean cover slides. This sample was then manually
scanned to determine the maximum count rate position which was
taken as origin for moving upwards (opposing the gels running di-
rection), downwards (in the gels running direction) and right until a
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count rate of ~2-4 kHz was reached and a burst measurement was
performed.

Table 4.2: Gel composition for in gel burst-analysis

Gel composition

9.8 ml H,O

0.85 ml 5xTBE Buffer

2.67 ml Polyacrylamide (Rotiphorese Gel 30, 37.5:1, Roth)
60 ul 10% Ammoniumperoxodisulfate (APS)
12 ul N,N,N’,N’-Tetramethylendiamine (TEMED)

UV measurements: All UV spectra were acquired in TE pH 7.6 us-
ing a Varian Cary 5000 UV-VIS-NIR spectrophotometer and UVette
(Eppendorf) cuvettes at a constant temperature of 20 °C (PCB-150,
Agilent).

Data processing: Data were analyzed using custom software writ-
ten in MatLab (MathWorks) and C (see chapter 3.5). Correlations
were performed as described in chapter 3.3. For the donor-only sam-
ple, only photons after donor excitation were auto-correlated (green
autocorrelation donor only sample (GGdxGGd)) while for the double-
labeled samples, donor photons after donor excitation GGxGG, ac-
ceptor photons after acceptor excitation RRxRR and acceptor photons
after donor excitation GRxGR were auto-correlated. In addition, the
cross-correlation function of donor and acceptor photons after donor
excitation GRXGG was computed. All correlation functions contain-
ing conformational dynamics were limited to timescales of 10 s in
order to be insensitive to photophysical effects of the labels (see chap-
ter 4.2.3.1). For in solution data the burst analysis (see chapter 3.2.4.1)
was performed with thresholds of at least 30 photons within a time
interval of 1.2 ms and a total burst size of at least 60 photons. Due to
the higher background in gel bursts were selected using a threshold
of at least 20 photons within 500 ys and a minimum number of 100
total photons.
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FRET efficiency (E), stoichiometry (S), lifetime weighted fluores-
cence anisotropy (r) and fluorescence lifetime (7) were calculated for
each burst as described in chapters 3.2.4.2, 3.2.4.4, 3.2.4.5, 3.2.4.6).

Fit Parameter

Lower boundary Upper boundary

N 0 20
log(D) -27(~ 1.9e — 12) -5(~ 6.7¢ — 3)
log(wr) -22(~ 2.8e — 10) -5(~ 6.7¢ — 3)
log(wr) -22(~ 2.8¢ — 10) -5(~ 6.7¢ — 3)
fisc (RRxRR) 0 0.999
log(Tisc) (RRXRR) -23(N 1.0e — 10) -7(N 9.1e — 4)
log(kxy) -5(~ 6.7¢ — 3) 16(~ 8.8¢6)
E1p 0 1
Parameter| FF GF GG | GGd RR

N

D

Wg

Table 4.3: Boundaries and status of variables used in the Bayesian param-
eter estimation of the FCS data: A summary of the parameter boundaries
used throughout the Nested Sampling is given in the upper panel. Bound-
ary values in brackets are the exponential of the used log values given for

easier comparability.

An overview of the fit parameters and their global or local status in the fit
is shown in the lower panel. Globally optimized variables are indicated
in black and individually optimized variables in grey. White fields indi-
cate parameters not included in the analysis of the respective correlation

function.
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Bayesian inference: In order to be insensitive to experimental pa-
rameters that could vary when changing the samples, a prior was
used where none of the model parameters were predetermined. In-
stead the parameters were limited to a reasonable range (see table 4.3
upper panel). A Jeffreys prior [47] was used for all variables (see ta-
ble 4.3 lower panel), except for N, E and fi;, where a flat prior was
used to reduce the computational expense since feasible values can
vary only in a narrow range. Furthermore E; < E; was imposed such
that state 1 has without loss of generality the smaller FRET efficiency.

Buffers: The composition of the Buffers used in this chapter can be
found in Tables 4.4 and 4.5.

Table 4.4: Composition of the 1XTBE Buffer

TBE Buffer
90 mM Tris Base
90 mM Boric Acid
2 mM EDTA-Na,

Table 4.5: Composition of the TE Buffer

TE Buffer
10 mM Tris Base
1mM EDTA-Na,
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4.2.3 Global FCS analysis

DNA hairpins consisting of a 21-base loop and a five-base-pair stem
were investigated in a custom-built PIE-FCS setup. The dye labels
were positioned on opposite ends of the DNA construct allowing for
a maximum FRET efficiency change upon hairpin opening and clos-
ing (see chapter 4.2.2). In order to extract the kinetic information
the auto-correlation function of the green photon stream of a donor-
only sample after donor excitation (GGdxGGd) was analyzed globally
with the correlation functions obtained from a double-labeled sam-
ple, namely, the GGXxGG, RRxRR, GRxGR and the cross-correlation
GRxGG using Bayesian parameter estimation (figure 4.5 B-F).

4.2.3.1 Theory and application
All correlation functions have the general form:

Gxy(T) = Myy(T) Xxy(T) (4.6)

where the indices x and y depict the photon streams that are cor-
related, Xy, describes the conformational kinetics of interest and M,
is the diffusion term given by [46]

1/2
o 1 1
Myy(T) = 4.7)
XY( ) <ny> 1"‘:}2DrT 1_~_%
Xy Xy

Here, (Nyy) is the average number of observed molecules in the
focal volume, D denotes the diffusion constant,wr, and Wy,, are the
lateral and axial dimensions of the focal volume and « is a correction
factor depending on the focal volume geometry (here a = 273/2 since
a three-dimensional Gaussian is assumed, see Eq. 3.4). A two-state
model as depicted in figure 4.5 was used to describe the conforma-
tional dynamics of the DNA hairpin. The transition between states
of FRET efficiency E; and E; lead to a kinetic contribution to the FCS
signal described by Eq: 4.8, 4.9 and 4.10 [125]:
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Figure 4.5: Hairpin opening dynamics identified by global analysis of cor-
relation functions. (A) Schematic drawing of the two-state model used to
describe the dynamics observed in the five correlation functions that were
used for a global analysis to the recorded data (B-F). The forward and back-
ward rates are denoted as ki, and kpj, the red and green dye positions are
depicted by colored stars. Exemplary set of auto-correlation functions (B:
donor-donor, C : acceptor-acceptor, D: FRET-FRET, and F: donor only sam-
ple) as well as cross-correlation (E) data for DNA hairpins labeled with
Alexa532-Atto647N containing 10 M NaCl measured at 16 /W laser power
(blue). The corresponding results of the global analysis are shown in red
and the weighted residuals (W. Res. (a.u.)) are given below each correlation
curve.
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Xaexaa (1) = 1+ Agexaa(T)

)2 4.8
14 k12k21(E1 Ez) 267(k12+k21)r (4.8)
[k21(1 — Eqp) + k12(1 — E2)]
XGRXGR(T) =1+ AGRXGR(T)
2 4.9
karkio(E1 = E2)” (k) 4kpy)e 42

(kp1Eq + ki2E3)?

XcrxGG(T) = 1+ Agreca(T)
kaikio(E1 — E)?

e~ k1atkap)T
[ko1(1 — E1) 4+ k12(1 — Ep)] (ko1 E1 + k12E»)

=1-

(4.10)

where ki, and kp; are the transition rates between the two con-
formational states and Axy is the amplitude of the conformational
kinetic signal. In contrast, the auto-correlation function of photons
emitted by the acceptor dye after direct excitation (RRxRR) is insen-
sitive to the hairpin dynamics and can be described by Eq. 4.11:
fi T
XrrxRr(T) =1+ =B eTisc (4.11)
1- f isc
with fis. being the probability for a molecule to enter the triplet
state upon excitation and T;. describing the triplet lifetime. To mini-
mize computational expense, no additional triplet term was fit to the
GGxGG, GRxGR and GGdxGGd correlation curves; instead, the ex-
perimental data was limited to a time range not showing donor pho-
tophysics. Since the donor-only labeled samples are insensitive to the
conformational dynamics (assuming no changes in brightness), there
is no kinetic term in these data sets (i.e. Xggixgga(T) = 1).
It is important to note that not all correlation functions are equally
sensitive to kinetics of a particular FRET transition (figure 4.6). This
means that the signal amplitude detected in each channel depends
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Figure 4.6: Comparison of expected kinetic signal amplitudes for differ-
ent FRET states and kinetic rates. Simulated amplitudes A (Eq. 4.8-4.10)
of the three correlations containing a kinetic term, namely, the donor
GGxGG, and acceptor GRXGR auto-correlations and the cross-correlation
and GRxGG calculated for the time point 7 = 1e~8s, which is chosen to be
significantly smaller than the timescale of molecular dynamics encoded in
the correlation functions. Results are shown for different FRET transitions
at rates of ki, = 40005~ ! and kp; = 1000s1, and vice versa (inverse rates).

on the parameters of the investigated transition. Thus, by globally
analyzing all correlation functions that contain a kinetic term, one
avoids missing apparent transitions, an important advantage of the
global analysis.

To globally fit all the correlation functions (Egs. 4.6— 4.11) to the
experimental data, 20 model parameters have to be determined (a
summary of the variables and their status in the global analysis is
given in Table 4.3 on page 61). Commonly, one aims at finding the
global optimum of an objective function, which is typically the x>
function in a least-squares fit or the likelihood function in maximum
likelihood estimation (MLE) [76][11]. The confidence bounds of the
estimate are calculated from a local property of the objective func-
tion evaluated at the found optimum, namely, the second derivative
matrix of x? or the logarithm of the likelihood, respectively. While
this approach is usually reasonable for a few model parameters, it
can become inappropriate if the data is described by a more complex
model with considerably more, possibly interdependent, parameters.
In this case, the local approximation of the objective function used
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to compute the errors of the estimate breaks down due to possible
multidimensional correlations of the parameters, rendering the deter-
mined error bars inappropriate. Indications of such failure are slow
convergence of the optimization and several equally “good” optima
found (i.e. with different final parameters) in separate optimization
runs started at different initial positions in the parameter space, both
of which were observed for the FCS data presented here. A solu-
tion to these problems is Bayesian inference, a general data analysis
method (which contains least squares and MLE as special cases, see
chapter 3.4).

Therefore, Bayesian inference was used to globally determine all
the parameters and experimental uncertainties 4. To calculate the like-
lihood of the data uncorrelated experimental noise on top of the theo-
retical autocorrelation functions (Egs. 4.6— 4.11) was assumed. It was
assumed that this noise is normally distributed with zero mean and a
known, time-dependent amplitude, so that the likelihood is propor-
tional to exp(—x?/2), where x? is the weighted sum of the squared
residuals. An example for the result of a global Bayesian analysis
of the GGxGG, RRXRR, GRxGR, GRxGG and GGdxGGd correlation
functions is shown in figure 4.5 B-F. Importantly, the residuals for all
correlation functions show no apparent correlation.

Dye molecules typically show photo-physical effects which lead to
an auto-correlation signal that is difficult to distinguish from a kinetic
signal if it is on the same time scale. Since the fit will optimize for
the best possible result the description of the conformational kinetics
becomes problematic if the photo-physical signal of one dye is signif-
icantly stronger than the global kinetic signal. One solution would be
to add additional triplet terms to the model which in practice however
increases the fit complexity and did not yield reproducible results on
triplicate measurements (data not shown).

As for this reason the model used here does not account for triplet
kinetics of the donor (and acceptor encoded in the GRXGR function),
which could be mistaken for conformational kinetics of the hairpin,
it is important to ensure that the results are independent of the laser

4The C++ code of the likelihood function used can be found in the Appendix fig-
ures A.9-A.12



68 New developments and applications

8000
7000
6000
5000
4000
3000
2000
1000
0 :
Atto532 Alexab32 Atto532 Alexa532  Cy3Cy5 Tamra-6 Tamra-6
Atto647N  Atto647N  Alexa647  Alexa647 Alexab47  Atto647N

k12+ k21

Figure 4.7: Influence of incidence laser power on the extracted kinetic rates.
Resulting ki + k1 values for different dye combinations at laser powers
of 16 uW (violet), 25 uW (green) and 60 (bright blue) yW in the presence
of 10 mM NaCl (corresponding fit errors determined as described in main
text). Results not containing any useful kinetic information are marked
in bright- (dominating photo-physics) and dark grey (no kinetic signal de-
tected). A rate-dependence on the laser power exceeding the statistical and
systematic error of the measurements cannot be detected.

intensity. To this end all hairpin dye combinations were analyzed at
10 mM NaCl using 16 pW, 25uW and 60 uW of laser power (before
the objective). The samples (see figure 4.10 and figure 4.7) showed no
significant dependence on the laser intensity exceeding the statistical
and systematic error of the measurement.

In order to prove that the data was not falsified by donor photo
physics for any of the samples and salt concentrations under investi-
gation, the donor-only hairpin (GGdxGGd), its fit function Gggaxgad(T)
and the fit function Gggxgg(T) of the FRET sample (figure 4.8) were
compared.

Since the concentration for single- and double-labeled measure-
ments is not required to be identical, the number of molecules in the
confocal volume (N)yy of the FRET sample was set to the respec-
tive value of the donor only sample for this overlay. Examples of
a successful analysis of samples not affected by donor triplet kinet-
ics are given in Figures 4.8 A,B, where a good fit of both correla-
tion curves was obtained and a clear difference between donor-only
(grey) and FRET (dashed black) maximum posterior results can be
observed. Here, the donor-only data (grey circles) can be described
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Figure 4.8: Comparison of conformational kinetics and photophysics. The
experimental auto-correlation for the A) Atto 532 and B) Alexa 532 donor-
only sample Gggixgga is shown (grey circles) together with the analysis
results calculated using Eq. 4.7 (solid grey line). Overlayed are the ki-
netic results obtained from the global analysis of the A) Atto532-Atto647N
and B) Alexa532-Alexa647-labeled hairpins (dashed black line). All four
samples were measured at 10 mM NaCl and 16uW laser power. For the
overlay, the number of molecules in the confocal volume (N) of the FRET
sample was set to the respective value of the donor-only sample, since
concentrations of single- and double-labeled measurements were not pre-
cisely identical. For short times, one clearly observes a difference between
donor-only and FRET results, indicating the presence of additional kinet-
ics. C) Atto532-Alexa647 hairpin sample correlation functions (measured
under the same conditions and presented using the same color codes as in
A) showing a different behavior. Here, the results from the donor-only and
the FRET sample are indistinguishable over the complete accessible time
range. Thus, there is no apparent signal of conformational dynamics. D)
Correlation functions of Cy3—Cy5 labelled hairpins measured at 100 mM
NaCl and 25 yW laser power shows a situation where the global analysis
yields parameters that cannot describe the short-time behavior observed in
the donor-only sample. In contrast, the kinetic parameters obtained in the
global analysis for the FRET sample describe well the observed signal of
the donor-only sample (again using N from the donor-only sample).
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by the simple diffusion model, while a clearly visible kinetic contribu-
tion is contained in the FRET result. For different datasets (figure 4.8
C), the data from the donor-only and the FRET sample are indistin-
guishable over the complete accessible correlation time range. Thus,
there is no apparent signal of conformational dynamics in the GGxGG
correlation function.

A completely different behavior can be seen in figure 4.8 D. In
this example, using a Cy3-Cy5 dye pair, the global analysis yields
parameters that cannot describe the fast dynamics observed in the
donor-only sample which instead is described by the kinetic param-
eters obtained in the global analysis for the FRET sample. This can
be understood if photophysical effects of the donor have a stronger
effect on the correlation function than the conformational dynamics.
In such cases, during the global analysis, the kinetic term in Eq. 4.8
is misused to describe the photophysical signal instead of the con-
formational dynamics. Moreover, Cy3 is known to be sensitive to
the local environment, resulting in lifetime and brightness variations
upon e.g. switching from double to single strand [77][108]. Therefore,
the Cy3-Cyb5 dye pair was excluded from further FCS Analysis.

Additionally the results obtained for the acceptor photophysics
using Eq. 4.11 were directly compared to the fit results obtained for
the kinetic signal of the GRXGR correlation function (Eq. 4.9 to ex-
clude dominating acceptor photophysics. However, none of the rates
obtained for the different dye pairs was affected by acceptor photo-
physics.

4.2.3.2 Results

By performing a global analysis using Bayesian inference, all nec-
essary parameters can be determined even without in-detail prior
knowledge; however, some of the parameters are correlated and thus
there is not enough information in the recorded data to accurately
determine these parameters individually, most notably the rates ki,
and ky; (figure 4.9 A).

Here, the uncertainties in the amplitude of the experimental corre-
lation function caused by for example, poor statistics make it impossi-
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Figure 4.9: Correlations of experimental parameters. A) Two-dimensional
histogram of the equally weighted samples obtained for the rate constants
kip and kp; for an Atto532-Atto647N sample containing 10mM NaCl mea-
sured at 601V laser power. The top and side show the corresponding one-
dimensional projection. The two parameters are strongly correlated. B)
Green focal volume results showing a strong correlation between w; and
wz. C) Two-dimensional histogram and one-dimensional projections of the
sum of transition rates versus the structural parameter (w;/w;). In contrast
to the individual rates, the sum of rates as well as the structural parameter
can be determined accurately. D) Schematic representation of the fit-error
determination. Errors are given as the distance of the best fit-ting sample
(blue point) to the lower and upper boarders that mark 1o of the distribu-
tion (black lines). Since this best fitting sample is not required to show an
equal distance to both boarders, the greater of the two distances was used
as fit error for weighted averaging of the results.
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ble to resolve parameters relying on small changes in this amplitude
(this is problematic also for E; and E,, data not shown). Instead,
the sum of the rates kip + ky; (rate constant of the exponential decay
in Equations 4.8- 4.10) can be determined with high accuracy (fig-
ure 4.9 C). Likewise, the structural parameter defined as the ratio of
length w, to width w; of the focal volume (see figure 4.9 B and C) can
be determined accurately while w, and w; are highly correlated.

To summarize the accuracy of the parameter estimation, the fit
error was always defined as the distance of the maximum posterior
sample to the points in the distribution including 68 % of the prob-
ability as shown in figure 4.9 D. Note that for this type of multi-
dimensional analysis, oftentimes the best fitting sample (i.e. maxi-
mum posterior) is not positioned exactly in the middle of that inter-
val; in fact, it does not even need to lie inside it.

Both the choice of dye molecules and the salt buffer conditions
(i.e. the salt concentration) have an effect on the equilibrium con-
stant, as well as on the kinetics between open and closed states for
DNA hairpins. For the particular hairpins used in this work, assum-
ing a perfect two-state (open-closed) system, one expects transitions
from the open state with ~10-20 % FRET (depending on the Forster
distance of the respective dye pair) to the closed state with ~100 %
FRET.

The results obtained for the kinetics of hairpins labeled with dif-
ferent dye pairs and measured at different salt concentrations are
summarized in figure 4.10. The total rate shows almost no depen-
dence on the dye pair at 10 mM salt. At 160 mM NaCl, only the
Alexa532-Alexa647 dye combination has a significantly higher rate
whereas at 320 mM NaCl, more distinct influences of the dye molecules
are observed:

Hairpins labeled with Atto647N show slow transitions but no
differences between the donor dyes (6-Tamra, Alexa532, Atto532).
Changing the red dye to Alexa647 leads, however, to a significant
rate increase. In this case, Atto532 and 6-Tamra labeled hairpins show
equal rates while hairpins with Alexa532 open and close much faster
but at rates similar to the ones found for 160 mM NaCl.

To test the validity of the two state model the fit residuals were
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Figure 4.10: Summary of the kinetic results obtained from the FCS exper-
iments. Overview of the determined hairpin kinetic rates for a variety of
dye combinations and salt concentrations; determined sum of kinetic rates
k12 and kyq for 10 mM (blue), 160 mM (red) and 320 mM (green) NaCl. Ex-
periments were performed in triplicates and error bars were calculated for
the fit-error-weighted averages. Samples not showing useful kinetic infor-
mation are marked in white (dominating photophysical effects : Atto532
Atto647N 10 mM, no kinetic signal detected : Tamra-6 Alexa647 10 mM).

used. If the two state model is valid no systematic fluctuations should
be observable. While the FCS data presented in figure 4.5 show
the typical situation for hairpins containing Alexa647, which can be
described using a simple two-state model, it was found that using
Atto647N instead causes unexpectedly high residuals of the fits to
the correlation functions (figure 4.11).The observed anti-correlations
of the residuals from the fits to the donor auto-correlation and to the
donor-FRET cross-correlation show an anti-correlation on a timescale
of a few 100 yus (figure 4.11 B), which has previously been described as
an indicator for the presence of additional kinetics [125]. More than
two states have been reported for a five-base-pair Tp; DNA hairpin,
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Figure 4.11: Summary of FCS datasets showing systematic deviations from
the simple two-state dynamic model. A) Summary of data with (Yes,
light grey) and without (No, dark grey) significant remaining residuals
after globally fitting to a two-state dynamic model as described in chap-
ter 4.2.3, B) Exemplary overlay of GGxGG auto-correlation (green) and
GRxGG cross-correlation (red) residuals (Atto532-Atto647N, 320 mM NaCl)
showing anti-correlated behavior.

but until now only one transition had been observed by conventional
FCS [49].

4.2.4 Burst analysis experiments

Due to the discussed difficulties in extracting E; and E; from the FCS
datasets, additional measurements with reduced DNA concentrations
were performed, so that single-molecule fluorescence bursts could be
observed. With the analysis of these bursts it was possible to gain
insight into the distribution of states for each dye pair.

4.2.4.1 Burst experiments in solution

Data was collected for the double-labeled DNA hairpins in TE pH 7.6
at salt concentrations of 10, 160, and 320 mM NaCl (for details see
methods in chapter 4.2.2).

Assuming a two-state kinetic system, one expects a gradual change
of the equilibrium from a completely open NDA hairpin conforma-
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Figure 4.12: Proximity ratio distributions for hairpins labeled with the
Cy3-Cy5 dye pair obtained from single-molecule burst analysis experi-
ments. Comparison of the FRET efficiency distributions for the Cy3-Cy5
double-labeled hair-pins recorded at 0 mM (dark blue), 10 mM (light blue),
20 mM (black), 40 mM (gold), 80 mM(green), 100 mM (red), 160 mM (pur-
ple), and 200 m M (grey) NaCl concentration. Note that since for all salt con-
centrations only one populations exists an estimation of the - factor was
not possible (see chapter 3.2.4.3 for details). Hence the presented Proxim-
ity ratios have not been corrected for differences in fluorescence quantum
yield, differences in detection efficiency, crosstalk and direct excitation.
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tion at low salt (low-FRET-state-populated) to a completely closed
conformation at high salt concentrations (high-FRET-state-populated)
due to a shielding of the DNA backbone charge by the salt ions. From
the kinetic rates determined in the FCS analysis (figure 4.10) one can
estimate 3-8 transitions during the average burst duration of ~ 1
ms. Therefore, the mean FRET efficiencies per burst are likely to be
averaged out and one expects only one distinct peak at any salt con-
centration, with the position of the peak determined at the respective
equilibrium value [90]. For a two state system this peak position is
directly related to the ratio of the rates since the FRET efficiency of
this peak is the result of a dynamic averaging over the states present
throughout the duration of each burst

The hairpins labeled with the Cy3-Cy5 dye combination match
this expected behavior, starting from a single low FRET population
at low salt and reaching almost 100% population of the closed state
at ~ 100 mM NaCl (figure 4.12). In contrast, for a variety of combi-
nations of 6-Tamra, Atto and Alexa dyes, different FRET histograms
were observed (figure 4.13 A-F). While at low salt concentrations the
histograms for all dye combinations show the expected shape, this is
no longer true for elevated salt concentrations.

At 10 mM NaCl all hairpins are found predominantly in the open
state and the main peak of the histogram is at low FRET efficien-
cies (~10-20%) with few observations of high FRET bursts. For high
salt concentrations (160 mM), the different dye pairs lead to distinct
histograms. Under such conditions (at least) two distinct peaks are
observed. These distributions cannot be explained using a simple
two-state model, in agreement with deviations from the simplistic
picture in the FCS fit residuals discussed above (see figure 4.11).

A method to analyze whether a population is static or dynamic
has been suggested recently by Santoso et. al. [110][109]. This
method relies on the calculation of numerous proximity ratios (€) for
each burst by using a sliding window that contains always a constant
number of photons (here 10 photons). From these proximity ratios (¢)
one can calculate a standard deviation of the mean o, for each burst.
This o, can then be compared to the theoretical shot noise limited
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Figure 4.13: FRET distributions of DNA hairpins as a function of salt
and choice of dye pair obtained from single-molecule burst analysis ex-
periments. FRET-efficiency distributions for different FRET pair combi-
nations measured at 100 yW laser power with NaCl concentrations of 10
mM (blue), 160 mM (red) and 320 mM (green). Shown are burst analysis
data for Atto532-Alexa647 (A), Atto532—-Atto647N (B), Alexa532—-Alexa647
(C), Alexa532-Atto647N (D), 6-Tamra—Alexa647 (E), and 6-Tamra—Atto647N
().
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Figure 4.14: Standard deviation analysis simulations (Adapted from [109]).
A burst analysis was performed on simulated timetraces requiring at least 6
photons within 500 s and a total of 30 photons per burst. Data shown was
additionally limited to bursts longer than 4 ms. The theoretical shot noise
limit 0.5y (green parabola) was calculated for a 20 photon sliding window
as was also used for the calculation of 0. presented here as a function of
€ in a two dimensional contour plot. Simulated was a one state system
(A), an systems fluctuating between two states of ¢ = 0.5 and € = 0.7 at
rates much slower than the diffusion through the focal volume (17 s~!,
B), approximately equal to the diffusion time (166 s—!, C) and faster than
the diffusion time (1660 s—!, D). For a full description of the simulation
experiment see [109].

standard deviation o.gy (see Eq. 4.125).

N =\ T3 SG Jf)GR “.12)

For a whole burst analysis dataset this is usually done in a two
dimensional plot of o. and e (see figure 4.14) [109].

From the simulations in figure 4.14 it becomes obvious what to
expect from experimental data. Shot noise limited static bursts and
bursts with dynamics slower than the diffusion time will appear close
to the theoretical o sy calculated for the respective € (green line). In
contrast dynamic bursts with rates faster than the diffusion time will
show a o, exceeding the shot noise limit.

One drawback of this method however is the limitation to prox-
imity ratios which, for different dyes, are not as easily comparable
as FRET efficiencies since no corrections for the differing quantum

5Since a sliding window of 10 photons is used for the data presented here GG +
GR =10.
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yields, and spectra are applied. Hence the information gained from
actual experiments (see figure 4.15) is limited to a comparison of the
relative amount of dynamic events and populations clearly shot noise
limited between the different datasets.

Here, especially the 6-TAMRA dye combinations and Alexa532-
Atto647N are mostly distributed around the shot noise limit indicat-
ing sub-populations stable on the timescale of the observation win-
dow (~2 ms) for these samples which are discussed in the following
chapter.

In contrast Atto532-Alexa647, Alexab532-Alexa647 and to a lower
extent Atto532-Atto647N show clear indications of dynamic averag-
ing due to fast interchanging states as indicated by the burst popula-
tions significantly exceeding the shot noise limit.

To further resolve the nature of the individual sub-states, in the
next chapter in gel burst analysis experiments will be used to allow
for a separation of open and closed hairpins.

4.2.4.2 Burst experiments in a gel

In solution experiments (see chapter 4.2.4.1) showed that a pure two
state system is not sufficient to describe the distributions obtained
from single molecule burst analysis experiments. Additionally there
are indications (see figure 4.15) that the observed intermediate pop-
ulations are caused by both, systems that interchange fast as well as
more long lived intermediate states. One method to gain further in-
sight is to try a separation of possible subpopulations by running a
gel and perform an in gel burst analysis experiment. These experi-
ments were performed as described in chapter 4.2.2 collecting burst
data in 6% Poly-acryl-amide gels at pH 8.0 and 400 mM NaCl. The
reproducability of the results was tested for each dye combination by
runing triplicates on non consecutive days in independent gels using
fresh buffers.

When analyzing FRET histograms obtained from solution and in
gel measurements it is important to note that for a currently unknown
reason the peak positions of identical samples do not exactly match.
The most likely reason is that the local environment somehow influ-
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Figure 4.15: 0. /e distributions of DNA hairpins for different dye combi-
nations are compared for data measured at 100 #W laser power with NaCl
concentrations of 160 mM. The shot noise limit o.gy as a function of € is
highlited (green line). Shown are burst analysis data for Atto532-Alexa647
(A), Atto532-Atto647N (B), Alexa532—-Alexa647 (C), Alexa532-Atto647N (D),
6-Tamra—Alexa647 (E), and 6-Tamra—Atto647N (F).
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Figure 4.16: FRET distributions of DNA hairpins in a Poly-acryl-amide gel.
In gel FRET efficiency distributions for different FRET pair combinations
measured at 80 yW laser power in presence of 400 mM NaCl. Gels were
6% Poly-acryl-amide, running in 0.4% TBE (pH 8, 400 mM NaCl). Measure-
ment points were located above (blue), at the edge (red) and below (green)
the maximum count rate in the respective gel as indicated (A). Shown are
burst analysis data for (B) Atto532-Alexa647, (C) Atto532-Atto647N, (D)
Alexa532-Alexa647, (E) Alexa532-Atto647N, (F) 6-Tamra-Alexa532 and (G)
6-Tamra-Atto647N. For all dye pairs, the sub-population that moves faster
through the gel shows a significant increase in the population of the closed
conformation. Note that these state distributions are stable for hours at
room temperature.
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ences the dye properties hence biasing the Forster radius. Despite
this differences between in solution and in gel measurements, assum-
ing equal changes in the local environment for open and closed DNA
hairpins it is however still possible to compare the general shape of
the FRET distributions.

Before the discussion is focused on positions in the gel, lets first
look at the overall features of the distributions obtained (see fig-
ure 4.16).

All gels run at 0 mM NaCl show only one low FRET population
comparable to the in solution data at all measurement positions and
is hence not discussed here (data not shown). The same was true for
in gel burst data measured at 200 mM NaCl.

At elevated salt concentrations (400 mM)® almost no open hair-
pins (i.e. no low FRET population) can be observed anymore (see
figure 4.16). Instead now a distinct high FRET population as ex-
pected for the fully closed hairpin and except for Atto532-Alexa647
(figure 4.16B) an additional intermediate state are detected.

Importantly all distinct populations observed in the gel (400 mM)
experiments are also clearly visible in solution (160 mM, 320 mM).
This is true for for all the dye combinations under investigation except
6-Tamra-Atto647N (compare figure 4.16G and 4.13F) which shows a
significant high FRET population in gel that does not appear in so-
lution. Such a stabilization of the closed hairpin conformation as
observed for 6-Tamra-Atto647N is most likely caused by the elevated
salt concentrations and the higher pH of the in gel experiments.

The most important changes however can be seen when compar-
ing data obtained for one and the same sample but at different mea-
surement positions within the gel. In the following the measurement
positions will be described as upper (blue), lower (green, leading
edge) and right (red) which is always meant relative to the intensity
maximum detected in the respective band (see figure 4.16A).

With respect to these measurement positions all dye pairs show
a similar behavior namely a high share of conformations showing

The different NaCl concentrations required for DNA hairpin closure in gel and in
solution are most likely a result of the different buffer conditions (TE, TBE, see chap-
ter 4.2.2) but the actual origin has not been investigated in detail.
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low to intermediate FRET (0 — 80% FRET efficiency) at the upper and
right positions compared to an enrichment of high FRET molecules
at the lower measurement position.

This data is in good agreement with the in gel distribution one
would expect since the more compact and less flexible closed state
(showing high FRET) can be mainly found at the leading edge while
the slower diffusing more open DNA strands are found up-shifted.
The only exception to this behavior was found for Cy3-Cy5 where
only an intermediate FRET population could be observed at 400 mM
NaCl in gel (data not shown) and which required 600 mM NaCl to
show first signs of a distinct closed conformation(see Appendix A.5
figure A.16).

The most important feature of this observation is the fact that this
spacial separation is stable for hours. A possible explanation for this
behavior can be found in the presence of the dye molecules. In prin-
ciple one can think of several possible effects that might influence the
hairpin stability.

One possibility is that the two dyes directly interact with each
other. Since all dyes have an extended 7t system one could think of
two dyes 7 stacking which would cause a stabilization of the closed
high FRET state. On the other hand, if the dyes are both positively
or negatively charged they would repel each other causing a destabi-
lization of the closed DNA hairpin.

A similar effect should be observed for a stacking of one or both
dyes to a base of the stem sequence hence causing a hindrance of
closure. In the two latter cases highly dynamic bursts originating
from molecules attempting to close should be observed while in the
first case only a stable high FRET population should be visible (For a
more extensive discussion of these possibilities see chapter 4.2.5).

4.2.4.3 Atto532 causes two distinct stoichiometries

Throughout the experiments presented above only one Stoichiometry
population was obtained for all dye combinations (see Table 4.1) ex-
cept for hairpins labeled with Atto532 as a donor (figure 4.17) where
two distinct stoichiometries were observed. Neither the choice of the
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Figure 4.17: Comparison of Stoichiometry, Lifetime and Anisotropy.
Atto532-Atto647N sample measured at 10 mM NaCl showing two distinct
Stoichiometries (y-Axis) one centered around Sto = 0.35 and one centered
around Sto = 0.55. No apparent correlation of the Stoichiometry can be
detected for the fluorescence lifetime Tau (A,B) and anisotropy r (C-E) and
neither for the red (B,D,E) nor for the green dye (A,C).

acceptor (Atto647N or Alexa647) nor the salt concentration influenced
these two populations. They also showed indistinguishable fluores-
cence lifetime (figure 4.17A,B) and anisotropy (figure 4.17C-E) for the
donor as well as the acceptor.

Differences could only be detected in the countrates (see figure 4.18)
showing not only a decreased donor countrate (clearly visible in the
low FRET samples figure 4.18B,F) but also an increased acceptor coun-
trate (figure 4.18C,G,K,O) for the low stoichiometry population.

In order to explain these findings one might speculate about two
slowly interchanging conformations of Atto532 which have the same
lifetime and anisotropy (since it is chemically the same molecule main-
taining its charge and 7t system extension). However one of the states
is more quantum efficient and hence brighter. For such a case one
would expect a higher FRET efficiency for the donor conformation
with the higher QY (in this theory attributed to the brighter donor
dye, i.e. the population with the higher Stoichiometry). The fact that
the samples measured here show the exact opposite behavior (fig-
ure 4.18A,E) meaning a slightly higher FRET efficiency for the popu-
lation with the lower stoichiometry however renders the above simple
hypothesis inappropriate.

One way to extend the theory to match the observed data would
be to assume that the brighter state (higher stoichiometry) by what-
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ever mechanism quenches the acceptor dye comparatively stronger
than the darker state. Using this addition to the initial theory one
could explain the differing countrates in the donor (two differently
bright donor states) as well as the different countrates of the acceptor
(the brighter state quenches more efficiently). This quenching then
could also be used to explain the observed lower FRET efficiency
despite higher donor brightness since the acceptor quenching is in-
dependent of the excitation and hence a quenched acceptor would
also emit fewer FRET photons. Support for the acceptor quenching
hypothesis can be found in the red (i.e. the RR channel) countrate
(figure 4.18C,GK,O) as well as in the FRET (i.e. the GR channel)
countrate (figure 4.18L,P) which indeed are noticeably lower for the
low stoichiometry population”.

If this effect is strong enough it might superimpose the higher
energy transfer caused by the increased donor QY assumed and re-
sult in a lower observed FRET efficiency. Hence in such a case both
stoichiometry populations would require an individual v factor (see
chapter 3.2.4.3) to be comparable.

Nevertheless the above model is only a hypothesis and the true
origin of these two populations remains unclear and would require
further investigations e.g. using NMR or comparable techniques to
resolve a possible structural heterogeneity.

4.2.5 Discussion

FCS and single-molecule burst analysis experiments of DNA hairpins
labeled with different dye molecules were performed to understand
the effect of the probe molecules on DNA hairpin dynamics. For the
FCS datasets, a global analysis approach using Bayesian-parameter
estimation was developed to accurately extract kinetic information.
With this approach, significant differences between hairpins labeled
with different probes were observed, not only for the population of
the individual states but also for the kinetics.

"The lower FRET countrate is only clearly visible for the high FRET samples (fig-
ure 4.18L,P). In contrast due to the few GR photons detected for the low FRET samples
(figure 4.18D,H) these samples do not clearly show a correlation between stoichiometry
and FRET countrate.
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Figure 4.18: Comparison of stoichiometry and countrates in the different
channels at 160 mM NaCl. Data obtained from Atto532-Atto647N (top) and
Atto532-Alexa647 (bottom) show 2 stoichiometry populations at low (10
mM NaCl, left) as well as high (160 mM NaCl, right) salt concentrations.
The differences in the stoichiometry clearly correlate not only with the
donor countrate but also with the acceptor countrate. For an extensive
discussion see chapter 4.2.4.3
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A related approach to globally fit FCS data has been published
recently [102], where the number of fit parameters was reduced by
assuming a transition between 0% and 100% FRET efficiency as well
as by predetermining several parameters such as the triplet kinet-
ics, focal volume and diffusion constants. By globally fitting a set
of correlation functions with the remaining variables, it was possible
to determine the kinetic rate. This approach has its limitations since
it requires a perfect overlap of the green and red detection volumes
and is only applicable to systems known to switch between 0% and
100% FRET. In contrast, the approach developed here uses a global
analysis of the correlation functions without any restrictions. Even
in the absence of a reliable calibration of the lateral and axial focal
dimensions, it is possible to extract information such as kinetic rates
and the structural parameter.

With this approach and in combination with the differing FRET
efficiency distributions found in burst analysis experiments it could
be shown that the opening and closing of DNA hairpins is influenced
by the choice of dye molecules (figure A.4). The results show a sig-
nificant influence of the dye pair on transition rates as well as on
the equilibrium constant for the DNA hairpins investigated. At low
salt concentrations, where the hairpins are expected to exist predom-
inantly in the open conformation and therefore the dyes are expected
to be far away from each other, all hairpins behave in a similar fash-
ion. In contrast, a change to higher salt concentrations leads to dis-
tinct differences depending on the dyes selected. No stable hairpin
is formed for Alexa532-Atto647N as well as 6-Tamra-Atto647N, even
for the highest investigated salt concentrations (320 mM NaCl). Pos-
sible reasons include a sterical hindrance of hairpin formation or a
repulsive interaction of the dye molecules. In contrast, other combi-
nations of dye molecules, especially Cy3—Cy5 (and to a lower extent
Alexab32-Alexa647, Atto532-Alexa647 and Atto532-Atto647N) stabi-
lize the closed-loop conformation already at 160 mM NaCl while the
6-Tamra—Alexa647-labeled hairpins require 320 mM NaCl to show a
distinct high FRET peak. Moreover, at higher NaCl concentrations,
the FCS data show that not only the equilibrium state but also the
kinetics are influenced by the dye pair.
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Figure 4.19: Relative absorption of selected DNA hairpins as a function
of salt concentration. UV absorption (250 nm - 260 nm) for unlabeled and
donor only labeled hairpins at various salt concentrations normalized to
the mean of the respective 0 mM NaCl measurements are shown. Data
was averaged from 2-3 independent samples per salt concentration, each
measured 5 times and the computed standard deviations are shown as error
bars. While the unlabeled and Cy3 labeled hairpins behave similar within
the the measurement error showing a loss in UV absorption of about 9% at
elevated salt concentrations, 6-Tamra shows an absorption loss of only 4%
indicating less DNA being in a closed conformation.
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The investigated hairpins can be classified into two groups accord-
ing to their rates at 320 mM NaCl. The first group shows 3000-4000
transitions per second and contains all molecules labeled with Atto-
647N. In contrast, all Alexa647-labeled hairpins show significantly
higher rates (6000-7500 per second). Moreover, samples with Atto-
647N showed a decrease in the rates while Alexa647 led to a rate
increase when going from 160 to 320 mM NaCl, indicating that the
molecular reason for the observed effects is quite complicated and has
to include several different physical properties of the dye molecule,
including hydrophobicity, charge, rigidity and size. Similar results
come from the burst analysis data, where we find comparatively high
populations of low FRET states (open hairpin) for Atto647N, even at
elevated salt concentrations, but not for Alexa647. These data sug-
gests that Atto647N strongly interacts with the DNA bases, thus hin-
dering the DNA hairpin closure.

More insights into the effects of the dye combinations are gained
by comparing the number of states that are required to describe the
data for the different hairpins. The FRET distributions observed for
Cy3-Cyb5 labeled hairpins match the shape expected for a direct tran-
sition from an open to a closed state at a rate faster than the obser-
vation time (figure 4.12). To describe the behavior of the hairpins
labeled with the other investigated dye molecules, at least one addi-
tional intermediate state is required. Previously, a three-state model
was required to describe the dynamics for a hairpin labeled with Rho-
damine6G and Dabcyl and containing a four-base-pair stem detected
using FCS. In contrast, the same hairpin containing a five-base-pair
stem could be described by a two-state model [49] [94]. It was found
that for the five-base-pair system, fluctuations were too slow to be de-
tected using FCS [94] while photon counting histogram experiments
revealed the existence of a third state. The data presented here sup-
ports this interpretation, since no additional correlations are found in
the residuals of the fits to the correlation functions for the 160 and
320 mM NaCl FCS datasets for the Alexa647 dye combinations, while
the Atto647N dye combinations show (weak) additional fluctuations
in the range of a few 100 us (see figure 4.11). The latter data, as well
as the burst analysis data of all Atto647N and Alexa647 dye combina-
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tions, can only be explained if at least three states are used. A possible
model is to introduce a semi-closed inter-mediate state consisting of
numerous partially or mis-folded hairpins. In such a model, the slow
process can be attributed to the formation and disruption of the fully
closed stem while the fast process describes the transitions between
an inter-mediate and a fully open structure.

While simple repulsion of the dye molecules would lead to a
highly dynamic interchange between the three possible states, a steri-
cal hindrance to hairpin closure, for example, caused by a dye molecule
stacking to a base of the DNA, could yield a more long-lived state.
DNA interactions have been reported for different dye molecules such
as Tamra [22] or TexasRed [128]. For such a case, one expects a static
heterogeneity, as observed in the burst analysis data. This hypothetic
model is supported by in-gel burst analysis experiments, in which,
depending on the position along a band, distinct FRET distributions
can be identified (figure 4.16). One should note that there are other
experimental techniques that can also be used for testing the influ-
ence of a dye molecule on the equilibrium value of the open versus
closed state.

For example, one can exploit hypochromicity to compare the salt
dependence of DNA hairpin closure in unlabeled and labeled sam-
ples. In exemplary experiments it was found that while the Cy3-
labeled and the unlabeled hairpins behave quite similar, 6-Tamra-
labeled samples show a deviation (figure 4.19), consistent with the
interpretation that in these samples the hairpin closure is hindered.

DNA hairpins are known to be highly sensitive to changes in the
stem or even the loop sequence [10]. Due to their similarity to RNA
structures in ribozymes and t-RNA, understanding the effects of ex-
ternal reporter systems on the energy landscape is essential for nu-
merous applications. In summary the results presented above show
that the attachment of a reporter system (here, two dye molecules)
clearly influences the results for the DNA hairpins investigated.

Even if the dye influence on bigger systems such as proteins is less
pronounced than the influences reported here, it is important to real-
ize that the results will depend on the choice of dye molecules. Thus,
trying and comparing several dye combinations whenever working
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with dynamic systems is recommended. Based on the findings pre-
sented here the use of Alexa647 as an acceptor and, if photophysics
are properly accounted for, Cy3 as the donor can be suggested as
good (initial) candidates for studies of molecular dynamics.
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4.3 Using the nano-positioning-system (NPS)
with multiparameter fluorescence detection
(MFD) data

4.3.1 Introduction

The transcription of a gene to the messenger RNA (mRNA) is the first
step towards the expression of a protein. Early publications concern-
ing this topic where the term "RNA polymerase" is used to name the
involved enzyme are e.g. [27][32] .

Numerous distinct RNA polymerases are known in eukaryotes,
pro-karyotes and archeal bacteria. Especially eukaryotes have been
shown to possess several specialized RNA polymeraseses of which
the most prominent are RNA polymerasese I, II, III and IV. These
four polymerases have specialized functions and yield different prod-
ucts such as rDNA (I), mRNA (II) and small non coding RNAs (III).
The function of RNA polymerase IV is not fully understood but it
is assumed to be involved in gene silencing by RNA-directed DNA
methylation [123].

Despite these different functions the polymerases described above
consist of comparable subunits as summarized in [16] (see table 4.6).

This chapter will focus on RNA polymerase II (Polll) which is the
protein directly involved in eukaryotic gene expression.

Transcription: The transcription cycle of this enzyme can be de-
scribed by three consecutive steps of which the first step is called
initiation. It is dependent on several cofactors (TFIIA - TFIIH) and
involves the recognition of a promoter sequence and DNA binding to
form the so called preinitiation complex (PIC) [95][33]. The double
stranded DNA is melted to form a transcription bubble allowing the
template strand to be positioned inside the cleft of the polymerase
resulting in a state commonly referred to as open complex [21] [126].
From this state the polymerase starts its transcription. After some
ten bases of RNA are synthesized a release of the factors required for
initiation occurs which marks the entry to the elongation state.
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Table 4.6: Comparison of polymerases in different species and their sub-
units. according to [16]

RNA Archea | Bacteria | Poll Polll Pollll
poly-
merase
Total num- | 12 5 14 12 17
ber of sub-
units
Molecular | 380 fu- | 375 /. | 589 5. | 514 /5. | 693 /s
welght m | rious aquaticus cerevisiae cerevisiae cerevisiae
kDa /species
Core (10 A'+A” B’ A190 Rpb1 C160
subunits) | B'+B” B A135 Rpb2 C128
D o AC40 Rpb3 AC40
L o AC19 Rpb11 AC19
K w Rpb6 Rpb6 Rpb6
(ABC23)
H - Rpb5 Rpb5 Rpb5
(ABC27)
- - Rpb8 Rpb8 Rpb8
(ABC14.5)
N - Rpb10 Rpb10 Rpb10
(ABC108)
P - Rpb12 Rpb12 Rpb12
(ABC10a)
- - A12.2 Rpb9 C11
Rpb4/7 F - Al4 Rpb4 Cc17
complexes | E’ - A45 Rpb7 C25
TFIIF - - A49 Tigl /Rap74 C37
- - A34.5 Tig2/Rap30 C53
Pollll - - - - C82
specific - - - - C34
- - - - C31

Throughout the elongation phase the polymerase moves unidirec-
tionally along the DNA template and produces a RNA transcript. To
allow for a transcription despite the chromosomal compaction of the
DNA this process also is supported by numerous other enzymes (see
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chapter 5).

As soon as a termination sequence usually located shortly after the
end of the respective gene is reached, the transcription is terminated
and the final transcript is released for further processing by other
enzymes.

Structure: The structure of Polll in the different states has been sub-
ject to numerous studies. First structural data was already published
in 1991 with a resolution of about 16 A[18] followed by studies show-
ing an open and a closed conformation of the polymerase in 1997 [6].
More recently crystallographic studies were able to refine the struc-
ture of the elongation complex with nearly atomic resolution [55] [16].

In addition to the protein the structure by [55] showed the tem-
plate strand from positions +9 to -10 and the non-template strand
from positions +2 to +9 relative to the active center. Since an arti-
ficially assembled elongation complex was investigated also parts of
the RNA strand (+1 to -8) could be refined.

The missing parts of the incorporated DNA and RNA were too
flexible to be resolved by crystallographic techniques. Hence sm-
FRET (TIRF) experiments were performed using fluorescently labeled
DNA in elongation state constructs. These data were used in the
so called nano-positioning-system (NPS) (see chapter 3.6) which re-
vealed the position of the non template strand up to base -18 [86] [3]
[4].

In this manner also the knowledge of the mRNA exit pathway
could be extended to position +29 [3].

Scope of this chapter: The NPS technique used to estimate the po-
sitions of molecule parts from FRET efficiency measurements has
evolved over the years. Most recent advances nowadays allow for
a use of all measured FRET efficiencies in a network and includes
information contained in the FRET anisotropy to further increase the
positioning accuracy [85].

The improvement in resolution by applying the network analysis
on the initially published data [4] has been demonstrated in [87]. To
this end data of seven unknown position measured to eight known
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Figure 4.20: Nontemplate DNA, proposed changes in the model according
to [87]. The 68% credible volumes of the marginal antenna position pos-
terior (surfaces) analyzed globally are shown together with the obtained
positions (meshes) based on the molecular model (transparent cartoons)
previously proposed by [4]. The color code is nt+1 (C, D; dark blue), nt-2
(E, F; midnight blue), nt-4 (C, D; bright blue), nt-7 (E, F; green), nt-12 (A, B;
yellow) nt-15 (A, B; orange) and nt-18 (A, B; red). In addition the nucleic
acids observed in the crystal structure 1TYIW are shown (opaque cartoons).
The global analysis suggests that the upstream DNA double strand must
be tilted to form a larger angle with the downstream DNA double strand
(A, B), and that the single-stranded nontemplate DNA should be located
further away from the downstream part of the template DNA (C-F). Figure
and caption adapted from [87]
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positions was used (figures 4.21A). As a result of the improved res-
olution slight changes in the modeled DNA pathway were proposed
(see figure 4.20). However it was stated that these results should be
seen as preliminary since neither precise residual anisotropies for the
donor could be measured (see chapter 4.3.3) nor was FRET anisotropy
data included in the analysis [87].

Regarding the FRET anisotropy at that time only simulations show-
ing a positive effect of FRET anisotropy measurements on the NPS
resolution but no proof on experimental data could be performed
(figure 4.21B-C [85]).

In this thesis a different donor dye is used to overcome the prob-
lems of insufficient donor anisotropy precision (chapter 4.3.3). In
combination with MFD and the ability to measure FRET anisotropies
this allowed for the first time® a demonstration of FRET anisotropy
utilization in an NPS analysis of experimental data.

To this end single molecule MFD experiments were performed.
Since FRET efficiencies as well as the FRET, donor and acceptor an-
isotropies should be determined as accurate as possible, multiple new
developments and custom implementations of already known tech-
niques were required.

In the following the necessary modifications of the dye pair (chap-
ter 4.3.3), methodological developments and implementations (chap-
ters 4.3.4,4.3.5,4.3.6, 4.3.7, 4.3.8) as well as the surprising finding of a
DNA hairpin in the RNA polymerase II (Polll) structure are described
(chapter 4.3.9).

In addition a new DNA construct that is not able to form such
a hairpin is presented and demonstrated to be suitable for future
experiments (chapter 4.3.9.6).

4.3.2 Experimental procedures

All measurements were performed using the confocal setup as de-
scribed in chapter 3.2 at 80 uW laser power before the objective, sam-
ple concentrations of ~ 50-80 pM and room temperature (RT) (i.e.
21°C £ 1°C) if not stated otherwise. The sample chambers (Lab-Tek

8to the authors best knowledge
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Figure 4.21: Nontemplate DNA, satellite position priors and comparison
of analysis methods. (A) Nontemplate DNA, satellite position priors as
published in [4]. The accessible volumes of the satellite fluorophores (in-
dicated by arrows) are shown in top view (left) and side view (right) of
the Pol II elongation complex. The position priors were flat within these
volumes.

(B,C) Images of the fluorophores used to compute synthetic data are shown
as spheres relative to a hypothetical macromolecule (gray surface). The
antennas (unknown positions) are shown in color, the sattelites (known
positions) in gray. The result of the global analysis of the FRET network
without FRET anisotropy information is shown in (B). In (C) the network
was analyzed like in (B), but FRET anisotropy data was used in addition to
FRET efficiency data. B and C were computed with infinitely small satellite

position priors. Figures and caption adapted and slightly modified from
[87]
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II, Nalge Nunc In. Corp. Naperville, USA) were incubated with 20
ul BSA solution (10 mM) for 10 minutes which was removed prior to
sample loading.

RNA polymerase II (Polll) experiments: DNA hairpins were as-
sembled by mixing 2 ! template strand (t)-DNA (100 uM, IBA GmbH,
Gottingen), 2 ul non-template strand (nt)-DNA (100 zM,IBA GmbH,
Gottingen), 2 u/ RNA (100 M, IBA GmbH, Géttingen) and 4 ul H,O
followed by heating to 95°C and slowly (2°C/min) cooling to 4°C if
not stated otherwise.

The resulting double labeled DNA hairpin was diluted to a con-
centration of approx 50pM in Assembly buffer (Tab: 4.7) containing
10 mM Dithiothreitol (DTT) and 0.1mg/ml BSA. A total volume of
20 ul was loaded to the measurement chamber and measured for 1h
prior to the addition of 2 ul Polll stock solution (1.5pmol/ul). After
an incubation time of 10 minutes the sample was measured for 2-4 h.

A burst search was performed on the resulting photon streams
with thresholds of 5 photons within a time interval of 0.5 ms and
a total burst size of at least 60 photons (see chapter 3.2.4.1). The
resulting bursts where then refined using fluorescence stoichiometry,
lifetime, anisotropy and the time deviation signal (TDS) as described
in the following chapters.

Protein induced fluorescence enhancement experiments: protein
induced fluorescence enhancement (PIFE) DNA oligo-meres where
obtained from IBA GmbH, Goéttingen (Alexa647 samples) and H. Hwang
and S. Myong (Cy3 samples). The DNA was annealed using 10
ul labeled forward strand and an excess of 20 pl unlabeled reverse
strand (100 M) to minimize labeled ssDNA in the final sample.
This mixture was heated to 95°C and slowly (2°C/min) cooled down
to 4°C. The resulting sample was diluted to a final concentration
of 80 pM using BamH1 Binding Buffer (Tab: 4.8) containing 1% 2-
Mercaptoethanol (BME) (Cy3 experiments) or 1% DTT (Alexa647 ex-
periments) to maintain comparability to the original publicaction (Cy3,
BME) [45] and the Polll measurements (Alexa647, DTT). Please note
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Figure 4.22: The timerange selected for the calculation of the residual
anisotropy is exemplarily given for the red detection after red excitation
of a sample containing Alexa647 labeled DNA bound to BamH1 with a
dye-protein distance of 1 basepair. The selected timerange is marked in
the Microtime histograms (upper panel) for the parallel (blue) and per-
pendicular (red) detection as well as in the corresponding time resolved
anisotropy graph (lower panel, green).

that this buffer contains Ca?* instead of Mg?" to prevent the restric-
tion enzyme BamH1 from cleaving the DNA. Data were collected by
measuring a total volume of 20 ul of this dillution for 1.5 h. Finally
0.5 ul BamH1 stock (800 nM, Invitrogen) were added to the respective
sample and after an incubation time of 10 minutes another measure-
ment of 1.5 h was performed. The high excess of BamH1 was required
to guarantee 100% binding of the DNA construct.

A burst search was performed looking for at least 5 photons within
a time interval of 0.5 ms and a total burst size of at least 60 photons
(see chapter 3.2.4.1). The lifetime fit was performed on each indi-
vidual burst as described in chapter 3.2.4.6 and the lifetime weighted
anisotropies for each burst where calculated (see chapter 3.2.4.5). From
the resulting histograms the lifetime and lifetime weighted anisotropy
values where extracted using a Gaussian fit. The residual anisotropy
(7o) was determined by generating micro-time histograms of the bursts
and calculating the fluorescence intensity weighted mean anisotropy
after a relaxation time of 2 ns as indicated in figure 4.22 assuming a



4.3 Using the NPS with MFD data 101

fast reorientation of the dye within its boundaries in the first 2 s (see
also chapter 4.3.6).

Buffers: A summary of the Buffers used in this chapter can be found
in the Tables below.

Table 4.7: Composition of the Assembly Buffer

Assembly Buffer
50 mM HEPES
40 mM (NH4)2504
5uM ZnClp
5% Glycerol
5mM DTIT

Table 4.8: Composition of the BamH1 binding Buffer

BamH1 binding Buffer

50 mM Tris-HCl pH 8.0
10 mM CaCl,
100 mM NaCl

4.3.3 Dye selection

The choice of an appropriate dye combination is critical when accu-
rate distances measurements shall be performed.

Due to the sixth power dependence of FRET efficiency and actual
distance (see equation 2.5) an important criteria for good sensitivity is
to find a dye pair that has a R5° in the range of the expected distances.
Additionally the dye pairs of choice are required to absorb and fluo-
resce at a wavelength compatible with the available equipment to be
minimally perturbing the investigated system (see chapter 4.2).

To this end the initial studies on RNA polymerase II (Polll) were
performed using a dye combination of Alexa555 and Alexa647 with
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RE° values determined to be in the range of 45-54 A depending on
the sample [2][4].

According to equation 2.7 R5° depends on two parameters also
relevant for dye selection namely the overlap integral and the quan-
tum yield (QY) of the donor dye.

The fluorescence lifetime and QY are related since a low lifetime
usually means that there are effective deexcitation pathways that al-
low the dye to loose energy on a timescale faster than fluorescence
would occur (e.G. internal rotation of a dye, see equations 2.1 and
2.2). A loss of energy through non-fluorescent pathways causing a
low fluorescence lifetime hence also lowers the QY.

To allow for an easier understanding of this effect assume two
dyes with similar spectra and identical natural lifetime® [64]. Since
in this case only the non-radiative decay rates are important for the
observed lifetime, a dye with a high observed lifetime as required for
the desired experiments would also have a high QY as compared to a
dye with a low observed lifetime. In terms of changing the donor dye
and maintaining the acceptor this means that a donor with similar
wavelength but higher fluorescence lifetime would, under the above
assumption, cause a higher Ri°.

The donor dye used for the experiments in [4], Alexa555 has a rel-
atively low lifetime of only ~ 0.3ns 1° which is approximately equal
to the full width half maximum (FWHM) of the setups instrument
response function (IRF) (see chapter 3.2). Combined with the poor
quantum yield of only about 10% causing poor statistics, this short
lifetime made it difficult to extract residual anisotropies from single
molecule experiments (see chapter 4.3.6). Since the determination and
use of residual anisotropies throughout an NPS analysis was essential
for this project an alternative for Alexa555 had to be found. To min-
imize changes compared to the initial experiments a new donor dye

compatible with Alexa647 as an acceptor and showing R values of

%i.e. the lifetime a dye molecule has without non-radiative decay paths. It is defined
as T, = 1/k; and can be calculated from the QY and lifetime of the dye according to
[64] T, = T/QY.

Ohttp:/ /de-de.invitrogen.com/site/de/de/home/References /Molecular-Probes-
The-Handbook/tables /Fluorescence-quantum-yields-and-lifetimes-for-Alexa-Fluor-
dyes.html, 13.04.2012



4.3 Using the NPS with MFD data 103

approximately 45-54 A was required.

To overcome the problem described above an Atto520 dye with a
fluorescence lifetime of ~ 3.6ns and a QY of 90% 1 which is blue
shifted as compared to Alexa555 was used. This blue shift causes a
decrease in the overlap integral with Alexa647 leading to an Ri° in
the desired range (see tables 4.11 and 4.12).

4.3.4 The time deviation signal (TDS)

This method was used in an unpublished collaboration with the group
of Prof. Dr. Gernot Langst (Universitdt Regensburg). To allow for a
full understanding of the work presented in the thesis of Josef H.
Exler parts of this chapter can also be found in the appendix of [24].
It additionally has been published as part of a collaboration with the
group of Sandra Haake (Ludwig-Maximilians-University, Munich)
[9].

A general problem with single molecule measurements are the
binding constants of the respective sample contents. For many bio-
molecules concentrations typically used in burst analysis or even FCS
measurements are lower than the binding constant hence requiring
some additional effort to allow for a successful experiment.

While for FCS measurements the focal volume dimensions can be
reduced thereby allowing the sample concentration to increase [54]
this is not possible for burst analysis methods where a rather long
residence of the molecule in the focal volume is desired. Additionally,
nucleosomes as under investigation in chapter 5 are prone to become
instable at low concentrations as well as when interacting with sur-
faces, thus in order to avoid artifacts the duration of the experiment
has to be minimized while the concentration should be maximized.

Oftentimes a tradeoff has to be found where one has to keep in
mind that with increasing concentrations the occurrence of multi-
molecule bursts is not negligible. For a homogeneous population
with only a single FRET species this is not a problem. In contrast, if

N determined in PBS pH 74, http://www.atto-
tec.com/fileadmin/user_upload/Katalog_Flyer_Support /Dye_Properties_01.pdf,
13.04.2012
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several FRET states exist, multi-molecule events of different species
will alter the determined FRET values. Moreover, impurities such as
complexes labeled with only donor or acceptor observed simultane-
ously with double-labeled complexes will also lead to changes in the
detected FRET efficiencies.

However, as two independently diffusing complexes don’t enter
and exit the excitation volume exactly at the same time it is possi-
ble to differentiate these multi-molecular events from single molecule
events and to exclude them from further analysis. Independently dif-
fusing molecules involved in a multi-molecule event will yield differ-
ent values for the mean-macro-time (MMT) (i.e. the time where 50%
of the respective photons have arrived, see Figure 4.23) for all photons
of a burst, as compared to that for the photons of one color. There-
fore a characteristic time deviation signal (TDS) can be calculated by
defining:

TDS = ((Dall - Dgreen) + |Tall - Tgreenl) * (1 - 6)

4.13)
+ ((Dan — Derer) + |Tan — TEReT|) * € % 7

where Dy is the burst duration, T, is the MMT, v is a factor cor-
recting for the different detection efficiencies and QYs in the red and
green channels (see chapter 3.2.4.3) and € is the proximity ratio given
by the number of photons in the burst as defined in equation 3.7.

Independently diffusing molecules involved in a multi molecule
event will cause a deviation of the MMT calculated for all photons
of a burst and the MMT for the individual photons of one color.
As these burst properties are used to calculate the TDS for each
burst by analyzing the differences between the values calculated from
all photons and the ones calculated for individual channels one has
to make sure that there is no influence of the respective FRET ef-
ficiency. E.g. for a high FRET burst where only very few green
photons are detected a simple green TDS calculated according to
TDSgreen = ((Dant — Dgreen) + | Tant — Tgreen|) will be very noisy due
to the poor statistics and does not contain much useful information.
Similarly, for low FRET complexes a TDS calculated according to
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Figure 4.23: Schematic of mean-macro-time and burst duration. The
schematic development of fluorescence intensity with time is used to exem-
plarily summarize the definitions of duration and MMT. For this schematic
a theoretical multi-molecule event containing a donor only and a double
labeled high FRET species is assumed. Positions of the MMT (Ty) as well
as the durations, defined as the time difference between the first and the
last photon in the respective channel of a burst (Dy), are marked.

TDSprer = ((Dan — Derer) + | Tann — Terer|) would be noisy due to
the fact that in this case only few photons are detected in the red
channel after green excitation. Therefore the TDS of these two chan-
nels is computed simultaneously and the relative value of the green
versus the red TDS is adjusted according to the percentage of photons
detected (see equation 4.13).

Equation 4.13 is generally applicable to burst analysis data and
allows for detection of almost all cases of bursts containing more than
one molecule at a time except multi molecule events containing low
(0%) FRET double labeled and donor only molecule mixtures. The
latter species can only be identified using an experimental setup that
employs PIE [84] [65]. Using a PIE setup one can define a second
criterion using the additional information of red detection after red
excitation (RR).

TDSieq = ((Dall - Dred) + |Tall - TredD (4.14)

Here, the number of photons detected in the RR channel will be
independent of the FRET efficiency.
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Together these two parameters (TDS, TDS,,;) can then be used to
remove multi-molecule events from burst analysis data by excluding
bursts with a TDS and or TDS,,; above a given threshold from the
further analysis.

To demonstrate the capabilities of this method a sample contain-
ing 23-NPS1-67 nucleosomes (see chapter 5.3, Ex0 Buffer chapter 5.2.3)
as well as impurities of donor only and acceptor only complexes
was measured. In order to stress the discussed effects for these test
experiments the concentration of molecules was chosen to be high
enough that most bursts detected show multi-molecule characteris-
tics (~150pM double labeled nucleosomes).

Previously, it had been common practice that data cleanup was
done by selecting bursts through a stoichiometry criterion only [65].
For example in the described experiment histograms would have been
calculated from bursts with stoichiometry values between ~0.45 and
~0.77 (Figure 4.24 A, red) leading to a washed-out FRET efficiency
histogram especially in the medium FRET area and an unnaturally
sharp cut off in the stoichiometry distribution. In comparison using
stringent thresholds of TDS <0.1 and TDS,.4q <0.1 a clean stoichiom-
etry distribution is received showing peaks of distinct FRET efficien-
cies (Figure 4.24 B). In addition the resulting FRET histogram is al-
most identical with data measured at far higher dilutions as shown
in figure 4.24E.

While these tests were performed at concentrations higher than
normal they nicely visualize the capabilities of this method. Under
regular conditions where only a few percent of all events are multi-
molecular the appropriate TDS thresholds are determined by itera-
tive optimization of Stoichiometry-TDSy and Efficiency-TDSy plots.
Throughout this optimization one usually tries to find thresholds
that remove as many multi-molecule events (stoichiometries higher
or lower than the double labeled population) while maintaining as
many events as possible. For the experiments presented in this thesis
a starting value of 0.7 for TDS and TDS,,; turned out to be a good
initial guess.
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Figure 4.24: Effects of the TDS filter. The two dimensional plot of Stoi-
chiometry versus FRET Efficiency recorded with a mononucleosome sam-
ple containing 6-NPS1-67 nucleosomes (A-D, ~ 150pM, Ex0 Buffer). (A)
Bursts within a limited Stoichiometry area (S = 0.45-0.80) that would have
previously been selected for data analysis are highlighted in red and were
used for one dimensional projections of FRET efficiency (top) and stoi-
chiometry (right). Besides dual labeled nucleosomes, the sample contained
also impurities of donor and acceptor only complexes. The high concen-
tration of molecules in the sample combined with the significant amount
of single labeled impurities cause strong multi-molecular trailing. (B) A
significant improvement of the data quality is reached by removing the
multi-molecule events using TDS <0.1 and TDS,.q <0.1 (B). The events re-
moved by TDS,.q <0.1 (C) and TDS <0.1 (D) as well as a sample measured
at far higher dilution (E, ~ 15pM) are additionally shown to allow for an
easier understanding of the TDS effect.

4.3.5 Protein induced fluorescence enhancement
(PIFE): A measure for protein binding

A mayor problem with the assay used for the Polll experiments pre-
sented below is that both dye labels are located on the DNA. Hence
colocalization of the two dyes does not prove the presence of the pro-
tein of interest and a separate measure had to be developed.

One commonly used way is to add a label on the protein, which
however might be accompanied by new problems such as an addi-
tional FRET path and low labeling efficiencies. Recently, a fluores-
cence lifetime and brightness increase upon reduction of the distance
to a protein has been shown for Cy3, Cy5 and DY547 bound to a DNA
[45]. It is speculated that since this effect can only be observed for
dyes with a Cyanine based structure (Figure A.4) it might be caused
by a hindrance of light induced cis trans isomerization [108]. This
would cause the dye to spend more time in its bright trans state and



108 New developments and applications

additionally reduce the importance of a non radiative energy loss
pathway leading to an increased fluorescence lifetime. Following this
model, one would also expect an increase in fluorescence anisotropy
due to the hindrance of dye motion. Hence, for DNA constructs with
dye positions known to be in close proximity to a protein a two di-
mensional parameter change should be observable in a MFD experi-
ment. Such a change could then be used for separating what will in
the following be referred to as free DNA from protein bound DNA.
Please note that brightness changes are not sufficiently sensitive in
confocal experiments and cannot be used as additional separation
parameter.

Proof of principle: For the NPS analysis Atto520-Alexa647 was cho-
sen as FRET pair (see chapter 4.3.3). Importantly Alexa647 is also a
Cyanine dye (Figure A.4) and should therefore show similar behavior
than Cy3 or Cy5 upon protein binding.

In order to prove the applicability of PIFE on the Alexa647 Polll
system, samples consisting of a dsDNA with a BamH1 binding site
in a distinct distance to the 5" dye label (see table 4.9) were prepared.
Measurements were performed in a buffer containing Ca?" instead
of Mg?" to prevent BamH1 from cleaving the DNA sample (for de-
tails see chapter 4.3.2) hence resulting in stable constructs with a well
defined dye-protein distance.

Using this approach two dyes namely Cy3 (Provided by H. Hwang
and S. Myong) and Alexa647 (IBA GmbH, Gottingen) were measured
and analyzed (see chapter 4.3.2 for measurement conditions).

To maintain comparability with the original experiments by [45]
the Cy3 sequence complementary strands were one base pair shorter
than the forward strand and hence the labeled 5" Thymine was not
basepaired. Differing from that, the complementary strand of the
Alexa647 sample was the same length as the forward strand in order
to exclude possible artifacts from a non-paired base close to the dye.

As expected not only a change in fluorescence lifetime but also in
anisotropy could be monitored upon a change of the BamH1-Dye dis-
tance for Cy3 as well as Alexa647 (Figure 4.25). A direct comparison
of the absolute Cy3 lifetime values presented here with the results
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Distance Forward strand sequence
1bp Cy3-T TGG ATC CAT AGT AGC GTA GCG TAG CGT AGC GTA GCG TAG C
Cy5-T TGG ATC CAT AGT AGC GTA GCG TAG CGT AGC GTA GCG TAG C

3 bp Cy3-T TAT GGA TCC ATA CGT AGC GTA GCG TAG CGT AGC GTA GGC G
5bp Cy5-T TGT ATG GAT CCA TAC GTA GCG TAG CGT AGC GTA GCG TAG G

7 bp Cy3-T AGC GTA TGG ATC CAT ACG TAG CGT AGC GTA GCG TAG CGT A
Cy5-T AGC GTA TGG ATC CAT ACG TAG CGT AGC GTA GCG TAG CGT A

15 bp Cy3-T CGT ATA TAC GTA GCG GGA TCC TAG CGT AGC GTA GCG TAG G

Table 4.9: DNA sequence used in the BamH1 Experiments. The forward
strands for various Dye-Protein distances are listed with their 5 labeling
possibilities and the BamH1 recognition site depicted in bold letters.

Sample Hwang et. al ~ Std. Lifetime Fit Ext. Lifetime Fit
1bp 0.64 £0.09 ns  0.77 £0.01 ns 0.76 £0.01 ns
1bp BamH1 1.26 £0.27 ns 1.74 £0.1 ns 1.88 £0.02 ns

Table 4.10: Summary of lifetime fit results obtained for samples with 1 bp
distance to the BamH1 binding site. Exemplary results from [45] are indi-
cating lower lifetimes than obtained using single molecule subpopulation
selection and the simplified fit used throughout this work (Standard Life-
time Fit, chapter 3.2.4.6 equation 3.20) or the Extended Lifetime Fit (chap-
ter 3.2.4.6 equation 3.19)[111][60].

published by Hwang et. al. shows similar lifetimes within the error
of the measurement for the DNA only constructs. In contrast a sys-
tematic deviation from the published data towards longer lifetimes
slightly exceeding the measurement error is found for the BamH1
bound construct (see Table 4.10).

To exclude that this effect is caused by the simplified lifetime fit
used here (see chapter 3.2.4.6) the 1 basepair distance data was re-
analyzed using a software applying the more complex equation 3.19
including a background compensation published by [111] [60] (Soft-
ware: MFD_Paris, AK Lamb). Since the results obtained in this way
match the results from our simplified algorithm the different results
can only be caused by the sample itself. The most likely reason is
dirt causing events with a short fluorescence lifetime (e.g. scatter).
Such events could not be treated at all by the bin-wise method used
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Figure 4.25: Summary of Alexa647 and Cy3 PIFE results. The BamH1-Dye
distance dependence of lifetime (left), lifetime weighted anisotropy (mid-
dle) and residual anisotropy (right) is shown for Cy3 (upper panels) and
Alexa647 (lower panels). Samples containing DNA only are marked as blue
diamonds (mean value) and black crosses (individual measurements). Data
obtained from DNA bound to BamH1 is depicted as red squares (mean
value) and grey crosses (individual measurements).

by Hwang et. al. while for the experiments presented here, short life-
time background events were efficiently removed by single molecule
burst analysis and subpopulation selection.

Nevertheless, since only relative changes are of importance for
PIFE the difference in the absolute values does not change the finding
that PIFE works for Cy3 as well as Alexa647.

Interestingly a lifetime dependence on the DNA sequence can also
be detected (i.e. different fluorescence lifetimes for the same dye but
different DNA construct, see DNA only measurements (blue data
points in figure 4.25A and D). This can either be caused by increased
stacking to neighboring bases, by differing DNA end melting or by
increased quenching by a distinct base in close proximity to the dye
[78]. Due to this lifetime dependence on the DNA sequence it is not
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sufficient to analyze the lifetime weighted anisotropy as as discussed
before (see chapter 3.2.4.5 and Eq. A.1 in the appendix).

The residual anisotropy, the anisotropy a system decays to after
averaging over all degrees of freedom, is however by definition in-
dependent of the lifetime and is hence a good measure to compare
the mobility of a dye in an otherwise equally sized system!? (fig-
ure 4.25C,F).

The data clearly shows that not only the lifetime rises with the
proximity of the protein but also the anisotropy increases and hence
the average mobility of the dye decreases. While there is a difference
between the residual anisotropy and the lifetime weighted anisotropy
(compare figure 4.25 B,E and C,F) the effect of an increasing anisotropy
upon protein binding is obvious in both values and hence the much
easier accessible lifetime weighted average (figure 4.25B,E) will be
used in combination with the lifetime (figure 4.25A,D) for the selec-
tion of Polll bound DNA strands.

Application to the Polll system: Having proven the general appli-
cability of PIFE to Alexa647 labeled DNA it is important to demon-
strate the sensitivity of the system for the NPS experiments. To this
end a sample containing Bubblel labeled at positions nt-12 (Alexa555)
t+3 (Alexa647) was measured before (figure 4.26A) and after the ad-
dition of Polll (figure 4.26B-D).

As expected the addition of Polll caused an increased lifetime and
anisotropy of Alexa647 upon protein binding (compare figure 4.26A
and B, green). Importantly also many DNA strands remained un-
bound as indicated by the population with lifetime and anisotropy
values (figure 4.26B, blue) identical to the values detected before the
protein was added (figure 4.26A).

12The samples investigated here have a molecular weight of about ~ 25kDa
resulting in an estimated rotational correlation time of ~ 15ns.  Since this
is on the timescale of the experiment the dyes residual anisotropies will be
slightly biased by the rotation of the whole system. Hence the discussion
of the results is limited to a comparison of equally sized systems where
the rotation of the whole construct is assumed to have an equal influence.
(http:/ /www.nmr2.buffalo.edu/nesg.wiki/NMR_determined_Rotational_correlation
_time, 8.6.2012)
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To exclude that this population with unchanged parameters was
also protein bound but did not show the PIFE effect, the burst events
where separated by lifetime, anisotropy and FRET efficiency!®. In or-
der to gain information on the diffusion time the photon streams of
RR corresponding to the respective populations were correlated. It is
important to note that the PIE information of RR has to be used since
it is the only photon stream not biased by FRET processes and pos-
sible intra molecular dynamics. Additionally the sample containing
just the free DNA and no Polll was correlated and the resulting cor-
relation function was used as a reference for free DNA. As expected
the population with lower Fluorescence lifetime and lower anisotropy
(see Figure 4.26E, bluecurve) shows a diffusion time similar to the
free DNA (Figure 4.26E, red curve). In contrast, the population with
higher lifetime and higher anisotropy shows a significantly increased
diffusion time (Figure 4.26E, green curve) which can be easily ex-
plained by the increased hydrodynamic radius upon Polll binding.

In summary PIFE offers an easy way of separating free from pro-
tein bound DNA without the need for additional labellings and will
be used in the following to ensure that only Polll bound DNA con-
structs are included in the NPS analysis.

4.3.6 Anisotropy determination

In order to calculate distances from FRET efficiencies it is necessary
to possess information about the relative (average) orientation of the
dyes. Such information can be gained by determining the residual
anisotropy (see chapter 2.4) of a sample. The residual anisotropy can
be determined from time resolved anisotropy measurements, which
however are not in all cases straight forward. This chapter will ex-
plain the corrections necessary to minimize systematic errors when
calculating the time resolved anisotropy from the lifetime decays recorded
for polarizations parallel and perpendicular to the excitation of each

13 An additional separation by FRET efficiency was only possible for this special sam-
ple showing two distinct FRET populations, one at ~ 50% and ~ 80% FRET efficiency.
All other positions measured did not show clearly separated populations in the FRET
prameter space and hence could only be separated by anisotropy and lifetime.
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Figure 4.26: PIFE studies of Polll complexes. A sample containing Bubblel
constructs labeled at positions nt-12 (Alexa555) and t+3 (Alexa647) was
measured before (A) and after (B-D) the addition of Polll. Shown are the
two dimensional histograms of parameter combinations important for the
PIFE based separation of free and protein bound DNA together with their
one dimensional projections. Only one population of fluorescence lifetime
and anisotropy can be detected for the DNA only sample (A) while two
distinct populations are found after Polll addition (B-D). The subpopula-
tions are separated by FRET Efficiency (C,D), fluorescence lifetime (B,D)
and anisotropy (B).

(E) The auto-correlation functions of the red detection after red excitation
(RR) channel were calculated for each subpopulation as indicated in the
histograms by the respective color (green or blue) and compared to the
autocorrelation of the free DNA sample (red). The data shown here was
cleaned from multi molecule events and dirt using 0.25 < S < 0.7, TDS =
0.45, TDS,,; = 0.5 and FRETcountrate > 5kHz.
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Figure 4.27: Effect of the microtime background subtraction. An exam-
ple for the microtime and anisotropy decays is shown for a t+9 (Alexa647)
nt-18 (Atto520) labeled sample containing 51% free DNA and 49% Polll
bound DNA (see figure 4.28) before (A,B) and after (C,D) subtraction of the
weighted DNA only microtime histograms. The microtime range selected
for anisotropy calculation is shown in the RR histograms for parallel (blue)
and perpendicular (red) (A,C). The corresponding anisotropy time range is
depicted in green (B,D) resulting in r=0.23 for the DNA only biassed
dataset and r«=0.32 for the filtered data.

color. This is of particular importance since the residual anisotropy
estimated from the time resolved anisotropy histogram will be used
in the NPS analysis to gain information about the relative orientation
of the dyes. All residual anisotropy data presented in this work were
extracted by calculating the weighted mean of the steady part of the
time resolved anisotropy decays (see figure 4.27B,D).

This method can be used under the assumption that the protein of
interest rotates significantly slower than the lifetime of the fluorescent
dye and the observation time frame of the experiment '4. In this case
the influence of protein rotation can be neglected since its rotation is
too slow to add a measurable anisotropy decay on the observation
timescale. Additionally it has to be ensured that the starting point
for the calculation of this weighted mean is set such that the included

4The observation time frame was ~ 18ns per channel. For 500kDa proteins which
is about the weight of Polll [64] table 10.4 gives an approximate rotational correlation
time of ~ 200ns at 20°C.
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data is not influenced by the instrument response function (IRF)'°.

It should be noted here that for the setup described in chapter 3.2
the IRF width was mainly dependent on the beam position on the
APD. Hence during microscope alignment the detector positions were
not only optimized for maximum intensity but also for a minimal IRF
width.

Background correction: The mayor issue with the time resolved
anisotropy from Polll data is that none of the datasets obtained through-
out the experiments showed 100% protein binding. Hence always a
subpopulation of free DNA is present in the data.

In this work this problem was treated by using selected parame-
ters obtained in the MFD experiment to separate the bound from the
unbound populations. Unfortunately most datasets did not clearly
show two peaks in the FRET efficiency distribution as the one used
for the identification of subpopulations in figure 4.26. Therefore only
the lifetime and the lifetime weighted anisotropy of the directly ex-
cited red dye can be used to separate protein bound from free DNA
by using PIFE (see chapter 4.3.5). While a sharp cut in these two
dimensions is not problematic for the FRET efficiency determination
using PDA (see chapters 4.3.8 and 4.1.2) where remaining impuri-
ties can be included in the fit, this is not possible for time resolved
anisotropy. In this case if a simple lower RR anisotropy threshold is
used to separate the populations, it will cause missing photons on the
lower end of the gaussian distribution and lead to an overestimation
of the actual anisotropy value.

To overcome this problem no threshold for the lifetime and an-
isotropy was set prior to exporting the photons for the time resolved
anisotropy analysis.

Instead a gaussian distribution was assumed for both states in
lifetime and lifetime weighted anisotropy of the RR channel and two
2-dimensional gaussian distributions (Eq. 4.15) were fit to the 2D his-
togram of these parameters (figure 4.28).

15Here IRF FWHM ~ 300 — 500ps depending on the adjustment of the setup.
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Figure 4.28: Exemplary fit of two 2-dimensional gaussians to an anisotropy-
lifetime histogram. The two dimensional histogram (blue dots) shows
RR lifetime versus RR anisotropy obtained from a t+9 (Alexa647) nt-18
(Atto520) labeled sample containing 51% free DNA and 49% Polll bound
DNA. The corresponding gaussians fit is given as yellow to black gradi-
ent curve. Blue dots not visible have values lower than the fit function at
the respective coordinate. The one dimensional projections show an over-
lay of the data (red bars), the fit result (black stairs) and the contributing
individual gaussians (blue lines).
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where the fit variables are the width (¢} 1 ), the peak position (t1 »
, 712) and the amplitude (a1 ). The two parts of the above equation
describing the individual overlapping peaks were then integrated and
the share of free and bound DNA was calculated.

Now that the shares of the contributing sub-populations could be
determined, it was required to obtain the combined anisotropy de-
cay as well as the anisotropy decay of the respective free DNA under



4.3 Using the NPS with MFD data 117

identical conditions. To this end one and the same sample was mea-
sured twice, once prior to the addition of Polll and once after Polll
addition (see chapter 4.3.2 for details). A burst search followed by a
removal of dirt molecules was performed using identical thresholds
for both datasets and photons were exported to build a microtime
histogram.

With the knowledge about the share and shape of the free DNA
microtime histogram it was possible to subtract the correct amount of
background directly from the Polll microtime histograms (see chap-
ter 3.2.3). This allowed to calculate the residual anisotropy for Polll
bound molecules only. An example of the results obtained in this way
is given in figure 4.27 showing a significantly lower RR anisotropy
and an initial decay caused by the 51% free DNA in the sample (A,B)
and a higher constant value as expected for a large protein after the
correction was applied (C,D).

Using this filtering finally reproducible residual anisotropies (re)
for identical dye positions could be obtained even for datasets with
varying amounts of free DNA (see tables 4.11 and 4.12).

Crosstalk subtraction: A big issue for the anisotropy determination
of the GR channel (also referred to as FRET anisotropy) is the spec-
tral crosstalk (cr). Since the cr is defined as the percentage of donor
photons detected in the acceptor channel (see chapter 3.2.4.3) the er-
ror caused by this effect is small for a high FRET molecule where the
donor is quenched (small GG signal) and the acceptor is bright (high
GR signal). In contrast the opposite is the case for low FRET samples
where the GG signal is high while the GR signal is low.

If in the latter case even a small percentage of donor photons are
detected in the acceptor channel this can lead to situations where
even for low cr values the GR (FRET) anisotropy decay is dominated
by GG photons.

Such errors can be avoided if the micro time histogram of the
donor channel is known which is the case for the MFD experiments
presented here.

In this work the GR anisotropy is corrected by subtracting the
cr weighted GG microtime histogram for each polarization from the
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respective GR histograms according to

GRH,L,corrected(T) = GRH,L (T) —crx GGH,L(T) (4.16)

prior to calculating the time resolved anisotropy. In the above
equation || and L indicate the parallel or perpendicular channel and
T is the time relative to the excitation laser pulse. While this pro-
cedure slightly increases the noise it yields reproducible results and
minimizes the risk of falsified residual anisotropies in the GR chan-
nel.

Proximity ratio weighting: For FRET experiments it is oftentimes
assumed that the width of the FRET distribution obtained is to some
extent caused by dye movements within the limit of the linker [5]
[51]. Since nonzero residual anisotropies are obtained for the samples
measured here these movements are likely to be in some way confined
(see also chapter 4.3.8).

In this context one has to consider that a dye might stick to some
positions on the protein or DNA for timescales longer than the obser-
vation time (see chapter 4.2.4.2). If a free reorientation of the dyes is
not given this will not only influence the width of the FRET efficiency
distribution as discussed in chapter 4.3.8 but also the anisotropy.

In order to understand the underlying theory assume two dye
pairs, one with an average donor and acceptor dipole orientation par-
allel to each other causing high FRET and one with average orienta-
tions tilted by a random degree showing a lower FRET efficiency.

Amongst many other possible orientations they are both contribut-
ing to the same FRET efficiency and anisotropy distribution that does
not allow for a separation of subpopulations. Hence the correspond-
ing photons would usually all contribute equally to the microtime
histograms and connected to that the time resolved anisotropy. As
a result, the parallel oriented dye pair with its many FRET photons
would dominate the GR anisotropy while the tilted dye pair would
only contribute to a lower extent.

To account for this effect and minimize possible errors from lim-
ited dye mobility the GR photons of each burst were attributed a
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weight proportional to 1 — e (where € is the uncorrected FRET ef-
ficiency also known as proximity ratio!®). These reweighed photons
were then used to build up the microtime histograms and to compute
the time resolved anisotropy of the GR channel.

4.3.7 Gamma factor determination by quantum yield
network analysis

To calculate actual distances from FRET measurements it is first of
all critical to obtain unbiased data. However, in most cases due to
numerous imperfections in the setups correction factors have to be
applied in order to achieve this (see chapter 3.2.4.3).

Unfortunately the determination especially of the 7 factor is not
always straight forward. For surface based single molecule experi-
ments it can be individually calculated for every molecule from bleach-
ing steps [57] and molecule to molecule variations can be corrected.
In contrast, for in solution measurements only an average factor can
be estimated.

This factor is usually determined by measuring a high and a low
FRET sample and assuming that the quantum yields (QY) of the re-
spective dyes are identical for both samples. Since the stoichiometry
is a measure for the relative number of photons detected after donor
and after acceptor excitation one would expect identical Sto (see chap-
ter 3.2.4.4) for both samples. Based on the assumption of constant QY
one can hence minimize the correlation between FRET efficiency and
stoichiometry by adjusting the < factor as explained in detail in chap-
ter 3.2.4.3.

The assumption of equal QYs is however not even valid for a DNA
strand (see lifetime dependence of position in fig 4.25) and even less
if in addition a protein is bound to the DNA (figure 4.31). In the
following a method to obtain precise 7 factors despite of different
QYs will be presented and demonstrated.

16for the definition of € see equation 3.7
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Figure 4.29: Exemplary illustration of the QY network used to estimate in-
dividual y factors. The donor dye positions (green circles) and acceptor dye
position (red circles) can be measured relative to each other. Since every
donor and acceptor has an individual local environment they all have dif-
ferent quantum yields. The respective quantum yields however contribute
to all measurements of one dye as exemplarily depicted for donor position
+7 (green lines) and acceptor position —10 (red lines).

Quantum yield network analysis: An alternative to the simple ap-
proach of determining < presented above opens up whenever a net-
work of multiple distances to one and the same position is measured.
Even though all of these measurements will require an individual v
factor, the QY of the dye located at this position will be encoded in
each of that measurements <y factors (figure 4.29).

To utilize this information the definition of the 7 factor for dye
combination xy given in Eq. 3.8 can be rewritten to become

Oa, 174
= —Ax T 417
Ty Op, 1, (4.17)

where 7 is the detection efficiency and © is the quantum yield of
the donor (D) or acceptor (A). Since the spectra of dyes usually do
not significantly change upon labeling a biomolecule, the ratio of the
detection efficiencies # can be treated as an instrument constant I' as
long as the same dye combination is used and Eq. 4.17 becomes
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B4,
Yry = @Dy x . (4.18)

Please note that I' also depends on the alighment of the setup.
To avoid errors from differing alignment the setup was aligned and
allowed to stabilize for at least 72h prior to measuring a series of
datasets (see chapter 4.3.2).

Using individual QY for each dye together with a global I', a net-
work of measurements can be optimized for one stoichiometry. For
the case sketched in figure 4.29 this means that a total of 7 ®@p, 3 O 4,
1T and the unknown target stoichiometry have to be optimized at
once. To this end nested sampling as described in chapter 3.5 was
applied and the sample with the highest likelihood was taken as a
result.

Note that if a large enough network is measured and the subsets
are chosen in a way that no islands exist (i.e. a set of measurements
not connected by at least one dye combination to the remaining data)
it is in principle also possible to include several I' values and target
stoichiometries.

The C++ code of the likelihood function for a simple example only
including a network of transcription elongation complexes labeled at
t—10t+2t+9and nt — 8 nt — 13 nt — 19 is shown in the Appendix
figures A.13-A.15.

Data cleanup: Prior to the parameter optimization described above,
the desired species were identified using TDS (chapter 4.3.4) and sto-
ichiometry thresholds in a way that donor and acceptor labeled com-
plexes were included while single labeled complexes were excluded.

Since the samples were labeled with Alexa647 and thus sensitive
to PIFE (see chapter 4.3.5), free DNA was separated from Polll bound
DNA by applying a lower fluorescence lifetime threshold of 1.4 ns dis-
regarding most of the free DNA bursts (see chapter 4.3.5 figure 4.28).

To reduce the computational expense not the stoichiometry of
each individual burst was optimized but the total number of GG, GR
and RR photons of the selected bursts were used to calculate and op-
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timize an average stoichiometry (see Eq. 3.13) of each measurement.

Result verification: In principle the correct FRET efficiency could
also be determined from the donor lifetime (see chapter 2.3 Eq. 2.6).
While this method would be independent of the relative fluorescence
intensities and no -y correction is needed it suffers from several other
difficulties.

Due to the low photon numbers available for the lifetime fit (see
chapter 3.2.4.6), the noise is relatively high compared to a FRET effi-
ciency calculation using intensities. Additionally the number of GG
photons decreases towards higher FRET values making a precise cal-
culation of the donor lifetime more difficult for samples containing
high FRET molecules 7. Together these difficulties lead to bigger
uncertainties than tolerable for e.G. an NPS analysis (see chapter 4.3).

In case of Atto520 used in this chapter a second important issue
is the non-mono-exponential lifetime decay found for the labeling
sites under investigation which makes it impossible to trust FRET
efficiencies calculated from fluorescence lifetimes without additional
information sources!®.

For these reasons the fluorescence lifetime was only used to verify
that the intensity based FRET (Eq. 3.6) corrected with the quantum
yield network analysis data and the FRET efficiencies calculated from
fluorescence lifetimes are yielding on average comparable results.

Both, the lifetime of a donor only molecule and the donor lifetime
in presence of an acceptor have to be known in order to calculate
FRET efficiencies from fluorescence lifetimes according to Eq. 2.6.

To minimize the consumption of the Polll stock both required life-
times were extracted directly from the respective dataset. This was
possible since the sample labeling efficiency was not 100% and hence

7A good overview of how the error of a single molecule lifetime fit scales with the
number of photons can be found in [60] figure 2.2.2.2-2.

80nly bulk experiments allow for a collection of enough photons to reveal non-
mono-exponential fluorescence lifetimes in solution. Hence it cannot be completely
excluded that individual dyes have a mono-exponential decay and that the observed
non-mono-exponential slope is only a mixing of different subpopulations not resolv-
able in single molecule experiments due to the higher noise.
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Figure 4.30: Comparison of smFRET efficiency histograms calculated from
fluorescence intensities and lifetimes. An exemplary dataset of a nt-18 t+9
labeled DNA construct bound to Polll. Free DNA has been removed by a
lower threshold of 1.4 ns for the RR fluorescence lifetime. The difference
(x-axis) and ratio (y-axis) was calculated from FRET efficiencies obtained
for each burst from fluorescence intensities (Intensity) and lifetimes (Life-
time). Shown are two dimensional histograms of uncorrected data (A, v =
1, cr = 0) and data corrected with the results from the quantum yield net-
work analysis (B, v = 0.77, cr = 0.03). Peak positions of the gaussian fits
(black stairs) are marked by green dots for better visibility. The theoretical
position for a perfect match of lifetime and intensity calculated FRET are
overlayed as dotted black lines. Remaining deviations from this ideal situ-
ation in figure B as well as the non single gaussian distribution of the ratio
are most likely a result of the multi-exponential decay of Atto520 bound
to DNA making a precise burstwise lifetime estimation difficult (see chap-
ter 3.2.4.6).
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the data measured always contained double labelled as well as donor
and acceptor only molecules.

Here, the fluorescence lifetime based FRET efficiency was calcu-
lated for each double labeled molecule. To this end the molecules
donor fluorescence lifetime was used together with the average fluo-
rescence lifetime of the respective measurements donor only popula-
tion (defined as all molecules with Sto > 0.9).

Oftentimes lifetime and intensity based FRET efficiencies are di-
rectly compared using a two dimensional plot. This representation
however makes it difficult to instantly see how good two populations
match. An easier way to judge whether two values are identical is
to calculate the difference (Intensity FRET - lifetime FRET) or the ra-
tio (Intensity FRET / lifetime FRET). Here assuming a perfect  and
lifetime fit the resulting FRET efficiencies should be equal and one
would expect an average value of 0 for the difference and an average
value of 1 for the ratio.

Hence by calculating ratio and difference for each individual burst
and representing the results in a histogram (figure 4.30) one can eas-
ily compare the peak position of the resulting distribution to the ex-
pected values (0 or 1 respectively).

While an uncorrected intensity based FRET efficiency (y=1, fig-
ure 4.30A) causes significant deviations from these expected values,
the graph obtained after applying the results from the quantum yield
network analysis (y=0.77, cr=0.03) shows good correspondence of the
expectations and the actual peak positions (figure 4.30B).

Note that due to the requirement of a sufficient amount of photons
for the burst wise lifetime fit this comparison was only meaningful for
low to medium FRET samples. As discussed above it was therefore
not possible to simply use the lifetime based FRET efficiency to es-
timate the 7 factor even though the non mono exponential lifetime
decay does not seem to significantly bias the resulting distributions.

In this work lifetime based FRET was neither used directly as
FRET result nor to explicitly calibrate the gamma factor. Instead
the quantum yield network analysis successfully demonstrated above
was used in all NPS experiments to accurately determine the -y factor.
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Figure 4.31: Comparison of quantum yields from DNA measurements and
Polll quantum yield network analysis: The donor QY results obtained
from measurements of DNA only for the various labeling positions of
Bubble 1 (A) and Bubble 2 (B) are shown in blue. They are compared
to the results of the quantum yield network analysis (blue) which are nor-
malized to the labeling position with the largest basepair distance to the
active center (Bubble 1, nt-18; Bubble 2,nt-19)

Quantum yields: The quantum yield network analysis results can
not only be used to compute the v factor for each individual measure-
ment but they also allow for a determination of the correct QY which
is important for the calculation of the Forster radius (see chapter 3.1).

For the project described here this is important since the common
way to determine the QY requires bulk measurements. Hence due to
the limited amounts of Polll it was only possible to directly determine
the QY of the free DNA constructs in bulk (see chapter 3.1).

Fortunately, the fit described above optimizes on the ratio of ® 4 /®p
and hence yields information about the QY in presence of Polll. While
it does not directly result in absolute values for the quantum yields,
the network of donor and acceptor dyes fit contains the information
about the relative values of donor and acceptor quantum yields to
each other.

To make use of this information it is necessary to know at least
one absolute QY value. Since as discussed above it was not possible
to directly measure the QY in presence of Polll, here, the free DNA
values were utilized.
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To this end the fit results containing the desired relative QY were
normalized to the quantum yield measured for the free DNA labeled
at position nt-18 (Bubble 1) or nt-19 (Bubble 2) respectively (see fig-
ure 4.31). The choice for these dye positions was based on the as-
sumption that the dye furthest away from the active center of the
protein will encounter the least change in its local environment upon
protein binding (i.e. Bubble 1, nt-18; Bubble 2, nt-19; figure 4.33).

The results for Bubble 1 show a slightly lower QY the closer the
position is to the active center (see figure 4.31A). However the dif-
ferences are within the experimental error for all positions except for
nt+1 which is right at the active center of the protein. For this position
the Polll bound construct shows only half the QY of the free DNA.

In contrast for Bubble 2 no significant changes of donor quantum
yield upon protein binding were observed (see figure 4.31B).

All forster radii used in this chapter were determined using the
normalized quantum yields derived from Polll bound molecules as
shown here instead of the free DNA QY determined in bulk experi-
ments (see chapter 3.1 for details)

4.3.8 Anisotropy corrected FRET

Throughout the development of a fast GPU based PDA analysis (chap-
ter 4.1.2) test measurements were performed on a 1:1 mixture of
high FRET and low FRET dsDNA constructs (see chapter 4.1.2.4).
These DNA constructs had an identical sequence and differed only
in their labeling positions. While the experiments clearly showed
the two FRET populations, surprisingly neither the expected similar
FRET distribution widths nor similar relative amplitudes could be
observed.

This chapter will discuss reasons for these discrepancies in the
result and demonstrates the effectiveness of the applied corrections.

Hindered dye rotation requires corrected FRET efficiency calcula-
tion: The data obtained for the 1:1 dsDNA mixture containing two
types of constructs that show low FRET or high FRET (see chap-
ter 4.1.2.4) was analyzed using PDA requiring two Gaussian distri-
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butions for a best fit. Fits were done using predetermined values for
the cr = 3%, the relative detection efficiencies v = 0.58, the mean back-
ground rates Bg = 300 Hz, Br = 300 Hz and the Forster distance Ry =
60 A. The initial fit results were: distances d; = 54.0 A and d, = 78.6
A, distribution widths ¢y = 7.4 A and 0, = 4.1 A and relative ampli-
tudes A; = 0.79 and A; = 0.21 (figure 4.1). When interpreting such
data, it is important to note that the broadening beyond the shot noise
limit given by the apparent distribution width can have various rea-
sons including distance fluctuations [5] and acceptor photo-physics
[51].

Interestingly, the PDA result neither yielded the intended 1:1 mix-
ture, nor were the two determined widths, o7 and 0> similar, as would
be expected for identical dye pairs used at differing labeling positions
on the same dsDNA. Note, that in the described experiments polar-
ized excitation was used and fluorescence photons parallel and per-
pendicular to the excitation were detected. For the analysis shown in
figure 4.1A the total photon numbers Sgg and Sgr were calculated
by adding the respective number of detected photons (Sgg gr) in the
parallel and perpendicular channel'?

Sxy = Syyll + Sxy L, (4.19)

following previous publications from other groups [5] [52].

For any polarization sensitive measurement it is important to re-
alize that the total emitted fluorescence is the sum of the fluorescence
emitted with a polarization parallel to the excitation and two times
the fluorescence emitted perpendicular to the excitation polarization.
If the dye molecules rotate fast with respect to the fluorescence life-
time these polarization effects are not important, otherwise it is easy

to correct for them in the following equation?’:

Say = (1 31)BSky + (2 — 31155y (4.20)

As PDA requires integer values, the photon numbers calculated
using equation 4.20 were rounded to the nearest integer prior to fur-

Yequation 4.19 is equal to equation 3.5 and reproduced here for better readability
2equation 4.20 is equal to equation 3.21 and reproduced here for better readability
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Figure 4.32: Schematic of the individual steps involved in the NPS experi-
ments. Schematic showing an overview of the data acquisition and analy-
sis steps performed to obtain data suitable for usage in the NPS. For easy
referencing the chapter describing the respective step in detail is depicted
in red letters. The process of isolating double labeled Polll elongation
complex data from free DNA and other impurities is color coded in each
step as indicated at the lower left corner.
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ther usage.

Applying equation 4.20 to the measured FRET data resulted in a
best fit with distances of d; = 54.0 A and d, = 78.1 A, distribution
widths 07 = 7.2 A and 0, = 7.6 A and relative amplitudes A; = 0.58
and A; = 0.42. Note that in this case ¢y = 0.7 has to be used due to
the experimentally determined differences in the detection efficien-
cies in the four detection channels (B¢ = 1.1 and Br = 1.35, see
chapter 3.2.4.3). Thus, both, the correct approximately 1:1 ratio of the
two different DNA molecules is recovered and the widths of the two
distributions are similar (figure 4.1B).

Since most samples measured for the NPS experiments showed
high anisotropies (see table 4.11) equation 4.20 was used for all ex-
periments and results presented in the following.
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4.3.9 Experiments and results

The method to determine fluorescence anisotropies for the NPS anal-
ysis used previously in the Michaelis laboratory [86] [4] [2] [33] suf-
fered from three mayor drawbacks. First, it did not allow to mea-
sure the FRET anisotropy (see chapter 4.3.6), second the anisotropies
were determined in bulk where it is impossible to separate individual
subpopulations and third only lifetime weighted average anisotropies
were obtained (compare chapter 3.2.4.5). In this thesis MFD is applied
to simultaneously measure FRET efficiencies and anisotropies includ-
ing the FRET anisotropy from double labeled and protein bound
molecules. Additionally the residual anisotropy is used instead of
the lifetime weighted anisotropy to avoid artifacts from differing life-
times.

To this end new methods were developed (chapter 4.3.4, 4.3.5,
4.3.6,4.3.7,4.3.8) and a different donor dye as compared to [2] had to
be used (chapter 4.3.3). An overview of the data acquisition and anal-
ysis process is shown in figure 4.32. For easy referencing the chapter
containing detailed information on the respective step is highlighted
in red.

All Polll experiments were performed on artificial partially mis-
matched dsDNA constructs with a 17 base pair (bp) RNA (IBA GmbH,
Gottingen) hybridized to the template strand in the mismatch region
referred to as "Bubbles" (Figure 4.33). To use such a Bubble construct
it is assumed that the mismatched DNA region is of the same size
as the region that would naturally be melted in the Polll state un-
der investigation (here elongation state) and hence the non matching
basepairs do not change the conformation of the polymerase.

The Bubble 1 sequence is identical to the sequences used in [55]
and [4]. This approach allows for the construction of an "elongation
complex" without the need for a TATA-box and initiation factors as
the Polll can directly bind to the partially open construct. Note that
in the constructs shown in figure 4.33 known positions from crystal
structures are depicted as full circles (nt, green; t, blue; RNA, red).
Bases are numbered according to their relative position to the ac-
tive center. The labeling positions, marked by colored stars, will in
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Figure 4.33: DNA constructs used in the Polll experiments. Labeling sites
for donor (green stars) and acceptor dyes (red stars) are indicated. Positions
visible in the TYIW crystal structure are highlighted as colored filled circles
(nt, green; t, blue; RNA, red)

the following be abbreviated by these numbers in combination with
nt indicating the non-template strand and ¢ indicating the template
strand.

4.3.9.1 Single molecule data used to determine positions of Bub-
ble 1

A total of 21 donor(t-10, +3, +9)-acceptor(nt +1, -2, -4, -7, -12, -15,
-18) dye pair samples were measured (see chapter 4.3.2 for details).
Thresholds to separate the subpopulation of interest were applied
(chapter 4.3.4, 4.3.5) and the anisotropies (chapter 4.3.6) as well as the
FRET efficiencies (chapter 4.3.8) were extracted . Additionally, data
measured by J, Andrecka using total internal reflection (TIRF) mi-
croscopy [2] were included in the analysis providing information on
the distances of the unknown non template DNA strand to positions
C150 on Rpb7 and C73 on Rpb4.

In accordance with previous observations ([87] figure 6.33) through-
out the analysis for some t+3 datasets it was impossible to obtain a
NPS result explaining the detected data (figure 4.34). While in the
example shown here the measured and expected FRET anisotropy
of the t+9 nt+1 position are in good agreement (figure 4.34A) large
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Figure 4.34: Comparison of NPS result and measured data. Exemplary com-
parison of expected FRET anisotropy based on the NPS result and actually
measured data. The measured (red line) and expected (Blue bars) FRET
anisotropy of the t+9 nt+1 position are in good agreement (A). In contrast
the t+3 data (B-D) shows significant deviations of expected and measured
FRET anisotropies.

inconsistencies appear for some t+3 datasets(nt-12- nt-15, nt-18 fig-
ure 4.34B-D) .

Possible reasons for these inconsistencies include a mis-assembled
DNA-Polll complex due to the limited space available for a dye in
position t+3 2!. Hence the information obtained from t+3 experiments
is not included in the following results and discussion. It has however
to be noted that an inclusion of t+3 data despite the inconsistencies
only changes the obtained positions globally but does not change
the relative positions of the antenna dyes to each other and hence
would not change the main result of this chapter (data not shown). A
summary of all data included in the following NPS analysis is shown
in table 4.11.

ZFor a full discussion on possible origins of these inconsistencies see [87]
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Table 4.11: Data obtained for the NPS analysis of Bubble 2 samples.
errors are SEM

FRET eff. %32

nt+1 46 49 32 -
nt-2 41 44 35 -
nt-4 44 48 36 -
nt-7 49 53 54 -
nt-12 47 51 57 32
nt-15 46 50 48 29
nt-18 47 51 35 22
REO A t+9 t-10  Rpb7 cisot Rpb4 c73!
nt+1 54.7 49.2 64 -
nt-2 44.5 48.0 62 -
nt-4 44.0 47.4 64 -
nt-7 50.3 54.2 64 -
nt-12 47.3 51.0 64 62
nt-15 46.2 49.9 64 63
nt-18 47.0 50.7 62 63
FRET anisotropy”
nt+1 0.072 0.072 - -
nt-2 0.075 0.088 - -
nt-4 0.121 0.046 - -
nt-7 0.099 0.039 - -
nt-12 0.124 0.099 - -
nt-15 0.151 0.062 - -
nt-18 0.051 0.202 - -
red anisotropy 0.323 0.341 0.23 0.27
£ 0.002 £0.002
nt+1 nt-2 nt-4 nt-7
green anisotropy  0.285 0.266 0.285 0.172

+0.004 4+0.006 +0.003 +0.003
nt-12 nt-15 nt-18
green anisotropy = 0.227 0.242 0.268
+0.003 =+ 0.003 +0.003
! For C150 and C73 FRET efficiency, Ry and anisotropy data adapted from [2],
for these measurements Tamra was used as a donor instead of Atto520
2 An estimated FRET efficiency error of 3% was used in the NPS analysis.

FRET values smaller than 10% were attributed an error of 5%
3 An average error of +0.030 was used for all fret anisotropies
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4.3.9.2 NPS results indicate hairpin formation

Based on the data summarized in table 4.11 different NPS analyses
were performed (see chapter 3.6) according to the guidelines given in
[85] and [87].

Since a different dye combination as compared to the initial ex-
periments by [4] was used (see chapter 4.3.3) in a first step the data
was checked for its consistency with the previously published data.
To this end a global NPS analysis was performed including all in-
formation except for the FRET anisotropy. The results obtained from
the data measured in this thesis (figure 4.35C,D) should therefore be
equal to the probability densities from a global reevaluation of the
initial dataset as presented in [87] (figure 4.35A,B).

As expected the overall density arrangement was reproduced and
only a slight shift of all positions away from the polymerase could
be observed. This shift is most likely resulting from the fact that this
new data only contains information from Polll bound complexes. In
contrast, due to the way the experiments were performed a bias of
the initial TIRF datasets ([4]) by free DNA can only be excluded for
DNA-protein distances.

Including the FRET anisotropy however led to an unexpected re-
sult (figure 4.35E,F). While the densities from nt+1 to nt-12 main-
tained their position, completely different positions were detected for
nt-15 and nt-18. The 68% probability densitiy of nt-15 is now found
in between nt-7 and nt-4. An even larger position change occurs for
the initially furthest outward density nt-18 which is now positioned
in between nt-4 and nt+1.

Experiments were tested for simple measurement errors by mea-
suring duplicates yielding virtually identical results.

4.3.9.3 Result verification

The DNA sequence used in the FRET studies presented here (fig-
ure 4.33, Bubble 1) was identical to the sequence used since the initial
crystal structure [55] and throughout the following publications [2].
As the results were reproducible, the observed probability density po-
sitions were trusted and the question arose whether alternative struc-
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Figure 4.35: Comparison of results obtained for Bubblel. The 68% prob-
ability densities obtained for the Bubblel Polll construct resulting from
a global analysis are color-coded and separated for a better visibility in
the following manner: The positions nt+1 (Blue), nt-4 (bright blue), nt-
12(orange) and nt-18 (red) are shown in the upper row (A,C,E) while os-
itions nt-2(midnight blue), nt-7(green) and nt-15(yellow) can be found in
the lower row (B,D,F).

Positions based on the data presented in [2] as calculated in [87] (A,B) could
be reproduced based on the data presented here if calculated without FRET
anisotropy information (C,D). In contrast the additional FRET anisotropy
information caused a different arrangement of probability densities (E-F)
and indicates the presence of a DNA hairpin.
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’ 4 labeling sites for verification experiments 12 bp

Figure 4.36: Comparison of NPS results and theoretical hairpin structure
of the non template DNA. (A) The estimated most stable DNA hairpin
consists of a 9 bp stem and a 4 bp loop. (B) The 68% probability densities
obtained from the NPS analysis of Bubble 1 are overlayed with a 12 base
pair long DNA structure (PDB: 1BNA). Dye positions are color coded as
depicted in figure A. Base pairs are indicated as violet (A-T), red (G-C) and
green (Hoogsteen G-T) lines. Labeling sites for verifying the existence of
a hairpin as described in the following are marked as green (Atto520) and
red(Alexa647) stars.

tures might be formed by the DNA sequence used. Reanalyzing the
sequence revealed that the non template strand is capable of partially
basepairing itself hence forming a relatively stable hairpin.

If the hairpin hypothesis is true secondary structure prediction
algorithms 22 suppose that the most stable hairpin structure would
consist of a 9 base pair stem followed by a 4 base loop (figure 4.36A).

An overlay of the PDB:1BNA structure in figure 4.36B reveals that
the obtained densities span over a distance of approximately 12 base-
pairs of a dsDNA. This is in good agreement with the expected di-
mensions of the hairpin structure. In addition the relative positions
of the densities nt-18 (between nt-4 and nt+1) and nt-15 (between nt-
7 and nt-4) as discussed in the previous chapter also resemble the
positions expected in the assumed hairpin.

To test the hypothesis of the existence of a hairpin under the ex-
perimental conditions applied, a special nt-DNA labeled with an ac-
ceptor at position nt-2 and with a donor at position nt-18 was used. A
construct containing this non template strand and an unlabeled tem-

22http: //eu.idtdna.com/analyzer/Applications/OligoAnalyzer/ (24.04.2012)
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plate strand was designed (based on Bubble 1). This sample should
show low FRET until a hairpin is formed which would cause a high
FRET signal (compare figure 4.36A and figure 4.37A).

SmFRET data obtained from such a construct *3 can be found in
figure 4.37B. The clearly dominant high FRET population confirms
the presence of the hairpin structure in the free DNA construct (blue)
as well as after Polll binding (red, successful binding is indicated by
the increased RR fluorescence lifetime, see chapter 4.3.5). Interest-
ingly the FRET distribution does not change upon protein binding
indicating a negligible influence of the protein on the observed dis-
tribution. In addition the distribution is spread over almost the full
FRET range which might be caused by dynamics in the sample (see
chapter 4.2.4.1).

4.3.9.4 Optimization of conditions towards minimal hairpin for-
mation

As discussed in chapter 4.2 the conformation of a hairpin can be
controlled by the buffer conditions and the temperature. Hence, ex-
periments with bubbles assembled at different conditions were per-
formed aiming at a minimization of hairpin formation.

The local concentration of the self complementary nt-DNA parts is
rather high compared to the concentration of the freely diffusing com-
plementary template strand. Therefore a lower cooling speed should
give the ssDNA more time to find and basepair to its counterpart in-
stead of hairpin formation before the kinetics do no longer allow for
a fast exchange. Indeed experiments showed that a modification of
the annealing cycle to a sequence with slower cooling from 95°C to
4°C at only 1°C/min resulted in about equal amounts of Hairpin and
correctly assembled Bubble 1 (compare figure 4.37B and C). A fur-
ther reduction of the cooling speed did not result in increased correct
annealing (data not shown).

In addition by changing the buffer from H,O to TE (figure 4.37D)
or Assembly buffer (figure 4.37E) the equilibrium for this construct

Zannealed as described in chapter 4.3.2 and [2]
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Figure 4.37: smFRET studies investigating DNA hairpin formation. (A)
Schematic of the expected change in FRET efficiency upon hairpin for-
mation. The first three experiments (B-D) were performed using a sam-
ple double labeled on the non-template strand (nt-2, Alexa647 and nt-18
Atto520 compare Bubble 1 figure 4.36). In contrast the last experiment
(E) contained an additional Alexa647 dye at position t+9 on the template
strand. (B) A two dimensional scatter plot of FRET efficiency and red detec-
tion after red excitation (RR) fluorescence lifetime measured before (blue)
and after (red) the addition of Polll shows one main FRET population at
~90% FRET efficiency and a shift in fluorescence lifetime but not the FRET
efficiencies upon protein binding. The dominant high FRET population is
associated with the formation of a hairpin and is not significantly influ-
enced by Polll binding. A change in the Bubble annealing protocol as
described in the main text improves the yield of non hairpin constructs
as evidenced by the increased LF population (C). Using TE or Assembly
buffer instead of water combined with this optimized protocol further re-
duces the hairpin formation (D). The shift in stoichiometry observed in E
is caused by the presence of a second red dye at position t+9 and demon-
strates that indeed a dsDNA is formed. Note that in panels C-E a two
dimensional histogram instead of a scatter plot (B) is shown to allow for a
better visibility of the distributions.
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could furthermore be shifted to an almost complete formation of the
correct Bubble 1.

To prove that the observed FRET efficiencies indeed result from
the correct binding of a template strand and not only from hindered
hairpin formation under these conditions, experiments with three la-
bels were performed. The respective constructs contained the previ-
ously described double labeled nt-DNA and a single labeled t-DNA
(t+9, Alexa647, see schematic figure 4.37A). Position t+9 was chosen
here, since in a perfectly assembled DNA construct (figure 4.33 Bub-
ble 1) it is furthest away from the two other dyes and should hence
only cause a slight increase in FRET efficiency upon dsDNA forma-
tion. In contrast however the stoichiometry will decrease when the
dsDNA is formed since now two red dyes are fluorescing upon direct
excitation hence increasing the amount of RR photons per burst while
the GG photons remain the same 2 (see chapter 3.2.4.4).

As expected the stoichiometry significantly decreased due to the
double amount of acceptor dyes per molecule indicating correct Bub-
ble 1 formation with these labeling positions and conditions (fig-
ure 4.37E).

4.3.9.5 Labeling positions influence the DNA annealing

Based on the results described in the previous chapter the measure-
ments of Bubble 1 samples were repeated with the optimized prepa-
ration scheme. Surprisingly no major changes in FRET efficiencies or
anisotropies were detected as exemplarily shown in figure 4.38. The
distributions of nt-15 and nt-18 which would be expected to show
the largest changes due to the largest distance change upon hairpin
or dsDNA formation remain identical despite the changes in Bubble
preparation.

While all other data looked identical only a slight change could be
detected for nt-12 samples where the distance to t+9 changed towards
higher FRET values.

24 Assuming that direct excitation of the acceptor by the donor laser is negligible.
Also the possibility of FRET towards this second acceptor plays a role but is not im-
portant for the analysis done here.
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Figure 4.38: smFRET data obtained for different sample preparation proto-
cols. The data obtained from measurements of Bubble 1 assembled with
the traditional bubble annealing protocol (blue, see chapter 4.3.2) and as-
sembled with the modifications described in the main text (red) are com-
pared for acceptor labeling positions t-10 and t+9 and donor positions nt-
18, nt-15 and nt-12. For these samples the positions which should change
most upon hairpin formation. Except for nt-12 no significant FRET change
could be observed.

How can these results be explained? Based on the results pre-
sented in chapter 4.2 one might speculate about an influence of the
dye labels on hairpin or dsDNA formation.

If one assumes a sterical hindrance of DNA base pairing caused
by the dyes attached then in case of the double labeled nt-DNA with
labels in close proximity hairpin formation might simply be hindered
as compared to the single labeled DNA constructs. If one furthermore
assumes that the position of the dye labels influences the degree of
sterical hindrance it could well be possible that different dye positions
and combinations are not equally sensitive to the changes made in
order to minimize hairpin formation.

4.3.9.6 Minimizing hairpin formation by thermodynamic consid-
erations

Since the attempts to overcome hairpin formation by simply changing
the conditions yielded either insufficient or unpredictable behavior of
the sample, a new Bubble construct was designed.
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Figure 4.39: Most stable hairpin structure of Bubble 2 and theo-
retical AG values.. The most stable hairpin structure of Bubble 2
ssDNA as simulated at 20°C and 100 mMNa*, 100 mMMg** us-
ing http:/leu.idtdna.comlanalyzer/Applications/OligoAnalyzer/ (24.04.2012)
is shown for the non-template (left) and the template (middle) strand.
Basepairs are indicated in red (G-C) and blue (A-T) and labeling posi-
tions are marked with their position relative to the active center of the
polymerase. The corresponding AG values are summarized in the table
(lower right corner) additionally including the value for the non template
sequence of Bubble 1.
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It is practically impossible to completely exclude DNA hairpin
formation. Hence the goal for this new construct was to minimize
the possibility for a hairpin which was achieved by minimizing the
stability of the possible hairpin structures. Hence the sequence of
Bubble 2 shows two important features.

First the most stable hairpin conformations have a significantly
lower AG than the hairpin found for Bubble 1 (see table in figure 4.39).

Second, in contrast to Bubble 1 the hairpins expected still main-
tain large areas accessible for template DNA meaning that even if a
hairpin is formed this does not completely prevent a binding of the
complementary ssDNA strand. Hence throughout the assembly the
more stable dsDNA will be formed instead of hairpin structures (see
figure 4.39).

The sequence of this so called Bubble 2 can be found in figure 4.33.

4.3.9.7 Proof of principle Bubble 2

To check whether this new sequence changes the positions calculated
in an NPS analysis, Bubble 2 samples were prepared and measured as
described in chapter 4.3.2 except that the annealing was done in As-
sembly buffer using the modified cooling pattern (see chapter 4.3.9.4).

Due to the different sequence and the limitation of internal label-
ing to thymine bases slightly different labeling positions had to be
used. The known satellite positions now were t+2, t+9, t-10 and Rpb7
C150 labeled with Alexa647. As exemplary unknown positions nt-8,
nt-13 and nt-19 (Atto520) were chosen since especially the latter two
should show large differences in their position as compared to the
previous hairpin results (compare to positions nt-7, nt-12 and nt-18
of Bubble 1).

An NPS analysis based on Bubble 2 data (see table 4.12) was
performed and resulted in three distinct probability densities (fig-
ure 4.40B). The arrangement with nt-8 closest to the protein followed
by nt-13 and nt-19 corresponds to the expected behavior of DNA
exiting the polymerase. In addition also the approximate distance
spanned by the densities matches the dimensions expected (com-
pare to the distance of the black arrows on the DNA sequence in
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A Bubble 1 B Bubble 2 [ nt-19
& nt13
. nt-18 . nt8

Figure 4.40: Comparison of NPS results and the previous model. The
model derived according to the NPS results in [4] is overlayed to the results
obtained for the Bubble 1 (A) and Bubble 2 (B) constructs presented here.
The modeled non-template positions nt-12, nt-13 and nt-19 are marked with
a black arrow to allow for an easier comparison with the 68% probability
densities. Color codes for the dye position as shown in the figure.

figure 4.40). The absolute distance between the obtained densities
and the polymerase is however larger than could be explained by any
position of the DNA in the elongation complex, a fact that will be
discussed in more detail in the following chapter.
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Table 4.12: Data obtained for the NPS analysis of Bubble 2 samples.
errors are SEM

RE° A t+2 t+9 10  Rpb7 C150
nt-8 4934 4945  53.00 52.65
nt-13 5052  50.63  54.17 53.86
nt-19 4992  50.03  53.30 53.09

FRET eff. %!
nt-8 46 42 88 9

nt-13 367 33 85 6

nt-19 72 19 60 74
FRET anisotropy’
nt-8 0.048 0050  0.036 0.360

nt-13 0.054  0.096  0.023 0.188

nt-19 0.074  0.161  0.050 0.157
red anisotropy 0.301 0.320 0.350 0.149

+0.039 +£0.023 =£0.012 +0.086

nt-8 nt-13 nt-19
green anisotropy  0.313 0.316 0.314
+0.039 +£0.023 £0.019
1 An estimated FRET efficiency error of 3% was used for the NPS analysis.
FRET values smaller than 10% were attributed an error of 5%
2 Two peaks were detected, the second peak had a total share of ~ 27.6%
and a FRET efficiency of 62%
3 An average error of +0.030 was used for all fret anisotropies

4.3.10 Discussion and outlook

When interpreting new results one of the most important questions
is whether current models remain valid.

The probability density positions obtained form MFD FRET data-
sets without FRET anisotropies were similar to the positions deter-
mined using surface based TIRF smFRET data, presented in [87]. This
result indicates that neither the uncertainties caused by the experi-
mental limitations of TIRF microscopy such as the amount of free
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double labeled DNA not bound to a protein nor the uncertainties of
the MFD experiments presented here (e.g. ) did cause severe posi-
tioning errors.

However the inclusion of FRET anisotropies into the nano-positioning-
system (NPS) analysis of the non template DNA strand in RNA poly-
merase II (Polll) caused distinct changes especially of positions nt-12,
nt-15 and nt-18 (see figure 4.35).

This new data can be best described by a hairpin formation in the
non template DNA strand, a situation completely different to that of
the expected dsDNA strand exiting the Polll. Additional experiments
further solidified the interpretation of the existence of this hairpin
with and without Polll bound to the DNA.

Compared to the model derived from the initial probability den-
sities [4] the hairpin detected here is positioned a bit further away
from the polymerase even though the general direction of the nt-DNA
seems to be similar (figure 4.40A).

On the one hand this is a great result since it is the first time
that the importance of FRET anisotropy for distance measurements
could be demonstrated on non simulated datasets. Furthermore, the
fact that in separate experiments the detected hairpin structure was
indeed found to be the dominating population proves the reliability
of the NPS method.

On the other hand the results presented here require new experi-
ments to be performed on the Polll elongation complex to verify the
correctness of the DNA exit path model presented in [4].

To this end a new DNA construct not capable of forming stable
hairpins was designed. First NPS experiments yielded probability
densities with the correct order of nt-8 being closest to the polymerase
followed by nt-13 and nt-19. The relative distances of the observed
positions to each other are in good agreement with the distances ex-
pected for a dsDNA.

The distance of the probability densities to the polymerase is how-
ever about 6-10 basepairs larger than predicted by the previous model.
Importantly this shift is too large to be consistent with an elongation
complex where the distance of each base to the active center is limited
by the length of the DNA (figure 4.40B).
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One possible reason for such an outward shift is an error in the
7 factor. To understand the problem note that, due to the way they
are determined, all obtained vy factors are connected. Throughout the
so called quantum yield network analysis (see chapter 4.3.7) a net-
work of dye QYs is optimized together with an instrument constant
such that in a perfect scenario all datasets yield identical stoichiome-
tries. Since the target stoichiometry is unknown and also optimized
throughout the sampling a too small network might allow for a too
low or too high target stoichiometry caused by a single impurity in
one measurement. This would shift all  factors simultaneously to-
wards higher or lower values respectively. As a result such an offset
in the correction factor values would directly offset the FRET effi-
ciencies obtained. The problem with this theory is that for the data
presented here, even a relatively large <y offset of e.g. 0.3 would cause
a distance shift of only about ~ 3 A (assuming x> = 2/3).

Hence, the <y factor alone is not sufficient to fully explain the ob-
served shift away from the polymerase.

Another important factor in the calculation of distances from FRET
efficiencies that could also contribute to the observed position shift
are the anisotropies. In case of the NPS analysis it is assumed that
the dyes reorient faster than their fluorescence lifetime and that the
observed anisotropies are an average of all possible orientations.

One indication for a problem with that model describing the dye
orientations is that only positive FRET anisotropies with approxi-
mately the same value (in most cases about 0.1) were detected. For
dyes undergoing fast reorientation within fixed boundaries one would
however also assume that conditions exist that cause negative FRET
anisotropies (i.e. the two dyes are on average tilted by more than the
magic angle).

The absence of such negative FRET anisotropies could for example
be explained by assuming that several distinct average orientations
exist for each dye position and that they interchange slower than the
fluorescence lifetime. If the observed average anisotropies are caused
by subpopulations of dyes temporally restricted in different positions
instead of by one population re-orientating on timescales faster than
the dyes lifetime, the static model applied in NPS would no longer be
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valid.

Sub-states stable on the timescale of a burst can for example be
detected by an anisotropy probability distribution analysis (PDA).
For the data presented here and on a timescale of 1 ms, this anal-
ysis however revealed only one anisotropy population for each of the
channels (donor, acceptor, FRET). It has to be noted that the absence
of sub-states on that time-scale does not rule out the possibility of
sub-populations stable for a few yus or shorter.

Nevertheless, further experiments will be necessary to fortify or
disregard the above hypothesis of stable sub-states and if they in fact
turn out to be an issue, the development of a different model account-
ing for such states might be required.

In order to verify or change the non template DNA exit path
model it is necessary to precisely determine the distances in the in
the Polll elongation complex. Based on the results presented in this
thesis a combination of TIRF microscopy and MFD data might be a
good approach to minimize remaining error sources.

Using such a combination would allow for an accurate 7y correc-
tion of individual molecules by the TIRF experiments resulting in
more precise FRET data. This data could then be combined with
anisotropy (chapter 4.3.6) and R5° (chapter 4.3.7) values from MFD
experiments that can be filtered from artifacts caused by free dye or
DNA not bound to Polll (chapter 4.3.5). In addition the MFD FRET
efficiency data can be used to ensure that 100% of the labeled DNA
are actually bound to the polymerase and PDA (chapter 4.1.2) might
serve as a fallback for samples where this goal can not be achieved
and a change in FRET efficiency upon protein binding is detected.



Chapter 5

Nucleosome dynamics and
accessibility

5.1 Overview

Nature has developed a highly effective method to fit the DNA into
the small compartment of the nucleus of a cell. The so called chro-
matin was first detected by Alexander Flemming at the end of the
19th century when he detected a stainable (chroma = colored) struc-
ture in the nucleus of a eucaryotic cell. Oftentimes the vast number of
the 10000 fold DNA compaction is highlighted to be the most impres-
sive feature of the chromatin. The simple compaction alone would be
however rather useless if the second feature even more important for
life would be missing.

What makes chromatin so outstanding is the combination of high
compaction and maintaining the accessibility of the DNA. This not
only allows for transcription but also for a regulation of genes by
making some easier accessible than others.

Chromatin can be divided into two classes namely euchromatin
which is the less condensed form mainly found in the center of the
nucleus and the peripherally located heterochromatin. Both of these
forms consist of the same "building block" structure called nucleo-
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some.

Nucleosomes are the first step of DNA compaction reducing the
DNA extension by a factor of about seven. This is achieved by wrap-
ping the DNA on a length of 147 base pairs 1.7 times in a left handed
superhelical manner around a protein complex [58].

This complex is stabilized by positively charged residues of four
core histones, H2A, H2B, H3 and H4 interacting with the negatively
charged DNA backbone at 14 histone DNA-Backbone contacts. The
11-16 kD core histones all show a similar combination of highly or-
dered « helices well conserved throughout species and rather un-
structured N-terminal tails.

The next steps of compaction is associated to the linker histones
H1 and H5. The H1 and H5 histones are involved in higher order
compaction of chromatin and nucleosome spacing. They are not part
of the nucleosome core and do not show good conservation between
species.

The chromatin is thought to have a "beads on a string" like struc-
ture [93] commonly referred to as 11 nm fiber followed by the 30 nm
fiber state. In this state neighboring nucleosomes are assumed to inter-
act resulting in a more condensed structure. Till today the real struc-
ture of this 30 nm fiber is unknown, however two competing models
exist.

The solenoid model assumes that consecutive nucleosomes are lo-
cated next to each other forming a helical superstructure [105] with
only one start. In contrast the zigzag model proposes a structure
where consecutive nucleosomes are in different helical stacks of a
two start helix [56][112]. Further compaction of the 30 nm fiber is
necessary to achieve the 10000 fold compaction. This maximum chro-
matin condensation however only occurs during the metaphase and
the structures involved are not fully understood yet [82].

A canonical nucleosome is formed by a histone octamere core con-
sisting of two H2A/H2B dimers, a (H3/H4), tetramer [71] and a
DNA wrapped around it. In addition also not fully assembled nu-
cleosomes such as tetrasomes (only (H3/H4), [1]) and hexasomes
((H3/H4); and one H2A/H2B [20]) are known to exist. Interestingly
it was recently found [142] that hexasome formation coincides with
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activity of Polll an enzyme responsible for transcription also studied
in this work (see chapter 4.3).

In order to maintain and control accessibility of the nucleosomal
DNA for transcription, replication and repair proteins, several mech-
anisms have evolved. [13] use transcription as an example that in-
cludes the most important of these processes all at once. They ar-
gue that the AT-rich regions of many Polll promoters are related to
a bending of the DNA in a way that destabilizes nucleosomes. This
destabilization causes a so called nucleosome free region (NFR) which
is approximately 100 base pairs long and located at the transcription
start site. The first nucleosome next to this NFR is oftentimes found to
contain alternatively spliced H2A.Z instead of canonical H2A while
the mayor part of the coding region is usually packed by canonical
nucleosomes. Nucleosomes containing H2A.Z are thought to be less
stable than canonical nucleosomes and might hence make the NFR
more easily accessible. It is stated that the transition to the active
state is accompanied by increased histone acetylation, nucleosome
movements in the promoter and coding regions and nucleosome loss
close to the transcription start site.

Following this example the easiest way of controlling DNA ac-
cessibility is related to the intrinsic instability of nucleosomes which
allows for a detachment and reattachment of the DNA ends com-
monly referred to as breathing or transient DNA unwrapping [67].
Even though no additional proteins are involved in the breathing it-
self various pathways to control this process exist.

The two most important ways of controlling the nucleosome sta-
bility aiming to change the histone DNA affinity are alternatively
spliced histones and post translational modifications mostly methy-
lation or acetylation of amino-acids in close proximity to the DNA.

In chapter 5.5 the change in affinity caused by acetylation and
methylation of a lysine on position 64 of the H3 histone is investi-
gated. The destabilizing effect is found to be negligible for strong
positioning sequences such as the Widom 601 sequence [70][122] used
here [24].

Furthermore the stability of nucleosomes containing a novel alter-
natively spliced H2A variant (H2A.Z.2.2) or an other variant (H2A.Z.2.1)
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is compared to the stability of canonical H2A in chapter 5.4.

Another way for an organism to guarantee accessibility of genes
is active repositioning of nucleosomes on the DNA strand catalyzed
by an ATP driven chromatin remodeling factor (remodeler). In the
above example the remodeler is required to allow access of the Polll
to the actual gene. This repositioning is also required for other pro-
cesses e.g. to induce equal distances of nucleosomes on a DNA strand
prior to further compaction oftentimes accompanied by gene silenc-
ing. An example for such a remodeler is the well studied ACF (ATP-
utilizing Chromatin assembly and remodeling Factor) complex which
is amongst other functions capable of equally spacing the nucleo-
somes on a DNA strand [138][104]. The mammalian ACF is assumed
to be a tetramer consisting of two Snf2H (Surcorse non-fermenting 2
homolog) motor proteins and two ACF1 proteins [103]. While Snf2H
is responsible for the actual repositioning of the nucleosome the ACF1
is supposed to control direction and speed of the repositioning [39].

In order to understand the individual functions of different re-
modeling enzymes it is important to understand the differences be-
tween them. To this end, the two ISWI ATPases present in human
cells, namely Snf2H (ATPase of the CHRAC and ACF complexes)
and Snf2L. (ATPase of the NURF complex), were investigated in chap-
ter 5.3 and different activity changes upon increasing dilution could
be resolved.

5.2 Common methods

Many experimental methods such as sample preparation and han-
dling as well as data filtering were commonly used for each of the
nucleosome projects discussed in this section. This chapter will sum-
marize and explain these techniques in one place. The term nucleo-
some will in the following generally be used for mono-nucleosomes
since only such constructs were investigated. Any additional meth-
ods required for each of the projects are described in the respective
experimental section.
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Figure 5.1: Levels of DNA compaction in chromatin. An overview of the
different levels of compaction and the associated dimensions and names as
described in this work.This figure was obtained from [25], Licensee: Wolf-
gang Kiigel; License Date: Apr 4, 2012; License Number: 2881961027940

5.2.1 Labeling sites and DNA preparation

To perform single molecule experiments on nucleosome dynamics
and accessibility it is crucial to have a well defined sample. This is
necessary since a defined initial state is required to identify changes
caused by modifications or remodeling enzymes.

Since on a random DNA sequence nucleosomes can usually be
assembled at various locations special sequences have to be used to
ensure only one well defined nucleosome position. The experiments
discussed in the following are all based on an initial position of the
nucleosomes on the DNA defined by the strongest known positioning
sequence, namely the Widom 601 [70] sequence if not stated otherwise.
Random sequences were added at both ends (see figure 5.2) to obtain
longer DNA constructs.

Since the 601 sequence will be significantly favored by the hisone
octamer over the additional random sequences a well defined nucle-
osome position is assumed. All labeling sites were chosen to yield a
maximum FRET efficiency change upon any movement of the nucleo-
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some core or the DNA regardless of the reason for the movement (i.e.
intramolecular dynamics or remodeling). This means that a transition
from high FRET to low FRET state will occur if the initial nucleosome
position on the DNA is changed or if the DNA (partly) unwraps from
the nucleosome core.

A total of three labeling combinations is used (see figure 5.3):

o The F+14 (Atto532) F-64 (Atto647N) dye combination was used
on a 200 base pair DNA to study the differences of Snf2H and
Snf2L, two remodeling enzymes that reposition the nucleosome
from the side to the center of a DNA strand (chapter 5.3). These
labels are positioned such that a remodeling of the nucleosome
to the center of the DNA will cause a clearly detectable FRET
efficiency change.

e The F-15 (Tamra) R-60 (Alexa647) positions are located on the
opposite side of the nucleosome as compared to F-64 and F+14
and a bit further inward. They were used to study the changes
of nucleosome stability in case of the incorporation of alterna-
tively spliced H2A variants (chapter 5.4) as well as postransla-
tionally modified H3K64 (chapter 5.5) histones.

e The labeling positions F-38 (Tamra) R-40 (Alexa647) are chosen
close to the dyad since a modification of the H3K64 position
(chapter 5.5) is most likely mainly affecting the inner loop turn
of the nucleosomal DNA (see figure 5.11). These positions yield
the most sensitive sample system for H3K64 modifications with
labels only on the DNA .

It has been shown that it is possible to directly label histones and
still obtain intact nucleosomes [98]. However, in this thesis no hi-
stones carrying additional modifications, such as a dye, were used.
This was done since especially the experiments on nucleosome stabil-
ity and dynamics discussed in chapters 5.4 and 5.5 were performed
to detect effects of histone modifications which otherwise might be
biased.
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F-64 Atto647N
5-GGC CGC CCT GGA GAATCC CGG TGC CGA GGC CGC TCA ATT GGT CGT AGC AAG CTC

F+14 Atto532
TAG CAC CGC TTA AAC GCA CGTACG CGC TGT CCC CCG CGTTTTAAC CGC CAA GGG

R-40 Alexab47 R-60 Alexa647
GAT TAC TCC CTAGTC TCC AGG CAC GTG TCA GAT ATATAC ATC CTG TGCATG  159bp-3° 6-601-6

TAT TGAACA GCGACT CGG GTTATG TGATGG ACC CTA TAC GC 200bp-3°6-601-47

AAT GAT CAT GAC GTAAAATA 220bp-3' 6-601-67

Figure 5.2: Summary of the DNA sequence and associated labeling sites
used for Nucleosome experiments. The forward strand of the nucleosome
positioning sequence Widom 601 is highlighted (bigger letters). The base
pairs added to obtain the 159-, 200- and 220 base pair constructs used are
shown in smaller letters. A donor (green) or acceptor (red) labeling posi-
tion is indicated in the respective color. The labeling sites are given with
their respective dyes and positions relative to the nucleosome dyad counted
towards the 3’end. Dyes located on the forward strand are indicated by an
E, dyes on the reverse strand by an R in front of the number describing the
dye position.

All necessary fully synthetic primers with and without labels used
for DNA preparation by PCR in this chapter were obtained from IBA
GmbH (Gottingen).

5.2.2 Nucleosome handling

All handling of samples containing histones or assembled nucleo-
somes was done using low binding pipette tips (LAd-Professional,
Biozym Scientific GmbH, Hessisch Oldendorf, Deutschland) and low
binding eppendorf cups (Biozym Scientific GmbH, Hessisch Olden-
dorf).

5.2.3 Nucleosome assembly

Nucleosomes were assembled by the respective collaboration partners
using salt gradient dialysis and were used as supplied (for details see
[24] and [9]). Assembled nucleosomes were stored at 4°C until usage.



154 Nucleosome dynamics and accessibility

Figure 5.3: Location of the labeling sites on mono-nucleosomes. The crys-
tal structure of a nucleosome (PDB: 31z0) is used to represent the dye po-
sitions (68% credibility surfaces,see chapter 3.6) assuming that the Widom
601 sequence used in this work is wraped around the nucleosome while
additional DNA forms unbound overhangs at both ends (not shown, com-
pare to figure 5.2). The top view is shown in the center allowing for a
derivation of the other views by rotation around the respective axis as in-
dicated. Dye pairs of donor (green) and acceptor (red) belonging together
are shown in the same style i.e. a mesh (F+14 F-64; used in chapter 5.3), a
solid surface (F-15 R-60; used in chapters 5.4 and 5.5) and a fuzzy surface
(F-38 R-40; used in chapter 5.5).



5.2 Common methods 155

5.2.4 Coverslip coating

Since nucleosomes are known to become instable upon contact with
glass surfaces [72] different cover slip coatings were applied for the in-
dividual experiments minimizing the available glass surface. The fol-
lowing sections will describe the preparation of the cover slips using
polyethylene glycol (PEG) and 1,2-Dioleoyl-sn-glycero-3-phosphocholine
(DOPQ).

5.2.4.1 Cleaning

Cover slips (Marienfeld) were heated to 100°C in a 2% solution of
Hellmanex III (Hellma) and washed thoroughly using double dis-
tilled water (ddH,0) to remove the detergent. After drying the cov-
erslips in nitrogen flow possibly remaining dirt and water were re-
moved by a butane-gas flame.

5.2.4.2 PEG coating

PEG coating was performed as described in [2]. The clean and dry
cover slips were silanized for 30 minutes in a 2% solution of (3-
aminopropyl)-triethoxysilane (Sigma-Aldrich, Schnelldorf) in spec-
troscopically clean acetone. After the coverslips were rinsed (ddH,0)
and dried (nitrogen flow) they were incubated for one hour in a so-
lution of mPEG-succinimidyl propionate (40 mg/100 pl,mPEG-SVA
MW 5000 Da, Laysan Bio Inc.) in carbonate-bicarbonate buffer (pH
9.4). The coated slips were heated in ddH,O to boiling and then rinsed
thoroughly. Remaining ddH,O was removed under nitrogen flow.

5.2.4.3 DOPC coating

The preparation of the vesicles necessary to allow for a coating of
cleaned glass surfaces was performed as similarly described by [113].
First lipid films were prepared by dissolving 300 g DOPC (Avanti
Polar Lipids, Alabaster, USA) in chloroform and removing the solvent
under nitrogen flow. Remaining chloroform was evaporated under
vacuum for at least one hour.
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The lipid films were redissolved in Ex0 Buffer (see chapter 5.2.6)
for 1 hour at 4°C. The resulting solution of multilamellar vesicles was
extruded (Liposofast Basic, Avestin Europe GmbH, Mannheim, Ger-
many) through polycarbonate membranes (31 times, 200 nm pore di-
ameter) resulting in a solution of unilamellar vesicles with a diameter
of ~200 nm.

A cleaned cover slip was incubated in the resulting solution for 1
hour after the addition of CaCl, (100 mM). The CaCl, causes the vesi-
cles to become instable and form a DOPC layer on the glass surface.

The coated cover slip was thoroughly rinsed (ddH0O) and dried
using nitrogen prior to use.

5.2.5 Sample loading

Samples were loaded directly onto the coverslip as drops with vol-
umes of 40u!. To minimize evaporation additional drops of pure wa-
ter were positioned around the sample and a small cap with a total
volume of ~2 ml was put over the cover slide. Hence the air in this
confined volume was saturated with water from numerous droplets
and the loss of water from the actual sample required for saturation
of the surrounding volume was reduced. This was sufficient to per-
form all measurements presented in this chapter without noticeable
effects of sample evaporation.

5.2.6 Buffers

A summary of the Buffers used in this chapter can be found in the
Tables below.

5.2.7 Dynamic filter

While the time deviation signal (TDS) filter described in section 4.3.4
is not biased by fast dynamics where changes occur several times
throughout a burst, slow dynamics with rates similar to the diffusion
time can be falsely detected as multi molecule events.
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Table 5.1: Composition of the Ex-X Buffer

Ex-X Buffer
20 mM Tris-HCI pH 7.6
1.5 mM MgCl,
0.5 mM EGTA
10 % Glycerol
XmM KCl

To better understand the problem recapitulate equations 4.13 and
4.14 and note that the TDS is based on differences in the mean-macro-
time (MMT) (see figure 4.23) and burst duration of the individual
channels (GG,GR,RR). For simplicity the following explanation uses
the MMTs only. It is however worth noting that it is in principle also
valid for the duration differences contributing to the TDS.

Now, assume a molecule switching between a high and a low
FRET state. If several of these transitions occur while the molecule is
in the focal volume only an average will be detected and the MMT
of all three channels will be identical. Hence the values obtained for
TDS as well as TDS,,; will be close to zero.

In contrast if only few transitions! occur during the observation
time of a single molecule burst the individual states are not averaged
over the whole burst and the MMTs are different for the GG andGR
channel hence resulting in a nonzero TDS signal®>. Note that even
though the RR signal is not affected by the dynamics under normal
experimental conditions the TDS,,; value observed for such an event
will also be increased as compared to a non dynamic sample. This
happens because usually the detection efficiencies in the green and
red channels are not equal and hence the total counts detected for a
high FRET or a low FRET state will differ (for better understanding

I The actual limit of transitions within one burst that still significantly bias the TDS
signals strongly depend on the countrate of the respective sample and is hard to pre-
dict. In this thesis it is assumed that only 1 or 2 transitions have a significant effect and
the discussion is limited to these two cases

2Due to the limited photon numbers in an actual experiment the values for TDS
and TDS,,; are unlikely to be exactly zero. The description given here assumes an
infinitely high photon count to allow for a clearer description of the problem.
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refer to chapters 3.2.4.3 and 3.2.4.4). Since the MMT of all photons
(T,;1) is not corrected for differences in detection efficiencies it is also
biased by the slow dynamics and will change the value obtained for
TDS,eq.

Nucleosomes are known to be opening and closing at rates of
about 25 s~! which is significantly slower than the average observa-
tion time of 1 ms [124, 57]. Since some of the nucleosome modifica-
tions investigated in this thesis might not only change the nucleosome
stability but also the kinetic rates, measures were taken to ensure the
comparability of the respective data.

As discussed above, a transition from e.g. a high to a low FRET
state occurring while the respective molecule traverses the confocal
volume leads to differences in the individual MMT of the channels
(TrReT, Treq and Tgreen)‘

Additional sources for differing MMTs are photo-physical effects
such as blinking and bleaching as well as the various multi-molecule
events possible. Hence to exclude dynamic bursts from the TDS filter
a possibility to identify such bursts had to be developed.

To this end the the differential signals (Tgreen - Trea, TFRET = Tred
and Tgreen - TrreT) can be used. Each of these differential signals can
be either positive (+)or negative (—), and these algebraic signs yield
distinct patterns for dynamic bursts as explained in the following.

Regarding the expected sign (4+ or —) patterns it is first of all
important to note that multi-molecule events can cause all kinds of
combinations depending on the timepoint the individual molecules
enter and exit the focal volume and the species involved (donor only,
acceptor only, high FRET, low FRET).

In contrast, a systematic analysis of the signs expected for photo
physical events on high FRET (HF) and low FRET (LF) molecules as
well as molecular dynamics with one and two transitions per burst
shows distinct patterns for dynamics and photo-physics (see table 5.2
for a summary or Appendix A.2 figure A.4A-C for details). Us-
ing these sign patterns it is hence possible to clearly separate photo
physics from molecular dynamics.

In this thesis to allow for an efficient removal of multi-molecule
events while still maintaining dynamic events, bursts showing the
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Sign Pattems +—+ and — + — (Tgreen - Tred/ TERET - Tred/ Tgreen
- Trrer), which were identified to be caused by molecular dynam-
ics (see table 5.2 dark grey), were excluded from the respective TDS
thresholds (see schematic in figure 5.4A).

It is important to note that an exclusion of these specific bursts
patterns will also bias the effectiveness of the TDS filter for multi-
molecule events. This happens since multi-molecule events, as previ-
ously discussed, are expected to possess random sign patterns. To es-
timate the share of multi-molecule events influenced by the dynamic
filter, the three differential signals can be assumed as a three dimen-
sional cube with the 0 position in the center. Based on this imagined
cube the sign combinations + — + and — + — cover 2/8th of the total
volume. Hence applying the dynamic filter described above will, in
addition to the dynamic events, exclude 1/4 = 25% of all randomly
distributed bursts (i.e. multi-molecule events) from the TDS thresh-
olds.

In a real experiment, data quality usually is not significantly re-
duced by activating the dynamic filter as demonstrated in figure 5.4B-
D on a dataset collected for the H2A.Z project presented in chap-
ter 5.4. Here, the data quality reached by applying a stoichiometry
threshold is used as a starting point (figure 5.4B). Removing events
with TDS > 1 and or TDS,,; > 0.6 results in a much cleaner dataset
as especially seen in the stoichiometry projection of the two dimen-
sional scatter plot to a one dimensional histogram (figure 5.4C). Re-
markably the data quality (easiest judged by the stoichiometry pro-
jection in this example) does not get significantly worse when the
dynamic filter is applied (compare figure 5.4 C and D) while in the
FRET efficiency region between the two main peaks where dynamic
bursts would be expected slightly more events are maintained.

5.3 Chromatin remodeling enzymes
The work presented in this chapter was done in a collaboration with

the group of Prof. Dr. Gernot Langst (Universitdt Regensburg). Since
the data presented in this chapter were a minor part of this collabo-
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Figure 5.4: Application of the dynamic filter to smFRET data. (A) Schematic
depicting the way the dynamic filter works on single molecule burst data.
The total of all bursts detected is symbolized by the circle and the share
of dynamic events is marked in yellow. The dynamic filter excludes such
bursts identified to be dynamic (yellow) from the TDS thresholds (grey
grid) which are then only applied to non dynamic bursts (green).

(B-D): Experimental data collected from a mono-nucleosome sample as de-
scribed in chapter 5.4.2 (H2A.Z, nucleosomal DNA labeled at positions F-15
R-60, TE pH 7.6). Shown are two dimensional burst analysis data scat-
ter plots of Stoichiometry versus FRET Efficiency, together with the one-
dimensional projections. Besides dual labeled nucleosomes, the sample
contained also impurities of donor and acceptor only complexes as can be
seen by the Sto = 0 and Sto = 1 populations. The high concentration of
molecules in the sample combined with the significant amount of single
labeled impurities cause strong trailing between the individual popula-
tions clearly visible in the raw data (B). Bursts remaining after setting a
threshold for the stoichiometry S = 0.15 — 0.8 (B), after time deviation sig-
nal (TDS) thresholds are set to TDS < 1 and TDS,,; < 0.6 (C) and after
activating the dynamic filter (D) are shown in red and given as projections.
Note that the Stoichiometry threshold was set very loose here for better
visibility of the effect of the dynamic filter. A significant improvement of
the data quality is reached by removing the multi-molecule events (C) as
can bee seen especially in the Stoichiometry projection. Importantly data
quality does not get significantly worse when applying the dynamic filter
(D).
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Table 5.2: Summary of possible signs for the mean-macro-time differences
Tgreen - Tyeq, TERET - Tyeq and Tgyeen -Trrer. Expected MMT differential sig-
nals Tgreen = Tred, TERET - Trea and Tgreen - TrreT Signs caused by dynamics
and photo-physical effects. The prefixes are shown to depend on the oc-
currence of the respective event within the burst (early, middle or late) and
on the FRET efficiency of the burst i.e. high FRET (>50%, HF) as well as
low FRET (<50%, LF). Importantly photo-physics (light grey) and dynamics
(dark grey) show distinct prefix patterns allowing for a clear identification
of such events. In the rare case that a transition independent of its ori-
gin (photophysics or dynamics) occurs exactly in the middle of a burst the
prefix pattern will not allow for an identification of the event (white).
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ration only the single molecule results obtained by the author will be
discussed in detail. A brief summary of the associated data obtained
by the collaborating group is however given in the following intro-
duction. A full discussion of all experiments described in this section
including the single molecule data shown here can also be found in
[24].

5.3.1 Introduction

The term remodeler is commonly referred to as proteins or protein
complexes which change the packaging state of chromatin. This pro-
cess involves the hydrolysis of ATP to move, or restructure the nucle-
osome. An extensive review of the state of knowledge on remodelers
can be found in [13] and only a brief summary aiming to allow for
a better understanding of the experiments performed in this thesis is
given in the following.

Classification Remodelers can be classified into four main families
(SWI/SNEF, ISWI, CHD, INOB80) which all utilize Snf2 family ATPases
but differ in their auxiliary subunits. This chapter will focus on
the ISWI (imitation switch) family and the two ATPases occurring
in humans which are the 127kDa Snf2H and the 126kDa Snf2L.. While
Snf2L is part of only the NURF complex Snf2H is found in various
remodeling complexes (ACF, CHRAC, NoRC, RSF and WICH).

Domains All ISWI family ATPases have characteristic highly con-
served C-terminal SANT and SLIDE domains responsible for nucleo-
some recognition. Moreover they have a HAND domain that is sus-
pected to be important for oligomerization [104]. DEXDc and HELICc
are the highly conserved ATPase domains not limited to the ISWI
family but common to all ATPases (see figure 5.5).

Function While some ISWI-type remodelers are thought to assist
chromosome assembly by adjusting the nucleosome spacing (ACEF,

CHRAC), NURF has an opposite effect since it randomizes nucleo-
some spacing. The Snf2L. complex NURF is on the one hand known to
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promote transcription activation while on the other hand also causing
enhanced H1 loading to nucleosomes hence supporting chromosome
compaction [15].

Even though ISWI complexes actively participate in DNA conden-
sation some are assumed to be connected to transcription initiation by
actively making DNA regions accessible to the proteins involved. In
this context human Snf2H has been shown to promote DNA replica-
tion as part of the ACF complex [14] and to be active at the replication
focus as part of the WICH complex [101].

Some remodelers are thought to be complexes containing only one
ATPase domain acting as a monomer. There is however strong evi-
dence that ACF acts as a dimeric system allowing for an easy switch-
ing between back and forth movement[103].

Current models for the mechanism of remodeling assume that the
remodeler is anchored at the histone core moving the DNA around
it. The SLIDE domain is currently thought to interact with the linker
DNA while the ATPase domain binds the DNA approximately two
turns from the nucleosome dyad [143] [137]. In this way the remod-
eler can push DNA from the linker towards the nucleosome forming
a loop which is then actively propagated towards the dyad followed
by a one dimensional diffusion to the other end of the nucleosome.
Currently neither the manner of this process (concerted or sequential)
nor the size of the propagating loop is known.

Regulation For the Snf2H containing remodelers it has however
been shown that a regulation might be achieved through the inter-
action of the non catalytic subunits and the linker DNA [39].

ISWI remodelers in general are known to be regulated by his-
tone modifications (e.G. H4K16 acetylation causes reduced activity
for some ATPases while increasing the activity for others) and by the
length of the DNA linker between two nucleosomes. Especially the
second feature might be essential for the correct spacing of nucleo-
somes.

Differences between Snf2H and Snf2L  Since the smFRET experi-
ments described here were part of a collaboration the results obtained
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by collaboration partners necessary to understand and interpret the
data are shortly summarized in the following. All information on
Snf2H and Snf2L reproduced in this paragraph was obtained from
[24] and will not be cited separately again. Note that most of the
summarized results were obtained using a nucleosome positioning
sequence (refered to as NPS1 sequence) which is only 87% identical
to the Widom 601 sequence used for the single molecule studies pre-
sented here (figure 5.2).

In humans Snf2L and Snf2H are the two known ISWI ATPases.
While the DEXDc, HELICc, HAND, SANT and SLIDE domains are
highly conserved (95%) significant differences are found at the N
and C-terminal ends of the sequences (see figure 5.5). These differ-
ences result in somewhat different binding and remodeling behavior
as summarized in the following.

Table 5.3: Summary of bulk results for Snf2H and Snf2L. Binding (k; ;)
and dissociation (k;) constants as well as Hill-coefficient (1) results are
discussed in detail in [24] and only summarized here

construct Parameter Snf2H Snf2L
6-NPS1-47 nucleosomes  ky,p [nM] 304 £6 205 21
6-NPS1-47 nucleosomes n 73412 24406
6-NPS1-47 nucleosomes kg [nM] 77 +£12 39 +04
6-NPS1-47 nucleosomes ng 1.7 +£04 1.7 £0.3

22-NPS1-22 nucleosomes  ky,p [nM] 638 £16 471 £21
22-NPS1-22 nucleosomes n 714+1.0 3.6 £05
40-NPS1-40 nucleosomes  kq,p [nM] 647 £28 238 £+13
40-NPS1-40 nucleosomes n 72416 24403
77-NPS1-77 nucleosomes  ky,p [nM] 527 £26 308 £12

n

[

n

77-NPS1-77 nucleosomes 95 +4.0 3.6 £05
77-NPS1-77 free DNA ki [nM] 7.7 £12 3.9 +04
77-NPS1-77 free DNA

1.7 £04 1.7 £0.3

The binding experiments revealed binding (k; /) and dissociation
(kg) constants both indicating a higher nucleosome affinity for Snf2L
than for Snf2H (see table 5.3). Additionally a high cooperativity was
detected for both enzymes. Interestingly Snf2H showed an almost
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Figure 5.5: Snf2H and Snf2L are highly conserved. The catalytic (green)
and binding (blue) domains are highly conserved between Snf2H and
Snf2L. In contrast the N and C terminal ends show only low conservation
(~20% identity). This figure is based on [24], figure 5.1.

twice as high cooperativity as Snf2L.

At elevated enzyme concentrations (above 300 nM) agglomerates
were observed. Snf2L caused distinct multimers resolvable using gel
electrophoresis while Snf2H agglomerates were too large to enter a
poly-acrylamide (PAA) gel.

Competitive binding experiments showed preferential binding to
0-NPS1-0 DNA over 0-NPS1-0 nucleosomes (slightly bound) and 22-
NPS1-22 nucleosomes almost unbound for both enzymes. Comparing
40-NPS1-40 to 77-NPS1-77 nucleosomes showed preferential binding
of the latter one by Snf2H while Snf2L. showed higher affinity to nu-
cleosomes with a shorter overhang.

Native gel remodeling experiments indicated DNA overhang length
dependent differences in remodeling activities. While Snf2H showed
decreasing remodeling activity with decreasing linker length and no
activity for a 0-NPS1-0 and even a 200 bp 33-NPS1-20 nucleosome,
Snf2L remained active even without a DNA overhang. Interestingly
Snf2H was highly active on a differently positioned 200 bp 6-NPS1-47
construct moving the nucleosome to the center of the DNA strand as
was also done by Snf2L. Additionally experiments by other groups in
human malignant cancer cell lines showed that a depletion of Snf2L
led to growth inhibition and cancer cell death while a deletion of
Snf2H had no effect [139].

Based on these results single molecule experiments were performed
to further investigate the influence of substrate affinity on remodel-
ing.
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5.3.2 Experimental details

Sample preparation In order to perform single molecule experi-
ments on the kinetics of nucleosome remodeling Snf2H and Snf2L
were purified and nucleosomes were assembled from chicken his-
tones by Josef H. Exler as described in [24]. It was ensured that both
enzymes show comparable activity in standard in vitro assays by fol-
lowing the time course of ATP consumption upon remodeling 77-
NPS1-77 nucleosomes (data not shown). Snf2 samples were used as
provided.

Since the 6-NPS1-47 nucleosome alignment was the smallest con-
struct under investigation still showing remodeling by Snf2H and
Snf2L and only one well defined population before and one after re-
modeling, it was also used for the single molecule experiments pre-
sented here. The nucleosomal DNA was labeled with an Atto532 dye
molecule at position F+14 and with an Atto647N dye at position F-64
relative to the dyad (chapter 5.2.1). It was assembled from 10 dif-
ferent overlapping oligo nucleotides by Barbara Treutlein (Group of
Prof. Dr. Jens Michaelis, Ludwig-Maximilians-University, Munich)
using a Ligase Chain Reaction (LCR). Note that despite the different
statement in [24] the DNA used for the single molecule experiments
had the widom 601 based positioning sequence depicted in 5.2 (6-601-
47) and not the slightly different NPSI sequence used for the bulk
measurements.

Measurement and data filtering Confocal burst analysis measure-
ments were performed at 100 #W laser power before the objective as
described in chapter 3. Samples (40 ul) were transferred to a DOPC
coated cover slide (see chapter 5.2.4.3) and data collection was started
30 s after the addition of 430 uM ATP.

Multi molecular events were removed from the data using TDS<0.45
and TDS,3<0.5 (see chapter 4.3.4) with activated dynamic filter as de-
scribed in detail in chapter 5.2.7. Remaining donor and acceptor only
bursts were excluded by a stoichiometry threshold.
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5.3.3 Single molecule experiments

5.3.3.1 Agglomeration at enzyme concentrations higher than the
binding constant

In the studies by [24] differences of Snf2 binding to 77-NPS1-77 nucle-
osomes were found. While Snf2L formed differently sized complexes
separable in a native Polyacrylamide (4.5% PAA) gel, Snf2H formed
aggregates too large to enter the gel.

In order to gain more insight into this behavior, single molecule
experiments were performed on 6-601-47 nucleosome samples at con-
centrations above the binding constants (see table 5.3).

The expected agglomeration of nucleosomes and remodelers due
to the high cooperativity could be shown for both enzymes.

An example for agglomeration of 220 basepair 6-601-67 nucleo-
some samples before and after the addition of 590 nM ATPase shows
the results obtained (figue 5.6).

The detection of populations at about 20 — 50% FRET efficiency
(figure 5.6, blue) results from the formation of large aggregates formed
after the addition of Snf2. These aggregates contain both high as well
as low FRET molecules which results in the observation of an aver-
age FRET value. This interpretation is strengthened by the increased
brightness and duration observed for these bursts. Hence the above
experimental results indicate that agglomerates caused by the ISWI
ATPases consist of high FRET 601 positioned nucleosomes as well as
free DNA and all other nucleosomes contributing to the low FRET
state prior to Snf2 addition (compare red and blue scatter plots in
figure 5.6).

Additionally as expected differences between Snf2H and Snf2L
could be detected. However since agglomerates are hard to quantify
using confocal single molecule methods no reproducible dependence
of agglomeration and concentration could be derived. To further in-
vestigate these agglomerates super resolution imaging (e.G. STED,
STORM and PALM) or AFM might be the tool of choice for suffi-
ciently large agglomerates.
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Figure 5.6: Agglomeration of nucleosomes induced by Snf2H and Snf2L.
The FRET efficiency and stoichiometry distributions of 220 base pair 6-601-
67 nucleosome samples before (blue) and 30 minutes after (red) addition
of 590 nM Snf2H (left) or Snf2L (right) is shown by scatter plots and one
dimensional projections.

5.3.3.2 Remodeling time depends on the concentration

While as just demonstrated concentrations above the binding con-
stant cause agglomeration of the sample, the kinetic single-molecule
studies presented in the following were performed under conditions
where the available amount of remodeler was limiting.

Experimental considerations Using the 6-601-47 200 base pair DNA
(see figure 5.2) for nucleosome assembly and assuming a perfect align-
ment with the Widom 601 sequence® will bring both labels to positions
in close proximity to each other and locate them near the nucleosomal
entry/exit site (figure 5.3). Assuming the standard Ry for an Atto532-
Atto647N dye pair of 59 A* and distance of 40-45 A estimated from
the crystal structure one expects to measure a FRET efficiency of 84-

3The crystal structure of a DNA with the 601 sequence wrapped around a histone
core can be found in PDB:3LZ0

*www.atto-tec.com/fileadmin /user_upload /Katalog_Flyer_Support/R%280%29-
Values_2011.pdf, 06.04.2012



5.3 Chromatin remodeling enzymes 169

Low FRET Intermediate FRET High FRET

a 8 B
Number of events

=)

o

o o
0
0.1 02 03 04 0506 07 08 09 0 50 100 150 200 250 300 350 400 450 500
FRET efficiency Time \min.

Figure 5.7: Identification of subpopulations and time evolution of nucle-
osome remodeling. (A) Two dimensional plot of FRET efficiency (color
scale) versus time after addition of ATP with 17 nM Snf2H and 28 nM
nucleosomes showing a change from high to low FRET with time. The his-
togram is segmented in three parts, low (0-20%) FRET efficiency, interme-
diate (20-70%) FRET efficiency and high (70-100%) FRET efficiency which
are used for further analysis. The top shows the 1 dimensional FRET dis-
tribution histogram which is obtained by integrating over the complete
measurement time.

(B) Percentage of fluorescence bursts of high, medium and low FRET as
a function of time analyzed in time bins of 60 seconds. As a result of
the remodeling reaction the high FRET fraction (red stars) decreases and
simultaneously the low FRET population (blue circles) increases while the
intermediate population (green stars) stays approximately constant. The
high FRET and low FRET data can be fitted using single exponentials (solid
lines).
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91% for perfectly assembled nucleosomes.

The FRET efficiencies obtained for the high FRET (HF) popula-
tion as shown in figure 5.7A are in good agreement with this ex-
pected FRET efficiency for perfectly assembled nucleosomes. One
however has to note that usually every sample contains some amount
of mis-assembled nucleosomes (mostly tetramers or hexamers) and
free DNA. For this reason data collected from mono-nucleosome sam-
ples typically do not only show the expected high FRET population
but also an additional low FRET peak. That was also true for the ex-
periments presented here where always a small low FRET (LF) pop-
ulation was present already prior to remodeling.

Both ISWI ATPases under investigation (Snf2H and Snf2L) are
known to translocate nucleosomes positioned at the ends of the DNA
to the center upon addition of ATP [24]. In the experiments pre-
sented here, this will move the F-64 position out of the nucleosome
core particle and away from the F+14 position hence causing a de-
crease in FRET efficiency. Since no change of the intermediate fret
state (MF, figure 5.7 green) state was observed throughout all the ex-
periments performed at concentrations below the binding constant it
is assumed that the dye distance increases such that the remodeled
nucleosomes show approximately 0-10% FRET efficiency. Therefore
an analysis of the time evoultion of the HF and LF populations can
be used to resolve remodeling reaction kinetics. To this end two di-
mensional histograms of FRET Efficiency versus time were calculated
for each measurement (figure 5.7A) and segmented into three parts
according to their FRET efficiency. These parts were defined as LF
(0-20% FRET), medium FRET (MF) (20-70% FRET) and HF (70-100%
FRET). The time trace was binned into 60 second intervals and the
share of bursts in each of the three FRET areas was calculated for
the respective interval (figure 5.7B, data points). The observed time
decays were globally fit (figure 5.7B, lines) using a maximum likeli-
hood estimation algorithm. To this end a constant fraction of medium
FRET bursts (MF) not affected by the remodeler (falsely assembled
complexes, e.g. tetramers) was assumed. The HF and LF time decays
could then be described by a coupled exponential decay for the LF
(Eqg. 5.1) and HF (Eq. 5.2) populations
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LF(T) = LFo — Cxe ™ (.1)

and

HF(t) =1— MF — LF(1). (5.2)

where T; is the characteristic remodeling time scale and C is an
empirically determined constant factor of 0.3 required to best match
the observed decays.

An example of such a fit is given in figure 5.7B where at time point
tp, which is 30 seconds after the addition of ATP (see chapter 5.3.2) the
LF population starts to exponentially increase while simultaneously
the HF population decreases.

Attributing the HF population to nucleosomes positioned on the
Widom 601 sequence and the LF population to free DNA and remod-
eled nucleosomes allows for a comparison of the two remodeling en-
zymes. To this end the remodeling velocity v = 1/T; was calculated
for each sample and concentration and normalized to the samples
with the highest remodeler concentration. The normalized velocity
was then analyzed as a function of the relative amount of remodeler
(figure 5.8A).

Results To gain information about the influence of binding and un-
binding on the remodeling speed experiments were performed at
concentrations well below the binding constant where none of the
ISWI ATPases showed formation of stable complexes with the nu-
cleosomes in gel experiments (see summary of previous results in
chapter 5.3.1).

To this end, a 1:20 mixture of double labeled and unlabeled 6-
601-47 200bp nucleosomes® (see figure 5.2) was used at a total con-
centration of 28 nM and remodeler concentrations of 17, 23, 34 and
69 nM, respectively in Ex-4.55 Buffer. For comparison, the binding
constants for 6-NPS1-47 nucleosomes as determined in [24] are for

5As previously described nucleosomes are prone to become instable at low concen-
trations. To avoid errors the total nucleosome concentration was increased by adding
unlabeled nucleosomes.
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Figure 5.8: Concentration dependence of Snf2L and Snf2H remodeling
speeds. Remodeling speed (1/7)) for Snf2L (blue boxes) and Snf2H (red
circles) as a function of the remodeler concentration (A). Experiments
where performed in a regime where the remodeler is unbound most of
the time. Thus, one expects a linear dependence of remodeling speed with
remodeler concentration (green line). A deviation corridor based on the
standard error of the first data point is shown by red dashed (Snf2H) and
blue doted (Snf2L) lines. (B) Three state model used to explain the ob-
served differences.

Snf2L Ky, = 205+ 21nM and for Snf2H Ky, = 304 £ 6nM. Under
these conditions nucleosomes were stable for several hours and the
remodeling process could be triggered by the addition of ATP.

Based on the limiting enzyme concentrations a simple three state
model with only one remodeler bound at a time as depicted in fig-
ure 5.8B can be assumed. The binding of ATPase is the initial step
followed by an ATP dependend remodeling of the nucleosome and
dissociation of the enzyme. The limiting enzyme concentration in the
experiments performed here will require several rounds of substrate
binding, nucleosome movement and dissociation for each enzyme to
achieve a complete conversion of the substrate (figure 5.8B). Follow-
ing this model one would expect that a further reduction of concen-
tration should lead to a decrease in observed velocity proportional
to the total amount of remodeler finally ending at zero remodeling
speed when no enzyme is in the solution (green line in figure 5.8A).
This expected result is observed for Snf2L. showing a decrease in ve-
locity proportional to the concentration (see figure 5.8A, blue).
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Since all data was normalized to the data measured at the high-
est Snf2 concentration, a deviation corridor was defined based on the
standard error of this point. This corridor represents the expected de-
viation from the assumed decrease in remodeling speed. In contrast
to Snf2L, a systematic deviation form the expected line exceeding the
deviation corridor is observed for Snf2H (red), which can only be
explained by either an increase in the rate of binding k,, and or an
increase in the rate of unbinding k,s. Since, at these conditions k,y is
rate limiting and an increase of k,, for decreasing enzyme concentra-
tion is also counterintuitive the data is likely to show a small increase
in ks for Snf2H over the investigated enzyme concentrations. As
a result these experiments indicate that under the conditions used
here k, ¢y was rate limiting for the remodeling reaction and might be
concentration dependent for Snf2H.

This result is in good agreement with the additional data pre-
sented in [24] where it was found by that Snf2L can use all positions
of a 200 bp nucleosome as a substrate. In contrast, Snf2H has been
shown to be unable to remodel e.G. a 20-NPS1-33 positioned nucleo-
some and also shows less stable binding to nucleosomes with reduced
DNA linker length.

5.4 Non-canonical nucleosomes

The work presented in this chapter was done in a collaboration with
the group of Prof. Dr. Sandra B. Hake (Ludwig-Maximilians-University,
Munich). Results obtained by other members of this cooperation are
summarized in the following introduction. Only the single molecule
results obtained by the author will be discussed in the results section
in detail. Since this work has previously been published all details
regarding sample preparation steps not performed by the author of
this work can be found in [9].
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5.4.1 Introduction

In addition to the canonical histones also further specialized non-
canonical variants have developed. The best studied amongst these
is probably the H2A.Z histone family which has ~ 60% sequence
identity to canonical H2A [135] and is essential in most eukaryotes.
Amongst other functions it is thought to improve accessibility of pro-
moter sequences since it causes more open nucleosomes and is found
to be globally enriched in regions flanking the transcription start site
[34][13].

Incorporation in nucleosomes H2A.Z is known to be controlled by
remodelers of the INO80 family. While H2A.Z-H2B dimers are in-
serted into chromatin by TIP60 and SRCAP the remodeler INOSO is
known to also have the opposite effect, replacing H2A.Z-H2B with
canonical H2A-H2B [13].

Alternative splicing Several forms of H2A.Z (e.g. H2A.Z.1 and
H2A.Z.2) were already known prior to the studies presented in [9].
The investigated H2A.Z.2.2 is however the first alternatively spliced
histone proven to exist in this group. This makes H2A.Z only the
second histone family where alternative splicing has been observed.
Only MacroH2A, another, larger form of H2A was known to be alter-
natively spliced before.

H2A.Z.2.2 In this chapter single molecule experiments on H2A.Z.2.2
are presented which are part of an extensive experimental effort on
the detailed characterization of this protein. To allow for a better
understanding of the results presented a summary of the additional
experiments by other groups is given in the following. For a full
discussion of these results refer to [9].

The necessary genes to allow for an alternative splicing of H2A.Z.2.2
are found in all primates and with some modifications also in horse,
rabbit and panda-bear genomes. H2A.Z.2.2 could be shown to be ex-
pressed in human cells with a significant enrichment in brain tissues
where it is found to make up up to ~ 50% of all H2A.Z compared to
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only 5-15% in other cells. Expression however could not be detected
in mouse cells.

While H2A.Z.1 and H2A.Z.2.1 are highly conserved (98% iden-
tity, identical acetylation and ubiquitination patterns) H2A.Z.2.2 is 14
amino acids shorter and has an additional difference of 6 amino acids
at the C-terminal end. This shortening causes also the loss of the
two ubiquitination sites K129 and K121 which are part of the H3/H4
docking domain. The changed docking domain is found to prevent
formation of a DNA free histone octamer while still allowing for sta-
ble H2A.Z.2.2-H2B dimer fomration.

Experiments showed that by itself neither the 6 changed amino
acids nor the truncation by 14 amino acids were sufficient to cause
this destabilization but only a combination of both. INO80 family
remodelers could be shown to actively incorporate H2A.Z.2.2 into
chromatin just as all other H2A.Z histones.

Interestingly fluorescence recovery after photo bleaching (FRAP)
experiments indicated that H2A.Z.2.2 is primarily unbound in the cell
nucleolus with only minor fractions incorporated into chromatin.

Nevertheless it was possible to obtain stable H2A.Z.2.2 mono-
nucleo-somes containing all 8 histone subunits which were used for
a variety of experiments. MNase experiments suggest that in case of
H2A.Z.2.2 only a 120 bp DNA fragment is protected from digestion
while the expected 146 bp were detected for canonical H2A. More-
over H2A.Z.2.2 was found to significantly destabilize nucleosomes
containing H2A.Z.2.2. These digestion experiments suggest that the
H2A.Z.2.2 containing nucleosomes are to some extent more dynamic
and hence destabilized compared to canonical nucleosomes. This in-
terpretation was also supported by molecule dynamics (MD) simu-
lations comparing H2A.Z.1, a truncated H2A.Z.2.1''3 and H2A.Z.2.2.
These MD simulations revealed a unique structural change in H2A.Z.2.2
that would cause an increased distance to the H3 histone. To exper-
imentally resolve the differences in nucleosome stability the single
molecule experiments described in the following were performed.
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5.4.2 Experimental details

Sample preparation The DNA required to assemble a 159 bp 6-
601-6 nucleosome construct for single molecule FRET experiments
was labeled with a Tamra dye molecule at position F-15 and with
an Atto647N dye at position R-60 relative to the dyad (see chap-
ter 5.2.1). It was prepared by Monika Holzner (group of Prof. Dr.
Jens Michaelis, Ludwig-Maximilians-University, Munich) using la-
beled custom made primers (IBA GmbH, Goéttingen), dNTPs (Finnzymes)
and the Phusion DNA-polymerase (Finnzymes) in a polymerase chain
reaction (PCR).

In order to perform single molecule experiments histones and hi-
stone variants were purified and mono-nucleosomes were assembled
by Clemens Bonisch as described in [9] using a mixture of labeled
DNA and unlabeled DNA (molar ratio of 1:50). Samples were used
as provided.

Measurement and data filtering To gain information on salt depen-
dent nucleosome stability, single-molecule forster resonance energy
transfer (smFRET) measurements of dual labeled nucleosomes freely
diffusing through the focal volume of a confocal microscope were
performed.

It is well known, that at ultra-low concentrations, nucleosomes are
prone to become instable in typical experimental geometries [28]. To
minimize such effects a 1 : 250 mixture of double labeled to unlabeled
nucleosomes was prepared by adding an additional amount of unla-
beled nucleosomes to the initial 1:50 mixture. Measurements were
performed at a total concentration of 25 nM nucleosomes in commer-
cially available TE buffer (Sigma-Aldrich, pH 7.6) containing 10 mM
DTT and 0 mM , 300 mM, 400 mM, 500 mM, 600 mM and 700 mM
NaCl, respectively.

The samples were incubated at the respective salt concentration
for 1 hour at 21°C before a drop of 20 ul was put onto PEG coated
(see chapter 5.2.4.2) cover slips for data collection.

Confocal measurements were performed as described in chapter 3
applying 80 uW power before the objective. Data were collected for
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10 min and an all photons burst search (APBS) was applied with the
criteria of detecting at least 3 photons within 500 ys with a total of at
least 60 photons per burst (see chapter 3.2.4.1).

While it is clear that the gamma factor could change due to an in-
creased salt concentration it was found to be constant for all samples
(independent of the H2A variant) measured at identical salt concen-
tration (data not shown).

As previously described (see chapter 3.2.4.3) the gamma factor for
individual measurements is typically be estimated under the assump-
tion that the low FRET and high FRET populations of the respective
sample have identical QYs which is not necessarily true for free DNA
and assembled nucleosomes as contribution to the populations in the
samples presented here. Hence in this chapter since only differences
between the H2A variants are compared for distinct NaCl concen-
trations an average v = (0.7 was estimated and on the analysis of
data from all samples. Additionally it was ensured that all samples
of identical NaCl concentration were measured at the same day un-
der identical conditions to exclude artifacts from differing detection
efficiencies by changes in the setup.

Note that crosstalk and direct excitation correction was not nec-
essary since the spectra of the dyes did not change due to the salt
and no absolute distances were to be determined. Multi-molecular
events were removed from the data as described in chapter 4.3.4 us-
ing TDS < 1 and TDS,,; < 0.6 including the additional dynamic
filter described in chapter 5.2.7. Remaining donor-only and acceptor-
only bursts were removed using stoichiometry thresholds (S > 0.15
and S < 0.55).
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Figure 5.9: Analysis of samples containing different H2A variants. (A) Ex-
emplary two-dimensional FRET efficiency versus stoichiometry histogram
showing canonical H2A nucleosomes at 0 mM NaCl (TE pH 7.6). Data
was filtered using TDS < 1, TDS,,; < 0.6 and a stoichiometry threshold
(S = 0.15 — 0.55). The separation between low (open nucleosomes and free
DNA) and high FRET (closed nucleosomes) at a FRET efficiency of 40%
used to analyze the data presented in the following is marked by a dotted
black line. (B) Direct comparison of canonical H2A nucleosomes and tetra-
somes assembled only from H3/H4 showing that while most tetrasomes
show low FRET, a small subpopulation also shows high FRET.

5.4.3 Results

Due to the chosen labeling positions on the nucleosome, closed nucle-
osomes have the donor and acceptor dyes positioned adjacent to each
other leading to a high FRET state with an efficiency of ~ 80% while
open or incomplete nucleosomes show a very low FRET signal (see
figure 5.3) . The fraction of closed nucleosomes was quantified for
each salt concentration by analyzing how many of the detected fluo-
rescence bursts have a FRET efficiency larger than 40% (figure 5.9A).
The data was normalized to the fraction of closed molecules at 0 mM
NaCl to allow for a comparison of the salt dependence for the three
investigated samples (H2A, H2A.Z.2.1, H2A.Z.2.2, see figure 5.10).

Until 300 mM NaCl all experiments showed an approximately
constant share of high FRET bursts. Above 300 mM NaCl this popu-
lation decreased with increasing salt concentration and a clearly dif-
ferent slope becomes visible for H2A.Z.2.2 as compared to the other
samples.
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Figure 5.10: Salt dependent destabilization of nucleosomes containing dif-
ferent H2A variants. The fraction of mono-nucleosomes containing either
canonical H2A (blue), H2A.Z.2.1 (red), H2A.Z.2.2 (green) or Tetrasomes (vi-
olet) is shown a a function of NaCl in the solution. For comparability data
was normalized to the amount of closed nucleosomes at 0 mM NaCl. The
standard error was calculated from 6 independent measurements of each
data point.

Hence at elevated salt concentrations a decreased stability of H2A.-
Z.2.2 loosing its compact structure at about 400 mM NaCl, could be
resolved. In contrast nucleosomes assembled from canonical H2A
and H2A.Z.2.1 showed comparable stability within the error clearly
losing their compaction at higher salt concentrations as compared to
H2A.Z.2.2.

Interestingly also tetrasomes assembled from the 6-601-6 DNA and
H3/H4 histones showed a small high FRET population (see figure 5.9).
This population was stable to approximately 300 mM before the tetra-
somes started to fall apart in a manner similar to H2A and H2A.Z.2.1.
It however has to be noted that due to the low signal of only ~ 20%
intact tetrasomes at 0 mM NaCl the tetrasome data in figure 5.10 is
more sensitive to differences in e.g. the surface coating quality than
the nucleosome octamer data (~ 60% intact at 0 mM).

The differences obtained for nucleosome stability shown here also

match results from bulk experiments that detected disintegration of
H2A.Z.2.2 nucleosomes between 200 mM and 400 mM NaClL
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Prior to the experiments shown and discussed here [9] another
shortened human H2A variant with an unusual C-terminus called
H2Abbd was causing the least stable nucleosomes known [31]. How-
ever the observed H2A.Z.2.2 salt stability was even lower than found
for H2Abbd which disintegrated at around 400 mM [9]. Hence the
experiments discussed above revealed that H2A.Z.2.2 is causing the
strongest nucleosome destabilization known to date.

While the detailed functions of H2A.Z.2.2 remain unclear, its en-
richment in brain tissues combined with the severe nucleosome desta-
bilization allows for the speculation that it is to some extent sup-
porting primate brain development. However to fully understand its
function further studies will be necessary.

5.5 Post translational modifications

The work presented in this chapter was done in a collaboration with
the group of Tom Owen-Hughes (University of Dundee, Dundee, UK)
and Dr. Robert Schneider (MPI, Freiburg, Germany).

5.5.1 Introduction

In addition to the two already described ways of controlling gene
expression on a chromosome level, a third equally important pathway
exists which includes the post translational modification of histones.
While many different modifications are known, this chapter will focus
on the acetylation and methylation of H3 histones, especially of the
lysine on position 64.

Modification positions The N-terminal domains of the histones are
positively charged and sticking out of the nucleosome surface mak-
ing them accessible for post translational modifications. Since these
tails are assumed to be involved in chromatin compaction [83], mod-
ifications can be used to control active gene expression or silencing.
In addition, also other modifications further inside the nucleo-
somes have been proven to exist [38] where mainly the positively
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charged lysines that provide the binding of the negatively charged
DNA can be post-translationally modified [56].

Acetylation and methylation function Acetylations are currently
assumed to cause an activation of gene expression by shielding the
positive lysine charge hence weakening the DNA histone contacts
and reducing the nucleosome stability [83]. Additionally it has been
shown that acetylation is used to control remodeling activities e.g. an
acetylation of H4K16 causes reduced activity of ISWI ATPases [13].

Since not only a single but also di- and tri-methylations have been
shown in vivo the role of methylation is not as easily described.
Methylations are in some cases assumed to simply prevent lysine
acetylation which is equal to silencing a gene. An example for such
a situation is the methylation of H3K27 [38]. In other cases a mono-
methylation e.g. of H3K4 causes an activation of genes and a tri-
methylation of H3K4 is in addition to its activation effect found to be
essential to maintain Hox gene expression patterns [136][13].

In this chapter the salt dependent stability of nucleosomes assem-
bled with unmodified H3 histones (WT), K64 tri-methylated H3 his-
tones (H3K64me3) and K64 acetylated H3 histones (H3K64ac) is com-
pared to detect differences that might allow for conclusions on the
biological function of the respective modification.

5.5.2 Experimental details

Sample preparation The DNA required to assemble a 200 bp 6-601-
47 nucleosome construct for single molecule FRET experiments con-
tained a Tamra dye molecule at position F-15 and an Atto647N dye at
position R-60 relative to the dyad (see chapter 5.2.1). These positions
were chosen since the construct had to be sensitive to changes close
to the end of the 147 basepairs wrapped around the histone core.

In addition a second construct sensitive to changes close to the
dyad axis was labeled with a Tamra dye molecule at position F-38
and an Atto647N dye at position R-40.

Both DNA strands were prepared by Monika Holzner (group of
Prof. Dr. Jens Michaelis, Ludwig-Maximilians-University, Munich)
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using labeled custom made primers (IBA GmbH, Gottingen), dNTPs
(Finnzymes) and the Phusion DNA-polymerase (Finnzymes) in a Poly-
merase Chain Reaction (PCR).

In order to perform single molecule experiments unmodified H3,
H3K64me3 (tri-methylated, [114] and H3K64ac (acetylated, [89]) were
provided by Dr. Robert Schneider (MPI, Freiburg, Germany) and
assembled into mono-nucleosomes by Dr. Daniel Ryan (group of Tom
Owen-Hughes, University of Dundee, Dundee, UK). Samples were
used as provided.

Measurement and data filtering Experiments were performed us-
ing a 1 : 20 mixture of double labeled to unlabeled nucleosomes at
a total concentration of ~ 1nM in commercially available TE buffer
(Sigma-Aldrich, pH 7.25) containing 10 mM DTT. Depending on the
respective experiment in some cases BSA (12 M) was added since it
has been shown to stabilize nucleosomes at low concentrations [30].

The samples were incubated at the respective salt concentration
for 12 hours at 4°C before a drop of 20 ul was put onto a PEG coated
(see chapter 5.2.4.2) cover slip for data collection.

Confocal measurements were performed as described in chapter 3
applying 75 uW (F-15 R-60) or 80 uW (F-38 R-40) of laser power before
the objective. Data were collected for 10 min and an all photons burst
search (APBS) was applied with the criteria of detecting at least 4
photons within 500 ys and a total of at least 60 photons per burst (see
chapter 3.2.4.1).

Correction factors were determined for each measurement as de-
scribed in chapter 3.2.4.3. Since the data of the samples containing
BSA was measured over a period of one month on non consecu-
tive days the setup alignment slightly changed between the different
measurement series. To exclude possible artifacts from these differ-
ent alignments, an individual -y factor was determined and applied
for each measurement, even though differences due to misalignment
turned out to be small. A summary of the 7y factors for the respective
salt concentration and sample can be found in table 5.4.

For all measurements not containing BSA where the total NaCl
concentrations were low and were all data were measured within
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three consecutive days an average -y factor of v = 0.7 was applied.
The crosstalk applied to all F-15 R-60 datasets was cr = 0.115 and
the direct excitation was de = 0.065. The cr and de were also deter-
mined for all F-38 R-40 and found to be identical to the F-15 R-60.
In this case these factors would however bring the two populations
(high and low FRET) closer to each other making the definition of a
separation threshold more difficult. Hence, they were not applied in
order to slightly improve the sensitivity of the F-38 R-40 experiments.

Table 5.4: Correction factors applied to H3K64 BSA data sets

mM NaCl 0 50 100 200 300-900 1000
WT v = 1 1 09 08 0.7 0.6
1
1

H3Ke64ac v = 1 09 08 0.7 0.6
H3K64me3 v = 09 08 07 0.7 0.6

Multi-molecular events were removed from the data as described
in chapter 4.3.4 using TDS < 1 and TDS,,; < 0.6 including the ad-
ditional dynamic filter described in chapter 5.2.7. Remaining donor-
only and acceptor-only bursts were removed using a stoichiometry
threshold (F-15 R-60, S = 0.2 — 0.65; F-38 R-40, S = 0.15 — 0.55).

5.5.3 Results and discussion

Previous studies have shown that a trimethylation of H3K64 causes
a repression of genes during development [19]. In order to gain in-
sight into this process single molecule experiments were performed
comparing the salt stability of unmodified H3 histones (WT), K64 tri-
methylated H3 histones (H3K64me3) and K64 acetylated H3 histones
(H3K64ac) as described above (see chapter 5.4.2).

F-15 and R-60 labeling sites Since it had been shown that the struc-
tural effect of histone acetylation is primarily on the outer part of
the DNA [28] the initial experiments were performed using nucleo-
somes labeled at positions F-15 and R-60 (see figure 5.11). Samples
contained 12 yM BSA to stabilize the nucleosomes at the low concen-
trations necessary for single molecule experiments (see chapter 5.5.2
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Figure 5.11: Labeling sites of H3K64 modified nucleosomes. The labeling
sites F-38 (rendered green) R-40 (rendered red) are displayed relative to
the dyad (blue balls) and the H3K64 position modified for the experiments
discussed here (violet balls) using the PDB: 31z0 crystal structure. For a
better visibility of the H3K64 position positioned in the inner loop which
otherwise would be hidden, the labeling position combination F-15 R-60 is
marked by a green and a red arrow respectively instead of a full rendered
depiction as given in figure 5.3.
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Figure 5.12: Analysis of samples with different H3K64 modifications and
labeling positions. (A) Exemplary two-dimensional FRET efficiency versus
stoichiometry histogram showing nucleosomes assembled using unmodi-
fied (WT) H3 and labeled at the F-15 R-60 labeling sites. Measurements
were performed at 0 mM NaCl concentration and correction factors were
v = 1,cr = 0.115,de = 0.065. (B) The exemplary two-dimensional FRET
efficiency versus stoichiometry histogram of WT F-38 R-40 nucleosomes
measured under the same conditions clearly shows the low fraction of in-
tact nucleosomes obtained from assemblies carrying labels at these posi-
tions. Correction factors were v = 0.7,cr = 0,de =0

All samples were measured at 0 M NaCl (TE pH 7.25) and data was fil-
tered using TDS < 1, TDS,,; < 0.6 with activated dynamic filter and a stoi-
chiometry threshold (S = 0.2 — 0.65). The separation between low (open nu-
cleosomes and free DNA) and high FRET (closed nucleosomes) at a FRET
efficiency of 20% (A) and 40% (B) as used to analyze the data presented in
the following is marked by a dotted black line.
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for experimental details). Two populations could be identified one at
lower FRET (< 20%FRET) originating from free DNA as well as only
partially assembled nucleosomes and one at higher FRET efficiency
(> 20%FRET) associated with intact nucleosomes (figure 5.12, A).
Analyzing the ratios of these fractions as a function of time. In con-
trast to the experiments presented in the previous chapter (see chap-
ter 5.4) there was no visible change between 0 and 200 mM NaCl. To
obtain better statistics here, the normalization was done to the aver-
age ratio obtained from 0-200 mM NaCl.

The results obtained in this way revealed a disassembly beginning
at about 700 mM NaCl and no significant difference between all three
investigated samples (figure 5.13).

Concentration has been shown to significantly influence nucleo-
some stability [28] however it is unclear whether the nucleosomes
become unstable or if surface interactions become more important at
lower concentrations. While the fact that BSA can be used instead of
competitor nucleosomes [30] to achieve stabilization points to the sur-
face hypothesis it can not be excluded that BSA does to some extent
also directly interact with the nucleosomes and falsifies the result.

It has been shown that differences in salt stability can also be
detected without competitor or BSA even though the required salt
concentrations for disassembly were quite different [28]. Hence to ex-
clude the possibility of artifacts the above experiments were repeated
without BSA.

The results were normalized to the population ratio at 0 mM NaCl
(figure 5.13B). The expected reduced salt concentrations required for
nucleosome disassembly resulted in nearly full disappearance of the
HF population already at 50 mM NaCl. Importantly again no differ-
ences in the stability of the individual modifications could be detected

One reason for the missing differences might be that the H3K64
which is located more on the inner loop of the nucleosome (see violet
balls in figure 5.11) does not influence the nucleosome stability at the
outer parts of the loop and hence by opening up the nucleosome the
FRET efficiency of the F-15 and R-60 labeled samples is already close
to zero before the differences in stability are becoming important.
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Figure 5.13: Comparison of salt stability for H3K64 wildtype and modified
nucleosomes. The relative fraction of intact WT (blue), H3K64ac (red) and
H3K64me3 (green) nucleosomes normalized to the mean of intact nucleo-
somes obtained for 0-200 M NaCl (A) and normalized to the amount of
intact nucleosomes at 0 mM NaCl (B,C) is shown as a function of salt con-
centration. Samples containing 12 yM BSA (A) show a decrease of high
FRET events at higher salt concentrations than samples without BSA but
labeled at the same positions F-15 and R-60 (B). Data obtained from sam-
ples labeled at F-38 and R-40 measured without the addition of BSA (C)
shows comparable behavior. Importantly none of the datasets indicates
significant differences between the individual modifications.

F-38 and R-40 labeling sites To overcome this issue nucleosomes
were labeled close to the dyad at positions F-38 and R-40 which is
the most sensitive position for modifications affecting the inner loop
without further changing the system by labeling the histone core.

Unfortunately these labeling sites caused severe problems in nu-
cleosome assembly resulting in only about 15-20% intact and or cor-
rectly positioned nucleosomes compared to ~ 80% obtained for F-15
and R-60 labeled ones (compare figure 5.12 A and B). This led to a
comparably poor dynamic range for these measurements.

For the three samples investigated here, one would expect the
most severe influence for the H3K64ac modification since it shields
the positive charge of the lysine and might cause a weakening of
the histone nucleosome interactions. In contrast H3K64me3 should
have a mainly steric effect and methylations are as already described
assumed to sometimes simply prevent an acetylation of the respective
position [38]. Following this argument the methylated sample should
behave rather similar to the unmodified while the acetylated might
be destabilized.
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A direct comparison of salt dependent nucleosome stabilities be-
tween WT and H3K64ac nucleosomes labeled at F-38 and R-40 how-
ever showed a full nucleosome disassembly at salt concentrations of
50 mM as seen in the previous experiments and again no difference
between the two samples (WT and H3K64ac; see figure 5.12C). Qual-
itatively similar results (but at higher salt concentrations) were also
obtained for some test measurements additionally containing BSA
(data not shown).

Conclusion The above results are in good agreement with studies
performed on H3K56 acetylation (also using the Widom 601 position-
ing sequence) where no differences in salt stability could be detected
[89]. Importantly, in contrast to the H3K64 samples investigated here,
for H3K56ac increased nucleosome breathing as compared to WT nu-
cleosomes was found.

The lack of increased breathing observed here however can be eas-
ily explained by the position of the K64 modification on the inner loop
of the nucleosome which would require an almost fully unwrapping
of the nucleosome in a dynamic manner to become important for
breathing.

Interestingly more recent experiments indicate that the lack of dif-
ferences in salt stability might be caused by the strong 601 positioning
sequence which seems to be masking the small differences caused by
these modifications (Tom Owen-Hughes, personal communication).

Further investigations of the modifications on H3K64 using less
stable positioning sequences will therefore be necessary in future ex-
periments to better understand their biological function.



Chapter 6

Summary

This thesis was focused on the development and implementation of
new and advanced techniques for confocal experiments that combine
pulsed interleaved excitation (PIE) with a multiparameter fluores-
cence detection (MFD) scheme. Such setups can in principle be used
to run numerous types of experiments of which here fluorescence cor-
relation spectroscopy (FCS) and single molecule burst analysis were
explicitly used.

FCS FCS was applied to investigate the opening and closing dy-
namics of DNA hairpins and their dependence on the dye combina-
tion used as a reporter system (chapter 4.2). This was possible since
the FRET capable dye labels on both ends of the ssDNA used for the
hairpin experiments cause fluctuations of donor and acceptor bright-
ness upon opening and closing. When the correlation functions of
the corresponding photon stream are calculated, these fluctuations
cause a distinct signal that can be analyzed. Unfortunately, the in-
tensity of this signal is dependent not only on the FRET efficiency
of the states (Eq, Ep) but also on the rates at which they interchange
(k12,kp1). To make things complicated, also the detectability in the
correlation channels is dependent on these parameters. This means
that for some parameter combinations (Ej, Ep, k1, kp1) it can happen
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that a sufficiently strong signal is only found in one correlation func-
tion (e.g. the donor auto-correlation GGxGG) while almost no signal
is present in the others (the acceptor auto-correlation RRxRR and the
acceptor-donor cross-correlation GRXGG). Hence, to prevent the risk
of missing the kinetics of interest one needs to globally analyze all
three channels that are possibly carrying information about the ki-
netics of the system.

Here, a global approach to fit 5 correlation functions (GGXxGG,
GRXGR, GRXxGG, RRxRR and GGdxGGd) with a total of 20 parame-
ters that describe the kinetics as well as diffusion and photophysics
of the molecules was developed (chapter 4.2.3).

The huge number of parameters - some highly correlated - made
a simple least squares fit unreliable since the obtained fit result was
strongly dependent on the starting values. Instead, an approach
based on bayesian inference was chosen and nested sampling was
applied to obtain not only the best fitting values but also to gain
knowledge about the uncertainties for each individual parameter.

This FCS based method in combination with single molecule burst
analysis in solution and in gel was then successfully applied to inves-
tigate how different dye pairs change the outcome of an experiment.
It could be shown that the rates as well as the populations of the open
and closed state strongly depend on the dye pair chosen as a reporter
system.

Single-molecule burst analysis In the field of single molecule burst
analysis several previously known techniques were implemented and
new techniques were developed. All of these developments were tar-
geted to enable the usage of MFD data in the nano-positioning-system
(NPS) analysis. The NPS is a system developed in the Michaelis lab
that allows to determine unknown positions within a known struc-
ture by a triangulation of several distances to known positions.

Since in a usual experiment every sample contains some impu-
rities the first step in obtaining unbiased single molecule data is to
identify and sort the detected events. This is usually done by defin-
ing parameters such as FRET efficiency, stoichiometry, fluorescence
lifetime or anisotropy.
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Commonly used parameters such as the stoichiometry allow for
a separation of single and double labeled molecules as well as indi-
vidual species. However, prior to the developments presented in this
thesis no parameter existed that could treat multi-molecule events (i.e.
more than one molecule at a time traverses the focal volume). There-
fore the time deviation signal (TDS) was developed (chapter 4.3.4).
TDS is a parameter based on fluorescence intensity time-traces that
allows for an identification and removal of multi-molecule events.
The TDS signal of a multi-molecule event and a molecule undergoing
dynamic transitions on the timescale of the observation time are how-
ever quite similar. Hence, to allow a usage of the TDS on dynamic
systems an additional filter was developed such that the TDS can be
used also in presence of dynamic events (chapter 5.2.7).

Next, a method to clearly identify a desired population in hetero-
geneous samples was required. This was necessary since throughout
the Polll elongation complex measurements both labels were located
on the DNA and it hence was crucial to ensure that DNA-protein
complexes were analyzed instead of free DNA. While oftentimes dif-
ferent species can be separated by their FRET efficiency the Polll sys-
tem investigated in this thesis did not allow for such a separation and
hence the capabilities of MFD became important.

For the NPS experiments presented here the acceptor dye was the
cyanine dye Alexa647. It is known from literature that the fluores-
cence lifetime of some cyanine dyes (Cy3, Cy5) increases if the dye is
in close proximity to a protein. Utilizing this effect a method to clearly
identify protein bound as well as free DNA on a single molecule level
was developed.

To allow for single molecule fluorescence lifetime experiments, a
burst wise lifetime fit (chapter 3.2.4.6) and a software tool to effi-
ciently analyze huge amounts of data in multidimensional parameter
spaces (chapter 4.1.1) was written in Matlab.

Applying these tools, it could be shown that indeed the fluores-
cence lifetime and the anisotropy of Alexa647 (attached at the 5 end
of a dsDNA) increase upon protein binding (BamH1) in close prox-
imity to the labeling site. Based on these initial experiments two pop-
ulations with differing fluorescence lifetime and anisotropy values of
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Alexa647 could be identified in the Polll data. They were success-
fully attributed to populations of free (low lifetime ~ 1.0 — 1.3 ns and
anisotropy ~ 0.2) and protein bound (increased lifetime ~ 1.7 — 2.0 ns
and anisotropy ~ 0.3) DNA (chapter 4.3.5) which then allowed for a
separation of the respective events.

Now that the molecules of interest could be clearly identified, the
next step was to extract the parameter of interest (FRET efficiency and
residual anisotropy) with high accuracy and in a reasonable time.

The currently most accurate way of determining FRET efficiencies
from single molecule burst data is the so called probability distribu-
tion analysis (PDA). This technique in principle relies on the explicit
calculation how likely it is to observe a photon combination given the
total number of photons in a burst, the background countrate and
known correction factors of the experiment. Unfortunately, the calcu-
lations to generate these probability distributions are computationally
expensive. Here, a new approach of highly parallelizing the required
calculations on a GPU using Matlab 2011a and CUDA is presented
and successfully demonstrated to greatly reduce the time required
for data analysis (chapter 4.1.2).

When absolute distances shall be calculated from FRET efficiency
data it is not sufficient to know only the FRET efficiency itself but
one also has to gain information about the relative orientations of
the dyes involved. A parameter containing such information is the
residual anisotropy, the anisotropy a system decays to after averaging
over all degrees of freedom. To this end, a new protocol to deter-
mine residual anisotropies has been developed. It allows to correct
for inhomogeneous state distributions and impurities in the sample
and yields residual anisotropy values reproducible over several inde-
pendent measurements (chapter 4.3.6).

To obtain accurate information it is also crucial to precisely know
the necessary correction factors. In a confocal experiment the 7 fac-
tor, which corrects for the different detection efficiencies and quan-
tum yields of the donor and acceptor channel, is oftentimes causing
the biggest uncertainties. Standard procedures rely on the assump-
tion that e.g. for different labeling positions on a DNA the quantum
yields as well as the detection efficiencies stay constant. Based on
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this assumption usually one global  factor is optimized such that
all data show equal stoichiometries (for details see chapter 3.2.4.3).
However, the quantum yields are in many cases not constant for dif-
ferent positions. To address this possible error source a new approach
to determine y accounting for different quantum yields by a global
analysis of a FRET measurement network (refer to figure 4.29) was
developed in this thesis (chapter 4.3.7).

To this end it was assumed that the quantum yield for one and
the same dye remains unchanged as long as it is located at the same
position within a sample molecule independent of the location of the
corresponding FRET partner. Now the contribution of the quantum
yields to the 7 factor (encoded in several measurements with differing
FRET values for each position) could be directly optimized together
with a global instrument constant (accounting for the constant rela-
tive detection efficiencies) to yield equal stoichiometries for the whole
network. As a result one obtains individual -y factors for each mea-
surement which are connected by the respective quantum yields and
the relative detection efficiencies.

Application These single molecule burst analysis techniques were
then applied to experiments on the Polll elongation complex (chap-
ter 4.3.9). In this project the goal was to experimentally demonstrate
that the knowledge of FRET anisotropies (i.e. the anisotropy of the ac-
ceptor after donor excitation) improves the accuracy of an NPS anal-
ysis. In order to be able to compare the results to some already pub-
lished NPS experiments the position of the non template DNA strand
in the RNA polymerase II (Polll) elongation complex was chosen to
be redetermined.

As a result an increase in accuracy by including FRET anisotropy
data in a NPS analysis could for the first time be shown on ex-
perimental data (chapter 4.3.9). The positions obtained from single
molecule burst analysis data without FRET anisotropy reproduced
the general alignment of the labeled bases as compared to the pre-
viously published positions with just a slight shift away from the
polymerase. Interestingly, distinct differences were detected between
the NPS analysis results with and without the FRET anisotropy. In
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contrast to the result discussed before the positions obtained with the
FRET anisotropy included revealed a completely different alignment
of the labeled bases (chapter 4.3.9.2).

Throughout further experiments it could be shown that this new
alignment is indeed correct and the results indicate the formation of a
hairpin in the non-template strand (chapter 4.3.9.3). Importantly the
DNA construct used for these experiments had a sequence identical
to the constructs used for the initial crystal structure as well as the
previously published NPS analysis.

Since of course such a non-template hairpin formation is unlikely
to happen throughout transcription in a cell a new sequence unable to
form a hairpin was developed (chapter4.3.9.6). First results indicate
that this new construct indeed does not form a hairpin. Interestingly
the new positions are however shifted away from the Polll such that
they are no longer within the reach of the DNA which is limited by
the distance to the active center.

Currently it is not completely clear what causes this shift. The two
most likely reasons are uncertainties in the 7y factor which alone are
however not sufficient and or problems with the currently used static
NPS model.

Nucleosomes As part of collaborations with other groups, studies
on nucleosome accessibility were performed. Nucleosomes are the
first step of DNA compaction in a cell and basically consist of a his-
tone core (H2A,H2B,H3 and H4) around which the DNA is wrapped.
Such a packaging of DNA however raises the question how enzymes
as e.g. the Polll discussed above can process along the DNA despite
these obstacles.

One possible pathway is an active movement of the nucleosome
by a separate enzyme. Enzymes that catalyze such an active reposi-
tioning of nucleosomes are the so called remodelers. Here the two
human ISWI ATPases Snf2H and Snf2L. were compared (chapter 5.3)
and single molecule burst analysis was applied to detect changes in
the remodeling times for different enzyme concentrations. Through-
out these experiments Snf2L showed the expected linear increase in
remodeling time with increasing dilution while for Snf2H a signifi-
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cant deviation towards shorter remodeling times was found. Based
on additional experiments by cooperation partners a model was sug-
gested that attributes these differences to a change in the Snf2H un-
binding rate k,s upon dilution.

Of course, the processing along the DNA is hindered not only
by one but by numerous nucleosomes. The high compaction of the
DNA resulting from these nucleosomes however also restricts the ini-
tial binding of enzymes. In this work two ways of how a cell can
control DNA accessibility by changing the nucleosome stability were
investigated, namely alternative splicing or chemical modification of
the histones forming the nucleosome core.

Here, H2A.Z.2.2 a recently discovered alternatively spliced H2A
variant known to be enriched in brain tissues was for the first time
investigated for its influence on nucleosome stability (chapter 5.4).
In these experiments it could be successfully shown that an incor-
poration of such histones into nucleosomes leads to the least stable
nucleosomes known to date.

Furthermore experiments were performed on chemically modified
canonical nucleosomes (chapter 5.5). These samples were either tri-
methylated (H3K64me3) or acetylated (H3K64ac) at the lysine on po-
sition 64 of the H3 histone. Surprisingly at first no clear influence of
these modifications on nucleosome stability could be detected. Com-
pared to other modification sites previously studied by other groups,
K64 is on the inner turn of the nucleosome close to the dyad. Thus
it should require quite far unwrapping of the nucleosome to make
a difference. One possible explanation for the absence of detectable
changes is that the strong positioning sequence (601) commonly used
to ensure homogeneous mono-nucleosome samples might have such
a high affinity to the nucleosome core that it masks the influence of
the modifications on the investigated position. Hence future experi-
ments on this topic using a weaker positioning sequence are required
to investigate these modifications. Indeed first experiments by Dr.
Daniel Ryan (The Australian National University Canberra, unpub-
lished results) that use the NucA positioning sequence instead of the
601 sequence seem to indicate that the acetylation (H3K64ac) causes
a destabilization of the nucleosomes. Nevertheless more data will be
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required to fully understand the importance of the above modifica-
tions.

Conclusion In summary this thesis presented new methods to ana-
lyze single molecule burst analysis as well as FCS data. These tech-
niques were then successfully applied to biological questions includ-
ing structural properties, dynamics and the stability of bio-molecular
complexes.



Appendix A

Supplementary

A.1 Burst Explorer software manual

The Burst Explorer is a software tool that allows an easy analysis of
multidimensional data. It is optimized to handle huge amounts of
bursts obtained using MFD but can also be used to get an insight into
correlations of sampling results.

All Burst analysis data processed for this work was analyzed using
this software. GUI items not explained below are either adjusting the
graphical representation (e.g. Binning', Marker Size, BarWidth, ...) or
are in an experimental pre-alpha state and not desired for everyday
use. Items of the GUI (figure A.1) referred to in this chapter are
highlighted in italic letters.

Data: In order to minimize the data processed most variables are
calculated throughout the initial burst search and only parameters
derived from these variables are determined upon loading a file in
Burst Explorer. Using this approach all data can be corrected for v,
cr, de and B directly in the Burst Explorer software without the need
to redo the burst analysis (Adjust Gamma, Adjust Anisotropy) while

1In this case the binning refers to the one and two dimensional histograms presented
in Graph 1 and Graph 2
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there is still no need to permanently hold the whole photon-streams
in memory. This reduced memory cost also is required to allow for a
fast comparison of different measurements as explained later on.

GUIL: The main window provides three separate Graphs (figure A.1,
Graph 1,2,3). The smaller one with drop down menus (Graph 1) is al-
lowing for a fast selection of the parameters of interest and has a
range selection area directly associated to that graph (highlighted in
green here). In this area filters can be generated which allow e.g. only
bursts with a fluorescence lifetime between 2 ns and 5 ns. All data
will be immediately filtered when an upper or lower threshold value
is entered. Direct access to the parameters FRET efficiency (E), stoi-
chiometry (Sto) and burst Duration as well as the possibility to acti-
vate the Correct Aniso which causes the usage of equation 4.20 instead
of equation 4.19 for the calculation of the total signal per channel is
located above this graph.

Since multi-dimensional representations are usually hard to un-
derstand from a two dimensional marginalization a second graph is
provided (Graph 2) which is by default configured to show the FRET
efficiency and the Stoichiometry. This graph additionally provides
one dimensional projections of the data at the top and right hand side.
All boundaries set to the variables selected in the small graph are im-
mediately applied to the larger graph as well and can be switched
on and off using the cut manager making it easy to understand high
dimensional correlations even of subpopulations. If FRET efficiency
and stoichiometry are not the most interesting variables of a dataset
every desired variable combination can be projected to the big graph
(—> button). The standard FRET efficiency-stoichiometry plot can al-
ways be easily restored using the Reset E S button. Finally the distri-
bution of the burst duration is shown in Graph 3.

Compare to raw data: If a direct comparison of selected bursts and
raw data is required the Show Selection as well as the 2D Histogram
check box can be unchecked switching Graph 1 and Graph 2 into a
scatter plot mode overlaying the raw data (blue) and the selected
data (red). An example of this overlay can be found in chapter 5.2.7
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(figure 5.4 D-F) where the dynamic filter is introduced and demon-
strated.

TDS dynamic filter: The check box TDS dynamic filter excludes all
bursts with mean-macro-time patterns (see chapter 5.2.7 table 5.2)
identifying them as dynamic from any TDSr(red) and TDSgf thresh-
olds that might be set.

Fit: The Toggle Fit button will show a menu that allows the selec-
tion of up to 4 gaussian distributions to be fit to each of the one
dimensional projections. The button 2D Gauss fit is used to fit two
2-dimensional gaussians to the two dimensional histogram of Graph
2 (see figure 4.28). This information can be used to precisely quantify
the shares of multi-dimensionally correlated but not fully separable
populations as demonstrated in chapter 4.3.6.

Kinetic analysis: Alternatively the Toggle Kinetic Analysis button will
open a menu that allows to analyze the time evolution of up to three
subpopulations. To this end the lower and upper boundaries of the
desired populations (defined by the variable on the x-Axis of Graph
1) can be entered in the Min and Max fields. Additionally a Binwidth
and if required a Smooth factor can be supplied. After pressing the
Start button the software will calculate the evolution of the entered
subpopulations over time. The resulting graph is opened in a new
window and automatically saved so the obtained evolution can be fit
using the Fit button if required. An example for the application of
this method can be found in chapter 5.3 where it was used to com-
pare the concentration dependence of SNF2H and SNF2L remodeling
speeds.

Recurrence analysis The KineticAnalysis also offers the possibility to
perform a recurrence analysis of single particles (RASP). This analysis
was initially developed by [42] and is capable of detecting dynamics
that occur on timescales larger than the average diffusion time of a
molecule through the confocal volume. It assumes that at a sufficient
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dilution the same molecule is more likely to enter the focal volume
again than a new one if the time between two bursts is sufficiently
small.

To better understand the information gained by this method as-
sume that two consecutive bursts with only a short delay show a
different e.g. FRET efficiency. If error sources such as too high sam-
ple concentrations and photo-physical effects can be excluded then
this can be directly related to a distance change of the two involved
fluorophores on the timescale of the burst-burst distance.

The button Activate in the Reentry analysis Diff. level panel will
use the parameter selected for the x-axis of Graph 1 and show all
events that fulfill the restriction that two consecutive bursts occurred
within the number of milliseconds entered in the field right of the
Activate button. The result will be presented on Graph 2 showing the
distribution of the respective parameter value of the first burst on the
x-axis versus the following burst on the y-axis (see figure A.2, B).

Overlay theoretical curves: An overlay of theoretical curves can be
added to the graphs by using the Fit Varfig Button. Implemented are:

e The perrin equation [99] [100] which basically describes the de-
pendence of the lifetime weighted anisotropy r(t) (see chap-
ter 3.2.4.5) and the lifetime 7 (see chapter 3.2.4.6) for spherical
rotors 2

r(t) = 1:_701. (A1)
0

Here ry is the fundamental anisotropy and p is the rotational
correlation time of the sample molecule. Hence since the rota-
tional correlation time is directly related to the rotational dif-
fusion constant of a molecule D, (p = 1/(6D,)) the lifetime
weighted anisotropy is not only influenced by the fluorophore
lifetime but also the molecular weight of the sample (see also
chapter 2.4 for details)

2An exponential decay of the time resolved anisotropy is assumed which is only
true for spherical molecules
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Figure A.2: Exemplary depiction of the compare mode selection (A) and
a recurrence analysis (B). (A) The checkbox menu appearing instead of
Graphs 1 and 2 in the compare mode is shown with three exemplary
datasets. It gives the color code of the scatterplots used to compare dif-
ferent datasets and allows for a selection of the files to be shown. If a
range limitation for the selected parameters is entered the remaining share
is shown as percentage of the total for each dataset. (B) An example for a
recurrence analysis of a double labeled nucleosome sample (F+14 Atto532,
F-64 Atto647N, see figure 5.3) measured at ~15 pM concentration shows the
FRET efficiency as parameter of interest. The maximum burst separation to
be included in this graph was 100 ms. Clearly a transition from the low to
the intermediate as well as the high FRET population is visible. In contrast
no direct transitions between the high and intermediate FRET states seem
to occur on that timescale (i.e. within the 100 ms burst separation).

e The empirically determined relation of FRET efficiency and donor
lifetime in presence of the acceptor (7p,) and in absence of the
acceptor (7p,) as derived by [29]

ﬂ+b*TDA+C*T%A+€*T%A

E=1- A2
o (a2)

e The shot noise limit of o+ as shown and explained in chap-
ter 4.15.
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.kba file .
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Figure A.3: Summary of data processing and file types of the BurstExplorer
software. Data processed in the software PIE Analysis with MatLab (PAM,
by M.Holler, M. Sikor and W. Kiigel) is marked in dark grey, data process-
ing in BurstExplorer is shown in medium gray and data processed using
the PDA software described in chapter 4.1.2 is highlighted in light grey.

Export corresponding photons: Once the data is cleaned up from
single labeled molecules, bleaching, blinking and multi-molecule events
(see TDS, chapter 4.3.4) the desired populations can be selected and
the photons corresponding to these bursts can be exported for fur-
ther processing (e.g. time resolved anisotropy or PDA, figure A.1, top
right, Load Corresponding TCSPC Data). Upon export an additional
.cuts file is written containing the information of all restrictions ap-
plied at the time of export. This state can be restored at any time
point and for any dataset by loading the .cuts file (Start -> Load CUT
state). A summary of the data files read and written as well as the
connections between the individual programs used throughout this
work can be found in figure A.3.

Compare datasets: If several independent measurements are to be
compared the so called Compare Mode can be used. Data can be added
to this mode by pressing the Add to Compare button and cleared by
Clear Compare. Please note that only the data filtered by the activated
thresholds is added and not the whole dataset allowing this mode
to be used for the comparison of subpopulations as well as datasets
(see figure A.3). All data added is shown as an overlay using dif-
ferently colored scatter plots and their projection for any variable of
interest. The individual datasets can be hidden and shown using the
checkbox list appearing instead of Graph 1 and 3 upon entering the
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Compare Mode (figure A.2, A). Additionally the percentage of bursts
remaining in each dataset is shown since the range of variables can
be set for all compared datasets at once as described already for the
regular mode. In that way differences between samples or subpopu-
lations can be easily analyzed.
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A.2 Dynamic filter details
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Figure A.4: Differential signal simulation for the Dynamic filter. Simu-
lation of bleaching and blinking events of the donor or acceptor dye oc-
curring on a high FRET sample (A) and on a low FRET sample (B). The
mean-macro-time (MMT) resulting from the photon streams of the donor
(green), acceptor (red) and FRET (dashed black) channels are depicted as
black cross (FRET), green circle (donor) and red triangle (acceptor). The
relative mean-macro-time values of dynamic transitions with rates lower
or equal to the transition time of the respective molecule (C) clearly show
patterns distinct from photo physics. A summary of the MMT differences
can be found in table 5.2.



206

Supplementary

Donor Bleaching

B

Acceptor Bleaching

2o s Low FRET 2 A |lx
2 photophysics ¢ -
time time
Donor Blinking Donor Blinking Donor Blinking
2 ) 2 & Z Ok
time time time
Acceptor Blinking Acceptor Blinking Acceptor Blinking
2 A 5 A 5 AR
time time time
High 8 Low FRET Low & High FRET
X 0O Dynamics O AN x

intensity

time

High 8 Low & High

High 8 Low & High

intensity

time

High 8 Low B High

OlAx

intensity

intensity

intensity

time

Low & High & Low

time

Low & High & Low

time

Low & High 8 Low

X3 AO

intensity

intensity
1
1
1
..|

intensity

1

time

time




A.2 Dynamic filter details 207




208 Supplementary

A.3 Dye structures

Atto532
\ At0520 K
N

COOH

Atto647N
6-Tamra \

Figure A.4: Overview of dyes used in this work. Dye structures are shown
for all dyes with publicly available structures. The dye structures are
based on information available at www.atto-tec.com, www.invitrogen.com,
www.wikipedia.com and [97]
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A.4 Program code

Below the core code fragments calculating probability distributions
for PDA analysis on a CPU (figure A.5 ) or a GPU (figures A.6-A.8)
as well as the likelihood functions used for the global FCS kinetic
analysis (figures A.9-A.12) and the quantum yield network analysis
(figures A.13-A.15)
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A.4.1 PDA C++ code

#inc
#inc

ide "mcleppclass.h® #include "mex.h" #incl
ide <float.h>

#in e <stdlib.h> #include <stdio.h>

/* The gateway function */

void mexFunction(int nlhs, mxArray *plhs[],

e "matrix.h" #define _USE_MATH_DEFINES #incl:

int nrhs, const mxArray *prhs(])

int Nsim, i, j, F, f, index, counter, PFsizel ;
double *minN, *maxN, *numelE, *E,*PN,*PF,*PBG,*PBR, *P, Nsim x_epsi ,*NBGG , *NBGR, *epsi;
int notyet = 1;

if (nrhs != 11) // check proper number of input arguments
mexErrMsgTxt ("not enough input arguments.");
//x in input arguments

minN = mxGetPr (prhs([0]); //lower limit of photons in the simulation

maxN = mxGetPr(prhs[1]); //upper limit of photons in the simulation

numelE = mxGetPr(prhs[2]); //length of the vector containing all possible FRET efficiency values
E = mxGetPr (prhs[3]); //vector containing all possible FRET efficiency
PN = mxGetPr (prhs([4]); r containing all possible P(N) values

PF = mxGetPr (prhs(5]); //pre culated matrix containing all possible P(F) values

PFsizel = mxGetM(prhs[5]); // size of the P(F) matrix

PBG = mxGetPr(prhs([6]); // vector containing all possible green background photon probabilities
mxGetPr (prhs[7]); // vector containing all possible red background photon probabilities

NBGG = mxGetPr (prhs(8]); // number of green background photons that have a likelihood larger than $le”

NBGR = mxGetPr (prhs[9]); // number of red background photons that have a likelihood larger than $le”
epsi = mxGetPr(prhs[10]); // equality condition
// generate MATLAB output

plhs[0] = mxCreateDoubleMatrix (*numelE, 1, mxREAL) ; // allocate memory;
P = mxGetPr(plhs[0]);

for (i=0; i < *numelE; i++)
P[i] = 0.0;

counter 0;

for (Nsim = *minN; Nsim <= *maxN; Nsim++) (
for (i = 0; i <=*NBGG; i++) ({
Nsim x_epsi = (double)Nsim * *epsi

for (J = 07 J <=*NBGR-i; j++) {
F = Nsim-(i+j);
for (£ = 0; £<=F; f++) {
notyet = 1;
index = 0;
do |
if ((abs((double) (Nsim)*E[index] - ((double) (3+f))) < Nsim x_epsi) && notyet
P[index] += (PN[counter] * PF[f+PFsizel*F]* PBG[i] * PBR[j]);
notyet = 0;

}
index ++;
}
while (index <= (*numelE)-1 && notyet == 1);

}

counter = counter+l;

Figure A.5: PDA C++ code
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A.4.2 PDA CUDA code

#include <math.h>

#include <float.h>
#include <stdlib.h>
#include <stdio.h>

__device__ double atomicAdd(double* address, double val)

{ double old = *address, assumed;

do { assumed = old; old = _ longlong as_double( atomicCAS((unsigned long long int*)address,
__double_as_longlong (assumed), _ double_as_longlong(val + assumed))); }

while (assumed != old);

return old; )

// kernel definition
__global__ void PDAl(int* minN, double* NBGG,double* NBGR, int *numelE, double *E, double *Pe, double *PF,
double *PBG, double *PBR, double *PN, double *P, int *PFsizel, int *PFsize2, int *Ngauss, int *N, double
*epsi, double *weightl)
{

int 3, F, £;

double Nsim_x_epsi;

int a = blockIdx.x * blockDim.x + threadIdx.x;

if (a > *Ngauss) {return;}

int counter = blockIdx.y * blockDim.y + threadIdx.y ;
if (counter > *N) {return;}

int i = blockIdx.z * blockDim.z + threadIdx.z;
if (i > *NBGG) {return;}

int Nsim = counter + *minN;

int diml;

int dim2 = (*PFsize2) * (*PFsizel)* a;
int index;

double Prob 0;

int notyet = 1;

Nsim_x_epsi = (double)Nsim * *epsi;
for (j = 0; J <=*NBGR-i; J++) {
F = Nsim-(i+3);
diml = *PFsizel*F;
for (£ = 0; f<=F; f++) {
notyet = 1;
index = 0;
do  {
if ((abs((double) (Nsim)* E[index] - ((double) (j+f))) < Nsim x epsi) && notyet) {
Prob = ((PN[counter] * PF[f+diml+dim2]* PBG[i] * PBR[j])*Pel[a] * (*weightl));
atomicAdd (&P[index], Prob);
notyet = 0;

}
index ++;
}

while (index <= (*numelE)-1 && notyet == 1);

Figure A.6: PDA CUDA code part 1
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// kernel definition

__global__ void PDA2(int* minN, double* NBGG, double* NBGR, int *numelE, double *E, double *Pe, double *PF,
double *PBG, double *PBR, double *PN, double *P, int *PFsizel, int *PFsize2, int *Ngauss, int *N, double
*epsi, double *weightl, double *Pe2, double *weight2)

{

t 3, F, £;

double Nsim_x_epsi;

int a = blockIdx.x * blockDim.x + threadIdx.x;
if (a > *Ngauss) {return;}

int counter = blockIdx.y * blockDim.y + threadIdx.y ;
if (counter > *N) {return;}

int i = blockIdx.z * blockDim.z + threadIdx.z;
if (i > *NBGG) {return;}

int Nsim = counter + *minN;

int diml;

1t dim2 = (*PFsize2) * (*PFsizel)* a;
int index;

double Prob = 0;

int notyet = 1;

Nsim x_epsi = (double)Nsim * *epsi;
for (§ = 0; § <=*NBGR-i; j++) {
F = Nsim-(i+j);
diml = *PFsizel*F;

for (f = 0; f<= f+4+) |
notyet = 1;
index = 0;
do |
if (abs((double) (Nsim)* E[index] - ((double) (j+£))) < Nsim_x_epsi && notyet) {

Prob = ((PN[counter] * PF[f+diml+dim2]* PBG[i] * PBR[j])*Pelal * (*weightl)) +
((PN[counter] * PF[f+diml+dim2]* PBG[i] * PBR[j])* Pe2[a] * (*weight2));
atomicAdd (sP[index], Prob);
notyet = 0;
}

index ++;

}

while(index <= (*numelE)-1 && notyet == 1);

Figure A.7: PDA CUDA code part 2
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// kernel definition
__global__ void PDA3(int* minN, double* NBGG, double* NBGR, int *numelE, double *E, double *Pe, double *PF,
double *PBG, double *PBR, double *PN, double *P, int *PFsizel, int *PFsize2, int *Ngauss, int *N, double
*epsi, double *weightl, double *Pe2, double *weight2, double *Pe3, double *weight3)
{

int j, F, £;

double Nsim _x_epsi;

int a = blockIdx.x * blockDim.x + threadIdx.x;

if (a > *Ngauss) {return;}

int counter = blockIdx.y * blockDim.y + threadIdx.y ;
if (counter > *N) ({return;}

int i = blockIdx.z * blockDim.z + threadIdx.z;
if (i > *NBGG) {return;}

int Nsim = counter + *minN;

int diml;

int dim2 = (*PFsize2) * (*PFsizel)* a;
int index;

double Prob = 0;

int notyet = 1;

Nsim_x_epsi = (double)Nsim * *epsi;
for (j = 0; j <=*NBGR-i; j++) {
F = Nsim-(i+3);
diml = *PFsizel*F;
for (f = 0; f<=F; f++) {
notyet = 1;
index = 0;
do {
if (abs((double) (Nsim)* E[index] - ((double) (j+£))) < Nsim_x_epsi && notyet) {
Prob = ((PN[counter] * PF[f+diml+dim2]* PBG[i] * PBR[j])*Pela] * (*weightl)) +
((PN[counter] * PF[f+diml+dim2]* PBG[i] * PBR[j])* Pe2[a] * (*weight2)) +
((PN[counter] * PF[f+diml+dim2]* PBG[i] * PBR[j])* Pe3[a] * (*weight3));
atomicAdd (&P[index], Prob);
notyet = 0;
}
index ++;
}
while (index <= (*numelE)-1 && notyet

Figure A.8: PDA CUDA code part 3
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A.4.3 FCS global kinetic fit likelihood code

clude "compilerswitches.h"

fine _USE_MATH_DEFINES
#include <math.h>
#include <stdlib.h>

#include "nestedsampler.h"

// define data

#define ARG_T_RRxRR datap([0]
>fine ARG_D_RRxRR datap[1l]
>fine ARG_W RRxRR datap[2]

#define ARG_T_GGxGG datap[3]
) e ARG_D_GGxGG datap([4]
ARG_W_GGxGG datap[5]

> ARG_T_GRxGR datap[6]
> ARG_D_GRxGR datap[7]
ARG_W_GRxGR datap[8]

> ARG_T_GGxGR datap[9]
ne ARG_D_GGxGR datap[10]
> ARG_W_GGxGR datap[11]
> ARG_T_GGonly datap[12]

> ARG_D_GGonly datap[13]
> ARG_W_GGonly datap[14]

> rrtrp par([12]
> logrrtrpT par([13] /

> N5 par[19]
static const double LOG_SQRT_2P

double loglikelihood(
double *par

// switches

// time axis
// data (correlation
// weights

function)

// time axis
// data (correlation
weights

function)

// time axis
// data (correlation
/ weights

function)

// time axis
// data (correlation
/ weights

function)

// time axis
// data (correlation
// weights

function)

ne parameter names

> N1 par[0] // number of molecules in the focus RRXRR
> N2 par[l] // number of molecules in the focus GRxXGR
e N3 par[2] // number of molecules in the focus GGxGG
e logD par[3] // log diffusion constant

> logRomega_r par[4] // radial focal size parameter RRxRR

> logRomega_z par[5] // axial focal size parameter RRxXRR

> logGomega_r par[6] // radial focal size parameter GGxGG

> logGomega_z par[7] // axial focal size parameter GGxGG

> logGRomega_r par[8] // radial focal size parameter GRxGR
> logGRomega_z par([9] // axial focal size parameter GRxGR

= logGRGomega_r par([10] // radial focal size parameter GGxGR
e logGRGomega_z par[1ll] // axial focal size parameter GGxGR

// RRxRR amount of population in triplet state

/ RRXRR logtriplet time

> logkl2 par[14] // log(kl2)

> logk2l par[15] // log(k21l)

- E1 par[16] // FRET efficiency of state 1

> E2 par[17] // FRET efficiency of state 2

> N4 par[18] // number of molecules in the focus GGxGR

I = 0.5*log(2*M _PI); //

// position in parameter space

#ifdef CALCULATE_SUPREMA

,double logLsta
#endif
)

unsigned int i;

r // log-Likelihood constraint

// running indeces

log(sart(2*pi))

that determine used algorithm

// number of molecules in the focus Green only GGxGG

Figure A.9: Likelihood function of the FCS global fit part 1. This likeli-
hood function is used by the nested sampling algorithm throughout the

parameter optimization.
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double logL = 0; // logarithm of the likelihood, initialize with 0
double negLogLx2; // 2 times the negative of log likelihood

static double logWt; // weight

double e; // part of the exponent in likelihood

long double fun; // function value

double *tau, *dat, *wt;

#ifdef CALCULATE_SUPREMA
double negLogLx2max; // maximum value of negLoglx2 imposed by logLstar constraint
#endif
// --- calculate (constant) normalization factor for the first run
if (firstrun)
{
logWt = 0.0;
}

#1i

-f CALCULATE_SUPREMA
neglogLx2max = -2*(logLstar - logWt); // maximum value of negloglx allowed in order to be above
logLstar

#endif

// check whether remaining part of the likelihood has to be calculated
if (El > E2) // if there is no chance to have large enough likelihood

{
return (LogZERO) ; // give up!
}
// --- calculate likelihood without normalization factor ---

negloglx2 = 0.0;

// --- RRxRR fit, no kinetics
tau = (double*) (info[ARG_T_RRXRR]); // initialize time axis pointer
dat = (double*) (info[ARG_D_RRxRR]); // initialize correlation data pointer
wt = (double*) (info[ARG_W_RRxRR]) ; // initialize weight pointer
for (1 = 0; 1 < Ninfo[ARG_T_RRxRR]; i ++, tau ++, dat ++, wt ++) // for each point in the
RRxRR correlation
{

// calculate function value for data point i

fun = (0.35355/N1*(1.0+ (rrtrp/(1.0-rrtrp)) *exp(-*tau/exp(logrrtrpT))) * (1.0/(1.0+4.0%exp (logD)
*(*tau) / (exp (logRomega_r) *exp (LogRomega_r))) *1.0/sqrt (1.0+4.0%exp (logD) * (*tau) / (exp (logRomega_z) *exp
(logRomega_z)))));

// =2* (exponent of the gaussian)
*wt * (*dat - fun);

e =
// update likelihood
negloglx2 += e*e;

#ifdef CALCULATE_SUPREMA
// check whether remaining part of the likelihood has to be calculated
if (negLogLx2 > neglogLx2max) // if there is no chance to have large enough likelihood
{
return (LogZERO) ; // give up!
}
#endif

Figure A.10: Likelihood function of the FCS global fit part 2
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7’/

--- GGxGG

tau = (double*) (info[ARG_T_GGxGG]); // initialize time axis pointer

dat = (double*) (info[ARG_D_GGXGG]) ; // initialize correlation data pointer

wt = (double*) (info[ARG_W_GGXGG]) ; // initialize weight pointer

for (i = 0; i < Ninfo[ARG_T_GGxGG]; i ++, tau ++, dat ++, wt ++) // for each point in the

GGxGG correlation

{

// calculate function value for data point

fun = (0.35355/N3*(1.0/(1.0+4.0%exp (LogD) * (*tau) / (exp (LogGomega_r) *exp (LogGomega_r)))*1.0/sart
(1.0+4.0%exp (logD) * (*tau) / (exp (LogGomega_z) *exp (logGomega_z)))) * (1.0 + (((exp(logkl2)*exp(logk2l)* (E1-E2)
*(E1-22)) / ((exp (logk21) * (1.0-E1) + exp(logkl2)*(1.0-E2))* (exp (logk2l)* (1-E1) + exp(logkl2)*(1.0-E2)))) *exp
(- (exp(logkl2) + exp(logk2l))*(*tau))))):

// -2* (exponent of the gaussian)
e = *wt * (*dat - fun);

// update likelih
negLoglx2 += e*e;

od

#ifdef CALCULATE_SUPREMA
// check whether remaining part of the likelihood has to be calculated
if (negLoglx2 > negloglx2max) // if there is n
{

1ce to have larg

enough likelihood

return (1ogZERO) ; // give up!
}
#endif
}
GRXGR
tau = (double*) (info[ARG_T GRxGR]); // initialize time axis pointe
dat = (double*) (info[ARG_D_GRxGR]); // initialize correlation data pointer
wt = (double*) (info[ARG_W_GRXGR]); // initialize weight pointer
for (i = 0; i < Ninfo[ARG_T_GRXGR]; i ++, tau ++, dat ++, wt ++) // for each point in the

correlation

“alculate function value

for data point

fun = (0.35355/N2*(1.0/(1.0+4.0%exp (LogD) * (*tau) / (exp (LogGRomega_r) *exp (LogGRomega_r))) *1.

0/sqrt (1.0+4.0*exp (logD) * (*tau) / (exp (logGRomega_z) *exp (logGRomega_z)))) *(1.0 + (((exp(logkl2)*exp (logk2l)*
(E1-E2) * (E1-E2) ) / ((exp (logk21) *E1 + exp (logkl2) *E2) * (exp (Logk21) *E1 + exp (logk12) *E2))) *exp (- (exp (logkl2) +
exp (logk21)) * (*tau))))) ;

// -2*(exponent of the gaussian)
e = *wt * (*dat - fun);

ihood
negLoglx2 += e*e;

update lik

jef CALCULATE_SUPREMA

// check ther remaining part of the likelihood has to be calculated

if (negloglx2 > negloglx2max) // if there is no chance to have large enough likelihood
{
return (LogZERO) ; // give up!
b

Figure A.11: Likelihood function of the FCS global fit part 3
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(double*) (info[ARG_T_GGXGR]) ;
(double*) (info[ARG_D_GGxGR]) ;
(double*) (info[ARG_W_GGXGR])

for (i =

xGR correlation

0; i < Ninfo[ARG_T_GGxGR]; i ++, tau ++, dat

// initialize

// initialize

time axis pointer
correlation data pointer

// initi weight pointer

o wWE ) // for each point in

the

// calculate function value for data point i

fun =
0/sqrt (1.0+4.0%exp (LogD) * (*tau) / (exp (1

(0.35355/N4*(1.0/(1.0+4.0*exp (logD) * (*tau) / (exp (1

ga_r) *exp (1 ga_r)))*1.

z) *exp (1 2)))) * (1.0~ (((exp (logkl2) *exp (Logk21) *

(81-E2) * (E1-52) ) / ( (exp (Logk21) *El+exp (Logk12) *E2) * (exp (logk21) * (1.0-E1) +exp (Logk12) * (1.0-E2)) ) ) *exp (- (exp

(logkl2) +exp (logk21)) * (*tau)))));

// -2 (exponent of the gaussian
e = *wt * (*dat - fun);

update likeli

// ood

negLoglx2 += e*e;

#ifdef CALCULATE_SUPREMA
7/
if (negloglx2 > neglogLx2max) // if

{

check whether remaining part of the likelihood has to be calculated

there is no chance to have large enough likelihood

return (10gZERO) ; // give up!
}
#end
}
// --- Green only GGxGG
tau (double*) (info[ARG_T_GGonlyl); // initialize time axis pointer
dat = (double*) (info[ARG_D_GGonly]); // initialize correlation data pointer
wt (double*) (info[ARG_W_GGonly]); // initialize weight pointer
for (i = 0; i < Ninfo[ARG_T GGonlyl; i ++, tau ++, dat ++, wt ++) // for each point in the
GGXGG correlation
{
// calculate function value for data point i

fun

// -2*(exponent of th
e = *wt * (*dat - fun);

gaussian)

// update likelihood
neglogLx2 += e*e;

(negLoglx2 > neglogLx2max) // if
{

return (1ogZERO) ; // give

logL += (logWt - 0.5%negLogLx2);

return(logl); // return the likelihood

(0.35355/N5*(1.0/(1.0+4.0*exp (1ogD) * (*tau) / (exp (logGomega_r) *exp (logGomega_r))) *1.0/sqrt
(1.0+4.0%exp (logD) * (*tau) / (exp (LogGomega_z) *exp (logGomega_z))))

)i

check whether remaining part of the likelihood has to be calculated

there is no chance to have large enough likelihood

up!

normalize

Figure A.12: Likelihood function of the FCS global fit part 4
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A.4.4 Gamma sampling likelihood code

finclude "compilerswitches.h" // switches that determine used algorithm
_USE_MATH DEFINES

<math.h>

> <stdlib.h>

"nestedsampler.h"

// define data
fdefine tmlOm8 ((double*) (info[datapl[0 )
fine tmlOml3 ((double*) (info[datapl[ ))
ne tmlOml9 ((double*) (info[datap[ ))
ne tp2m8 ((double*) (info[datap[3]
ne tp2ml3 ((double*) (info[datap([4
ne tp2ml9 ((double*) (info[datap([5
ne tp9m8 ((double*) (info[datap[6]
ne tp9ml3 ((double*) (info[datap[7
8

]
1
2
]
]
]
]
]
ne tp9ml9 ((double*) (info[datap[8]

1)
11
1]
))
1))
1))
))
1))
1))

define parameter names
#define Ead par[0]

f Qatp9 par[l]
fine QatmlO par([2]
fine Qatp2 par[3]

e Qdntm8 par[4]
Qdntml3 par[5]
Qdntml9 par([6]

51 par([7]
static const double LOG_SQRT 2PI = 0.5*log(2*M PI); // log(sgrt (2*pi)
double loglikelihood (
double *par // position in parameter sp
#ifdef CALCULATE_SUPREMA
,double logLstar // log-Likelihood const

fendif
)

{ double gamma28 = Ead* (Qatp2/Qdntm8) ;
double gamma2l13 = Ead* (Qatp2/Qdntml3) ;
double gamma219 = Ead* (Qatp2/Qdntml9);
double gamma98= Ead* (Qatp9/Qdntms) ;
double gamma913 = Ead* (Qatp9/Qdntml3) ;
double gamma9l9 = Ead* (Qatp9/Qdntml9);
double gammal08 = Ead* (Qatm10/Qdntm8) ;
double gammalOl3 = Ead* (Qatm10/Qdntml3) ;
double gammal0l9 = Ead* (Qatml0/Qdntml9);

unsigned int i; // running indeces

double logL = 0; // logarithm of the likelihood, initialize with 0
double negLogLx2; // 2 times the negative of log likelihood

static double logWt; // weight

double e, GG, GR, RR; // part of the exponent in likelihood

long double fun; // function value

double *tau, *dat, *wt;

double sigma;

#ifdef CALCULATE_SUPREMA

double negLogLx2max; // maximum value of negLoglx2 imposed by logLstar constraint

#endif

Figure A.13: exemplary likelihood function used for the quantum yield
network analysis page 1. This likelihood function is used by the nested
sampling algorithm throughout the parameter optimization. The exem-
plary function shown here would be used to calculate 7 factors for a net-
work of t —10t 42t +9 and nt — 8 nt — 13 nt — 19.
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// --- calculate nstant) no zation factor the fi run
if (firstrun)
{
logWt = 0;
}
#ifdef CALCULATE_SUPREMA
negloglx2max = -2* (logLstar - logWt); // maximum value of negloglx allowed in order

logLstar

// --- calculate likelihood without normalization factor —--
negLogLx2 = 0.0;

double de 0.00;
double cr = 0.03;
sigma = 1;

GG = tmlOm8[0];
RR = tmlOm8[1];

GR = tmlOm8([2];

fun = (GR-de*RR-cr*GGt+gammal08+*GG)/ (GR-de*RR-cr*GG+gammal08*GG+RR) ;
e = (S1-fun)/sigma;

neglogLx2 += e*e;

GG tml0m13[0];

RR = tmlOm13[1];

GR = tmlOml3[2];

fun = (GR-de*RR-cr*GG+gammal013*GG)/ (GR-de*RR-cr*GG+gammal013*GG+RR) ;
e = (Sl-fun)/sigma;

negloglx2 += e*e;

GG = tmlOm19[0];

RR = tmlOm19(1];

GR = tmlOm19[2];

fun = (GR-de*RR-cr*GG+gammal019*GG) / (GR-de*RR-cr*GG+gammal0l9*GG+RR) ;
e = (Sl-fun)/sigma;

neglogLx2 += e*e;

GG = tp2m8[0];
RR = tp2m8[1];

GR = tp2m8[2];

fun = (GR-de*RR-cr*GGt+gamma28*GG) / (GR-de*RR-cr*GG+gamma28*GG+RR) ;
e = (Sl-fun)/sigma;

negLogLx2 += e*e;

GG = tp2ml3[0];

RR = tp2ml3[1];

GR = tp2ml3[2];

fun = (GR-de*RR-cr*GG+gamma2l3*GG)/ (GR-de*RR-cr*GG+gamma2l3*GG+RR) ;
e = (Sl-fun)/sigma;

negloglx2 += e*e;

Figure A.14: exemplary likelihood function used for the quantum yield
network analysis page 2
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GG = tp2ml9[0];
RR = tp2ml9[1];
GR = tp2ml9[2];

fun = (GR-de*RR-cr*GG+gamma2l9*GG) / (GR-de*RR-cr*GG+gamma2l 9*GG+RR) ;

e = (Sl-fun)/sigma;
neglLoglLx2 += e*e;

GG tp9Im8[0] ;
RR tp9m8[1];
GR = tp9m8[2];

fun = (GR-de*RR-cr*GG+gamma98*GG) / (GR-de*RR-cr*GG+gamma98*GG+RR) ;

e = (Sl-fun)/sigma;
negloglx2 += e*e;

GG = tp9ml3[0];
RR tp9ml3[1];
GR = tp9ml3[2];

fun = (GR-de*RR-cr*GG+gamma913*GG) / (GR-de*RR-cr*GG+gamma9l3*GG+RR) ;

e = (Sl-fun)/sigma;
negloglx2 += e*e;

GG = tp9ml9[0];
RR tp9mlo[1];
GR = tp9ml9[2];

fun = (GR-de*RR-cr*GG+gamma919+*GG) / (GR-de*RR-cr*GG+gamma919*GG+RR) ;

e = (Sl-fun)/sigma;
neglLoglLx2 += e*e;
logL += (logWt - 0.5*neglLoglLx2); // normalize

return (logl) ; // return the likelihood
}

Figure A.15: exemplary likelihood function used for the quantum yield

network analysis page 3
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A.5 In gel burst analysis 600 mM NaCl

Counts
Counts
Counts

FRET efficiency FRET efficiency FRET efficiency
(A) Atto532/Alexa647 (B) 6-Tamra/Alexa647 (C) Cy3/Cy5

Figure A.16: Hairpin DNA measurements at 600mM NaCl in a PAA gel.
Measurements were performed above (blue), below (green) and beneath
(red) the point of maximum countrate.
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MMT mean-macro-time

TDS time deviation signal

MFD multiparameter fluorescence detection
PIFE protein induced fluorescence enhancement
PIE pulsed interleaved excitation

FRET forster resonance energy transfer
NPS nano-positioning-system

RT room temperature

Polll RNA polymerase II

BME 2-Mercaptoethanol

DTT Dithiothreitol

RR red detection after red excitation

GG green detection after green excitation
GR red detection after green excitation

bp base pair

nt non-template strand

t template strand

FCS fluorescence correlation spectroscopy

GGxGG green autocorrelation

GGdxGGd green autocorrelation donor only sample

GRxGG FRET green cross correlation

GRxGR FRET autocorrelation
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RRxRR red autocorrelation

cr spectral crosstalk

de direct excitation of the acceptor
E FRET efficiency

Sto stoichiometry

IRF instrument response function
QY quantum yield

PSF point spread function

PBS polarizing beam-splitter

PDA probability distribution analysis

DOPC 1,2-Dioleoyl-sn-glycero-3-phosphocholine

PEG polyethylene glycol

remodeler chromatin remodeling factor
HF high FRET

LF low FRET

MF medium FRET

NFR nucleosome free region

PAA poly-acrylamide

FWHM full width half maximum

smFRET single molecule FRET
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