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Zusammenfassung

Die Forschungsergebnisse der letzten Jahre haben gezeigt, dasswasum bei weitem nicht nur
aus baryonischer Materie besteht. &atdich scheinen 72% aus sogenannter Dunkler Energie zu
bestehen, @hrend selbst vom verbleibenden Teil nur etwa dinftel baryonischer Materie zuge-
ordnet werden kann. Der Rest besteht aus Dunkler Materie, deschBffenheit bis heute nicht
mit Sicherheit geldrt ist. Urspiinglich in den Rotationskurven von Spiralgalaxien beobachtet,
wurde die Notwendigkeit ihrer Existenz inzwischen auch in elliptischen Galaxnd Galaxienhaufen
nachgewiesen. Taishlich scheint Dunkle Materie eine entscheidende Rolle in der Struktunigiidu
Universum gespielt zu haben. In defiReeit des Universums, als die Materieverteilung im Weltraum
nochauferst gleichi@lig war und nur sehr geringe Inhomogateéh aufwies, bildeten sie die Kon-
densationskeiméif den gravitativen Kollaps der Materie. Numerische Simulationen haberigiez
dass der heute beobachtbare Entwicklungszustand des Universsirdareh die zuitzliche Masse
Dunkler Materie erriaglicht wurde, die den strukturellen Kollaps erheblich beschleunigte und n
dadurch zur heute beobachtbaren Kompéexder Strukturenithren konnte. Da Dunkle Materie
nicht elektromagnetisch wechselwirkt, sondern sich nur durch ihrev&iinaft bemerkbar macht,
stellt der Gravitationslinseneffekt eine ausgezeichnete Methode d&xidiienz und Menge an Dun-
kler Materie nachzuweisen. Der schwache Gravitationslinseneffektnsazh zu Nutzen, dass die
intrinsischen Orientierungen der Galaxien im Weltraum keine Vorzugsrighttiaben, gleichbedeu-
tend mit ihrer statistischen Gleichverteilung. Die gravitationsbedingtaresite Verzerrung der Hin-
tergrundobjekteifhrt zu einer Abweichung von dieser Gleichverteilung, die von den Eieiten
der Gravitationslinsen aingt und daher zu deren Analyse genutzt werden kann.

Diese Dissertation beschreibt die Galaxy-Galaxy-Lensing-Analyseénsgesamt 89 dégptischer
Daten, die im Rahmen des CFHTLS-WIDE-Surveys beobachtet wurddmaus denen im Rah-
men dieser Arbeit photometrische Rotverschiebungs- und Elligtskiataloge erzeugt wurden. Das
Galaxiensample besteht aus insgesamtl®’ Linsen mit Rotverschiebungen von08 < Zphot < 1

und einem zugalrigen Hintergrund von insgesamt7ix 10° Quellen mit erfolgreich gemessenen
Elliptizitaten in einem Rotverschiebungsintervall vo@3< zpnhot < 2. Unter Annahme analytischer
Galaxienhaloprofile wurderiif die Galaxien die Masse, das Masse-zu-Leuchtkraftafaris und

die entsprechenden Halomodellprofilparameter sowie ihre Skalenrelatiedéglich der absoluten
Leuchtkraft untersucht. Dies geschah sowdinldas gesamte Linsensample als augtLinsensam-
ples in Abtangigkeit des SED-Typs und der Umgebungsdichte. Die ermittelten Skialiéomen wur-
den genutzt, um die durchschnittlichen Wefie die Galaxienhaloparameter und eine mittlere Masse
fur die Galaxien in AbAngigkeit ihres SED-Typs zu bestimmen. Es ergibt sich eine Gesamtmasse
VON Miotal = 23.2758 x 101 h=1 M., fiir eine durchschnittliche Galaxie mit einer Referenzleuchtkraft
vonL* =1.6x 1019 h~2 L. Die Gesamtmasse roter Galaxien bei gleicher Leuchtkizdtschreitet
diejenige des entsprechenden gemischten Samples um ca. 130%&nd die mittlere Masse einer
blauen Galaxie ca. 65% unterhalb des Durchschnitts liegt. Die Gesamtma&saabden steigt stark
mit der Umgebungsdichte an, betrachtet man die Geschwindigkeitsdispasitias jedoch nicht
der Fall. Dies bedeutet, dass die zentrale Galaxienmateriedichte kaum nomgdebung sondern
fast nur von der Leuchtkraft abhgt. Die Belastbarkeit der Ergebnisse wurde von zu diesem Zweck
erzeugten Simulationen bésgt. Es hat sich dabei gezeigt, dass der Effekt mehrfacher gragitativ
Ablenkung an verschiedenen Galaxien angemessdickschtigt werden muss, um systematische
Abweichungen zu vermeiden.
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Abstract

The scientific results over the past years have shown that the Unigdrgdar not only composed of
baryonic matter. In fact the major energy content of 72% of the Uni\egopears to be represented by
so-called dark energy, while even from the remaining components onlyt abe fifth is of baryonic
origin, whereas 80% have to be attributed to dark matter. Originally appeiariolgservations of
spiral galaxy rotation curves, the need for dark matter has also beied/émvestigating elliptical
galaxies and galaxy clusters. In fact, it appears that dark matter playejba role during structure
formation in the early Universe. Shortly after the Big Bang, when the matteitdison was almost
homogeneous, initially very small inhomogeneities in the matter distribution formesbdus for the
gravitational collapse of the matter structures. Numerical n-body simulafiong)stance, clearly
indicate that the presently observable evolutionary state and complexity wfatter structure in the
Universe would not have been possible without dark matter, which significaccelerated the struc-
ture collapse due to its gravitational interaction. As dark matter does notdéhdegtromagnetically
and therefore is non-luminous but only interacts gravitationally, the gravidtlens effect provides
an excellent opportunity for its detection and estimation of its amount. Wealtagramal lensing

is a technique that makes use of the random orientation of the intrinsic gdlgticides and thus
their uniform distribution. Gravitational tidal forces introduce a cohedéstortion of the background
object shapes, leading to a deviation from the uniform distribution whickmtpon the lens galaxy
properties and therefore can be used to study them.

This thesis describes the galaxy-galaxy lensing analysis of 89afagptical data, observed within
the CFHTLS-WIDE survey. In the framework of this thesis the data weeel urs order to create
photometric redshift and galaxy shape catalogs. The complete galaxy samnplsts of a total num-
ber of 5x 1(P lens galaxies within a redshift range 008 < zgnot < 1 and 17 x 1P correspond-
ing source galaxies with redshifts of0® < zynet < 2 and successfully extracted shapes. Assum-
ing that the galaxy halos can be described by analytic profiles, the scaletgpns with absolute
luminosity for the galaxy masses, their mass-to-light ratios and the cormisigonalo parameters
have been extracted. Based on the obtained scaling relations, theeavaehags for the correspond-
ing halo parameters and the mean galaxy masses for a given luminosity wieezldges a function
of considered halo model, the galaxy SED and the local environment densftyobtain a total
mass 0fMigial = 23.23;2 x 10t h—1 M., for an average galaxy with chosen reference luminosity of
L*=1.6x 10*°h~2 L. In contrast, the mean total masses for red galaxies of same luminosity exceed
the value of the average galaxy about 130%, while the mass of a blue galaxgut 65% below the
value of an average fiducial galaxy. Investigating the influence of thiecermental density on the
galaxy properties we observe a significant increase of the total intdgreteses with galaxy density,
however the velocity dispersions are not affected. This indicates theéttiel galaxy matter density
mostly depends on the galaxy luminosity but not on the environment. Simulatised lba the ex-
tracted scientific results were built, verifying the robustness of the sciemgffidts. They give a clear
hint that multiple deflections on different lens galaxies have to be propeclyuated for in order to
avoid systematically biased results.
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Chapter 1

Introduction

In the past few years we came to learn that the Universe is not as simpke tiought it to be. We
had to discover that the luminous baryonic matter, the matter component wevesrare built of,
only represents a very small fraction of the energy content of the thaveFirst, a few decades
ago the rotation curves of spiral galaxies gave a hint to an additional ilevisiass component, the
so-called dark matter, which only interacts by its gravity, leading to the significhigher rotation
velocity values on large scales than expected. Then, only 15 yearthagdistance and luminosity
measurements of distant supernovae type la taught us, that the mainiengneih a fraction of
about 72% is neither baryonic nor dark matter, but that our Universerisriated by a mysterious
phenomenon called dark energy.

Dark energy makes itself noticeable by causing an accelerated exparidioe Universe instead
of a decelerated expansion due to gravitational interaction of the matter innilierge. Although
representing by far the largest fraction of the energy content in theethd, the existence of dark
energy only became obvious in the recent past, when the expansionlhitrese reached a certain
level. But even looking at the remaining fraction of the cosmological eneogyent, the baryonic
matter fraction only makes about a fifth of the total matter content. Both, theenatwark energy
and the nature of dark matter are not really understood, leaving us witmthvdddge that our world
is dominated by phenomena we do neither see nor fully understand. Altliauglenergy and thus
the cosmic acceleration could be seen as the consequence of a neaaaim energy ground state,
a concept for a direct detection does not exist yet. The only way to itrace large-scale-structure
and cosmological studies which are trying to determine constraints on cosoablpgrameters in
order to infer implications for dark energy. The situation for dark matter isifsdgntly better as
there are several concepts to unravel its mystery. Several candidatdgese hypothetical dark
matter particles have been suggested, from axions to weakly interactinyenpagicles (WIMPS)
as supersymmetric particles. In the latter case the most probable candidaeneutralino, as the
dark matter particle is required to be uncharged in order to not interadtateagnetically and to
be optically invisible. This led to the development of several concepts to meedatk matter, from
detectors on Earth trying to directly trace them, to astrophysical obsersatieasuring the dark
matter content via its gravitational interaction. Dark matter does not only appspiral galaxies,
its necessity has also been detected investigating early type galaxies, dalsteys and large scale
structure. As a matter of fact, dark matter even appears to have playadral&eluring structure
formation in the early Universe. Looking back to the time of recombinatien1100), measurements
of the CMB power spectrum tell us that the matter distribution was almost horaogenshowing
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only very small inhomogeneities of the order&T /T ~ 10°° (seé_Smmm_aﬂllQQi). Nonetheless,
as small as they might have originally been, it is exactly these initially tiny inhoneiges that
represent the seeds from which all presently visible structure, galag@axy clusters and the
presently forming galaxy superclusters arose. Regions with slightly higbairdensity, thus having
higher gravity, attracted additional matter, which led to an enhancement detisty contrast and
a further increase of the gravitational attraction. Above a certain thiceshese inhomogeneities
could continuously grow and eventually form the known extended stesturhile the regions
of underdensity bled out, becoming the large, almost empty regions in therdeicalled voids.
However, numerical simulations have shown that the amount of baryonicrnsatiet sufficient in
order to explain the presently observable advanced complexity and inlemibgof matter structure
in space. It appears that originally structure formation was driven lggifaamounts of neutral dark
matter, which had decoupled from the photon plasma on an earlier timescaig.sighificantly
accelerated the collapse of the matter structures and led to the creatiork ohaker halos whose
centers eventually were populated by those baryonic cores represémirwell-known luminous
galaxies. We see that in order to understand structure formation, galenyation and evolution,
one cannot avoid to learn about the origin, the properties and the distrilaftidark matter in the
Universe.

As dark matter only interacts via its gravitational attraction, the gravitational dfflest is pre-
destined for detection and quantification of the dark matter content. Théagi@val deflection
of the light of a background source on a foreground lens leads, dtidaloeffects, to a coherent
distortion of the original source image shape called gravitational sheahwhrries the imprint
of the lens matter distribution. However, measurements of gravitationalssheaicomplicated by
the fact that in weak gravitational lensing these distortions are quite smatjalagies in general
are not intrinsically round but elliptical. As the distortion of the source galmgge on average is
only of the order of a few per cent of the intrinsic galaxy ellipticity, it is impokstio disentangle
the induced gravitational shear from the intrinsic ellipticity for an individwehgy. Yet in this case
statistics is a helpful tool. The basic cosmological assumption is that we livelinrangeneous and
isotropic Universe, which also means that the orientation of the major axbs ghlaxy ellipticities
are not supposed to show a preferred direction but should be randstriputed (at least on average
over a large enough volume). This means, considering a sufficientlyhagber of source galaxies
and averaging their measured apparent ellipticities, the ellipticity contributlomsics cancel out,
leaving a zero-signal if there is no gravitational imprint from lens galaxiéss implies that values
deviating from zero in theory are to be caused by gravitational lensinge cbimparison of the
statistical properties of the gravitational lensing distortions with predictionthedretical models
then gives us information about the amount and distribution of the dark mattgrinciple weak
lensing is capable of tracing any matter foreground distribution as long iesighe sufficient number
of background galaxies carrying the gravitational lens imprint. Galaxytersisdue to their high
masses, provide the strongest observational weak lensing signals,gnitagjirite easy to analyze,
as the number of background galaxies does not need to be particulanly Aiyhow, background
galaxies with too small projected separations from the cluster centers hbgeptuitted, as above a
certain signal strength the basic weak lensing assumptions start to breakadd a proper strong
lensing analysis needs to be done. The weakest signal is introduceddiygeof the large scale
structure, the so-called cosmic shear, significantly raising the requirenmegtdaxy number and
precision of the ellipticity extraction from imaging data. In a cosmic shear asalpsspecific lens



sample is considered, but the auto-correlation of the lensed galaxysskapelyzed in order to infer
foreground properties and cosmological parameters. The galaxydesigimal magnitude finally lies
in between, raising the requirements on the background galaxy numbetjlboigh enough to not
be too excruciatingly sensitive to small systematic errors in the ellipticity estimatidmle\ivi the
more central parts of galaxies mass measurements still can be derived natinidgl methods, weak
gravitational lensing is an important mass estimator when observing lardes,scansidering the
lack of other mass tracers, besides the rare case of dynamical tracgatebite galaxies. However,
when investigating very large scales, multiple deflections on neighboringdereed to be properly
taken into account, as they additionally influence the lensing signal on thakes sleading to a bias
in the measurements if ignored.

Due to the small magnitude of the lensing signal the weak lensing analysis ofgke $éms
galaxy is hardly possible. Therefore it is necessary to analyze a Isageple of galaxies in order
to extract their properties. Galaxy-galaxy lensing (GGL) is the applicatidheoweak gravitational
lens formalism on lens galaxies, analyzing larger samples of galaxies in tor@®tain the mean
properties of the investigated galaxy sample or to estimate the galaxy properéesducial galaxy,
assuming basic scaling relations of the halo parameters with galaxy mass ordiynilibe selection
of specific galaxy samples provides the opportunity to derive the halcegiep as a function of
luminosity, galaxy SED or the environment the galaxies populate. The firshattti® detect GGL
was already made in the 19803 ), who used scans of photographic plates and
searched for an excess of background galaxy images tangentiallydhatigieighter candidate lens
galaxies. However, it took more than ten years until the first actual detectiold be reported.
Since then several GGL analyses have been performed on grosad-{gag., Brainerst alll1996 or
Hoekstraet all2002, 2004), but also on space-based observations|(e.q., dellid&dfyson|1996,

Griffiths et all 1996 or| Hudsoret all 119_9_$) giving some first constraints on velocity dispersions,
galaxy sizes and thus masses. The Sloan Digital Sky Survey (SDSS) finadligled the first large

dataset applicable for GGL studies, covering a large area of more t@0@g, that forms the basis
of the analyses of, e.d.. McKat all (2001), Sheldoet all (2004) ol Mandelbauret all (20064.c)
However, the distance estimates for the source galaxies contained largeaimties, being diced
according to statistical principles, as either there was no multi-band photoewtitgble, or, as in
the case of SDSS, the depth of the observations was not sufficient tio obliable photometric
redshifts. Precise photometric redshift knowledge is crucial in orderdpeply select foreground
and background objects without mismatch and to disentangle intrinsic alignmentsen galaxies
due to physical associations as for nearby galaxies from actual diawéhlensing. Further it
allows to translate angular separations into physical lengths without a mixisgptds. In addition,
photometric redshifts significantly facilitate the investigation of galaxy evolutigh vedshift and
thus time, as the lens samples can be explicitly selected for their redshifts. FHiE egacy Wide
Survey (CFHTLS-Wide) is the first survey to provide a reasonabléhdeprder to estimate precise
photometric redshifts on a larger area (over 190%leallowing a detailed GGL study for several
specific galaxy samples.

The aim of this thesis is to measure the galaxy halo properties as a functiormofokity,

galaxy SED, and galaxy environment. Further we want to derive scaditagians for the basic
halo parameters with luminosity for a general galaxy sample, but also disctingjrearly and late
type galaxies. We analyze the galaxy properties for the cumulative halogased by individual
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neighboring galaxy halos, but also for the individual galaxy halos themseapplying maximum
likelihood analyses.

The structure of this thesis is as follows. In Chapter 2 we give a basic inttiod to the cosmological
framework, including the definition of cosmological distances, as theyegréned in the gravitational
lensing analyses. Chapféer 3 gives an overview over the weak lensiagy,thecluding GGL and
the theoretical and technical estimation of galaxy ellipticities from imaging data.edr¢tical and
technical introduction to the estimation of photometric redshifts, representrptiis for the galaxy
distance estimation in our lensing analysis, and a short overview abouiagala general is given
in Chapte#. Chaptdr 5 contains the description of our CFHTLS-Wide etatmluding object
extraction, catalog creation, photometric redshift estimation and galaxye sixmction and the
characterization of our galaxy samples. In Chapter 6 we then prese@Glu analyses, comprising
of measurements of the dark matter halo properties and their scaling behéiduminosity or
mass, respectively, also as a function of galaxy SED. Finally we condhigléhesis in Chaptéd 7.

Throughout this work we adopt a cosmology wi@y = 0.27, Qs =0.73 and a dimensionless
Hubble parameten = 0.72, unless explicitly stated otherwise. All referred apparent magnitutes a
colors are given in AB, all rest-frame magnitudes are calculated in Vegarmy assuming a Hubble
constant oHp = 72 km st Mpc 2.



Chapter 2

Cosmological Framework

This chapter gives a small overview over the cosmological frameworknahely follows|Schneidér
(2006a) and_Bartelmann hneider (2001). An extended review eafound there or also in
r(2006b).

According to the Big Bang theory our Universe arose from a densevang hot state. The
Big Bang, occurring about 13.7 billion years ago, builds the starting poirthe cosmic expansion
history which is still observed at present time. During the expansion, theetatupe cooled from
values over 18 K down to below 2.73 K, passing through an inflationary phase that statahe
scales to cosmic dimensions, the recombination neutralizing the Universeattmas formed, the
formation of the first stars, inducing the reionization, before larger ires like galaxies, galaxy
clusters and presently super-clusters started forming.

2.1 The Homogeneous Universe

The basic assumption of cosmology is that our Universe is homogenegusoampic at every point
without any preferred location. Considering large scéle200 Mpc), observations do justify this
assumption. For the appropriate description of gravity in a curved dpaee-General Relativity
(Einstein 1914) is needed. On the other hand in a homogeneous Uniasrs® section can be
distinguished from another, any considered section is a valid représentd the Universe. We
therefore start the description from a Newtonian vantage point and tteratecount for relativistic

corrections (see Schneitler 2006a).

2.1.1 Newtonian Ansatz

Firstly we introduce comoving coordinates
r(t
X= Q (2.1)

canceling out the dependence on the scale radiysand hence on the cosmological expansion. The
scale radius is normalized to the valueadfy) = 1 for the present time. The velocity of a particle in
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Cosmic ErPocHs el 168 g

after the Big Bang
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Fig. 2.1: lllustration of the cosmic evolution in the Universe sin¢e tBig Bang. (Credits for the
image: http://3.bp.blogspot.co®x3psh1zpCY/THe27LIxjjl/AAAAAAAAARO/UQwodUCgzag/s1®)/

Evolution+of+universe.jpg)
the expanding Universe is then given by

v():oz(tt):dzl(tt)x:ax:zr:H(t)r, (2.2)

where the expansion rate of the Universe is defined as

H(t) :=-. (2.3)
This leads to a relative velocity of two particles betweemndr + Ar of
Av=v(r+Art)—v(r,t)=H(t)(r+Ar)—H(t)r=H(t)Ar . (2.4)

We now address the dynamics of the expansion and consider for thpiseua spherical shell with

comoving radiux for timetp and radiug (t) = a(t)x for any arbitrary time. The mass within the shell
is then given by

amn an
=3 Po X = gp(t) a’r3(t). (2.5)

Due to the conservation of mass, the mass depgitythen decreases with

M(x)

p(t)=poa®. (2.6)



2.1. THE HOMOGENEOUS UNIVERSE 7

Calculating the gravitational acceleration of a particle on this sphericalwhaibtain

_drt)  GM(X) _ 4nGpo X

r(t) = e 2 =3 2 - (2.7)
If we replacer ‘with ax
i 4G pp  4nG
multiply both sides of the equation witta2
sy STIG o a(t)
2a(t)a(t) = —TPO 21’
and integrate the whole equation over time using
d.oy o s d 1 af)
e (t) =2a(t)a(t) and dtan) ~ @)
we receive anG 1 8rG
a2(t) = —po—— — K2 = ——p(t) a’t —Kc?, (2.9)

3 "Tat) 3

with Kc? being a constant of integration. We will see later that the constant of iti@yean be in-
terpreted as the curvature of the space in General Relativity. We regtiggien [2.9) by multiplying
with x2/2. With

we obtain ,
t) GM

"2()—r:—Kc2. (2.10)
The left side of this equation is the sum of kinetic and potential energy ofteclgaand is therefore
conserved. We see that the future behavior of the Universe cangegrpansion depends on the
value ofK. For negativeK the right side of equatiori (2.9) is always positive, which means that the
derivative of the scale facta(t) with respect to time is positive at all times and the expansion of
the Universe will never stop. The same conclusion followskae 0. If K is positive the right side
of equation[(ZB) vanishes far= amnax = (8nMGpo)/(3Kc?), for larger values oK the Universe will
eventually recollapse. In the special cas&of 0, the present value of the density of the Universe is

called the critical density

3Hp
= 2.11
Pc 8TG ( )

2.1.2 Relativistic Extension

General Relativity modifies the Newtonian theory in several aspects. Meattepressure changes
the equations of motions. Further Einstein’s field equatimz.lzj@i@) introduce the
cosmological constant. Finally, the interpretation of expansion of the Universe is changed as it is
not the particles in space which move apart, but it is the space itself whichasiding. The Universe

is now described, as already mentioned, by Einstein’s field equations

8nG
GIJV - _?TIJV _/\guv 5 (2.12)
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with Gy, being the Einstein Tensor that represents the geometry of spacefiiméhe energy-
momentum tensor which describes the energy content, the cosmologictmtehsand the metric
tensorg,y. The space-time in a homogeneous and isotropic Universe is descrillied Bpbertson-
Walker metric

ds’ = c?dt? — a2(t) [dx? + f2(x) (d6? +sirf6d¢?)] (2.13)

which solves the field equations as has been shown independently bptsRabE 935) and Walker
@). The coordinate system is given by the spherical coordifyatés @) with x being the comov-
ing radial coordinate ané and¢ being the angular ones. The factix(x) is called the comoving
angular diameter distance and depends on the curvature K:

K=Y2sin(K%2y) K>0
fk(X)=qX K=0 (2.14)
(—K)~2 sinh[(—K)l/zx} K<0,

where 1/+/K can be interpreted as the curvature radius of the space. For vanisiniragureK = 0,
the Robertson-Walker metric (see equakion?.13) describes the metric ofa foiapositive curvature
K > 0 it describes the metric of a sphere and for negative curvtute it describes the metric of a
pseudosphere with negative curvature which can locally be approxirbgt@éyperboloid. Inserting
the Robertson-Walker metric (equatfon 2.13) into the field equations of GléRelativity the energy-
momentum tensor is restricted to the form of a perfect fluid with depsityand pressur@(t). The
solution of the equation then leads to the generalization of the previousWederguationd (219) and

28) to

N2
a 8nG Kz A
(a) = -+ (2.15)
and
a  4nG 3p N
a__3< cz>+3- (2.16)

Equations[{2.15) and{Z]L6) are called figedmann equation¢see Friedmann 1924). These two

equations can be combined to obtain Hitkabatic equation

d

4 2pe] + piy

dt

-0. (2.17)

What does this equation tell us about the characteristic behavior of the w@ttent? For pressure-
less matter (dust), the derivative of the product of density and scalesriadthe third power vanishes,
implying the conservation of mass. This confirms the decrease of mass deitisity

Pm=Pmoa ° (2.18)

as already derived in equatidn_(2.6) in the Newtonian ansatz. For matter negbyse the adiabatic
equation[(Z.1l7) implies that the variation of energy is equal to the prodpcessure and variation of
volume

da®

Py - (2.19)

d
at(cz p ag) =
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In the limiting case of relativistic particles with velocities close to or equahdiation), the pressure
is given by
2
p= % . (2.20)

If we insert this relation into the adiabatic equatibn (2.17), we see that thgyedensity for radiation
evolves with

pr=poa . (2.21)
Since the photon number density decreases aithbut the energy density decreases vatH, it is
obvious that the individual photon energy must decrease avith This accommodates the fact that
the photon is redshifted due to the expansion of space.

If we now consider a component which can be interpreted as vacuungyeaad whose den-
sity is independent of time, the adiabatic equation gives us

Py = —pvC2 . (2.22)

This means that the matter density and pressure in the Universe are conigyoe sum of these
three components

2
prgcz —pC = p?rf;z —puc. (2.23)

If we insert this result into the Friedmann equatidns (2.15) &nd1(2.16) eeehst the form of the
pv-term corresponds to th&-term, therefore\ can be interpreted as a vacuum energy density with

P=Pm+p+p=pmod >+poa +p and p=

2
> c‘N
=_"_ . 2.24
=g (2.24)
Based on the derived densities we define the density parameters
N
On=Pm 0 PO g = -2 (2.25)
Pc Pc pc  3HS
Using these definitions we can rewrite the expansion equéfion (2.15) as
Kc?
H2(t) = HZ <a4Qr+a3Qm—a2H2 +Q/\> . (2.26)
0
As for the present timeQ, < Q,, we obtain for the curvature
Ho\ ?
K= S (Qm+Qp—1). (2.27)

If we reinsert this result back to the expansion equalion2.26) wealeliowing expansion equation:
H2(t) = HE [a*Qr +aQm+a 2(1— Qm—Qn)+ Q4] - (2.28)

We see that for small scale radiithe first term is dominating, which means that the Universe is
radiation-dominated. For larger values, the second term is eventually domginthe Universe is
then matter-dominated. For a not vanishing curvature and even largeswaa the third term, the
curvature term is dominating and for very large values of the scale radiuso8mological constant
becomes dominant. The evolution of the expansion g8 starting at redshifz = 9 is shown in

Fig.[2.2.
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Fig. 2.2: Evolution of the expansion raté(z) with redshift up taz= 9. The chosen cosmological param-
eters ardHp = 72 km s Mpc 1, Q= 0.27 andQ, = 0.73.

2.1.3 Cosmological Redshift

The expansion of the Universe leads to a redshift of the light emitted byntdstarces. The redshift

zis defined as

Aa—Ae  A(ta)
Ae a(te)

with A¢ being the wavelength at the emission titpend A, being the wavelength at the absorption
timet, or

Z.=

~1, (2.29)

z=al-1 (2.30)
for present timg = to. This energy loss for the individual photon has already been predicted
equation[(2.211).

2.1.4 Distances

In the following we have to define a concept of distances. Given thdéHatbur Universe in general
might be curved and that the light speed is finite, which can lead to a renhatikalk shift between
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the two final points of the distance measurement, the thatanceis not unambiguous anymore but
depends on our definition.

Comoving Distance

The comoving distance describes the distance of two points on the spagashyfiace of the Universe
at present time = tg. The underlying grid follows the expansion of the Universe, therefoee
comoving distance between two events is fixed and does not depend on tintkeiexpansion of the
Universe. The comoving distance is defined in the following way:

'ty
cdt=—ax or X:/ ¢ dt, (2.31)
t, a
with t; being the emission time antigdthe absorption time. This leads to

c V) -1

X(21,22) = |T/ 07 [Q(1+2*+ Qn(1+2°+ (1~ On— Q) (1+2%+ Q1] . (232)
0Jz7

A special case is given by the proper distance, which is only mentioneddsons of completeness.

The proper distance gives the distance observers at a certain tedslld measure themselves using,

e.g., rulers. ltis given by

Dprop(21,22) = a(z1) [X (21, 22)] - (2.33)
At present time the proper distance is identical to the comoving distance.

Angular Diameter Distance

A further very important concept of distance is given by the angular dimdéstance. It gives us the
relation between the physical size of an obj&f) and the anglé under which it is observable on

the sky: -
Dang = ? = a(z) fi (X) : (2-34)

The angular diameter distance between two redshifted objects is given by
Dandz1,22) = a(2) fk [X (21, 2)] - (2.35)

An interesting aspect about the angular diameter distance is that it doegreatse infinitely with
redshift but reaches a maximum beyond which it starts decreasing afaima cosmology with
Qn=0.27,Q, =0.73 andHp = 72 km s Mpc ! this maximum is at a redshift af~ 1.6. This can
be seen in Fig. 2]3.

Luminosity distance

Finally the luminosity distance gives the decrease of flux with increasing destathile in Euclidean
space the flux decreases with the inverse square of the distance, ired ouexpanding space this is
not the case in general for the comoving or the angular diameter distaneduminosity distance is
given by

Dum(2) = S (2.36)
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Fig. 2.3: Different distances as a function of the redshift for a casgypwith Qn, = 0.27,Q2, = 0.73 and
Ho =72 km s Mpc1. The red line shows the angular diameter distance with maxivalue az~ 1.6,
whereas the green line shows the comoving distance andubdié shows the luminosity distance.

with L being the luminosity an&the Fqu.LElh.etlngIdH.(lQ.i?S) showed that in general the luminosity
distance is related to the comoving and the angular diameter distance in the fglioasymn

Dium(2) = (1+2)?Dang(2) = (1+2) f (X) - (2.37)

This relation is only correct for bolometric quantities. If fluxes at specifawvelength ranges are
considered, a K-correction depending the spectrum of the sourees tebe applied to account for
the cosmological redshift.

Distance Modulus

Another important quantity is represented by the distance modulus whichiloessthe difference
between absolute magnitude (defined as the magnitude in a distance of h@ ppparent magnitude,
representing the application of the luminosity distance if magnitudes are useddrd fluxes. The
distance modulus is given by

DM =5 |og<5)'“gc> . (2.38)
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2.2 The Inhomogeneous Universe

The previous section described the homogeneous characteristics in itresgrnpresent on large
scales. But as we observe, the Universe is far from being homogermeoshorter scales. Other-
wise there would be no galaxies, stars and other structures. The qusstiamm how the matter could
collapse and structure, transforming the initially almost homogeneous Qaiugio the cosmos we
observe today. A possible answer is given by the inflation theory. ésgan explanation to flatness
and homogeneity over large distances and the correlation of fluctuatioogausally disconnected
scales on the sky and further provides a source for the primordialtgddhsgtuations. According
to inflation theory the visible Universe was initially small with causal contact eetwthe presently
visible regions before an exponential expansion set in, enlarging therida by many orders of
magnitude. The homogeneity of the Universe is therefore explained byirthenstance that the
observable Universe initially was only of small size in causal contact. Tiggnoof the inhomo-
geneities eventually rising to the structure we observe today is then givgaadntum fluctuations
which have been stretched to cosmic scales during the inflationary exparsie smallness of the
cosmic microwave background (CMB) anisotrogyT(/T ~ 1072, see_ Smooekt all llQ_Qi) suggests
that the density inhomogeneities were still very small at the time of recombinatiori {00). The
density contrast is defined as

5(r,1) = PLU =P (2.39)
p(t)

with p(t) being the mean density of the Universe. In underdense regions the deosttast is
—1< 4 <0, inoverdense regions the density contragtis0. In overdense regions the gravitational
self-attraction will lead to a slower expansion than in the average regidms. cuses the density
contrast to increase even further. On the other hand, the lower seifygin underdense regions re-
sults in faster expansion and hence in a decreasing density contrastémelens. This gravitational
instability builds the starting point for structure formation.

2.2.1 Linear Structure Formation

As we have seen in Secti@n 2.1 the matter in the Universe can be describguedsct fluid. It is
characterized by the densip(r,t) and the velocity field/(r,t) and is described by the following
equations. The continuity equation

ap

50 0 (v =0 (2.40)

indicates that mass is conserved. If the fluid has a divergent velocity firddning that particles are
streaming out, the density decreases. On the other hand, if the fluid hasexgent velocity field
with particles streaming in, the density has to increase. Further the fluid falh@Suler equation

ov Op

EJr(v‘D)v_—F—DCD. (2.41)
The left side is the derivative of the velocity with respect to time as it is pexdeby an observer
flowing with the current. It is influenced by the pressure gradient andjtigtational potentiatb
which is described by the Poisson equation

[02® = 4nGp . (2.42)
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As we only consider non-radiative matter the pressure vanighe8. In general these three equation
cannot be solved, but it can be shown that the homogeneous expdshdiregse represents a solu-
tion to this system of equations for a homogeneous density distribptidecreasing witta—2 (see
equatior 2.18) and a velocity fieldr,t) = H(t) r. We now apply the ansatz of linear perturbation
theory, adding a small perturbati@p, dv and d® to the unperturbed quantities in order to obtain
the perturbed equation system. If we now subtract the unperturbeti@tpimom the perturbed ones,
neglecting all terms of higher than first order, we get the following systeequations:

<§t+vom>6+m.5v:o, (2.43)

with & = dp/po. The Euler equation then becomes

<a+voD) 6v+@+ﬂ5¢+H6v:0, (2.44)
ot Po
and the Poisson equation becomes

026® = 4nGpyd . (2.45)

It is now convenient to continue in comoving coordinates. The coordimagethen described by

and 4 ,
v(t) = Sr+u (54) ,

with u being the peculiar velocity. The subsequently transformed equationsaaseld to eliminate
the peculiar velocityu and the gravitational potentia. We then obtain a differential equation of
second-order id: 25 5

0 2a0

I | ) 2.4

g T ar 4TG0 (2.46)
As equation[(2.46) does not contain spatial derivatives, the solutionsectactorized in the following
way: B

O(x,t) =D(t)d(X) . (2.47)

We then get a solution of the form
8(x,t) = D ()8, (x) + D_(t)3_(x) , (2.48)

with D representing a growing aridl_ representing a decaying mode. As the decaying nibdés
decreasing with time, eventually the growing mode will be dominating and the iligaaypde can be
neglected. Therefore we only consider the growing mode, following

5(X7t) = D+5O(X) > (2.49)

whereD., also called the growth factor, has been normalize®tdty) = 1. The actual form of
the growth factor depends on the cosmological density parameters. beaxplicitly calculated for
different cosmologies. In an Einstein-de Sitter (EdS) univekg£ 1 andQ, = 0), for instance, the
growth factor is identical to the scale factt).
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2.2.2 Correlation Function and Power Spectrum

As the Universe is not homogeneous on shorter scales anymore, thebjpity of finding galaxies
at certain points is not uniform, as due to matter collapse and structure fonntla¢gionatter in the
Universe started to cluster. The clustering properties and the probalbifibdmng objects like galax-
ies in the neighborhood of other galaxies can be described by the twbeguonelation function or
equivalently by the power spectrum.

The Correlation Function

The correlation function describes the distribution of matter in the UniveFee.instance, let the
probability to find a galaxy in the volume dV at positiarbe given byP;. As the Universe is sta-
tistically homogeneous this probability does not depend on position. Comsibyjthe probability to
find this galaxy and another galaxy in the volume dV at posifigimultaneously would b&,? if
the probabilities were independent. Due to structural collapse matter stactkdster and therefore
its distribution is correlated. To account for this increased probability a-fiwint-)correlation func-
tion has to be introduced, correcting the probabi§ to P,?[1+ &;(x,y)]. The correlation function
& (x,y) can be defined for the complete matter distribution by the following equation:

(P()p(y)) = PH{[1+8(x)][1+3(y)]) = P[1+(8(x)3(y))] =: P[L+&(xY)] . (2.50)

with &(x,y) being the correlation function. Because of homogeneity and isotropy ditinesrse
the correlation function does not depend on the explicit valuesaridy but only on their spatial
separatiom = [x —y|.

The Power Spectrum

The power spectrum provides a description of structure in the Univérash is equivalent to the two-
point-correlation function. It can be calculated from the two-point-dati@n-function by Fourier

transformation: )
sinkr

P(k) = 2n/0°°dr 2SN ey (2.51)

Having a look at the primordial power spectrum originally there was no abtharacteristic length
scale given in the Universe. This suggests that the primordial powetrgpecan be written in the
form of a power lawR 00 k" as this is the only mathematical function which does not depend on a
characteristic scale.

Dark Matter

As already mentioned, CMB shows an anisotropy of only a#6ufT ~ 10~° dSmg_o_tel_a.IHlS_Qi),
displaying the conditions at the time of recombinatien-(1100). Having a look at the inhomogene-
ity which is observable at present time and assuming only baryonic matterarid expect a much
higher anisotropy oAT /T ~ 10~3. A solution to this discrepancy is provided by the introduction of
dark matter. CMB only mirrors the anisotropies present in radiative mattematietr coupling to it
(this means photons and electromagnetically interacting particles). Undhdagie matter particles
could have decoupled from the photon plasma at earlier times and alregtéy stecluster before re-
combination. After recombination the baryonic matter then fell into the potentibbWweady formed

by the dark matter.
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2.2.3 Non-Linear Structure Growth

The linear structure formation theory is based on perturbation theory antyisalid for small pertur-
bations. If the density contrast exceeds a valugp#- 1 the linear structure formation theory breaks
down and the neglected terms of higher order cannot be ignored anyimgeneral the problem can
no longer be treated analytically and needs to be addressed by numienications.

The Spherical Collapse Model

We consider a spherical region in the Universe with increased matteitydens

p(t) =[1+3(1)] p(t) (2.52)

with respect to the mean density of the Universe and ith as defined in equatioh (2139). For small
timest the perturbation is still small so we can treat its growth linearly. We consideagdy point in
timet; where

5(t) <1 and &(t) = &D. (&), (2.53)

with & being the extrapolated linear value férat present time (actuallgp # J(tp) because non-
linear effects will change the evolution of the structure!). The initial compvadiusR.om Of the
overdense region will remain nearly unchanged as long the perturbatstil 8mall (6 < 1). The
mass within this sphere is then given by

4 4
M = —"ReomPo (1+ &) ~ —-Reomf , (2.54)

with physical radiusR = aR.om and pg = a—3p. The sphere will expand slower than the average
Universe due to its own gravity, enhancing the density conamtd therefore further decelerating
the expansion. Due to symmetry reasons the expansion of the sphere daadnibed equivalently

to the cosmic expansion using the Friedmann equatfons] (2.15) andl (2. W8itibulifferent density
parameters. Depending @ the critical density can be exceeded, eventually leading to a halt of the
expansion of the sphere and resulting in its recollapse. In an ideal ttreosphere would recollapse
into a single point but in practice the particles inside the sphere do not folioglypradial trajectories
due to small scale fluctuations in density and gravity. The collapse will thrertfad to an overdense
virialized structure with characteristic radiug and a mean density of

(P) = (1+ &) with (1+ &) ~178Q,%°. (2.55)

For this reason theyoo, defined as the radius of a structure with mean demsity2000, is used as

an approximate value for the virial radivg,. In the special case of an Einstein-de Sitter universe
every sphere witldy > O represents a ‘closed Universe’ that will eventually recollapse. Metess

a threshold has to be exceeded to make the collapse happen befora timgas. This threshold is
given by

&> & (142) %(127'[)2/3(14—2) ~ 1.69(1+2) (2.56)

for the collapse to occur before redshift z.
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Press-Schechter Model

The spherical collapse model (ég_e_ELess_&_S_Qhéthd 1974) prakiglepportunity to estimate the
number density of dark matter halos. The starting point is a density fluctualdd{ix) with fluctua-
tions on all scales corresponding to the power specBi(k). We now smooth this density fluctuation
field by convolving it with a filter function with a comoving filter scale Rf Linearly extrapolated
to present time we receive the smoothed density fluctuationdigbd) without fluctuations on scales
< R Therefore any maximum of the density fluctuation field goes along with acteistic scale
of > Rand a corresponding mass pédk~ (4mr3/3)pg according to equatiof (Z.64). For sufficient
amplitudedr a sphere with comoving radius R around the peak will decouple from liniraotsre
growth and start growing non-linearly. The following growth and subseatjrecollapse can be ap-
proximated by the spherical collapse model. For Gaussian characterigi&rpes of the density fluc-
tuation field its attributes are described by the power spediiknand the number density of density
maxima withdr > dmin and therefore the number densit§M, z) of relaxated dark matter haloes with
respect to magsl and redshifiz can be calculated. The number density depends on several variables.
Firstly, it depends on the amplitude of the density fluctuations, i.e., it depentseamormalization
of the power spectrurRy(k) which can be determined by comparison of the Press-Schechter predic-
tion with the observed number density of galaxy clusters. This is called ‘clostenalized power
spectrum’. Further the number densit{M, z) decreases exponentially with increasing milssas
larger masses correspond to higher smoothing lengths and the numberiofanveikh fixed ampli-
tudedmin decreases with increasing smoothing length. The number density of mgakixg clusters
with M > 10'5M,,, is therefore quite low (10" Mpc—3) corresponding to a mean distance of 100 Mpc
between two clusters. The redshift dependence of the number de(idity) depends on the consid-
ered cosmology. The general minimal density contrast is givedhy= d:/D+ (z) (see Einstein-de
Sitter universe in equatidn 2J56) with andD_, depending on the cosmology. A%, is larger for
lower Qn, at fixedzwith z> 0, the ratio in number density M, z) /n(M, 0) increases with decreasing
Q. We now consider the case where the power spectrum can be desgibedpower lawPy O k".

In this case the mass function can be written in a closed form:

with the redshift-dependent mass scale

M*(2) = Mg [D(2)]%Y (: Mg (14 2)~2/Y for an Einstein-de Sitter univer};e (2.58)

andy = 1+n/3. The characteristic mass scale is increasing, describing the mass seadeawhass
distribution starts to grow non-linearly. The mass spectrum well b&idéye) is basically a power law
while masses above the characteristic mass scale are cut off expone#titdiyugh being a rather
simple model the Press-Schechter model agrees surprisingly well with edectfion of numerical
simulations. More sophisticated Press-Schechter models based on ellipi@pse models are even
able to compete against the latest numerical simulations.
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Chapter 3

Lensing Theory

This chapter gives a short overview over the lensing and weak lenstagyttand widely follows

'Schneider! (2006b) and Bartelmann & Schneider (2001). An extereléelr can be found there or,
e.g., in Schneideet all (1992).

3.1 Gravity

Gravity is the most noticeable of the four fundamental interactions in daily lixptains why the
apple falls to the ground, why we are bound to Earth, why Earth orbits isdinvay stellar systems
form galaxies or even larger structures. But does it not only affettemalso light rays are deflected
by gravitational attraction. In 1914/15 Albert Einstein introduced Gerlieedditivity (semin
ﬁl) replacing the theory developed by Isaac Newton anelctiog the deflection by a factor
of 2. For a spherically symmetric mass distribution, General relativity in thé fela limit predicts

the deflection anglé to be
. 4GM

a= 2
where G is the gravitational constant, M is the total mass of the mass distributiof iarthe im-
pact parameter. As long as the impact paramétés much larger then the Schwarzschild radius
Rs = 2GM/c?, leading to a small value for the deflection angle« 1, the gravitational field strength
is small and the field equations of general relativity can be linearized. Thaasrtbat the deflection
angle of an ensemble of mass points can be described by the vectoriaf shendeflection angles
caused by the individual mass points. The deflection aaghé a light ray described by the spatial
trajectory(&1(A),&2(A),r3(A)), propagating alongs, caused by a mass distribution

M:de:Zp(r) dv (3.2)

(3.1)

is therefore described by

/d2 /drgp IR IR A i & (3.3)

~ G !/ ! !
a(8) = O ame g 4 P

1€ - tfl2

Using the definition of the surface mass density

(&) E/6"3 p(&1,&2,13) (3.4)
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and the independence of the last factor fdgnwe carry out the4-integration and obtain

£-¢
&)

a§) =" [@e s 35)

3.2 The Lens Equation

A typical situation for a (single) gravitational deflection is shown in Eigl 3.h. object at distance

Ds and redshiftzs (source plane) emits light rays. The light rays traveling in direction of tlseoier
pass close to a mass distribution at distaDgeind redshiftzy (lens plane) and are deflected. Source
and lens plane are defined to be perpendicular to the line of sight. Assunaintp¢hextent of the
deflecting mass is much smaller than the distafizgandDgys, the trajectory of the light rays can be
replaced by two straight lines with a sharp bend in the lens plane. In this figstands for the two-
dimensional position of the source in the source plane. The corresgpadgie would begB. Due

to the gravitational deflection the image appears under an #&glkich corresponds to the impact
vector in the lens planea is the deflection angle in the lens plane. Making use of the smallness of
the deflection anglé we derive from geometrical considerations (intercept theorem)

n+Dud(E) Dy
3 Dq

or 5
n:EdE—Ddsa<f)'

If we translate this equation into an angular coordinate system using
E=D40 andn=DsB

we obtain
B=6-—a(Dby40)=06—-a(0), (3.6)

defininga (0) as the scaled deflection angle.

Introducing the dimensionless surface mass density or convergence

k(@) = =(2a6) (37)
2c
with the critical surface mass density
2 Ds

%= 4G DgDgs 38

we can transform equation (8.5) into

1 6-¢o

a@)==| d?0'k(0") ——— 3.9
( ) T RZ ( ) ‘6_ el‘z ( )
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Observer

ds

Fig. 3.1: Typical situation for a gravitational lens system. An objiecthe source plane emits lights rays
and would be visible under an angle @f On their way to the observer the light bundles are deflecyed b
a mass distribution in the lens plane by an anglé @ind finally appear under an angleéf

in order to express the scaled deflection angle in terms of the surface emastyd

Now we can make use of the identifyIn |8 = 8/|8|2, which is valid for any two-dimensional
vector 8. Consequently the scaled deflection angle can be written as the gradierdeflection
potentialy:

a(8)=0y(0) (3.10)
with
1 2n/ ! !
«,u(@):f/ 426’ k(8') In |6— @' . (3.11)
TT JRr?
Furthermore if we use the identity
02In |8] = 25(8) , (3.12)

with &(6) being the Dirac delta function, we obtain

02y(0) = 2(8) , (3.13)
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the Poisson equation in two dimensions.

As the light bundles are deflected differentially, in general the shapes®wie and image will
differ. If the source is much smaller than the scale where the lens propehntege, the mapping
from source to image plane can be locally linearized. The distortions aredéwaribed by the

Jacobian Matrix|(Schneider 2006b, Seitzall1994)

B G 1-k—yn -y
o = 3.14
(6)= a0 <c\iJ 06,06 -y 1-k+wn)’ (3.14)
introducing the shear= y1 +iy = |y|€?® with the components
ay oy oy
— = . 3.15
n=s <an 092> 2= 56,06, (3.19)
Defining the reduced shear
_ Y M e
g_l_K_—l_Ke' , (3.16)
we can rewrite the Jacobian Matrix as
-0 -
o (0)=(1-«k . 3.17
O = (2 %) (3.17)
We see from equation§ (3113) ard (3.15) that the convergeraed the gravitational shearare
directly related to each other via the gravitational deflection poteqt @IS) showed that
oy + oy
DK:<3321_092>. (3.18)
a6, — 96,

This means thatlk can be derived from shape measurements in the weak lensingxlirait1.

For the more general case relations can be found in Kdiser|(1995)eifieh & Seitz |(1995) and
Seitz & Schneiderl (1995). These relations were used, elg., in Ketisé(1995), Seitz & Schneider
%ﬁ and Seitz & Schneider (2001) to obtaimaps from local shape estimates.

@b) showed that the mean tangential shgacan be written as the difference between the
mean convergenae within a circle of radius® and the convergenaeon the edge of this circle

() (6) = K(8) — (k) (6) . (3.19)
Multiplying this equation with the critical surface mass dengitywe then obtain the excess surface

mass density _
S (W (R =Z(R) — () (R =AZ(R) . (3.20)

3.3 Weak Lensing

In general the shear caused by mass distributions can be quite large t€lttee Einstein radius,
sources can be distorted into giant arcs or, under almost symmetricaticogdinto a ring. In this
thesis we do not deal with such large distortions. We only consider the ieesikg regime where the
Jacobian matrix is close to the unity matrix, leading to small distortions and theisfaall shears.
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3.3.1 Shape Measurement

In order to apply the theoretical formalism we still need to connect it to thergasonal data. There-
fore we need to derive how observable quantities of the surface begghtlistribution change under
shear. For a brightness distributibf®) we define

g /d°01(8)al(8)6
~ [d?61(8) q[I()]

as the center of the light distribution with(1) being a suitably chosen weight function. From the
second brightness moments

(3.21)

Jd?01(6) q[1(8)] (6 — 6)(6; — 6))

T 3.22
N [&61(8) ali(6)] 822
two different complex ellipticities can be defined:
Q11— Q22+ 2Q12 .
= = x1+Ii 3.23
X Qi1+ Q22 Xt (3.23)
and o
£ Q11— Q22+ 2Q1 o —atie. (3.24)
Q1+ Q22+ 2(Q11Q22— Q75)2
For r being the axis ratio of the elliptical isophotes of an object we obtain
1—r2 1—r
|x|_mand|£\_1—+r. (3.25)
The ellipticities in the source and in the lens plane are related via
_ 2\
x© - X—20+0X (3.26)

~ 1+g2-20(gx")
which was derived by Schneider & Seitz (1095). The transformation inger € is given by

Tge 0<1
£ = {i—g; 9] < (3.27)
&g [9>1,

derived by Seitz & Schneider (1997). To obtain the inverse relag@msix® (¢ ande(®) need to be
interchanged angd needs to be replaced bg in equations[(3.26) and (3.27).

3.3.2 Statistical Ansatz

The major problem of weak lensing is the smallness of the distortion, since treiradaellipticities
do not represent only the gravitational signature. In general galaréenot intrinsically round but
elliptical, so the observed ellipticity is composed of both intrinsic ellipticity and gréwital shear. It
is not possible to disentangle these two quantities for an individual sdartkoking at an ensemble
of galaxies, it is possible to extract a gravitational signal. The basic asgumipweak lensing is the
random orientation of the intrinsic ellipticities. Therefore without gravitationfillence the mean
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Fig. 3.2: The shapes of images with corresponding ellipticisegnd &,. Objects withe; = &, = 0 are
circular, objects withe; = +1 are aligned along the x- respectively the y-axis while cigjgvithe, = +1
are rotated by 45

ellipticity of an ensemble of background sources should vanish. Applymgvtbraging on a sheared
source sample then provides an estimate for the gravitational shear

(€)= (D) +(y) =y

The shear componentg and s, are defined in Cartesian coodinates but as gravity is a conservative
force and does not produce curls, the induced signal should only shprints tangentially to the
lens. This projected shear is called the tangential she#is counterpart is called cross-shgaand

is measured by rotating the ellipticities of the source sample By fiBese quantities are calculated
from the sheay in following way:

(3.28)

e 2® . =-Oye 2%, (3.29)

w=—0ly

The cross-shear provides an excellent estimator for systematics @y geanot contribute. Analo-
gously to electrodynamics tangential and cross-shear are called E-@uodi&s. Any signal showing
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up in the B-mode indicates a contamination of the lensing signal, possibly bytaistointroduced
by the telescope optics or atmospheric turbulences (PSF). Vanishing Bsndodhot guarantee that
the observed sample is systematic-free, but their presence is a strorajanflic systematic errors.

3.3.3 Estimation of Object Shapes with the KSB Pipeline

Measuring image ellipticities in practice is not as easy as it looks in theory.rtuntttely the ellip-
ticities which are extracted from observational data in general cannat as unbiased estimators,
since they suffer from different contaminations such as atmospherisgtgle optics and camera dis-

tortions. | Kaiseet all (1995) (extended by Hoekstes al.|1998) developed a formalism to estimate

the reduced gravitational shear

4
1-k
and correct for the contamination distortions introduced by PSF and insituifiee KSB+ pipeline
used in this thesis, which was kindly provided by Thomas Erben and TimaBloack, is well de-

(3.30)

g=01+ig2 =

scribed in_Erberet all (2001) and Schrabbagi all (2007). The ellipticities in this formalism are
defined by
, Q11— Q22+ 2iQ12
E=+le= 3.31
L Q11+ Q22 (3.31)
where
Q; = [ &6 W, (16]) 66, 1(6) (3.32)

are the quadrupole moments of the light distribution, Wit{(|6]) being a circular Gaussian weight
function with filter scaley. The principle of KSB+ is based on the assumption that the P&k be
decomposed into an isotropic p&t° (the ‘smearing’ which makes the galaxies larger) and a small
anisotropic part described by the anisotropy kemgie{which distorts the galaxies). The observed
ellipticities are described by

Eq = &5+ Pgﬁgﬁ + P339 (3.33)

with the intrinsic source ellipticityeS and the reduced shear g. The ‘pre-seeing’ polarizability intro-

duced by Luppino & Kaiset (1997)

RS, = Pak —PET [ (P*™),5 PS5 ] (3.34)

describes how the image ellipticity responds to shear in the presence of FhenR&ring. PS™,

the smear polarizability tensor, describing how the image ellipticity responds fwékence of PSF
anisotropy andPs", the shear polarizability tensor, are calculated from higher-order toegh mo-
ments as described in detaillin Hoekstall d19_9_$). As the trace-free part of the tensor is much
smaller than the trace (Erbenall|2001), the calculations of the ‘pre-seeing’ polarizability and its
inversion are approximated by

Tr [PS™] 2
1 psh] 1
[(Psm*)yél Pgﬁ} ~ s O (Pap ~ 7 o] %a8 (3.35)

The anisotropy kernel can be extracted from stellar objects. As steesnaintrinsic ellipticity and
are not gravitiationally sheared, we obtain

es=0andy=0. (3.36)
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This leads to
or
o = (P™),p¢a- (3.38)
The anisotropy corrected ellipticity is defined as
g2 — — P25 - (3.39)
the fully corrected ellipticity as
giso — (Pg)aﬁsg”' : (3.40)

Under the assumption of randomly oriented intrinsic source ellipticifiethe so obtained ellipticity
can serve as unbiased shear estimator. For weak gravitational distotliemsonvergence is very
small (k < 1) and therefore

(€) =g~y. (3.41)
As the STEP simulation has shown (Js_e_e_I:Le;uIanﬂJ l20_0_$) a significant bias remained after the
correction. Therefore a shear calibration factor was introduced @igkd:

(Va) = Ceal <ei<§o> (3.42)

with ccq = 1/0.91.

3.4 Theory of Galaxy-Galaxy Lensing
3.4.1 Lens Profiles

In the following we give a short introduction to several analytic galaxy patdiles.

Singular Isothermal Sphere

A very simple lens profile is represented by the singular isothermal sp8&8¢. (This mass distri-
bution is very famous as it yields flat rotation curves as observed in g@takies. The spherically
symmetric spatial mass density distribution is described by

0-2
Pos(R) = onere

with ¢ being the velocity dispersion. To obtain the surface mass density, we it@e¢gea3D-mass
density distribution along the line of sight:

(3.43)

0 ) 2 1
ZS'S(E):/dep(E’Z):/deZ?TG'zZJrEZ:

2

(o)
2nt aw zZ 2nGE
2

Jarctar{z)] "2 =

N\:u\:\:l

o
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As defined in equatio (3.7), the convergerdes the ratio between surface mass densignd critical
surface mass densify:

. 2 . o\2 Dds 1 . QE
with 6z being the Einstein angle:
. 0\ 2 Dgs
6 — 4n(E) B (3.46)
By integrating the Poisson equatidn (3.13) we derive the scaled the deflantite
6
C!S|S(9) = BEW (3.47)
and the deflection potential
Y5is(8) = 6g|6). (3.48)
If we calculate the derivatives of the deflection potential according tatemju[3.1%) we obtain
O
Yeis(6) = 20 (3.49)

for the shear of a singular isothermal sphere. By multiplying the tangengak ghwith the critical
surface mass densit}. and applying the definition of the Einstein andle with 6 = R/Dq4, we
receive the excess surface mass density

AZgs(R) = 2, =— : —) === 3.50
sistR) = 2o ksis = 1o 5 Do (c) Ds 2R 2GR (3.50)
The line-of-sight projected mass within a sphere of rafis given by
20°
Msis(< R) = ER’ (3.51)

which means that the total SIS mass diverges.

Truncated Isothermal Sphere (BBS)

Being a very simple and easily calculable profile the singular isothermal esphgmentioned, un-
fortunately also has a big disadvantage: the total mass does not cobueigenfinite. Therefore a
more sophisticated and physical profile was suggesté_d_b;LB_La‘IILathﬂlS_%), the truncated isother-
mal sphere (BBS profile), introducing the truncation radiushe spatial mass density distribution is
described by

o? $ o? 1 1
R) = : -2 (). 3.52
Pees(R = 5 Gr Ry 9~ 26 <R2 R2+52> (3.52)

In the inner part the profile corresponds almost to that of an SIS, bukidker part the density
decreases much faster (at the truncation radius the mass density is orthehadfue of an SIS). For

a diverging truncation radius (— «) the BBS profile asymptotically transforms back into an SIS.
Integrating along the line of sight we find for surface mass desity a BBS profile

5 o 0'2 1 1
ZBBS(f):/O dZP(EaZ):/O dZZnG'(22+EZZZ+EZ+SZ) -
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o> (1 (= 1 1 © o, 1\
~21G <€/o dzl+zz_\/52+52‘/o dz 1+z”2> -
2
g (l ! )-[arctar(z’)}+

NSNS

“onG \ & Jais e
o’ (1 1
— |- — 3.53
2G (5 \/7€2+32) (5:59)
and subsequently for the convergence
z 0\2Dgs 1 1 1 6 (1 1
:—:4 —_ —_— — . B —————— _ — . —_———- .4
Kkeas(0) 5 IT(C) D. 26 (9 %924'932) 28 (9 %62+652> (3.54)
with s
63 - Ed
Integrating the Poisson equatidn (3.13) for the BBS profile we receivibéoscaled deflection angle
2,102 _
laps(0) = - (1— W:B) (355)

and the deflection potential

Yhps(0) = Ot - [6— \/ 62+ 62+ 65-In <;s\/62+652+1>] . (3.56)

Applying equation[(3.15) we derive

e[, 26, 024202
y333<6)—29< + ) —em (3.57)

for the sheay of a truncated isothermal sphere. Analogously to equdtion](3.50), wim dbéeexcess

surface mass density for the BBS profile

0° [R+2s R+29°
AZses(R) = 551 ( R RW) : (3.58)
By integrating the BBS mass density distribution (see equétfion 3.52) we obtain
20?2 R
Mges(< R) = CTSarctan() (3.59)
G S
for the mass within a radius R and
no’s
M = — =
total,BBS G
2411 g 2(_s
7.3x102h 1 Mg, (1000 — Sl) <1 Mpc> (3.60)

for the total mass.
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Universal Density Profile (NFW)

Another more sophisticated profile with two free halo parameters was motivatdtebresults of
dark matter simulations. The so-called universal density profile or NF\filgonwas introduced by
Navarroet all (199$,| 1997). The spatial mass density distribution is described by

o O Pc
() = (3.61)

with the scale radiuss, the critical density of the Universe at redshift z

3H(2)?
= 3.62
Pc 871G ( )
and the density contrast
200 cd
=3 In(1+c)—c/(1+c) (3.63)
The density contrast itself is a function of the concentration parameter
c— 120 (3.64)

I's

the ratio between the ‘virial radiusygg and scale radius;, describing the distribution of matter inside
and outside the scale radius, literally describing the matter concentratiophysieal meaning of the
radii is the following. The g is defined via the spherical region with mean density being 200 times
the critical density of the Universe while the scale radiumarks the transition point of the density
from declining with first to third order with distance. Subsequently the viriadsivpo is defined as

the mass contained within a radiusregg:

800t
Moo = Tpcrgoo : (3.65)

In order to calculate the mass enclosed by an arbitrary radius we integeagpdbial NFW mass
density distribution (see equatibn 3.61):

Mnrw(< R) =

2

R R
= dl’l 4Tl'|’/2 rl ey 47'[ / dr/ —
/0 PnFw(r) 0PcOc o O @

/

2 r' 2 1 R
=4npcders |rsIn| 1+ - +r =
S

R
— / . —
_4an6crs/o dr ( S T/ .

1+r’/r5)2
! R
= 41pc Ot [ln <1+ r) + 1] : (3.66)
ces rs)  1+1'/rs|,
Thus the enclosed mass at an infinite radius does not converge but imfaige. Although the
NFW-Myoo-mass only gives the part of the mass which is already virtualized and dvepecify
the the mass associated with this structure outside this radius, it thereforenalopske sense
to integrate this profile for much larger radii. A modification which is NFW-like iesighy and
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describes a cutoff relative to the original NFW profile for larger radii simitathe BBS cutoff
was presented M@@ﬂ d;O_Oﬁ?). In this case the total mass of the truncated NFW halo then
is similar in interpretation as the total BBS mass, i.e., it equals the total mass assuodihtis halo.

The corresponding rotation velocity at the virial radius (also called circudocity) is given

by
GM 800rp.G
V200 = 4/ 200 \/ Pe r200 - (3.67)
I'200 3

The following formulae for the surface mass densities and shears of iversal density profile are

taken from Wright & Brainerdl (2000) and were derived|by Bartelm#®96). For convenience, a

dimensionless radius= R/sis adopted. It has been shown, that by integrating equdtionl (3.61) along
the line of sight the surface mass density can be expressed by

2sPe0s [1— 2__artan ﬂ] x<1

(x2-1) Vix2 14+x

Snrw(X) = { Zeek x=1. (3.68)
2rspcdc 2 -1
D) [1— Zarcta =i } x>1

The shear of the universal density profile is described by

rs‘}—CpC g<(x) x<1
Wew = B3 20 41k x=0 (3.69)
X2 g (X) x>1
with
8 artanh/(1—x) /(14 X) X 2 4 artanh/(1—X) / (1+Xx)
X) = 4in( 5 ) — 3.70
9<() x2\/1—x2 " (2) (—1) (@ —1) (1—x2)Y/? (579
and
~ 8arctan/(x—1)/(x+1) X 2 4 arctan/(x—1)/(x+1)
g (X) = T +4 |n(§) TR o1 (3.71)

being functions independent from cosmology and only depending on ithendionless radial
distance x. Analogously to equatiofis (3.50) dnd (3.58), the excesesurfass density for an NFW
profile is given by

rsOcPe 9<(X) Xx<1
ASnpw = Is0pe (B2 +41n3) x=0. (3.72)
rs0cPc 9> (X) x>1

3.4.2 Scaling Relations for the Galaxy Halo Models

In general considering galaxies over a wider range of luminosities, thgtign about the dependence
of the halo parameters on the galaxy luminosity is raised. We therefore Haw& an the scaling
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relations for the free parameters of the previously described halo grofilestly we consider a very
basic parameter, the halo magswhereM can be the total halo mass of the BBS profile or the virial

massMqg of the NFW profile: \ .
nw
(7M*) - (f*) : (3.73)

with nu being the characteristic the slope of this scaling relation in logarithmic spaealiridj the
total mass by the luminosity L, this directly leads to

()= (&)™ @79
with
NMuL=nvu-—1. (3.75)

In principle the scaling indices fd¥iggs and Mg do not necessarily need to be the same but can
be different. Further the luminosities in these equations do not describeltradiric ones but the
fluxes in a specific filter, in the following to be chosen théand.

These relations build the starting point for the estimation of the following scalations.
Considering the SIS and the BBS profile, we notice that the SIS can bel#esas a special case
of the BBS profile, consisting of an infinite truncation radius. Therefoeesttaling relations for the

velocity dispersion in both profiles are identical. Faber & Jackson (18@@)Tully & Fisher (1977)
found that the scaling relation far is described by a power law

g L \No
() -(&)" (3.76)
In order to derive the scaling relation of the second free parameter &BBeprofile, the truncation
radiuss, we can combine equatioris (3. 73) and (B.76) to obtain

(5)=-)" S

MVges = 2+ No + s - (3.78)

with

We now discuss the values for the scaling indices of the correspondifiggelations. Considering
the mass, Guzik & Seljak (2002) found, analyzing the GGL signafiband SDSS data, a scaling
index of ny = 1.2+ 0.2 for the mass-luminosity relation, being the same scaling behavior which has
already been found for the dynamical mass-to-light ratio for the centedtigical galaxies, the so-
called fundamental plane (see, L’I.?Q‘g ILS_agJJ@_t_a.IHZQISb) Considering the velocity
dispersion, the exact value fap, is still under debate. The original measurements of the Faber-
Jackson | (Faber & Jackson 1976) and the Tully-Fisher relation (Tulljs&e¥f| 19717) suggested a
value ofng = 0.25, but various measurements applying data from different filters afedetit galaxy
samples (see, e.dH_Dav_ieﬁaMLQ_S_:k analyzing faint early type galaxies and Matkovi z

2007 analyzing dwarf early type galaxies, bothBrband, or Nigoche-Netret all 2010 analyz-

ing SDSS early type galaxies i+ andr-band for the Faber-Jackson relation and analyzing the
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Tully-Fisher relation for disk galaxies, e.g BamfcmjaIHZD_O_dS,LMjllﬂr_eLaﬂlZQli inB-band and

Pizagnoet all 2005, Ferandez Lorenzet alll2009 or Reyest alll2011 inl-band) showed Sossible

varlatlons in dependence of wavelength range and galaxy morpholsgyneludin

separately investigating the properties of fast and slow rotatihgtgpe galaxies (SOs and
Es) orm ) for early type spiral and SO galaxies. In the past when assumning
attempting to measure the scaling behavior of the velocity dispersion in GGLsasalgifferent
assumptions were made and different results were obtained. Measugirig) h nd sIope of the
Tully-Fisher relation, e. gm-on found a valuggf= 0.3. Furthe2) applied
a classical Faber-Jackson relation for his sample while Hoetsstih (2004) assumed a scaling
behavior ofg [0 L3 for his mixed SED sample. On the other hand Kleinheingthll (2006)
obtained values fons between 0.3 and 0.4, depending on the considered maximum separation
between foreground and background objects. We will see in our latdysas, that the scaling
relation indeed strongly depends on the properties of the examined galapjes as galaxy SED, in
particular on whether a pure or mixed SED galaxy sample is considered.
Assumingnu = 1.2 and ng = 0.3 (which corresponds best to the measured value of a mixed
SED sample, as we will see in Sectidns]6.2 and 6.4.1) this leads to valpe -6f0.6 for the
truncation radius. From these three values a generic model can be buittlyae@ a combined galaxy
sample and obtain the velocity dispersion and galaxy halo size for a fidatgadygwith luminosityL*.

The last discussed halo profile, the NFW profile, also consists of two feameters, the
virial radiusrogg and the concentration parameterThe virial radius is directly linked to the virial
massMyq Via equation[(3.65). If the virial radius scales with

200\ _ (L \/r0o0
(rzoo*) N (L*) ’ (379)
we directly obtain
Mg = 3Mr 00 + (3.80)

leading to a scaling parameter gf,,, = 0.4 for nw,,, = 1.2. However, with virial radius and thus
virial mass being a function of the critical densfiy(see equation 3.62), the zeropoint of this equation
changes with redshift.

Finally we have a look at the last remaining parameter, the concentrationgt@ra. As the previous
equations do not provide a direct estimate for a scaling relation, we thersdosider the results of
Duffy et alldmiZ), who found the following relation between concentration pararaatehalo mass:

cO M—0.084i0.006(1+2)70.47:k:0.04 ) (381)

Already previous measurements of the concentration-mass relation slosbigiht decrease of the
concentration parameter with increasing mass (see,|e.qg., Betaik2001 or Shavet all 2006).
Further concentration-mass relations also have been discussed thaggchary@t all (120_1$)
finding a scaling relation very similar tQ_Lm_a_l d_0_0_$), but with slightly higher amplitude or
mq_el—_aﬂ ), reporting an even higher amplitude and shallower decrease obtizentration
with increasing mass. Recently Pragtal. (2012) presented a new concentration-mass relation, in-
troducing a novel feature looking at virial masses higher thaf h0* M., not showing a further
decrease but an increase of concentration with increasing mass.
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The concentration-mass relation can be translated into a concentration-$itsniedation using the
scaling relation between mass and luminosity. Applying equafion](3.73) we dbeifollowing
dependence of concentration on the direct observable L:

cOL, (3.82)
with 0.084+ 0.006
%:4;4mr;7 (3.83)

being the scaling parameter for the halo concentration.

Most mentioned values for the scaling parameters assume a mixed galaxy ,sahygpéng a
transition from red SED dominated for bright massive galaxies to blue SEn@bed for fainter and
thus less massive galaxies. The later sections will show that this transitiodun&® a modification
in the parameters for the scaling relations, accounting for the differerg afasd and blue galaxies
for given luminosity, thus leading to deviating values for pure and mixed gD samples. In
particular we will further investigate the halo parameter scaling relations itio8el6.2.2,[6.4]1 and
0.4.3.

3.4.3 Maximum Likelihood Analysis

The analyses of the tangential shear signahd the excess surface mass den8fydraw a picture of
the cumulative halo profile, presenting a composition of many halos, includirtgat@alos, but also
neighboring halos and therefore the contribution of the nearby galaxigdaxy group or cluster halo.
In order to investigate and quantify the properties of the individual gateys we further perform
a maximum likelihood analysis as introduced|by Schneider & Rix (1997). Thtkodederives the
best-fitting parameters for the individual galaxy for given luminosity, byparing the prediction for
specific profiles as the BBS profile or the NFW profile with observed valtitee galaxy shapes. The
log-likelihood is given by the equation

B a,j o pjvgm_odel 2
log¥ = — % (%) : (3.84)

with g j being the PSF corrected polarizations for the j-th galﬁ*yl‘,he shear polarizability ang| j

the analytic shear values for the investigated halo profile. The values fare given by the scatter

of source ellipicities, quantifying the shape noise and the shape meastiemoes. The best-fitting
profile parameters are those, which best reproduce the observeg galarizations, thus leading to

a maximal log-likelihood value. In order to properly treat a sample of lensé#uited over a certain
range of luminosities it is necessary to define a fiducial point and to scalertbes to this fiducial
point. As fiducial luminosity we choosk;, = 1.6 x 10'° h=2 L/, (corresponding to an absolute
magnitude oM, ~ —21.7). The applied scaling relations for the maximum likelihood analyses and
the performed analyses themselves will be discussed in the Sdcfions 6.BAand
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3.4.4 3D-LOS-Projected Lensing Signal Simulations

The proper interpretation of GGL results requires a well understoddrsyand knowledge to which
limitations this system is valid. We therefore create two 3D-line-of-sight(L@8)ected lensing
signal simulations without shape noise, one assuming a truncated isothpiraed $BBS) and the
other assuming a universal density profile (NFW) for the galaxy halosthe simulation we keep
positions, luminosities and redshifts of all lenses and sources but anyytiakculate and assign
the theoretical shear values as ‘measured’ polarizations to the simulatee saunple. As profile
parameters for the fiducial luminosity we adopt the best-fitting values frarmeximum likelihood
analyses, explicitly distinguishing between red and blue lens halos anébttedi@ the different halo
mass at given same luminosity. Firstly considering the BBS profile, we adegbaity dispersion
of g,y = 149 km s and a truncation radius &f,,= 337h~* kpc for red lens galaxies and for the
blue lens galaxies we adopt a velocity dispersiorogf, = 118 km s and a truncation radius of
Shiue = 84 h~1 kpc. Secondly considering the NFW profile we adopt a concentraticampster of
Cl.g= 6.4 and a virial radius of},,.q= 160h~1 kpc for the red lenses and a concentration parameter
Chiue = 7-0 and a virial radius of5yq e = 115 h~1 kpc for the blue lens galaxies. We further apply
the scaling relations obtained in the maximum likelihood analyses. The in this wayedrlens-
source samples, consisting of observed lenses and simulated souvecéseraused to calculate the
expectable tangential shear profilgsand excess surface mass densifiesand to compare them to
the observational results in the Sectibng 6.1[and 6.2.



Chapter 4

Photometric Redshifts

The cosmic expansion of the Universe provides an excellent opportionégtimate distances on a
cosmic scale. As we already have seen in Se¢fion]2.1.3, the expansionadamdy result in an
elongation of space but also leads to a redshift of emitted photons by sigetble spectrum with
the same factor as the space. The most accurate method to determine tife adshobject is to
observe its spectrum, to analyze the spectral energy distribution (SED)iner to identify features
in it as well known absorption or emission lines and to compare their wavelenitithe wavelength
in the rest-frame. Unfortunately, the observation and analysis of speateay time-consuming and
not feasible for faint and distant objects, which is why especially in wielle-Burveys it is impossible
to take spectra of all objects. Therefore alrem 1962) stegheee photometric redshift tech-
nique, observing objects in several filters and consider the obsewed #s a kind of low resolution
spectra.

4.1 Techniques

In principal there are two different approaches for determining pharicmedshifts: the template-
fitting method and empirical methods. Empirical fitting methods derive a relatioreketabserva-
tional fluxes and redshift, for instance via polynomial fitting or by applicatibmachine learning.
The application of artificial neural networks (e.g., ANNz, see Collister &41a2004) can lead to
very accurate results. For these empirical methods a training sample witmkedsghifts is required
to estimate the photometric redshifts. In general this represents the majtemrolm order to be
perfectly applicable, the properties of the training set should precisetgsmond to the properties
of the complete investigated sample, which is difficult to realize, especiallydep durveys. Fur-
thermore, spectroscopic surveys require higher photometric signalife-ratios than photometric
surveys, leading to a lower limiting magnitude. Objects observed in photometvieysubeyond the
spectroscopic limiting magnitude might populate regions in color-space whachaarspectroscopi-
cally covered. Further, deeper observations are able to trace hagsdifts, possibly introducing an
SED-variety which is not present in the spectroscopic sample. Thesaseffan lead to significant
systematic errors when not taking them into account. Therefore it is intigpe to ensure the proper
applicability of the training sample to the complete sample.
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4.2 The Template-Fitting Method

4.2.1 Principle
The template-fitting method follows a different philosophy (see, le.g., Bextd#i2001.,Beiitezl 2000

orlBolzonell I ). The basic idea of template-fitting methods is that all galaxy SEDs stdfted
their rest-frame can be described by a certain variety of SED templatese Tdraplate sets comprise
artificial spectra which are derived from stellar population models, fnompiecal templates extracted
from spectroscopic observations or from combinations of both. Mostl&gepitting methods operate
on a discrete redshift grid onto which the templates are redshifted. Fegmfiter set the photometric
throughput of the model is calculated in every redshift grid point. Theautztied model fluxes are then
compared to the observational data to derive the best-fitting parametehediest-fitting models and
redshifts are determined by maximum likelihood calculation

Niter TE - — 3. Fempi (2) 2
2 o obsi empi
X“(z,Model) = .Z o , 4.2)

with Nyirer being the number of considered filteFgps; the observed object fluxeempi(z) the model
fluxes as a function of redshify,a scaling parameter to scale the model fluxesa@ritie uncertainty
in the flux measurement. A two-dimensional matrix with redshift- and template axesated from
which the pair with the lowesk?-value is selected. Template-fitting codes can be run either with
fluxes or magnitudes. However, the flux being the basic physical quahgtysage of magnitudes can
have some significant disadvantages. Very low fluxes in one filter (e.gasmaf a drop-out) below
the detection limit can lead to an extracted magnitude value of 99. Therefagenaral, this filter
will be ignored for the photometric redshift estimation, losing the information irfilkes. In contrast
when fluxes are used instead, even negative values still can be aedls{ddnich in general is only
reasonable as long as the flux is consistent with low positive or zero valthéa the uncertainties),
being of tremendous advantage when dealing with, e.g., drop-outs, adyairentioned.

4.2.2 Subtleties

A well determined magnitude zeropoint is necessary to minimize systematical shiétslor-
space. Inaccurate zeropoint determination can easily increase the bésinift estimation so that
(Zphot— Zspeg 7 0. Also a further photometric calibration might be necessary, in order to ntaéch
used template set to the used filter set. This calibration can be done by canpdrise photometric
redshift output to the spectroscopic redshift predictions and iteragrappint corrections in order to
minimize the difference between photometric and spectroscopic redshifisth®if major problem of
photometric redshifts is that the investigated wavelength range is quite limitedh $eetral features
like absorption or emission lines can be resolved, the shape of continutla SED-template has to
serve as estimator. Especially if only optical data are considered, thisasdy lead to degeneracies
between different templates or redshifts, for example a mismatch betweem lyneak and Balmer
break or 4000 break (D4000), respectively, leading to an increased value of aghgtroutliers.
These degeneracies can in general only be broken by extending Wieéength range, for instance
by including near-infrared (NIR) information. Another approach tcakirthese degeneracies is the
application of a priori knowledge in form of priors. Possible choicegtierprior are the SED-prior
restricting the redshift space for specific models. Other choices wouldebiémitation of absolute
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Hubble's Galaxy Classification Scheme

Sb

Fig. 4.1: Classification scheme of galaxies as introduced by EdwinbtéubOn the left side we see
the elliptical galaxies classified according to their pcbgel ellipticity from EO to E7, in the middle the
lenticular galaxies (SO/SBO0), consisting of a more or Iésgtureless disk but showing a spectrum typical
for elliptical galaxies, while on the right side we see the twanches of spiral galaxies, normal and barred
spirals. Spiral galaxies are classified from Sa to Sc and SEEBt for barred ones, depending on how
pronounced their bulge is. The classification scheme is tatagbby irregular galaxies (Irr I and 1), which
in general show hardly or no structure (credits for the imaugg://www.galaxyzoo.org).

magnitude to physical values which are observed in nature or applyingoalptity distribution for
templates with respect to apparent magnitudes.

4.2.3 Galaxy Types

The best-known example for a galaxy classification is the so-called Hubblesace (see Fifg. 4.1),
based on optical imaging. The basic scheme distinguishes between soezlledype galaxies,
represented by elliptical (EO-E7) and lenticular galaxies (SO, SBO)aéatype galaxies, represented
by spiral (Sa-Sd) and barred spiral galaxies (SBa-SBd). The tariy and late type is of pure
historical origin and does not mirror the evolutionary state of the descghky. Further there are
galaxies which do not show strong regularities in structure. Thus, ttedarigs are called irregular
galaxies (Irr I and Irr 11).
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Early Type Galaxies

Early type galaxies, comprising elliptical (E) and lenticular galaxies (SO &J, 8o not show strong
signs of structure. Until the late 1970s elliptical galaxies were believed tatherrsimple systems.

It was assumed that they are disk-free rotationally flattened systems. &emigated by very old
red stellar populations and showing a lack of recent star formation, they futher assumed to be
gas-free. Most of these assumptions emerged to be crude approximeatidrisd to be adjusted.
Elliptical galaxies are in fact not gas-free but contain extremely hot gds temperatures about
1019 K, preventing significant star formation. The lack of young and massiwesiars also leads to

a pronounced 4008 break (D4000), which is a dominant feature in the elliptical’s spectrum. Only
low mass elliptical galaxies seem to contain intermediate age stellar populatiossiv&alliptical
galaxies are further not flattened by rotation but by an anisotropic veldistyibution. Elliptical
galaxies are characterized by their projected ellipticity and classifié&as E7where the number
stands for 10(1— g), with g being the axis ratio of the galaxy (see also Eigl 4.1). In general elliptical
galaxies are triaxial ellipsoids. The apparent ellipticities do in general act Exactly the ellipticity

of the ellipsoid as they depend on the orientation and the inclination of the gaddigignid towards

the observer. The surface brightness is described by the de Vauroplefile (sem

1948/1953)

rs

I(r)=1le exp[—7.667((r/re)1/4 - 1)] , 4.2)

where the effective radius contains half of the projected light andis the surface brightness at
the effective radius|_Faber & Jackson (1976) found a relation bettfeetotal blue luminosity of
elliptical galaxies and their velocity dispersion

Lg O 0%, (4.3)

the so-called Faber-Jackson relation, connecting the mass via velocigrgispwith the absolute
luminosity. Elliptical galaxies show signs of a violent evolution history, asre¢emes with a counter-
rotating core have been observed, indicating an elapsed galaxy merger.

As the termelliptical galaxy already indicates, the isophotes of elliptical galaxies are desdnbed
almost perfect ellipses. The deviation from the elliptical shape is desdipdee boxiness parameter
ay (see‘m 8) which is obtained by expanding the dist&(6¢ of the isophote from the
galactical center,

R(6) = ap+a cos(20)+as cos(40) + ..., (4.4)

thereby assuming an orientation of the major axis along the x-ax&+00 anda, > 0. Fora, = a4 =

0 the isophote is described by a circle, with the radius depending on theadisifithe isophote. For
ap # 0 anday = 0 the isophote is described by a perfect ellipse with axis &tiag. The parameter
a4 describes the deviation of the isophote from a perfect ellipseafsr0 the isophote appears disky,
for a4 < O the isophote appears boxy. The typical deviations of the isophotes dffdica galaxy
are rather small, being of the orderajf/ap ~ 0.01. Surprisingly, a correlation between the boxiness
and the kinematical properties of elliptical galaxies have been observeite e flattening of boxy
galaxies originates in the anisotropic velocity distribution, the ratio of circudloities and velocity
dispersions in disky galaxies indicate that disky galaxies are at leastlydlétiened by rotation (see
Bendel 1956).

Showing a similar SED as classical elliptical galaxies the so-called lenticulatigglgs0 and SBO)
are also counted to early type galaxies and form a transition type betwesicalallipticals and the
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early spiral type galaxies (Sa and SBa). It is assumed that lenticulaiembe former spirals with
quenched star formation rate and thus relatively old stellar population&ndetadthe spectral early-
type-like characteristics. This is also confirmed by the observation thatuéntigalaxies in general
show stronger rotation than classical elliptical galaxies.

Late Type Galaxies

Spiral galaxies apparently consist of two major components, a centra Battjan extended flat disk
with more or less pronounced spiral arms. Spiral galaxies are discrimifratacearly type spirals
(Sa) to late type spirals (Sd) (see Hig.]4.1), based on their bulge-toatisk puge/Ldisk and the
opening angles and brightness structure of the spiral arms. HoweigegldBsification is of pure
historical origin and does not describe an evolutionary path. The typidgé-to-disk ratios span a
range oflpyige/ Laisk = 0.3 for Sa galaxies thyyige/ Laisk = 0.05 for Sd galaxies, the opening angles of
the spiral arms increase from6° to ~ 18° from Sa to Sc and the stellar distribution along the spiral
arms becomes less smooth but clumpier for later spiral types (see the mum
1996 andLS_thﬂidbLZD_(bGa). The properties of the bulge are very diotiense of an elliptical galaxy.
In general it is dominated by old stellar populations and the surface brighpnefile follows the de
Vaucouleurs law (see equationi4.2). Further, the amplitude of rotationityedmel velocity dispersion
are of about the same order. The disk consists of metal-rich stars, Hi:agds, molecular clouds,
dust and hot gas and shows a much higher rotation velocity than velocitgrsiep. Due to the
ongoing star formation it is also populated by young stars and therefonesshmuch bluer spectrum
than the bulge or elliptical galaxies. The surface brightness profile oiskésdn general exponential

(se€ de Vaucoulelirs 1958; Freefhan 1970),
I(r)=1lo exp(—rro> , (4.5)

with r being the cylindrical radiusg the scale length of the disk aglthe central surface brightness.
The disk is usually dominated by extended spiral arms, populated by ydumgthrs and Hll-regions.
This is also the reason for the increasing brightness contrast wherviolgsthe spiral structure in
bluer filters. It is highly unlikely that the spiral arms are actual ‘solid’ sinues rotating around the
galactic center as the rest of the disk, as the differential rotation woulg ledvto a much stronger
wind-up of the spiral arms than observed. It is assumed that spiral aencsemted by density waves,
mildly compressing the local gas to a slightly higher density by about 10-2a#%jnlducing a higher
star formation rate and leading to an enhanced formation of young blue Sthis also explains
the bluish color of spiral arms, dominated by those young blue stars wrechoan and also die as
supernovae in exactly these spiral arms.
The baryonic halo consists of very metal-poor stars with metallicities of a faétd:000 lower than
solar metallicity.
A similar relationship to the Faber-Jackson relation for ellipticals has beemdfbr
(@) for spiral galaxies

L~y 34, (4.6)

connecting the absolute luminosity with the circular velocity. The Tully-Fishietiom represents
an important tool for distance determination of spiral galaxies. By measth@gircular velocity,
the rest-frame luminosity can be calculated and compared to the observackm@pjuminosity.
The magnitude difference directly relates to the luminosity distance (see etyfdai®) or distance
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modulus (see equatidn_2]38) of the considered galaxy. Considering tdtéomocurve of spiral
galaxies it becomes obvious that the kinematics do not only trace the luminous. n@ttdarge
scales the rotation velocity does not decrease but remains almost caalstamtall kinematically
traceable scales, implying an increase of galaxy mass directly proportiotied enclosed radius. As
this cannot be easily explained only with baryonic matter the observed rotatigas were one of
the first hints to non-luminous and non-baryonic matter, so-called dark matter

Beside the ordinary spiral galaxy types there is a further type where ginal @rms do not
arise from the galaxy centers but from the ends of a central bar, vgueb through the galactic
center. These galaxies are called barred spiral galaxies, classifirGirabbgous way as the normal
spiral galaxies from SBa to SBd.

Finally, when extending the Hubble sequence at the late type end therevareaks galaxies which
do show hardly (Irr 1) or do not show (Irr 1) show regular struesr These galaxies appear in much
bluer colors and consist of a higher fraction of massive young blug atar molecular clouds.

4.2.4 PhotoZ

To estimate photometric redshifts we use the PhotoZ code of Bendér(2001). The PhotoZ
code was successfully applied in a variety of contexts, e.g.L_'Ln_QaMhdZQ_OAé,LZD_dG,
2008), | Feulneet al. (2005, 2006), Droret all (2001), | Brimioulleet all (2008), | Lerchsteet all
(|2Qli ) and recentILG_r_umI_aﬂ (12Q1$). The template set was developed

| Spinelliet all
by IBenderet al I d_O_O_i) and was composed fram_Mannuetal. d_O_O_i) Kinneyet al I (1 d_9_9j$3 and

semi-empirical templates constructed by fitting combinations of theoretical

(1998) and Bruzual A. & Charlot (1993) with variable reddening (Kipet all[1994), as descrlbed
inGabasctet al. (120_0_4%). Some of these SEDs actually were made to match galaxies aftsedsh
between 3 and 4, and between 4 and 5, respectively, which are a mindhty @FHTLS-Wide data.
We therefore replace some of these SED templates and complete the samplelbatietetaken from
the LePhare code (llbeet all2006), based on models fram Colemetrall (1980) to better match the
colors of local, star-forming blue galaxies.

We run the PhotoZ code, assuming\&DM-universe with values of2,, = 0.27, Qx = 0.73 and a
Hubble constant oHy = 72 km st Mpc™t. We fit a redshift range of & z < 9 with a step size
of Az=0.01. The code accepts both magnitudes and fluxes as input. We use fluxgtsiof nJy
(fy). The x?-value for a given model at a certain redshift is calculated accordinguat®n [4.1).
However, in order to avoid unphysical solutions as early type galaxiesraasonably high redshifts
or galaxies with unphysical high or low rest-frame luminosities, the Photo2 bad implemented a
redshift prior and an absolute luminosity prior. The redshift prior is @effias

P(2) = eXp[—0.693- (;i) b] . @7

The value ofa indicates the redshift where the redshift prior drops down to a valu®%. 5This
means, the lower the value af the sooner the considered SED-template ‘dies out’. Therefore the
value ofais smaller for early type galaxies.@< a < 1) than for late type galaxies a < 5). The
value ofb gives the steepness of the prior profile, the lafgethe steeper the profile becomes. For
models with prior values o < 2 we use values df = 4, for models witha > 2 we useb = 2. The
redshift prior is also illustrated in the upper panels of Eigl 4.3 for diffevatues ofa andb.
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The second prior, the luminosity prior, suppresses solutions with unghydisolute luminosity val-
ues and is defined as

RL(M) = exp [—0.693- <M ;M> p] . (4.8)

M* indicates the magnitude, the luminosity prior is centered on. We choose aslocaitre a
magnitude ofMg = —19 in theB-band. The value o&™* defines the width of the luminaosity prior,

i.e., the largero™, the larger the window of allowed absolute luminosities around the centra valu
M*. Finally, the value ofp determines the steepness of the luminosity prior. The larger the value of

p, the steeper the profile becomes. For low valuep,dhe luminosity prior resembles the shape of
a Mexican Hat, while for infinitely large™ the luminosity prior becomes a top hat function. This
is also illustrated in the lower panels of Hig.14.3 for different values'ofind p. For the luminosity
prior we use values dfI* = —19, 0* = 6 and p = 6 inB-band.

Thus, including both priors, the total probability of an SED-template for taireredshift is given by

P(z,Model) = P,-R_-exp(—x?/2) . (4.9)



42 CHAPTER 4. PHOTOMETRIC REDSHIFTS

[ P,(z) = exp [-0.693 - (z/a)®] ] P(z) = exp [-0.693 - (z/a)*]
1p ] 1 .
H a=1, b=2 1 a=1, b=2
08 a=2,b=2 | 08 a=1, b=4 ]
a=4, b=2 | a=1 b=
n’ 0.6 0.6 .
I N AN ) A N
0.4} | | 1 0.4r .
I I I ]
0.2} | | I oz} ]
I | | ]
I | | ] ! ]
0 0
0 2 4 6 0 0.5 1 1.5 2
1.2_‘"I'"'I""?""I""I"'- 1.2"'I""I""?""I""I"'
[ PM) = exp §-0.693 - [(M-M")/0"]} ] P, (M) = exp {-0.693 - [(M-M")/0o']"
1 - .
[ : 0°=6, p=w
0.8 i : 0'=6, p=2]
| a’=6, p=6
s 0.6F [ .
|
F |
0.4 r | .
L |
o.2f | ]
I |
0‘: " PR PRI PR " PRI PR n 1 " I 1 PRI n PRI R
-10 -15 -20 -25 -30 -10 -15 -20 -25 -30
MAG MAG

Fig. 4.3: Priors used in the PhotoZ code. The upper panels show thhiftepisor, the lower panels the
luminosity prior. Parameteat indicates the redshift, where the redshift prior for the sidared redshift
drops down to 50%. The upper left panel shows the redshit fior values ofa= 1 (red),a= 2 (blue)
anda = 4 (black). Parametdy gives the steepness of the redshift prior. The upper righ¢élpshows the
redshift prior for values ob = 2 (red),b = 4 (blue) andb = « (black), for identical parameter= 1. We
see, the higher the value bfthe steeper the profile.

Regarding the luminosity prior, the value M gives the center of the luminosity prior, the valueasf
gives its width. The lower left panel shows the luminositippfor values ofc* = 7 (red),c* = 6 (black)
ando* = 5. The value ofp indicates the steepness of the luminosity prior. The lovwgdrtpanel shows
luminosity prior for values op = » (red), p = 2 (blue) andp = 6 (black). The higher the value @f the
steeper the profile. The luminosity priors in the lower parsgk centered at a magnitudevf = —19.



Chapter 5

Data

This chapter describes analyses and results which have been submittebiBe et all 2008 and
Brimioulle et all2013).

Data acquisition and data reduction (imaging and spectroscopic datajpeescrthe following sec-
tions have been performed by Mike Lerchster.

5.1 Imaging Data

This work uses public CFHT Legacy Surﬁb&/ide (CFHTLS-Wide) and Deep (CFHTLS-Deep) data.
The CFHTLS maps over 190 dem Wide and 4 de§jin Deep, covering the fields in‘g'r’i’Z-band
observations with thé/egaPri me camera. MegaPr i ne (seel Bouladet all [2003) is an optical
multi-chip instrument, consisting of a @ 4 CCD array with 2048< 4096 pixels in each CCD, a
pixel scale of 0.186 arcsec/pixel and a total field of viewof° x1°. The CFHTLS-Wide comprises
four large tiles W1 (72 degy, W2 (49 ded), W3 (49 ded) and W4 (ZSﬁE The survey is de—
scribed in various publications (e.g., Hoeks#tal|[2006; Sembolonét all

|Asli.&w.t.aﬂlZQ_O$). Our photometric analyses are restricted to an area of 124\¥dg 49 deﬁ, W2.

25 ded, W3: 30 ded and W4: 20 de), representing the publicly available imaging data in February
2009 with completed five-band-photometry. Additionally we include the signifigaleeper £ 70
hours exposure time iil for the Deep fields in comparison to 1-2 hours exposure tinéfor the
Wide fields) CFHTLS-Deep fields D1 and D3 for comparison, as theylayavith W1 and W3. The
layout of the analyzed CFHTLS pointings is shown in Eig] 5.1. An overvitth®observed filters is
given in Fig[5.2.
TheEl i xi r (see Magnier & Cuillandfe 2004) preprocessed single-frame imagingadatdown-
loaded from the Canadian Astronomical Data Centre (C/ﬁ)ﬂ:l)eEl i Xi r preprocessing includes
bias and dark subtraction, flatfielding, fringe correction inithandZ-band data, as well as photo-
metric calibration and a preliminary astrometric solution. We then usd i | -plpellneﬁ (see
alsol Erberet all 2005 and_Er_b_QBl_aﬂlZD_O_Sb) to improve the astrometric solution, remap and finally
stack the single exposures. The reduction procedure is describethihin&rbenet all M). The

L http://www.cfht.hawaii.edu/Science/CFHTLS

2 http://terapix.iap.fricplt/oldSite/Descart/summarycfhtiswide.html
8 http://Iwww1.cadc-ccda.hia-iha.nrc-cnre.ge.ca/cadc/

4 http://www.astro.uni-bonn.de/"mischa/theli.html|



44 CHAPTER 5. DATA
38 36 34 136 135 134 133
T | T T T | T T T r T I S B B | I L T 17 T 1 T 1 — — — 1
-4 Lo et | -
W1ip4p3 Wip3p 3 ((Wip1p3 [W1mOp3 [Wimip3 |[Wim2p3
i ] W2p3p3 W2p2p3 W2pip3 wzmoia W2mi1p3 ]
[ Wipap2 [[Wip3p2 ((W1p2p2 [|Wip1p2 [W1mOp2 [Wim1p2 [Wim2p2 | [ g _2
W2p3p2 W2p2 W2plp2 WZ“ W2mip2
—6 [Wip4pl [|[Wip3p1 |(Wip2pl |[Wiplpl (WimOpl [Wimilpl |[Wim2p1 ] g o 1
= % — _3
-lep4m0 W1ip2mO |[Wip1mO [W1mOmO [F1m1moO [V 1 m2m0- : “pl W2p2p1 wzp” W2mop1 W2mipil
»
| XX % X -
—g [uioémt - - -4
a x W2p3m0 W2p2m0 W2p1m0 W2mOmO W2mim0
?( xX e e -1
z 5}"‘
o B - 1-5
Qf W2p3m1 W2p2ml W2piml W2mOm1 W2mim1 4
() 10 W1lp4m3 i
§e; 1 | (I I | R | | L1
— ™ T T T T T T T T
) L i
()] Wapip2 - W4m3p2 +
T 56 A - 13
3 XXX 2 B
x % L =
r W3pipt || w3mop1* %f.gyf‘ 5@%1?& K 3m3 i i
R X ] xx i Wapipl [ Wamopt ||Wamip1 |[Wam2p1 ||W4msp1 |
§ — X ~ X . = RO d - — 2
% xxx x& X xf’é( &9\( * * * - -
H W3plmoO g(’gg’ﬂ,?x ¥ ﬂ@“x ?ﬁw {4 "sx sxx; L i
— S S i W4m2mg ([W4m3mo |
54 > - X *x 3 - N ’>§xx nsx4m m% 4m3m 1
x X x
W n% A | Twa e x Fx -
|| waptmi_ | |w3mbmi- "x@é'}f f izt namt | o 1
X
- X X X - XXX(‘%; - .
%’&x x ¥ ¥ X «
W3pim2 'k thZm2 || W3mam2.x 7
* XX A x X T — O
— 1L . )x .
= 4
52 1 3 A ] i
W3pim3 ||Wamoin3 Wam1ina 2ma \;aihal)-gé( B
L . % * - _
PR I | P T B ;i vt o (Tl bee 3)?* 1 1 1 1 -1
216 214 212 210 332 330

R.A. [deg]

Fig. 5.1: Layout ot the CFHTLS-Wide, W1 (upper left panel), W2 (uppehtiganel), W3 (lower left
panel) and W4 (lower right panel). The individual field named &doundaries are marked in blue, the
spectroscopic data used for photometric redshift calitmatre shown in red and the green symbols show
the overlap with spectroscopic SDSS data. The yellow are&¢li and W3 indicate the locations of the
CFHTLS-Deep fields D1 and D3.
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Fig. 5.2: Filter transmission curves for the CFHTLS, ¢, r’,i’ andZ. The filter transmission curves have
been corrected with respect to atmospheric extinction.
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original approach for astrometric calibration uses reference catalogsthe United States Naval
Observatory (USNO) (see alb_o_ELMm.IHZQ_O_ﬂ)). A better astrometric solution can be fitted if refer-
ence catalogs from the Sloan Digital Survey Data Release 6 (SDSSiﬁE_Bn_An-McCarthv &etal.

) or, where not available, from the Two Micron All-Sky Survey (QS’B,Lla_LLeIELa.IJlZQ_O_(b) are
used instead. This reduces shape artefacts in the remapping to the agtreahetion, which is rele-
vant in the anisotropy correction of the point spread function (PSF)eoblijects used in the lensing
analysis later on, but only plays a minor role for photometric issues. Weftherese stacked-
band images with SDSS- and 2MASS-based astrometry for the shape datevmand analysis and
USNO-based astrometny'g'r’'i’Z-band images for the photometric extraction. The mean limiting
magnitudes of the CFHTLS-Wide images are 25.3, 25.6, 24.5, 24.6 and 28d&(&ction within a 2
arcsec diameter aperture for a point sourceyfod’,r’,i’ andZ. The PSF full width at half maximum
(FWHM) of thei’-bands is close to 0.8 arcsec for all fields. The reduced imaging dat&stsoos
coadded science frames and the corresponding error frames (Viltighand image masks.

The subsequent analyses are carried out strictly on a one squaee thege, not coadding or mixing
data from neighboring pointings. The investigations for the individual TEStWide fields are then
combined to a global conclusion.
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5.2 Spectroscopic Data

The dataset is extended by several spectroscopic samples whichpow@éHaour photometric data.
These are the VIMOS VLT Deep Survey (VVDS)-Deep (LivFeet alll2005) on W1 and VVDS-
F22 t Le Fevreet all (2004, 2005 QanllgtalLO_Oﬁ%) on W4, the Deep Extragalactic Evolutionary
Probe (DEEP) 2 survey (Daved al. 2003, 2007| Voget al. 2005;| Weineet al. 2005) on the W3
and Vlsible Multi Object Spectrograph (VIMOS) spectra from the ESQyRam ID 082.A-0922(B)
(PI: Mike Lerchster) on the W2. The data reduction of the W2-spectlawe the description on
the zCOSMOS release webpBged|Lilly et all (2007). While the VVDS-Deep and DEEP2 con-
tain spectroscopic redshifts downito~ 24, the spectroscopic redshifts from VVDS-F22 and ESO
Program ID 082.A-0922(B) are limited i6~ 22.5. Additionally several pointings in the W1, W3
and W4 have overlap with spectroscopic objects from the Sloan Digital S8kye$ (SDSS). In total
we obtain 3 562, 960, 7 986 and 3 746 high quality spectroscopic redshtfie W1, W2, W3 and
W4, summing up to a total number of 16 254 spectroscopic redshifts (notlingl$DSS spectra), of
which 10 025 are for objects brighter thér= 22.5.

5.3 Photometric Catalogs

5.3.1 Creation of Multicolor Catalogs

The calculation of colors appears to be a quite simple task at first look, & ihgans the measure-
ment of fluxes of an object in different filters and the calculation of theiordn practice there are
some complications. In order to obtain meaningful colors it is necessaryngidss the light fraction
from the same galaxy area. To ensure this we use aperture photometrysiorentree fluxes. Unfor-
tunately this approach is not sufficient, as the photometric conditions as.®SHainly the seeing in
the observations in different filters, are in general not identical. The difbbjects in an image with
worse PSF is distributed over a larger area than the light in an image with betiags Therefore
for the creation of the multicolor catalogs we need to adjust the PSF of theetiffélter images to
the same value, i.e., the value of the worst filter. This is in most cases-ihend with seeing values
spanning a range between 0.63 and 1.22 arcsec with a median of 0.9 dfosdiais we perform a
convolution with a Gaussian kernel on each one square degree poiltirgsimplest approach is a
global convolution with a constant convolution kernel. Under ideal cir¢cantes this kernel can be
calculated with the formula

FW HMrner = /FW HMZ,q— FWHMZ, (5.1)

FWHMyo04 indicating the original seeing arféW HM,oq the seeing which is to be accomplished.
We cross-check the accuracy of this method by considering the col@teliEr objects in circular
apertures of different diameters from 8 to 18 pixels (i.e., 1.5 to 3.3 arcSean)s appear as point-like
sources on the sky, being smeared out by the PSF of atmosphere andgeleptics. Therefore we
should observe identical colors in the different apertures if the PSHgsro all filters are the same.
Unfortunately this is not the case. As the PSF profile in general is notagtenGaussian and due
to anisotropy of the PSF pattern, variation over the field of view and diffieiSF profiles in the
different filters, this approach turns out not to be sufficient. EspediaélyPSF turns out not to be

5 http://irsa.ipac.caltech.edu/data/ COSMOS/spectra/z-cosmos/Z-COSNIS htm
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Fig. 5.3: Example of the PSF behavior shown on itheand observation of the W1p2p3. The blue symbols
show the region wittFWHM < 0.7, the green symbols the region wittvG< FWHM < 0.8 and the red
symbols the region wittFWHM > 0.8. The empty region in upper middle has been masked due to a
broken chip of the CCD during the observation time of thisc#pepointing.
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Fig. 5.4: Stellar colors after convolving to equal PSF. The five miramgls within each of the four major
panels show the stellar colors in aperture 1 (8 pixels diahagainst the color difference to aperture 2, 3,
4 and 5. The major upper left panel shows tiheg-color, the major upper riglg—r, the major lower left
one shows —i and the major lower right one shows z. The green symbols show the stars which have
been used to estimate the deviation in color (added in rederyeingle panel).

constant over the whole field, simply speaking, the seeing deteriorates widaging distance from
the image center. The convolution to exactly matching PSF patterns is a dificltiedicate task
(see for example Darnedt al.|2009 orl Hildebrandet al. ), but fortunately the PSF variations
from image center to image border in most filters happen to be almost self-ssoithgt convolution
with an adjusted constant Gaussian kernel delivers satisfactory reftsexample for the PSF
behavior on the field of view of one pointing is shown in Hig.]5.3. As the anaffijsroach does
not properly apply, we derive the best-fitting convolution by empiricalstigation. We run a series
of test-convolutions with iteratively adjusted convolution kernels and coenpfier each step the
stellar colors in apertures for all available filters. This process coageargry well and quickly leads
to stable and meaningful colors for stars and should also provide m@asorolors for the galaxies.
Fig.[5.4 shows the remaining color deviations on the example of the W1p2p@&ngoin

After convolution of all images to matching PSF patterns the multicolor catalogsbeacre-
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ated. For this we run th8Ext r act or softwar@ (see Bertin & Arnouts 1996) in dual-image mode.
Being the deepest exposure we choose the unconvghmhd as our detection band and extract the
fluxes and flux errors from the convolvedg’r’i’Z-bands. We detect objects with a threshold of 2
above the background on at least four contiguous pixels. We make tise $EXt r act or option

of convolving the data with a FWHM of 0.4 arcsec before detection on thenwatvedi’-band to
suppress correlated noise on scales shorter than the PSF. After detetiiux extraction we need
to adjust the flux errors. The flux error 8Ext r act or is estimated by

AF:,/AaMZ, (5.2)

with A being the area over which the flux is summedthe standard background deviation estimated
from the image background, F the object flux and g the effective detgator(see Bertin & Arnouts
). Therefore the flux error estimates strongly depend on the tmasid) root mean square
(rms). The convolution of the frames smooths the background, serictlging the rms and lead-
ing to a significant underestimation of the photometric errors. In order teciofor this we rerun
SExt r act or measuring the rms on the unconvolw€d/r’i’Z-bands, set them into relation with the
values of the convolved images and recalculate the flux errors. The ologatal information as
FWHM and SExt r act or stellar classification are extracted from the unconconvdlband. As
the final step we paste the individual filter catalogs for each field andrafisiggimage masks to
identify regions with doubtable photometry, creating color catalogs for aitipgs, comprising all
fluxes, magnitudes, bad area masks and photometric flags. [0 Fig. 5.9wérghnumber counts and
magnitude errors of the W1p2p3 as example for our CFHTLS Wide catalogs.

5.3.2 Calibration of Photometric Zeropoints
In order to evaluate the quality of the photometric redshifts we introduce tjuastities:

i) the outlier raten, defined as the fraction of objects exceeding a rest-frame errot6f Oe.,

n = fraction with M >0.15; , (5.3)
1+ Zgpec
i) the photometric redshift scatter, calculated from the width of the centrabpéhe error distri-
bution
Opz/(142) = 1.48 x median of M ) (5.4)
1+ Zgpec N )
on—outliers

which is insensitive to outliers, and

iii) the mean photometric redshift error

Nopec }thot,i — Zspeci ‘
Nspec ,z 14 Zspesi

Az/(1+2) = (5.5)

6 http://www.astromatic.net/software/sextractor
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Fig. 5.5: The left panel shows the number counts of the W1p2hZind magnitude, the black line shows
all objects, the red line shows all objects in unmasked ar€as the bright end the number counts of
the unmasked objects rapidly drop down, as all stellar abjare masked and further bright objects are
easily discarded due to saturation effects. The right psimalv the magnitude errors in all five filters as a
function of magnitude.

In these equationdlspec stands for the number of spectroscopic redshiftgec and Zynot are the
spectroscopic and photometric redshifts, respectively.

The accurate estimation of photometric redshifts requires precise color esgtimaMatching
the PSF in the different filters is only the first step to achieve this. The hextisa proper absolute
and relative calibration of the photometric magnitude zeropoints of the imagesibRoerror sources
are inaccurate zeropoint determination during the data reduction andruidhe galactic extinction,
leading to a reddening of the colors as shorter wavelengths are atdsodoe strongly by the galactic
dust. Discarding the following steps of zeropoint calibration can lead teased catastrophic outlier
rates and significantly larger systematic and statistical redshift errors igehown very well in
Fig.[5.8, presenting the photometric redshift results without further pambpalibration. The results
of the photometric redshift estimates are very inhomogeneous due to @jflssiopoint accuracy in
the four major patches. While the photometric redshift estimates for objects Widh<li’ < 22.5

in W1 still look rather descent with an outlier rate pf~ 5% and a photometric redshift scatter of
Az/(1+2) ~ 0.06 (1+2) andApz (145 ~ 0.06 (1+2), especially in W4 the photometric redshift
quality is completely unsatisfactory, showing an outlier rate of more than 1 #madnigh mean
redshift error ofAz/(1+2) ~ 0.11 (1+2) and Apz/ (112 ~ 0.07 (1+ 2) with a dramatic scatter
for zpnot < 0.5. As we see in the Appendix in Talle_A.1, for this effect the insufficiembzeint
determination in the*-band is most likely to blame. The results are summarized in Tadle 5.1.
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Fig. 5.6: Comparison between photometric redshifts estimated withoy zeropoint correction (y-axis)
and spectroscopic redshifts (x-axis) for all galaxies Wiftd < i’ < 22.5 in the four large CFHTLS-Wide
pointings. The mean photometric redshift ersiz/(1+2z) and photometric redshift scatte,(1. ),
respectively, are large and the catastrophic outlier eteiiy unsatisfactory. Further the large variations
between the four major fields show a certain inhomogeneienopoint estimation. The symbol colors

indicate the SED type of the galaxies, going from red (easbhetgalaxies) over yellow and green to blue
(very strongly star-forming late type galaxies). The resate summarized in Taldleb.1.
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Fig. 5.7: Color-color plots of the observed stellar sequence in W1gmBsymbols) in comparison to the
Pickles star libraryl(Pickles 1998) (blue symbols). Theotkeéical and observational stellar colors match
well after the zeropoint correction. The only exceptionhs t*-band, where we fit the red end of the
stellar sequence to provide a homogeneous base for the em™@FHTLS-Wide. Below the x-axis the
applied zeropoint offsets are shown.
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Fig. 5.8: Same as Fid. bl6 for photometric redshifts after zeropaitib@tion on the stellar sequence
using the Pickles star Iibrar@l@%). Both, phattmo redshift scatter and catastrophic outlier
rate decrease significantly, further leading to a much tangenogeneity between the different CFHTLS-
Wide fields. The symbol colors indicate the SED type of thaxjak, going from red (early type galaxies)
over yellow and green to blue (very strongly star-forming lype galaxies). The results are summarized

in Table[5.1..
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Calibration on Stellar Sequences

Being the deepest exposure we assume the zeropoint determinationib#mel to be the most
accurate and choose it as absolute calibration reference. We assuigaatigc extinction to be
approximately constant over the field of view of one pointing (one squegeeé). We look up the
values for the galactic extinctilirior each pointing and correct the fluxes and magnitudes of the
band. For the zeropoint calibration of the remaining filters we make use dithdes star library
) and consider the stellar sequences in color-coloradasgiWe compare the sequences
of the stars from the star library with the sequence of stars extractedtfi@mtata, thus applying a
relative zeropoint calibration, using the calibratetband zeropoint as reference. For this correction
we select all objects with 8Ext r act or stellar classification of better than 0.97 and an extraction
flag of 0. We then apply zeropoint shifts in that way, that theoretical arabored stellar sequences
match in color-space. An example for the W1p2p3 is shown in[Eig. 5.7. Thisoshetbrrects the
observed stellar colors very well, with exception of thieband, where the photometric throughput is
not enirely understood. We choose to fit the red end of the stellar seepiéor all individual point-
ings in order to receive a homogeneously calibrated base for the complefELS-Wide.

The zeropoint calibration on the stellar sequences from the color-d@grams significantly im-
proves the quality and the homogeneity of the photometric redshift estimaeeBi(sE.8). For ob-
jects with 170 <i < 225 the outlier rate] only varies now between 1.7 and 4.2%, the photometric
redshift scatter only varies betwee®87 and 0055(1+-z) for Az/(1+z) and 0033 and 0038(1+2)

for 0az/(142. The results are summarized in Tablel5.1. The applied stellar calibrationsdibsell
investigated CFHTLS-Wide pointings are summarized in the Appendix in Table A.1

Calibration on Spectroscopic Redshifts

In theory we can start to calculate photometric redshifts from this point, fadtipe teaches us
that the results without further calibration in most cases are not entirelyasatis/. Firstly we do
not know the photometric throughput to ultimate precision (this especially casmdbeu*-band,
see the stellar sequences in Higl5.7). Further we do not optimize our temgldte reatch the
colors of the CFHTLS-Wide. Therefore a further calibration step ismenendable. The PhotoZ
code does not only calculate photometric redshift estimates but is also aldertm lvith a given
true redshift (obtained from spectroscopic observation), delivetirgg best-fitting SED model
and the corresponding apparent flux. We can make use of this by daiguilbe ratio between
optimized and observed apparent flux and apply it as a zeropointctiorreo the dataset. In
order to estimate the required zeropoint correction we split our speopicssample and use
one half of it for calibration and the second half for validation. This methenl loe iterated and
converges quite fast. We derive the correction for all individual fi@ltiere spectroscopic data are
available. For these specific pointings we directly apply the determinedaatagfsets. For fields
without spectroscopic validation we apply a correction calculated from titkamef all zeropoint
corrections from the corresponding major CHFTLS-Wide tile (i.e., for all-ilglds the median
of all spectroscopically covered fields in W1). The photometric redshifbability distribution is
shown in Fig[5.B. The results for this final zeropoint calibration step laoeis in Figs[ 5.1 and
E12. The outlier rate drops further down o= 1.2 to 35% and the photometric redshift scatter
reduces t@\z/(1+2) = 0.032 to 0045(1+2) and0op,(1+, = 0.028 to 0034 (1+2). The results are

7 http://ned.ipac.caltech.edu/forms/calculator.html
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summarized in Table5.1. The applied spectroscopic redshift calibratisateffor all investigated
CFHTLS-Wide pointings are summarized in the Appendix in Tablé A.1. Givemyteater depth of
the spectroscopic surveys VVDS-Deep and DEEP2 we can furthexdhepr photometric redshifts
for objects with 225 < i’ < 24.0. Due to the lower signal-to-noise in the photometry for these fainter
objects the accuracy suffers. The outlier rate increases=04.8% for W1 and %% for W3, the
redshift scatter increases fiz/(1+2) = 0.039 (1+2) and 0p,/(14, = 0.053 (1 +2) for W1 and
Az/(1+2) = 0.047 (1 +2) and Opz/ (147 = 0.054 (1 +2) for W3. The results are summarized in
Table[5.1. For the deterioration of the photometric redshift accuracy #inersvo major possible ex-
planations, the increasing photometric noise in flux measurement for faedtsfand the increasing
variety of SEDs due to increasing redshift for decreasing apparewsf] which might be no longer
fully covered by our template set. We will address this problem in the followivgstigating signif-
icant deeper observations. In principal there are two ways to redegardibability of catastrophic
outliers. The first way is to increase the total integration time in order to rethecphotometric
noise. The second possibility is to extend the investigated wavelength ramgepy including
flux information from NIR filters. The influence of NIR filter information is illuated in Fig[5.70.

The main uncertainty source for systematic photometric errors as catastropttiers is the
mismatch between prominent features as the Lyman break atAamd the Balmer break at 3648
or the D4000 at roughly 4008.. As we want to evaluate the reason for the decreasing redshift
accuracy in our sample we have a look on significantly deeper images. iBowghconsider the
CFHTLS-Deep D1 and D3 fields with exposure times of 60-70 hours insteae?2 hours. The sig-
nificantly lower photometric noise substantially reduces the photometric redshtfer. Considering
objects with luminosities’ < 22.5 we find a catastrophic outlier rate gf= 1.4%, a photometric
redshift scatter 06,,/(1,, = 0.029 and a mean photometric redshift erron\af/ (1+z) = 0.031 for
the D1 and a catastrophic outlier raterpf= 1.5%, a photometric redshift scattera@f,/(;,, = 0.029
and a mean photometric redshift error £%/(1+ z) = 0.031 for the D3. The improvement in
photometric redshift accuracy is more obvious when considering faibjects with magnitudes of
225 < i’ <24.0. For these objects we obtain a catastrophic outlier ratp-6f4.1%, a photometric
redshift scatter 06,,/(1,, = 0.023 and a mean photometric redshift erro\af/ (1 + z) = 0.041 for
the D1 and a catastrophic outlier raterpf= 1.9%, a photometric redshift scattera@f,/(;,, = 0.026
and a mean photometric redshift errordd/(1+ z) = 0.032 for the D3. Looking at the low level of
deterioration of the photometric redshift accuracy for fainter appdwoeninosities, our photometric
template set appears to still fit the variety of SEDs at higher redshifts waliggm) suggesting that the
main source of decreasing photometric redshift accuracy is given actheacy of the investigated
photometry. The results are summarized in Tdblé 5.1. The photometric redshifts for the
CFHTLS-Deep fields are also shown in Hig. 5.13.

We cross-check our photometric redshifts with a further spectroscafigtation set which was not
used for calibration, spectroscopic redshifts from the SQS_S_(_S_tmLﬁéZD_Qi), partially overlap-
ping with W1, W3 and W4. The spectroscopic sample is limited to a maximal red$haft-c).5,
dominated by red SEDs. We obtain an outlier ratejof 4.6%, a photometric redshift scatter of
Oaz/(14+2) = 0.052 and a mean photometric redshift errodaf (1+-z) = 0.058 for the W1, an outlier
rate ofn = 1.5%, a photometric redshift scatteraf,(1,, = 0.058 and a mean photometric redshift
error of Az/(1+ z) = 0.048 for the W3 and an outlier rate of = 0.8%, a photometric redshift
scatter ofop, (1., = 0.051 and a mean photometric redshift erroAa/ (1 + z) = 0.047 for the W4.
These values are worse than for the spectroscopic training set, leut thie circumstance, that this
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field | Nga | Nuncaiib | 9az/(1+zuncaiib | AZ/(14 Z)uncalib | Nstars | az/(1+zstars | A2/ (1+ 2)stars | Nspectra] Taz/(142spec | AZ/(1+2)spec

Wilpright | 1549 | 4.8 % 0.059 0.060 1.7 % 0.037 0.037 1.2% 0.032 0.032
W2hight | 939 | 7.0% 0.059 0.084 4.2 % 0.033 0.055 3.5% 0.028 0.046
W3pright | 3962 | 11.8 % 0.061 0.100 2.2% 0.038 0.043 1.8% 0.034 0.037
Wipight | 3572 | 17.1% 0.072 0.106 2.3% 0.038 0.037 2.2% 0.033 0.035
Wlgint | 2014 - - - - - - 4.8 % 0.039 0.053
W3taint | 4 026 - - - - - - 5.5 % 0.047 0.054
D1pright | 1577 - - - - - - 1.5% 0.029 0.031
D3hright | 2 760 - - - - - - 1.4% 0.029 0.031
Dlfaint | 1929 - - - - - - 41 % 0.023 0.041
D3t | 2530 - - - - - - 1.9% 0.026 0.032

Table 5.1: Photo-z statistics in comparison with spectro-z. For easld the object number, the outlier rate and the photomeddshift scatter
(0pz/(142 @andAz/(1+ 2)) are given for calculation without any zeropoint caliboati(uncalib), calibration on the Pickles star library (sjeand
calibration on spectroscopic redshifts (spec). Field reami¢hout index consider spectra with< 22.5, fields with index ‘faint’ consider spectra
with 22,5 < i’ < 24.0.
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Fig. 5.9: The upper panel shows the photometric redshift probahilisgribution for an object in the
CFHTLS-Wide with available flux information io*, ¢, r’, i’, Z. The solid lines show the distribution
for the best-fitting galaxy templates, the dashed line shb@sumulative distribution. The lower panel
shows the SED for the best-fitting template in blue, the s@dmst-fitting template in red and the best-
fitting template for the fixed spectroscopic redshift in gre&s can be seen the photometric redshift agrees
very well with the spectroscopic one.

is a cross-check for a blind validation set with very low redshifts ((.e+ z) ~ 1) the results are
acceptable. The results also are shown in[Fig.]5.14.

5.3.3 Star/Galaxy Separation

We use two approaches to separate stars and galaxies, a morpholagieaS&D-based one. The
morphological approach bases on tBExt ract or star classification using an artificial neural
network, requiring an accurate measurement of the seeing (FWHM).X{kacethis value from
SExt ract or FWHM_IMAGE parameter, measuring the image size of the objects located in the
stellar sequence in the magnitude-FWHMAGE diagram. We classify all objects with a star clas-
sifier of higher than 0.96 as a star. Further the PhotoZ redshift coderdieonly fit galaxy SEDs
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Fig. 5.10: Impact of NIR filters on the photometric redshifts. The uppemel shows the result without NIR

information, the lower panel shows the result for the sanjeabliincluding J and Ks filter information. As

can be seen without NIR flux information the proper redshify@rovides the second-best fit. However,
the additional information helps to break the degeneradyl@ads to a proper redshift estimate.
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Fig. 5.11: Comparison between photometric (y-axis) and spectroscmshifts (x-axis) after cal-

ibration on spectroscopic redshifts.

The accuracy furtingproves in regards of redshift scatter

Az/(1+2)/0pz/(112 and catastrophic outlier rat¢. The symbol colors indicate the SED type of the
galaxies, going from red (early type galaxies) over yellowd green to blue (very strongly star-forming
late type galaxies). The results are summarized in Table 5.1



60 CHAPTER 5. DATA

L B e e LI B AL R RS R SR LERS — T T T T T [ T T T T T T T T[T T[T T T

E / E / E
W1 i ‘i W3 , S
3k , RR5 =21’y £ 240~ <3 , RRH5 =i’y £24.0~ /3
3 s ST / =
= 7/ / = . s / =
7/ / ] 7/ 7/ ]
/ / 7 /

2r v 7 T s/ s ]
7 4 Z z s 1
L 7y s I 7 s/ ]
° v ] s ]
-a [ s ] s ]
N 1k ~ 1 S i

i N, = 2014 N,, = 4026
[ . n=48% 1 n=55% ]

5 One/ig,,y = 0039 1 Opgure,y = 0-047

L7 2 ) Az/(1+z) = 0.063 | 7~ g Az/(1+2z) = 0.054

S, T 7 s

O £ 1 o | | Lyoo ol | | [ L A 1 1 1 1 1 1 1

0 1 2 3 0 1 2 3 4
spec

Fig. 5.12: Photometric redshifts (y-axis) vs. spectroscopic redsii-axis) for 225 < i’ < 24.0 due to
higher limiting magnitude of the corresponding spectrpscsurveys overlapping with W1 and W3. The
larger noise leads to an increases of both redshift scatteoatlier rate. The symbol colors indicate the
SED type of the galaxies, going from red (early type galgxiesr yellow and green to blue (very strongly
star-forming late type galaxies). The results are sumradiiiz Tabld 5.1

but also runs a set of stellar templates based on the Pickles star I@). We require for
objects to be classified as galaxy a best-fittifgvalue which is better then the corresponding best-
fitting stellar value. This might be a rather strict criterion, but for the latefopered gravitational
lensing analysis we prefer to discard a small number of possible galaxiestemtinating our galaxy
sample with a small number of possible stars.

5.3.4 Calculation of Photometric Redshifts

After the final zeropoint calibration step the photometric redshift estimationbeadone straight-
forwardly. We obtain the best-fitting photometric redshiffis,, the photometric redshift uncertainty
dZonot, the x2-value, indicating the quality of the template fit to the observational data, thespamd-
ing best-fitting templates and absolute rest-frame magnitudes. We denote tbmetiw redshifts
with several flag values in order to quantify their reliability. The first flalygeas assigned to objects
smaller than the PSF FWHM. For that we have a look at all objects in FWHM&38TAR-diagram
and connect the smallest objects with a star classifier of 1 with the smallestsoljéit a star clas-
sifier of 0 (see Fid. 5.15). All objects smaller than objects on this line receflag value ofl. This
especially concerns objects wiBExt r act or star classification of- 0.5, as for this class of ob-
jects, due to low signal-to-noise ratio, a reliable analysis of the light profileng difficult. This
further could have influence on the photometric flux and flux error measemts, which might be
underestimated due to the small object size, thus affecting the photomethdtradsuracy. A more
direct criterion is used for the next flag value. A flag valu€ad assigned to objects with relatively
large redshift uncertaint zynot > 0.25 (1+ Zpnhet) in the template-fitting procedure. Further objects
which are saturated on at least one pixel in the extraction 8kt r act or (extraction flag 4, see
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Fig. 5.13: Photometric redshifts (y-axis) vs. spectroscopic redst-axis) for the CFHTLS-D D1
and D3, which are overlapping with W1 and W3. The upper panas gtigh signal-to-noise objects
(17.0 < i’ £ 225) the lower panel low signal-to-noise objects % i’ < 24.0). The greater depth of the
Deep fields leads to improved photometric redshift scattdraautlier rates especially for faint objects. The
symbol colors indicate the SED type of the galaxies, goingifred (early type galaxies) over yellow and
green to blue (very strongly star-forming late type galakidhe results are summarized in Tdbld 5.1.
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Fig. 5.14. Comparison of our photometric redshifts with spectroscomdshifts from the SDSS
(Strausset all 2002). We only consider spectroscopic redshifts with a demiie> 0.99. The colors
indicate the best-fitting SED types. Red denotes early tgbaxges, yellow, green and blue symbols de-
note star-forming galaxies, increasing in star-formatiate from yellow to blue. The outlier rate is in
general low. Being a pure validation set which was used atanat fior zeropoint calibration, the photo-
metric redshift scatter is higher than in for the spectrpgctraining sets. Especially considering objects
with zspec> 0.3 we observe a slight tendency to overestimate the actusihifed
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Fig. 5.15: SExt r act or FWHM_IMAGE parameter vSSEXt r act or star classifier. This diagram is
used to define the first photometric redshift flag value. Wevadraed line, linking the smallest high signal-
to-noise stars (CLASSTAR=1) with the smallest hight signal-to-noise galaxiekASS. STAR=0), and
assign to all objects left from this line a photometric raftdtag value of1.
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Fig. 5.16: Photometric redshift distribution for the CFHTLS-Wide. €lleft panel shows the total photo-
metric redshift histogram for all fields, the black soliddishows all objects, the red dashed line shows all
objects withi’ < 24.0 and the green dotted line all objects wiith< 22.5. The right panel the distribution
of objects in photometric redshift and absolute magnityses.
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[B_eﬂln_&_AmQ_uliLlﬁa_Qb) receive a photometric redshift flagdof Even larger flags are assigned to
objects with are classified as stars or do no return a photometric redshiff®rimur analyses this
objects do not play a role. All individual flags are summed up. Objects wijls ferger thar3 are dis-
carded for any further investigation, for shape analyses all objectdlaggh larger tha are rejected.
The distribution of our complete high quality photometric redshift sample is shhowiy.[5.16.

5.4 Estimation of Object Shapes and Shears

This subsection describes the practical proceeding in the estimation of et shapes. The
method is discussed in Section 313.3. We use the KSB+-implementation (see é¢aik41995 and
Hoekstraet all|;9_9$), adapted from the TS-pipeIid_e_(_S_cﬂab_lmmﬂQO_Oj), which was kindly pro-
vided by Thomas Erben and Tim Schrabback, mostly based on code fioends all (2001), itself
using code from Kaiser’s original IMCAT toofsThe first step in measuring the object ellipticities is
the dectection of the objects themselves. For this purpose w8Exnr act or with a threshold of
30 on at least four contiguous pixels, using an error frame (weighted nd@®aturated objects are
not valid shape tracers, we discard objects with at least one saturagtdrukthis we make use of a
flag image created during the data reduction, indicating saturated pixelgiditidally apply a satu-
ration level of 90. We suppress correlated noise smaller than the PSF nugkin§theSExt r act or
option to convolve the data with a Gaussian before detection (see also innff&8&fib). The PSF pat-
terns vary over the whole field of view, showing discontinuities at the chggdeys. We therefore
mask and ignore regions on all fields with data stacked from differenschipthe superposition of
several independent PSF patterns cannot be corrected with theagbgaguracy. This leaves us with
9 x 4 = 36 distinct patches per one square degree pointing (see upper paRigs.&.18 and 5.19),
where the vertical gaps are quite narrow and hard to see. In the follpwemvestigate all extracted
objects in a magnitude-size diagram, selecting stellar objects for the PSF apysotrrection and
suitable galaxy candidates for further analysis. We choose all objectstfre stellar sequence (the
exact values for the flux radii depend on the seeing of the observatitimla SExt r act or star
classification CLASSSTAR>0.96, magnitudes of 18 i’ < 24 and a signal-to-noise ratio of at least
S/Nmin = 50. The signal-to-noise limit leads to an effective magnitude cift-a22 (see left upper
panel of Fig[5.1l7). This selection leaves us with roughly 1500-2008 g&arpointing in the W1 and
W3 and roughly 3500-4500 stars per pointing in the W2 and W4 fields.

First we use these stars to estimate the stellar PSF anisaftdpge equation 3.83). We use a two-
dimensional fifth order polynomial to fit the complete one square degreefigldw, flexible enough
to describe the complex PSF variations. We ignore the masked inter-gapgegie also have exper-
imented with the application of third order polynomial fits to the distinct subtiles obtteesquare-
degree-pointings, but discarded this approach because of largfen®tic errors in terms of PSF
anisotropy model residuals and B-modes in the two-point shear correfatiction (for definition
and measurement of B-modes in the two-point shear correlation funcéoa.

2000/ 2001 or Fet alll2008). A sophisticated analysis that provides an objective measureavieth
use lower or higher order polynomials in the PSF anisotropy correctiorsgited ir@el_(TQiO).
The residuals for the anisotropy pattern correction for two differefi0ES pointings are shown in
Figs.[5.18 an@5.19, before the Ienﬁl(NleZpS, see Fig. 5.18) at thdegaCamcamera optics and

8 http://www.ifa.hawaii.edu/"kaiser/imcat/
9 http://www.cfht.hawaii.edu/Science/CFHTLS-DATA/cfhtlsgeneralnemsl#0007
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Fig. 5.17: The upper panel panel shows the distribution ofitHeand magnitudes vs. tf&Ext r act or

flux radius for shape measurement in the Wim1mO0. The red swshoiv stars which have been selected
for PSF anisotropy correction, the green symbols show ggdawhich have been selected for shape cata-
log.

The lower panel shows the FWHM distribution of stars and datax Red shows the stars selected
for the PSF anisotropy correction, black the complete galemple and green the cleaned galaxy
sample (S/N> 5 and znot < 2) which is used for the weak lensing analysis. Most galakiage a
size of > 1.4- FWHMsta, allowing a bias-free shear estimate according to GREAHB&I%M]

2010).
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Fig. 5.18: PSF anisotropy pattern for an early (pre-lensflip) CFHTL&If{#v1p2p3), see also Fif. 519
for a later observation. The upper left panel shows the ekseuncorrected anisotropy pattern before
anisotropy correction, the upper right panel shows the @i PSF anisotropy pattern after correction
with a two-dimensional PSF anisotropy model, fitted with thfdrder polynomial over the whole field of

view of one square degree. The amplitude of the anisotropydisated by showing the length of 10%

anisotropy in the upper left of the upper two panels.
The lower panels show the ellipticity distribution of s&llobjects before (left) and after (right) the PSF
anisotropy correction. The mean stellar ellipticitie®, #flipticity dispersion and the number of fitted stars

are shown in the panels.
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Fig. 5.19: PSF anisotropy pattern for a later (post-lensflip) CFHTL®If{gv1m1m2), see also Fif. 5118
for an early observation. The lensflip significantly chantjeel observed PSF anisotropy patterns of all
CFHTLS observations. While the mean valuesdpande, shifted to slightly negative values, the disper-
sion and therefore the scatter in ellipticities signifibpdiecreased (see the values in the lower left panel).
The less irregular PSF pattern (visible in the left pandigyd¢fore made it significantly easier to find a
satisfying anisotropy correction (see the correctedtadiifes in the upper and lower right panel).
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after it (W1lmimz2, see Fi§. 5.119). The upper panels of Figs]5.18 ant bd® the positions, the
amplitude and the orientations of the major axes of the ellipicities for the stellartehyét lines

of defined length and orientation (a so-called whisker plot). The lengthsesf indicate the ampli-
tude of the ellipticity, the angular orientation marks the orientation of the major Agiseference a
line indicating the 10% anisotropy level is drawn in the upper left. In the loweefs the number

of the fitted stars is shown (1603 for the W1p2p3 and 1521 for the Wimlm2yeh as the mean
stellar ellipticities and their dispersion. The lens flip significantly changed thearoagracteristics

of CFHTLS observations. The anisotropy patterns for observatidastag lens flip are much more
regular and show a smaller amplitude in terms of ellipticity dispersion. The largemare irregu-

lar anisotropy patterns of the pre-lensflip observations are more diffcpltoperly correct than the
less complex patterns of later observations. Therefore, after visymdtisns of every single field
we decided to discard 35 fields with unsatisfactory PSF correction, kg8&gimpointings for further
analysis. After modeling of the PSF anisotropy pattern, the stellar anisotpagoytities are calcu-
lated. As isotropic weight functiowt, (see equation 3.82) a Gaussian with a widttr padjusted

to the object size is chosen. As the lower panel of Eig.15.17 shows, miastiegmfollow the rela-
tion FWHMga > 1.4- FWHMsta. According to the results of the GREAT08-challenge el e
) this is the limit to which no bias has been observed in the KSB-implementétideymans.
Additionally the merging with photometric redshifts and elimination of low S/N S&)Nand high
redshifts objects (a0t > 2) remove most of the remaining galaxies with small FWHM. Tests of the
TS-pipeline in the Shear TEsting Programme (STEP[_s_e_eje;@aaﬂQO_Oﬁ showed a significant
multiplicative bias in the analysis of the first set of simulated images (Sm ).
This bias could be almost eliminated by multiplication with a shear calibration fagjor 1/0.91,
leading to

Y = Ccal- (Ecorr) - (5.6)
According to the analysis of STEP2 (Massshall2007) this bias calibration appears to be correct

to ~ 3%. However, the GRavitational IEnsing Accuracy Testing 2008 (GRBABOidle et alll2010)
found, that the multiplicative shear bias can still be of the order of 5% (slwwhe Heymans-KSB-
implementation), present for low S/N objects witiNgreaT0s ~ 10, more likely corresponding to
S/NgRreaTos-true ~ 6. This means despite the shear calibration correction from equétidn (5.6, the
might be a bias in the order of 5% left for objects witfiNs~ 5. We will address this problem later,
investigating and comparing the observed signal for background oljébtkigh and low S/N-ratio,
for bright and faint background sources and for large and smallréldi, respectively, with respect
to the same foreground objects.

The objects remaining in the galaxy catalog after cuts in signal-to-noise,mpbtio redshifts and the
KSB pipeline are called the ‘shape catalog’. Due to the stricter requiremenigdietection for the
shape catalogs, in general the photometric redshift catalogs are muehttzag the corresponding
shape catalogs. Therefore most shape catalog objects obtain a photoedkstnit, but not vice versa.
Thus the merged photometric redshift shape catalog consists of almostte@smber of objects as
the pure shape catalog.

The distributions of ellipticity components and absolute ellipticities are shown in[EB8 and 5.21,
respectively. The red solid lines indicate the distribution of objects from tiggnal shape catalog,
the green dashed lines show the distribution of objects from the merged-plaoit shape catalog.
As expected the quantities from pure shape and merged photo-z-sttafmgardly differ. The dis-
persions of the ellipticity components are in all casgs= o, = 0.29. These values are used for the
analyses later on. The distributions themselves look similar to Gaussian prafiletiowing broader
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shape catalog. The red solid lines shows the ellipticitiethée original shape catalog, the green dashed
lines shows objects from the merged shape and photo-z gat&docan be seen the merging process hardly
affects the total number. The rms-widths in all cases areldque, = 0e, = 0.29.
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Fig. 5.21: Distribution of absolute PSF-corrected ellipticitiesfor galaxies in the shape catalog. The red
solid line shows the objects from the entire shape catalmygteen dashed line shows the galaxies from
the merged photo-z and shape catalog. The median of theuabsdiipticity is in both cases 0.31 (see the

vertical line).
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Fig. 5.22: Distribution of object sizesr(left panel) and S/N-ratio (right panel) for galaxies in sf@pe
catalog. The red solid line shows the objects in the compatalog, the green dashed line shows the
objects from the merged photo-z and shape catalog. Theaklities indicate the median for the distribu-
tions (fh,med= 0.6 arcsec, PNmeq= 11.9).

wings than an analytic Gaussian. The median of the absolute ellipticity distributief,ig= 0.31.
Fig.[5.22 shows the distribution of flux radii (left panel) and S/N-ratioshfriganel) for pure shape
catalogs with red solid lines and for the merged photo-z-shape catalog witledlgreen lines. The
median of the flux radius distribution $ meq= 0.6 arcsec, the median for the S/N-ratio for all re-
maining objects (we excluded objects with S7B) is 11.9.

5.5 Properties of the Galaxies in the Photometric and in the Shape Cat-
alogs

In total our photometric catalogs consist of 17 445 504 objects, of whic®l21636 are galaxies
outside masked regions. Only considering the 89 pointings for which wéneldtaccurate shape
catalogs, this leaves us with 8 315 162 galaxies for the foreground lemdesaThe shear catalogs
consist in total of 2 960 048 objects, from which 2 416 426 are in aredshvere not masked, en-
tering our background source catalog. The magnitude distribuitidsaid) of our foreground and
background samples is shown in Hig. 5.23. In[Eigb.24 we show the photomestsicift distribution
of our lens and source samples and compare them to the photometric retlBhiéit all @). Due
to stricter requirements in lens-source building our source sample is fa@ateing to a earlier decline
in number counts. Apart from that the distributions in general look similar.
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Fig. 5.23: Histogram of the’-band magnitude for all 8 315 162 objects in our cleaned phetadc redshift
catalog (red solid line) and for those in the photometricsheftl catalog which are not eliminated in the
shape estimation procedure (green dashed line), i.e.lldA46 426 objects which enter our background
catalog. Objects that are large and bright and those whieh &#ow signal-to-noise ratio do not enter the
shape catalog.
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Fig. 5.24: Photometric redshift histogram for our lens sample. Thesdl line shows the foreground
lens sample, the dashed green line shows the backgrourtessample. The gap and the bump at redshift
~ 1.7 is an artifact from photometric redshift calculation fdijects withi’ > 24.5. However it does not
affect the lens and source samples as all sources are rtgatei’ = 24 and we are only considering
lenses withe < 1.
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5.5.1 Definition of Lens and Source Galaxy Samples

As the first step we need to assign objects from our photometric catalogs foreground lens
sample. As we intend to analyze the mass distribution of galaxies as a functredsifift, rest-
frame luminosity and SED-type, photometric redshift information for the fanegd lens galaxies is
required. Among those galaxies from the photometric catalog sample we md&#dtvng selection
for the lens sample:

My < =17 and zens< 1. (5.7)

This defines our maximum lens sample. Provided we have enough galaxieshajik estimates
behind the considered lens sample, we can investigate the propertiedafissybsamples of interest.
Next we need to assign our background source sample. For this wideoals galaxies with reliable
shape estimates and photometric redshifts, assigned during the mergiagsoneth the photometric
catalogs. Objects with photometric redshafio: > 2 are discarded due to several reasons. Firstly,
the number of ignored objects withhot > 2 is rather small, as the number counts strongly drop for
objects withz> 1.5. A second reason for this decision is the decreasing photometric teatshifacy

for redshifts 2< zynot < 3 for observations at the depth of CFHTLS-Wide, due to the lack of of NIR
information. The fraction of objects atno: > 3, whereu-band dropouts improve the redshift accuracy,
is negligible. Further objects with large photometric redshift uncertaintiegacged. This leads to
the following requirement for a maximum source sample:

Azphotsource< 025 (1+ thotsourc& and tho[/sourceé 20 . (58)

After these additional restrictions 4 942 433 galaxies remain in the maximum é&mple and

1 684 290 galaxies in the maximum source sample.

For the weak lensing analyses we investigate, for all considered tanedgrsamples, the shapes of
background sources within a defined radius in angular and physalal aound the lenses. As min-
imum and maximum angular scale we choose radii of 5 arcsec and 15 arespectively. These
values correspond to physical radii o33~ kpc and 60th—! kpc atz = 0.05, 20h~! kpc and
3.8h ! Mpc atz= 0.5, and 28 kpc and 50 h~! Mpc atz = 1. The outer angular cutoff radius of
15 arcmin, corresponding to a physical projected distance7di 2 Mpc atz= 0.3, is chosen purely
for computational reasons as we only evaluate the lensing signal out taadaisf 2n— Mpc.

In order to disentangle foreground and background and to avoid fasion between foreground
lens and background source we require a minimal separation in redshifeén lens and source
of zg—z4 > | /44220I 4—4A22S ~ /84, roughly translating int@s — zg > 0.1, given our photometric un-
certainties ofAd; =~ 0.04. In addition the weak lensing analysis of the ultimate background is not
recommendable as the weak signal contribution from these foregraciditound pairs is strongly
suppressed due to the geometrical constellation. Considering, e.g.,,dhesd8ear signal scales with
Dys/Ds, the ratio of angular diameter distances between deflector and sourobserdler and source,
respectively. Fogs = z4 it approaches zero, steeply rising for increasing source redshaftesily
converging against 1 far; — o. In order to exclude the contribution of very low signal-to noise
pairs we further reject lens-source pairs viith/Ds < 0.1 (cf. Fig[5.29). Finally we want to exclude
areas with large errors in the estimation of the critical surface mass depsdg the fractional error
in mass density, converted from the measured shear signal, is directlyrijoopl to the fractional
error in surface mass densiby./2.. Assuming Gaussian photometric redshift errors with a width of
Az=0.05(1+ z) the fractional error ir%; does not exceed a value of 0.3 fgr> 1.1- z5+ 0.15 and
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Fig. 5.25: Flowchart for our lens and background definition.

zq > 0.05 (see Fig.5.30), representing a stricter condition for the pair selettiootal our selection
criteria summarize as follows (see also [Fig. 5.25):

0.05< Zens < 1.0, Zsource< 2.0 and zspyrce> 1.1+ Zens+0.15, (5.9

ensuring the disentanglement of foreground and background, thétyaifdDys/Ds > 0.1 and the
fractional surface mass density erdX./2. not exceeding a value of 0.3. This leaves us with maxi-
mum number ofNpairs = 601 245 059 lens-source pair combinations.

5.5.2 Definition of Lens Subsamples

We want to analyze the properties of our lens sample as a function ofabeygntities, such as
rest-frame luminosity, SED type, redshift or the environment, where theidered lens resides. We
therefore firstly split our main lens sample into absolute magnitude intervals witidth of one
magnitude in the range17 > M, > —24 and additionally into half magnitude intervals fron21 >

M, > —24. Further we consider four redshift interval®®< Zens < 0.3, 0.3 < zens < 0.5, 05 <
Zens < 0.7 and 07 < zegns < 1.0. Further, as we want to investigate the properties of all lenses as a
function of their SED type or morphology, we need to split them into individuaksamples of red and
blue galaxies. For this we follow the approach of Datgeall (2005), using théB—V) rest-frame
colors in AB-system for the galaxy classification, defining all galaxies Y8tk V) > 0.7 as red and

all galaxies with(B—V) < 0.7 as blue galaxies. We estimate the rest-frame colors using the absolute
magnitude estimates derived from the best-fitting template in the photometric calcuatiothe
PhotoZ-code. We cross-check this selection by considering the classtifidor the spectroscopic
Luminous Red Galaxy (LRG) sample from SDSS (see Eisensteiti2002), confirming that this
classification excellently works for the LRG sample (see also[Eig] 5.26)itiaddlly we verify our
galaxy classification by considering the absoltfteand magnitude and the apparégt—r’)- and
(r'—i")-colors for all galaxies. Thisisin agreement with Loveaall (2012), who used the absolute

(g —r’)-color as a function of the absoluteband magnitude to distinguish red from blue galaxies.
For lack of individual absolute colors for all galaxies we consider tipaent(g’ —r’)-color. At least
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Fig. 5.26: (B-V) restframe color histogram for the SDSS LRG sampleéRiseinet alll2001) in the AB-
system. ThéB —V)-colors are taken from our SED template that best match tHeSSihotometry at the
spectroscopic redshift of the LRG. For almost all objecesdabsumptioriB —V) > 0.7 holds, justifying
the chosen galaxy classification for red and blue galaxiss Dghleret all2005).

looking at low redshift objects this represents a justifiable approximatiargdwe will see also for
higher redshifts meaningful conclusions can be extracted[Eid. 5.2%ghat red and blues galaxies
populate distinct regions in thd,, — (g —r) space, indicating an at most small contamination rate for
our galaxy subsamples, especially considering the higher redshift ®imly.for low redshifts there
is a small overlap between red and blue galaxies. Further we plégthe )- and the(r’ —i’)-colors
dMQLLCEI_aﬂlZQli for moderate redshift galaxies wittbG< z < 0.7). Taking into account the
results from Figl.’5.28, showing the good separation of red and blueiggaiaXg —r’)- vs. (r' —i’)-
color-space, this approves our chosen classification criterion.
As we do not only want to investigate the properties of our lens galaxies @sgpect to luminosity
and morphology but also as a function of the environment, the galaxiedgpepwe need to define
an estimator for the local lens environment density. For the estimation of thistglere consider
the relative galaxy density within a certain redshift range and projecgalanseparation around the
investigated lens. First we consider all galaxies with= +0.2 in front and behind the investigated
lens galaxy within a maximum angular separation of 30 arcsec from the lelnth@an compare the
number of galaxies in this region with the total number of galaxies within this riéti&mall over the




5.6. LENS MASS ERRORS FROM PHOTOMETRIC REDSHIFTS AND SHAPE
MEASUREMENT ERRORS 75

entire one square degree pointing. By calculating the ratio of these twditipgwe obtain a relative
local environment density. We use this density to assign the following lersasuyiles. We define:

i) avery dense environment lens sample (10% of galaxies populating tsestemvironments),
i) a dense environment lens sample (50% of galaxies populating denserangnts),

iii) a low density environment lens sample (50% of galaxies populating lowesityeanviron-
ments)

iv) and a very low density environment lens sample (10% of galaxies pipythe lowest density
environments).

5.6 Lens Mass Errors from Photometric Redshifts and Shape Measure-
ment Errors

In order to estimate the excess surface mass deAsitysee equation_3.20) we use the foreground-
background pair average A A
AZ(R) = (2 #(R)

fg—bg—pair ’ (5-10)

where the ‘hat’ indicates the estimates. We obtain the critical surface masitydestimateS, from
the photometric redshift estimates of the background-foreground pdithenshear estimatg(R)
from the background shapes, translating the angular §Gate a physical length scale witR= 6Dy.
The relation between the true gravitational shgéR) at projected distance R and its estimg@{éR)
is given by

#(R) = #(R) + [)‘f(ﬁ) - )'f(R)] + OYshape= (R +AW(|Q3 R) -+ O Yshape- (5.11)

We introduce a distance-independent shear estimation &ygpsa; coming from the shape measure-
ment error, the intrinsic shape noise and a potential shape estimation béxs,wénfurther introduce
the ‘profile error’ A A A

AR(RR) = #(R) — #(R) = #(6Dq) — #(6Dq) , (5.12)
originating from the mixing of physical scales when translating angles intdHesugles. The profile
error vanishes if a spectroscopic lens sample is used. The size of file pror in general depends
on the profile steepness. E.g., for a power law witR) 0 R™“ it is given by

Ra
Thus we see that the profile error increases with the steepness of fie gxesuming an isothermal
profile with a = 1, equation[(5.113) becomes

. Dg—D

AytS'S(R,R):y{< d d> . (5.14)
Dg

This means that for small redshift errors the profile error becomes

AVFB(RR)) W% Ay
( KR oo 7 @ (5.15)

AR(RR) = ¢ <M>. (5.13)
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Fig. 5.27: Density contours, showing the absolutdand rest-frame magnitude vs. the appatght r’)-
color for different redshift intervals. The black solid di& show the distribution of all galaxies, the red
dashed lines the distribution of red galaxies and the gretted lines the distribution of blue galaxies.
As we can see, red and blue galaxies populate distinct regiothe color-magnitude space, especially
for higher redshifts. For lower redshifts there is a smakrtap between red and blue galaxies in the
color-magnitude plane.
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Fig. 5.28: Density contours showing the apparégit—r)-color vs. the appareiit’ —i’)-color for different
redshift intervals. The black solid lines show the disttidn of all galaxies, the red dashed lines the
distribution of red galaxies and the green dotted lines tis&idution of blue galaxies. In color-space
our defined red and blue galaxy samples populate distinainegwhen considering redshifts> 0.4 in
agreement with Tojeiret al. (2012). For lower redshifts oug’ —r’) vs. (r’ —i—) colors of red and blue
galaxies overlap.
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We see that already photometric redshift errors without a bias can imgduas an the shear profile
estimates. To obtain a better understanding for this we consider forejbmakground pairs with a
projected separation estimagein the lens plane and a redshift estimage If the redshift estimate
is too low (7 < zg) the projected separation between lens and source is also underestimat&, (
i.e., sources are scattered from larger too shorter projected sepsrdtidhis case the gravitational
shear will be underestimated. Analogously an overestimate of the lensft¢dsty zy) will lead to an
overestimate of the gravitational shear signal, i.e., a possible bias depetigsredshift distribution
of the analyzed lens sample. If the lens redshift distribution is flat, abosgtine number of galaxies
are scattered down from higher redshift and scattered up from l@dehifts and the mean projected
separation within a ring of diamet&equals the true distané® If the lens distribution has a positive
slope, i.e., the lens number increases as a function of redshift, a highdrenwf galaxies can be
scattered down to lower redshifts than scattered up. In this case the nushiftr®g and the mean
projected separatioR and thus the gravitational shear signal are underestimated. In ord¢inates
the maximal bias in the measurement of the velocity distribution we performediagesignal sim-
ulation, scattering our photometric redshift by adding a Gaussian redsgtifbution of 0.03 (1+2z).
Even in the most extreme scenario (lowest redshift lenses, i.e., steep teergdshifts counts and
asymmetric redshift scattering, as there are no lower redshift lenseh wdnicbe scattered up), we
observe a bias of smaller than 4%, for larger lens redshifts the bias rajgidigases. The number of
low redshift lenses is low compared to the total number of lenses. We themfike no attempt to
correct for this bias. For a given foreground-background digtaistribution the bias increases with
photometric redshift scatter. In linear order the ratio of the estimator anddnteibution for each
pair is given by A A

2o #(R) _ 1, 0% | AKRR) | Okhape (5.16)
Zew(R) 2 ®(R) ®(R)
If we defineAS = AS 4+ 3AS andS, = 5. + 85, and insert equatiofi {5.16) into equatién (%.10) we
obtain in linear order for the error of the estimator:

_ 03 AM(RR) OYshape
= <W(R) 02 +AR(RR) Zc*‘(syshapezc>

(5.17)
fg—bg—pair -

The error of the estimator afZ can be used to obtain the error estimates in presence of scatter in
the photometric redshifts and shape estimates. Equafions (6.13)-(5.1fhetogéh equation(5.17)
explain why lens redshift errors have more severe consequenties GGL analysis than source red-
shift errors. This in particular is true when considering very small ledishidts, as fordzy ~ 0.03 and

Zy ~ 0.1 the fractional error irZ; can easily approach an order of 30%. As for larger redshift the de-
pendence of the lens distaridg on the redshift flattens, the effect on the profile error also diminishes.
The independent shear estimation edgppeincludes intrinsic shape noise, the shape measurement
error and potential systematics. As the valued@dhape 1t is of the order of (8/0.002~ 150 per
foreground-background pair, the relative shape error exceedgldtive profile error by more than a
factor of 500.

We now calculate the errors due to shape noise and photometric redstuftsiarmore detail. In
order to estimate the statistical erronfiR) andA > (R) the tangential shear relative to a random fore-
ground can be used. This is shown in more detail in SeEfion]6.3.1. For ey galaxy lens sample
the background is specified by the selection criterion defined in equai@h (Ehe analysis of esti-
matingy andAZ is repeated, replacing the true tangential ellipticity by the shape of the lmaoidr
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Fig. 5.29: Fractional systematic and statistical erdDy/Dq in the estimation of the angular distance
of the lensDyq in presence of photometric redshift errors. The dashedsimvs the statistical and the

solid line the systematic error for a Gaussian redshiftregistribution with a scatter of.05 (1+z). The
systematic error Dy is below 10% forz > 0.05 and well below 5% for > 0.1.

galaxy with a randomized phase or by the shape of another object in tkgrband galaxy catalog.

In order to estimate the errors introduced by the photometric redshifttaintérs we investigate the
propagated systematic errors in the angular diameter distance of the d&jlegf®4 and the critical
surface mass density>./2.. The simulation is built in such way, to rather overestimate than under-
estimate the errors. This is especially true when considering very lowifesgsthere scattering the
photometric redshifts could easily lead do negative lens redshift valuies \abe not realized in the

observational data. The total errors can be written as the sum of thensysterror and the statistical
error, e.g., for the error of the critical surface mass densjty

552
55 = \/ 35 chystt —r‘f“’“ : (5.18)

In order to disentangle systematic and statistical error we investigate twoediffeample sizes of
100 000 and 1 000 objects (see zlso Graeal 2010) and solve the resulting system of equation.
In both cases, the systematic error is significantly smaller than the cordispostatistical error.
For a lens redshift of = 0.05, we obtain a fractional error @Dy/D4 smaller than 10% for the lens
distance, further dropping below 5% when considering higher red¢béfesalso Fid. 5.29). Regarding
the critical excess surface mass density, the fractional éiXxgrf 2. is larger than in the case of the
angular diameter distance of the ldhg caused by the multiple dependencegbn the redshiftDy,
Ds andDgs). However, by applying the selection criterion defined in equafiod (5.8)can ensure
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that the systematic errors do not exceed the 30% level (seeFig. 5.30).

We now further estimate the systematic errors for more extreme cases. &@orgXi, in the case

of a 20% redshift bias for lens-source pairs close in redshift, weatxXpelenses withz ~ 0.7 and

a fraction of 25% in the close-redshift space a systematic error7&f @+ 0.25- 1.2 = 1.05. This
corresponds to an overestimationd¥;/>. ~ 5%. Considering the other extreme at the low redshift
end, the fraction of lens-source pairs is only about 5%, leading to &#dnat systematic error of
0.95-1+0.05-1.2=1.01, i.e.,05;/>. = 1%. If we consider the complete lens-source sample we
obtain 088-1+0.12-1.2 = 1.02, this means we do not expect a systematic bias>@f > of more
than 2% due to photometric redshift inaccuracies. We therefore contlatihe expected systematic
errors due to photometric redshift uncertainties are small enough to bextes

5.7 Systematic Errors from Intrinsic Alignment

This section is directly taken from Section 3.8, Brimioweal! (2013).

Galaxies which are in the same structure and thus physically connectedtarandomly dis-
tributed in orientation but rather intrinsically aligned (Hiratzall 2004), for instance satellite
galaxies tend to be radially aligned relative to their central galaxies. Thisysntfinsic alignment
(IA) is a major issue in the interpretation of cosmic shear data (see e.g. Mandeet all 2006b
or[B_LidIe_&_Klnd lZQ_O_'}’). The observed two-point correlation function foe ellipticity of galaxy
pairs is (&i€7) = (i) + (§%6) + (yie]™) + (%), wheree® and ¢ are the unlensed and lensed
ellipticities andy; is the cosmic shear at redshift(see e.gl_Joachimi & Schneiter 2008). The first
term on the right hand side is the desired cosmic shear signal, the seaor(ddéed Il) describes the
intrinsic alignment of two galaxies. Unless the two galaxies are physicall\ciassd (i.e. they are
required to be at same redshift) this term is zero. The third term descfivess € z;) the correlation
of a foreground gravitational shear with the intrinsic ellipticity of a backgbgalaxy and is zero.
The fourth term (called GI) describes the correlation between the intritigiicity of a foreground
galaxy and the gravitational shear acting on a background galaxy.
In GGL, however, one measures the tangential alignment, i.e. the crostaton of a background
galaxy shape and the foreground lens position. Therefore intrinsicnadightheoretically should
not be an issue at all. This situation is different in case of a foregrbacéground mismatch due
to photometric redshift errors, where the photometric redshift of thenass$uackground object is
overestimated and the galaxy actually is embedded in the foreground stru€the falsely assumed
background galaxy is randomly oriented relative to the foreground galexsidered, then the shear
signal is just diluted and our error considerations from Seéfidn 5.6 alfpigwever the background
galaxy has a preferred direction to the foreground an additional smirsystematic error arises. If
these false ‘background’ galaxies are fainter than the foregroulactiga, they will likely be their
satellites (if associated to the foreground structure) and thus will ongedmradially aligned (see
' bLZD_b6). This then leads to a false detection of tisegGa.
The separation of GGL and intrinsic alignment is investigated in detdil by Bmel,deO_Li). To
isolate IA from the lensing signal, they exploited the fact, that the contaminatithre dackground
galaxy sample with foreground galaxies should decrease if a more distakgriound slice is
considered. They measured the excess surface mass déaségsociated with SDSS-LRGs using
two source subsamples in two redshift slices behind the lens.




5.7. SYSTEMATIC ERRORS FROM INTRINSIC ALIGNMENT 81

Zsource

// Statistical error per 1
- ’f:)rggmund—background—pair i

o 620/20 = 50% A
tSEc/):}c = 30% A
622/2c = 10% A
620/20 = 5% A
M T BT T T R
0.4 0.6 0.8 1
Zlens

6%./%, = 30% -

L L S s e e e e e e IS
ot -
1
Lo 4
1
U, J
L J
1.5 |, =
H|!
I
Hl
L
o L
Sl
: 1yl
St
R
H i
1
0.5 : Systematic
21
! 6%./Z, = 50% -
I
r

6 /%, = 10% -
) 6L /%, = 5% -

0 AR R (N TR SR T N SR TR TR N T S S N TR T
0 0.2 0.4 0.6 0.8 1

Zlens

Fig. 5.30: Fractional error of the critical surface densid./2, in the presence of photometric redshift
errors, as a function of the lens and source redshift. Themuppnel shows the statistical error, the
lower panel the systematic error. The photometric redghifirs in this simulation are Gaussian with a
scatter of 005 (1+z). The magenta and the red contours ski/>. = 0.5 andd>./2; = 0.3 levels,
respectively. Blue and green contours showdttg/>;. = 0.1 andd>;/>; = 0.05 levels. The fractional
systematic error is below.B if Zsgurce= 1.1 zens+ 0.15 (dashed black line) argkys > 0.05, which is
the source-lens redshift requirement set in equalion.(3:B¢ errors are in general rather overestimated
than underestimated. This is especially true for very lodshéft sources, where the scattering during
randomization can lead to negative lens redshifts, whiemat realized in the observational data.
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They conclude that the size of IA for their lens sample is small (and conkistdnzero, see their
Figure 3). Their Figure 2 shows that for all scales larger thanit@®&pc the signal extracted for two
redshift subsets agrees which implies that the imprint of IAd@nhcan be neglected.

In our case we can infer the potential error due to IA from Figurel6.24uti@n[6.8. The magenta

and green points show th&> values obtained for foreground lenses witld®< z < 0.5 using

the shear signal from galaxies in the redshift slices.6f<0z < 0.73 and 101 < z< 2. Since the
contamination of the = 1— 2 sample should be zero, the difference between the green and magenta
points quantifies the maximal error due to IA in the lawackground sample with.® < z < 0.73.

All values agree within @. We therefore conclude that systematic errors due to IA are small enough
to be neglected.



Chapter 6

Weak Lensing Analysis

This chapter describes analyses and results which have been submitteit(Be et alll2013).

6.1 Measurement of the Tangential Shear

The simplest and most direct measurement in a galaxy-galaxy lensing (&@lysis is the mea-

surement of the tangential shear or tangential alignment (see eqlafidn @26ribing the mean

orientation of the major axes of considered background source galdties measurement does in
principle not require the knowledge of photometric redshifts, the selecfitoreground and back-

ground sample can also be done with, e.g., the application of magnitude cléages and sources
(see, e.g., Hoekstet all 2003, 2004 or Parkest alll2007). However, without photometric redshift
information the observable angular separations between lens and seaumoat be converted into
projected separations in physical units for individual sources, byta@maverage by estimating the
effective redshift of the lens sample. Therefore, the observedtéiagshear signal obtained in this
way, represents a mixing of various physical scales, as our lens saovels @ large redshift range
of 0.05 < Zyhot < 1.0. For this reason we choose to make use of the photometric redshift kigmyle
measuring4 and directly mapping it to the physical projected distance

Ax=Dgq- 0 (6.1)

and calculate a weighted mean for the tangential shear values from eagtiuatllens-source pair.

As weights we use the definition introduced by Hoekstral. (2000),
(PO)?

(PO)207 +(Ae?)

W— (6.2)

with o, being the scatter of the intrinsic galaxy ellipticites apfdAe?) the Gaussian uncertainty of

the observed ellipticity measurement. The major motivation for our tangential sinalysis is the
visual investigation of the main lens contribution to the tangential shear and its limgatie., to
which distance the shegris dominated by the considered central lens, and when the signal starts to
be dominated by halos of nearby galaxies or by a parent group or chaster

Weak lensing provides a very simple and comfortable opportunity to cheabfoous systematics.

The rotation of the source major axis by 45 degrees transforms the tahgdrear y into the
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so-called cross-shegg, also called B-mode. Gravity being a conservative force, i.e., not piogu
curls, the cross-shear signal is supposed to vanish. This can easilyebked. Vanishing of the
cross-shear does not absolutely guarantee the absence of systelmatios the other hand its
presence is a strong indicator for remaining systematic effects.

Fig.[6.1 shows the tangential shegiR) as a function of the projected distance R between lens and
source, averaging over all galaxies and over red and blue galapi@ssely. For this analysis we only
consider lenses with20 < M;» < —24. As we can see the B-modes of all three lens samples are well
consistent with zero. We estimate the velocity dispersion for the three galasgdenples assuming
an SIS profile, only considering data points representing smaller sepearétianR = 200 h~ kpc
for two reasons. Firstly, an SIS profile is not a reasonable physisahgstion for larger distances
as the integrated mass does not converge and secondly, by rejectegskeparations we reduce the
contamination by shear contributions induced by secondary halos. én tard@onvert the tangential
shear signal amplitude into a velocity dispersion we need to define the effdittance rati®ys/Ds

for the individual lens subsamples. We estimate this quantity by calculating igate# mean of the
individual distance ratios of all lens-source pairs, using the weighteigiin equation (612). For the
inner regions the fits follow very well the profile of an SIS out to a scalR €200~ kpc, showing
different amplitudes for the three lens samples. For the combined sampleiveevietocity dispersion
of 0 = 11741 km s1, the red galaxy sample shows a velocity dispersioaygf = 14842 km st
and the blue galaxy sample a valuedye = 99+ 2 km s1. The higher value for the red and the
lower value for the blue sample are partially explained by different meadsfregae luminosities as
the combined sample has an effective luminosityMf ) = —21.0 while the red galaxy sample has
(M;) = —21.3 and the blue lens samp{®,/) = —20.9. However, the more important reason for the
observed amplitude difference is given by the higher mass of elliptical igalaompared to spiral
galaxies with same luminosity. Looking at larger scales, the tangential stodée fior the complete
and for the blue lens sample are still consistent within the predictions of anwdii& the shear
profile for the red galaxy sample clearly exceeds the expectation of thprBii&. This deviation

is assumed to be most likely induced by secondary halos, more strongtyiraiféhe red galaxies’
shear profile. This mirrors that the red (mainly early type) galaxies are stavagly correlated
with each other and in general more often populate denser regions ay gataips or clusters
than galaxies wither bluer colors. In order to estimate the expected sigmadjgty we compare the
observational data to the predictions of a simulated lensing survey. This déthe simulations are
described in Sectidn 3.4.4. F[g. b.2, shows that the tangential sheataiqesy, assuming a BBS
profile and assuming an NFW profile, respectively. Both describe wits@nal tangential fairly well.
Extracting the theoretical values for the velocity dispersion from the simuliedr profiles, we
obtaino = 114 km s'! for the BBS combined sample amd= 115 km s* for the NFW combined
sample (the observational value was- 117+ 1 km s71), 0yeg = 152 km s'! for the BBS red sample
andoreq= 151 km s for the NFW red sample (the observational value wag= 148+ 2 km s 1)
and finally a value obj,e = 92 km st for the blue BBS sample angh,e = 94 km s for the blue
NFW sample, withopue = 99+ 2 km s™1 being the observational value. A summary is shown in
Table[6.1. In particular we confirm the results of Brail @010), thdtiphesdeflection effects lead
to an excess in the measured shear signal, observing that especially thetesinned galaxy shear
signal significantly exceeds the predictions of an SIS on larger scalesnkrast, looking at small
separations, where the ‘main’ lens still dominates the signal and for sgitakigs also for larger
separations, a shear excess is not observed. We will further dibeudspendence of the shear signal
with respect to the environment in the later sections, then also investigatingdbssesurface mass
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My | (Mv) | Girue [km 571 | 0simpes [km ] | Osimnrw [km s71]

Main Lens Sampleg

—24<M; <-20 | -21.0 117+1 114 115
—24<M; <-23 | -23.3 240+ 4 219 239
—23< My < -22 | -22.4 164+4 166 175
—22<Mpy<-21|-214 124+2 123 123
—21<My <-20 | -20.5 93+2 91 87
Red Lens Sample

—24<M; <-20 | -21.3 148+2 152 151
—24<M; <-23 | -23.3 255+5 237 259
—23< My <-22 | -22.4 182+7 186 195
—22<Mpy<-21|-215 147+3 150 147
—21<My <-20 | -20.5 116+4 125 113
Blue Lens Sample

—24<M; <-20 | -20.9 99+2 92 94
—24<M; <-23 | -23.3 205+ 10 175 190
—23< My <22 | -22.4 138+4 135 144
—22<Mpy<-21|-214 109+4 103 106
—21<M;y<-20 | -20.4 87+3 80 80

Table 6.1: Fit values for the velocity dispersiam considering several luminosity bins, for observational
data and BBS and NFW simulations, respectively.

densityAZ.

We further investigate the tangential shear for different luminosities, splisihghree consid-
ered lens samples into four magnitude intervalsMprbetween -24 and -20 of one magnitude width.
Also in this case the observed B-modes are consistent with zero. Maasheinelocity dispersions
of each individual luminosity bin, the observed decrease in velocity digperfor fainter and
therefore less massive lenses agrees well with the results of Fabekgoddd976) or Tully & Fisher

). The values for the fitted velocity dispersiorin the considered combined lens luminosity
bins are shown in Table_8.1. Further, considering the subsamples okdifigalaxy types but same
luminosity, the conclusion of red galaxies being more massive than averalgieieo galaxies of
the same luminosity is confirmed, as the velocity dispersions of red galaxieslumatlosity bins
significantly exceed the values of their blue counterparts. Consideringotimdined lens sample
the values for the velocity dispersions are, as expected, lower thaadaalaxies, but higher than
for the blue ones. The tangential shear profiles, discriminating the indMigiménosity bins for all
galaxies are shown in Fig. 6.3, for the red lens sample inFig. 6.5 and finallgddlue lens sample
in Fig.[6.7. We append the corresponding tangential shear plots bag#iand NFW simulations
for the individual luminosity bins for comparison in Fi§is.16.4 (combined lenspéa),[6.6 (red lens
sample) an@ 618 (blue lens sample). The values for the shear amplitudes imth&tisns mostly
agree fairly well with the observational data, see Tablk 6.1.

Finally, we also consider the characteristics of the tangential shear pimfilenses populating
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Fig. 6.1: Tangential sheay for a lens sample with-24 < i’ < —20, fitting an SIS profile for the inner
part out to a scale oR ~ 200 h~* kpc, considering all galaxy types (black circles and solidiriie),
red (red triangles and dashed fit-line) and blue galaxiase(stjuares and dotted fit-line) individually.
The green dashed line indicates therdevel for remaining systematics. The signal amplitudeighast
for red galaxies, exceeding the expectation for an SIS aeésdarger tharR = 200h~! kpc. The blue
galaxy sample shows the lowest tangential shear amplitumtegeviating from an SIS profile for larger
separations, as spiral are mostly found in environmentswéi density than cluster environment. The
combined galaxy sample shows a shear profile lying betwdiptiedl and spiral sample. The values for
the velocity dispersiorr, derived by fitting an SIS out to a distance ©f200 h~! kpc, are shown in

Table6.1.
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Fig. 6.2: Simulated tangential shear profile (see Sedfion B.4.4pftsds with-24 < i’ < —20. The upper
panel shows the results based on the BBS simulation, the losvesl shows the results based on the NFW
simulation. The tangential shear signals, based on eifisotb simulations, agree well with the actually
observed profile (see Fig.®.1). The values for the velodipetsiono, derived by fitting an SIS out to a
distance of~ 200h~1 kpc, are shown in Table §.1.
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Fig. 6.3: Tangential shear profiles for the complete lens sampleridigeating four luminosity bins for
—24 < i’ < —23 in magenta (crosses, dashed-dotted fit-lired3 < i’ < —22 in red (triangles, dashed
fit-line), —22 < i’ < —21 in blue (squares, dotted fit-line) and finalh21 < i’ < —20 in green (circles,
solid fit-line). The estimated values for the velocity dispens decrease with decreasing luminosity, as
predicted by the Faber-Jackson or Tully-Fisher relatidme Values for the velocity dispersi@n derived

by fitting an SIS out to a distance ef200h~1 kpc, are shown in Table §.1.
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Fig. 6.4: Simulated tangential shegr for all lenses, showing the profiles for individual lumingsbins
with —24 < i’ < —20. The upper panel shows the results of the BBS simulatien|dwer panel of the
NFW simulation. The simulations are widely consistent wiita observational data. The values for the
velocity dispersioru, derived by fitting an SIS out to a distance~oR00h~* kpc, are shown in Tab[e§.1.
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Fig. 6.5: Tangential shear profiles for the red lens sample, discatirig four luminosity bins for-24 <

i’ < —23in magenta (crosses, dashed-dotted fit-lined3 < i’ < —22 in red (triangles, dashed fit-line),
—22< i’ < —21in blue (squares, dotted fit-line) and finalhy21 < i’ < —20 in green (circles, solid fit-
line). The estimated values for the velocity dispersiongelese with decreasing luminosity, as predicted
by the Faber-Jackson. All values farare higher than for the combined lens sample. The value$iéor t
velocity dispersioru, derived by fitting an SIS out to a distance~oR00h~* kpc, are shown in Tab[e8.1.
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Fig. 6.6: Simulated tangential shegrfor red lenses, showing the profiles for individual luminpdiins
with —24 < i’ < —20. The upper panel shows the results of the BBS simulatien|dwer panel of the
NFW simulation. The simulations are widely consistent wiita observational data. The values for the
velocity dispersioru, derived by fitting an SIS out to a distance~oR00h~* kpc, are shown in Tab[e§.1.
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Fig. 6.7: Tangential shear profiles for the blue lens sample, disoatmg four luminosity bins for-24 <

i’ < —23in magenta (crosses, dashed-dotted fit-lined3 < i’ < —22 in red (triangles, dashed fit-line),
—22< i < —21in blue (squares, dotted fit-line) and finalhy21 < i’ < —20 in green (circles, solid fit-
line). The estimated values for the velocity dispersionselese with decreasing luminosity, as predicted
by the Tully-Fisher relation. All values far are lower than for the combined lens sample. The values
for the velocity dispersiom, derived by fitting an SIS out to a distance~f200h~1 kpc, are shown in

Table[6.].
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NFW simulation. The simulations are widely consistent wiita observational data. The values for the
velocity dispersioru, derived by fitting an SIS out to a distance~oR00h~* kpc, are shown in Tab[e§.1.
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Fig. 6.9: Tangential shear profile for the combined lens sample wigd < i’ < —17, distinguishing be-
tween environment of different density (see Sedtion 5.6 #fe exact definition). The SIS fits are obtained
within a projected separation &= 200h~! kpc. The combined lens sample, consisting of all lenses in
all environments, is shown with black circles and blackdasfitiline as reference (see also Hig.l6.1). Blue
(squares, dashed-dotted fit-line) and green (diamondsd, fi#dine) show lenses in environment with low
and very low density, red (triangles, dashed fit-line) andjeméa (crosses, dotted fit-line) show lenses in
high and very high density environment. We see that the anggiincreases with environment density.
Further the contribution of the secondary halos signifigantreases with environment density. This is
negligible for low density samples, but strongly enhanbesshear signal on large scales in high density
environments, even leading to an almost constant signhkinéry high density environment.
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environments of different density. Following the definition in Secfion 5.5.2 isnguish between
lenses in high, low, very high and very low density environments. As[EigsiBadvs, the observed
tangential profiles in the different environments significantly differ in ampditadd in large scale
behavior. The lowest signal is observed for lenses populating thelawrgiensity environment, not
only showing the lowest amplitude, but dropping to zero very soon and €vewing a constantly
negative E-mode for scalé® > 400h~! kpc. This indicates that the average convergence at the
edge of the considered circle is higher than the mean convergenceezhblpshis circle (see equa-
tion[3:19). For the low density lens sample we find that the amplitude is higherahémefvery low
density case, the profile nicely follows an SIS on shorter scales, th@pidgodown to zero but not
showing negative values. In both low density cases there is hardly angtimipaearby halos visible

in the signal (as expected when the environment is poor). The mean diemsitgample consisting
of all lenses in all environments follows nicely an SIS out to a scalR 6f200— 300h~! kpc, even
showing a small excess W. This effect is even stronger considering the high density lens sample,
which shows a further increase in shear amplitude, exceeding the pradicfi@n SIS already for
projected separatiorR > 150— 200h~* kpc at a higher level. The very high density sample finally
hardly shows any dependence of shear on projected separationnedrand the profile shows the
highest amplitude of all considered environment subsamples and on thehatiek the amplitude
remains approximately constant on all considered scale out to a distafce 800h~! kpc. This
flat behavior is also confirmed in our 3D-LOS-projected lensing signallaiions (see Fid. 6.43 in
Section[6.b), where we see that this flatness originates in the multiple gravitatiftections on
brighter nearby galaxies in the close environment.

6.2 Measurement of the Excess Surface Mass Density

6.2.1 Measurement ofAZ for Several Luminosity Intervals

Now we ultimately make use of photometric redshift information and multiply the tadizdjesmear

with the critical surface mass densi, which depends on the geometrical constellation, i.e., the
angular diameter distances and therefore the redshifts. This copyBita1to the excess surface mass
densityA 2 (R) (see equation 3.20), directly mapping the investigated projected surfaseleresties.

Also for the estimation ofAZ we use the weighted mean (see equdiioh 6.2) of all considered lens-
source pairs. For all investigated lens samples, on scales outtbMpc, we fit the excess surface
mass density for illustrative reasons with a power law,

AZ(R)=A[R/1Mpd @ . (6.3)

In this fit an exponent ofr = 1 corresponds to an isothermal profile. In Fig. $.10 the excess surface
mass density is shown for all lenses in black, red lenses in red and bl@s lenslue. The drawn
picture perfectly mirrors the results from FHig.J6.1, confirming the higher essfes elliptical galaxies

in comparison to spiral galaxies, the combined sample lying in between. Inltbwifg we analyze

the magnitude dependence of the excess surface mass déasityr four luminosity intervals of

half a magnitude width with-21 > i’ > —23 and five luminosity bins of one magnitude width with
—23>i'"> -24 and-17> 1" > —21, respectively.

We show theA X —profiles in Fig[6.111, confirming the results from the tangential shear measut.

As expected, also the amplitude&% strongly depends on the luminosity (and thus on the mass) of
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Fig. 6.10: Excess surface mass density for the complete luminosity sample with24 < i’ < —17 for

all lenses (black circles), red (red triangles) and blusdsn(blue squares). The profiles are self-similar,
showing a significantly higher amplitude considering rethgjes (red dashed line) than blue galaxies
(blue dotted lines), the overall sample lying in betweergklsolid line).
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Fig. 6.11: Excess surface mass density for individual luminosity biftse combined galaxy type sample
is shown with black circles and solid fit-line, the red galdems sample is shown with red triangles and
dashed fit-line and the blue lens sample is shown with bluareguand dotted fit-line. In every single
luminosity bin the red galaxy amplitudes of the surface npaisfiles exceed the values of the blue ones.
As can be seen in the upper row the lensing signal in the falaiginosity bins is dominated by blue
lenses, outnumbering their red counterparts. The fradfioad lenses increases with luminosity leading to
a rapprochement between the combined lens and the red Igfile.pFhis trend continues until, regarding
the brightest luminosity bins, the signal is red SED dongdat
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the considered lenses, increasing with luminosity, as the tangential sresdyattid before. Investi-
gating the combined galaxy sample we further find that the profile slope segdeoma ~ 0.3 for
luminosities—17 > My > —18 toa ~ 0.9 for galaxies with—24 > M, > —23. Consisting of higher
masses for same luminosity, the amplitude of the excess surface mass densityigher for red
than for blue galaxies in every single investigated luminosity bin. We see thhigl luminosities
the total lens signal is dominated by red galaxies, outnumbering their blugecparis. This relation
turns into its opposite when considering intervals with decreasing luminositigegsaction of blue
galaxies significantly increases. Therefore in the faintest considemgddsity bins finally, theA >
profiles are dominated by blue lenses. However, the increasing difielsrtween red and blue lens
profiles is remarkable. While in the brightest luminosity bins the amplitud&»ffor both galaxy
types are similar, regarding the faintest luminosity bins the red galaxy sigegjridicantly higher
than for blue lenses. This indicates a combination of significantly higher nfiaed tow luminosity
galaxies than of blue ones of same luminosity and a more strongly pronoprefedence of red low
mass galaxies to reside in denser environments. Further addressingestmm@about observable
evolution in our lens sample, we repeat our measuremefitah all luminosity bins, restricting our
lens sample to a redshift range f: < 0.3. As Fig.[6.IP shows, we do not observe a significant
difference in the lensing signal for lenses witld®< zynot < 0.3 and 005 < Zypot < 1.0.
We compare the results for the excess surface mass déSitith the literature, Mandelbauet all

) analyzedAX from SDSS-data and investigated individual luminosity bins with
—225 < My spss < —17.0. For the foreground sample_MandelbaelmlJ dZD_O_6J:) used spec-
troscopic redshift information, for the background sample photometrishittsl were applied for
bright galaxies(znss < 21) and a statistical redshift distribution for fainter sources. In comparis
to IMandelbaunet all (2006¢) this work covers a much smaller area, but consists of a sigtifican
deeper dataset. In the following we consider and compare the cordisgdaminosity bins. As in
contrast to Mandelbauet all (2006¢) our rest-frame magnitudes are, firstly, not given in AB but in
the Vega system and, secondly, not calculated with a Hubble parametgr-01.00 km s* Mpc—?!
but with Hy = 72 km s Mpc ™1, in order to adjust for these differences we need to apply a mag-
nitude offset of roughlyAmag= —0.55 to our rest-frame magnitudes for the comparison of the results.

Considering the blue galaxy sample, the results agree rather well, yet fi@iidy. This is not
the case when considering the red lens sample. For the luminosities binsMip t0—21 we
constantly measure a higher amplitude. Decreasing with increasing luminosityeifisured excess
finally vanishes for magnitudes ®f,, ~ —21.5. Considering brighter red lens samples this trend
continues, leading to lower measured amplitudes for the remaining luminosityHonsver, in their
later work Mandelbauret all (2008) (see alsb_Duttoet all|2010) do find a higher signal for faint
galaxies, which agrees with our results.
As a further reference we have a look at the results of van Uitext2011, who investigated the GGL
signal for data based on the Red Sequence Cluster Survey (RCS)iBgmiak of data overlapping
with the SDSS-DR7. In the work of van Uitest alll2011 for the lens sample spectroscopic redshift
information from the SDSS was used, while the shear estimates were exfractettie significantly
deeper CFHTI'-band data in the RCS2. The comparison of the corresponding luminosity bins
shows that our measurements for the excess surface mass densityvatjredth the results of

van Uitertet all (2911).




6.2. MEASUREMENT OF THE EXCESS SURFACE MASS DENSITY

- —18sM_<-17 T+ = -19sM.<-18 T  -20sM.<-19 -
100 & =_ =i =
TE\I\I\E“\: N IT;I n \I\F n

10 = = \ Taas =

- d 1 9. i

1 E . ¥ — — = * * !i‘":

do gl NIRRT == A KRN ! conl F ool ! |¥||||||E

T T o T T T o T T L B L

v B —-21=M,.<-20 T —21.5sM,.<-21 T —22=M,.<-21.5 .
L, 100 & = = =
3k X8 . =
2@ s ‘ HESE By i
10 ; — R =

5 3 E 3
£ AN f 873 i
< 1 & Ef—: 3 3
E ool o FH o pdbenld ] Tood A ool Lol 3

F 1 IIIIII| 1 1 IIIIII| :jl IIIIII| 1 1 IIIIII| :: 1 IIIIII| 1 1 IIIIII| :

- —23=M_<-225 T\ -

100

A1
5/

T T IIIIII|
[N AN

1 IIIJ?I'

—
III|

0.1 1 0.1 1 0.1 1
Distance [h~! Mpc]

Fig. 6.12: Excess surface mass denstty for individual luminosity bins (see also Fig. 6]11), resting
the lens sample tgno < 0.3. We do not observe significant differences to the resultshie complete
lens sample considering lenses with redshifts uptg = 1.
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6.2.2 Investigation of Halo Parameter Scaling Relations
L- o-Scaling Based on Fits taA >

The amplitude of the observed excess surface mass density provideg simele estimate for
the mean values of the halo profile parameter for the investigated lens santi@eSIS being the
simplest halo profile, the corresponding measurement of the velocity sispeajives the most direct
estimate of the halo mass magnitude. Recalling equdfion](3.50), we se&3dfatonly depends
on the velocity dispersion and the projected distance from the lens. As wetwaleriveo for
the single galaxy halo, we only take radial bins into account, where theilwatidn of nearby
galaxies can be ignored. We therefore restrict @its to maximum distances & ~ 100h~1 kpc.
Thus only considering the inner part of the galactic halos, the assumptian 8fS as the galaxy
halo profile appears to be a justifiable simplification. For the fits we considéuraihosity bins
with —24 < M, < —17 and fit the velocity dispersions for the combined lens sample, but also for
the red and blue lens samples separately. First we address the infldetheelacal environment
density on the scaling relation of the velocity dispersion. As we see in[Figl férlhassive
lenses at the bright end of our lens sample, the environment density dogdag a major role,
since the central halo signal is too dominating, completely covering the caidribof secondary
halos. However, approaching the faint luminosity end we see a slightlyiggoweak dependency,
fainter lenses in denser environments show slightly enhanced values dompared to lenses in
less dense environments. This might indicate that the assumption of an umelishalo profile is
not entirely true anymore, when consideridg in projected distances d® ~ 100 h~1 kpc from
low-mass lenses in denser environments. More likely this effect is due tddmge of the fraction
of red and blue galaxies, as in dense environments the red galaxiedaiieele more abundant
and thus increase th&>-amplitude of the combined sample. Though, the scaling relation is only
mildly affected. Compared to the combined lens sample relatioor BfL?*0%2 we measure a
scaling ofg O L3993 for the low density density sample and a scalingoof] L2092 for the
high density sample. Using these scaling relations for galaxies in averagergnents (meaning
that all galaxies, independent of local environment density are caesidee find for aL*-galaxy
(L* = 1.6 x 109 h~2 Ly, corresponding tdl, ~ —21.7 in Vega system) a velocity dispersion of
o* = 135+ 2 km s ! when looking at all galaxiesg* =141+ 2 km s for all galaxies in high
density environments and a valueaf = 132+ 2 km s! for galaxies in low density environments.
Analyzing the velocity dispersions for the different SED types (see kfepof Fig[6.14), we find
that red and blue galaxies show the same scaling behawir] L3?#%% and gpe O LG?30%3,
respectively, agreeing well with the predictions of the Faber-JackSabef & Jackson 1976) and
Tully-Fisher relation |(Tully & Fishet 1977). However, given the highersmaf red galaxies for
galaxies of same luminosities, the red galaxy sample shows a significantly gtmitude. As
bright galaxies are red SED dominated and for decreasing luminosity ttt@fraf blue galaxies
significantly increases, we see a transition between both straight linesndetd the steeper
o — L—scaling relation ofg O LS?%%%2 when not explicitly considering the galaxy type and
treating all galaxies of the combined lens sample (representing a mix of botty gatees) equally.
For aL*-galaxy we find a velocity dispersion af;y = 1624+ 2 km s! for red and a value of
Opjue = 115+ 3 km s71 for blue galaxies.

Until now we investigated the velocity dispersion as a function of the resteiaminosity, ignoring
that luminosity evolves with look-back time and thus redshift. We now accaurthé evolution of
luminosity, assuming thdt [ (1+ z). While this is correct for passively evolving red galaxies (see,
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Fig. 6.13: Velocity dispersiono as function of the absolute luminosity. We determine thecig} dis-
persion by fitting an SIS out to a scale of 100" kpc to the excess surface mass dendifyin separate
luminosity bins (see Fig. 6.11). We show the combined mdgahosamples in different environments,
magenta triangles (dashed fit-line) in dense environmgnégn squares (dotted fit-line) in environments
of low density and black circles (solid fit-line) in all eneitments. The results for bright galaxies are in
perfect agreement, but for faint, i.e., low mass galaxies@ea mass excess increasing with environment
density as already observed before (see[Eig. 6.9).

e.g., Saglizt al 2010 or Bernardét all2010), blue galaxies evolve more rapidly. As for an accurate
estimate a star formation history is needed, which cannot be extractedesilfievell from u*g'r’i’Z
photometry, we use also the evolutibf] (1+ z) for blue galaxies as a lower limit. As we see in the
right panel of Fig[6.14, the amplitudes of the scaling increase to values f150+ 2 km s for
the combined lens sample;,, = 173+ 2 km s for the red lens sample amg; , = 123+3 km s?

for the blue galaxies. However the slope of the— o-relation remains hardly changed. We find
for both SED types a scaling behavior corresponding to the Fabesalack Tully-Fisher relation,
Oreq 0 L%25%003 for red andoyp,e O LO240.03 for blue galaxies, while the galaxy type transition for
the combined lens sample leads to the steeper scaling relatioriddf®2%t092, The values for the
scaling relations also are shown in Table 6.2. A closer inspection of retllaadlata points in both
panels of Fig[6.14 reveals that for a luminositylof 6 — 7 x 101° h=2 L., two red data points are
decreased relative to the red SED linear fit and that one blue data poictéased relative to the
blue SED linear fit. This could point to a problem in contamination of the red areldamples with
blue and red galaxies at this luminosity.

Assuming an SIS profile (see equatibn _3.43), the velocity dispersigp obtained from the
weak lensing analysis (out to 160! kpc) describes the circular veloCiWirc halo = Ohalo- V2 of the
dark matter halo. The impact of baryons that might change the profile is itdglfgr the value of
Ohalo Since baryonic effects happen on smaller scales only.

dZQ_Qi) (see their fig. 2) studied the circular velocity curves of local elkgiovith
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Fig. 6.14: Velocity dispersiono as function of the absolute luminosity, without (left pgnahd with
luminosity evolution according th 0 (1+ z) (right panel). Thes values are obtained by SIS-fits out to a
scale of 100! kpc toA S in separate luminosity bins (see Hig. 8.11). The complete $ample is shown
in black (circles and solid fit-line), the red galaxy sampledd (triangles and dashed fit-line) and the blue
galaxy sample in blue (squares and dotted fit-line). Thehasity evolution only changes the amplitude
but not the scaling behavior.

stellar dynamics out to a few<(3) effective radii. They constrained the anisotropy prof¢s) (see
Binney & Tremaine 1987) of the stellar orbits and obtained that the mean Valugsare typically
between 0.2 and 0.4. The detailed dynamical models yield a relation betweeagriinal stellar
velocity dispersion and the maximal rotation velocity profile of

Ostar= 0.66 V2" . (6.4)

The radii where these maximal velocities are reached are of order 0.5 timeffehtive radii. The
rotation velocities for larger raditf Re) are flat and have values of0.9 v?nyé'x.
If one sets these ‘asymptotic values’ equal to the halo circular velocity ‘&b

Veirchalo = V2 Opalo = 0.9 V&, = 0.9- 1/0.66 Ostar
or
ok = 0.96 Oty - (6.5)

If one sets the maximal circular velocity equal to the halo circular velocity tetircs
opil = 1.07 Ostar . (6.6)

In Fig.[6.1% we compare how the measured velocity dispersigrof LRGs compare with predictions
from our WL-analysis for red galaxies, based.on Eisensieal (2001) and Gallazzet all (2006),

i.e., we add the best-fitting lines for th}?{‘ék)—luminosity relation, rescaled with 1/0.96 (in magenta)
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Fig. 6.15: Velocity dispersiono for red galaxies as a function of absolute magnitude. Thecieies

and fit-line show our weak lensing result, divided by 1.0Kjrtg into account that velocity dispersions
derived by stellar motions are about 7% lower than halo vilaispersions. We compare our result with
a spectroscopic LRG sample based_on Eisenstait (2001), only considering LRGs with redshifts of
0.05 < z< 0.3 and uncertainties ior of 0.03 < d0star/ Ostar < 0.1 (black circles and contours), and with

the results from Gallazzt all (2006) (green dashed fit-line).

and 1/1.07 (in red). We have added the relation betweeaghend evolution corrected luminosities
of SDSS-LRGs| (Eisensteit all 2001) obtained from Gallazet al. (2006) as green dashed line.
This relation is however obtained from fitting a linear relation of velocity disipas vs. absolute
magnitude to the overall LRG sample. In the lensing analysis we first avéragggnal within some
(small) luminosity bin and then study the signal. To treat the LRG-galaxies in a sivdlawe have
obtained thessiarvalues from the SDSS data base and estimated the luminosity evolved redshift
absolute magnitudes in the r-band (from SED-fits and a luminosity evolutigogional to 1+ z) and
obtained the mean stellar velocity dispersion within equidistant luminosity intef@ighis we only
include galaxies with redshifts between 0.05 and 0.3 and with secure veldgitgrsion estimates
0.03< dostar/ Ostar< 0.1. The results are plotted with filled black circles, whereas the density asntou
for all considered galaxies are shown in black. We see tB&td) i, < O'XZI‘O < 1.07 ostarholds at least
for luminosities above T8 h=2 L. Therefore the halo velocity is between the maximal circular
velocity found around 0.R. and 90 per cent of this value which equals the velocity of galaxies at a
few effective radii. This indicates that at least for galaxies above this lsitinthreshold the halo
indeed is isothermal on scales out to 108 kpc.

L-rpp0- and L-Mygo-Scaling Based on Fits taA >

We now investigate halo parameters based on the NFW profile, firstly coingjdbe virial radius
rooo. We calculate the values fopgo from a one-dimensional fit, assuming the mass-concentration
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relationc 0 M 9984 of |Duffy et all (2008) (see also equatibn 3181). Also in this case we only use
scales up to a distance of 1001 kpc from the theA >-profile. The result is shown in Fif. 6]16.
We see that apparently a simple power law is no longer able tggfjtover the whole luminosity
range, as, regarding data points withc 10'° h=2 L., the scaling behavior abgo becomes clearly
shallower. Possible explanations are a contamination in the faint luminositynrbgioeighboring
galaxy halos, a change in the scaling of the virial radius (see, 2 due

to transition between different red galaxy populations, leading to an almo#tdgity independent
mass) or a modification of the concentration-mass relation in this regime. Theansitance that
the velocity dispersiomw does not show this ‘broken’ scaling behavior indicates that contamination
by secondary galaxy halos should not be the reason for this observatgsuming that the mass
concentration relation d_f_D_ufle_aﬂ (120_O_$) is correct implies that thegy— L relation cannot be
described by a single-power law anymore, but instead with double-gawsrand a break at around

L =10 h"? L., i.e., the mean mass-to-light ratio of galaxies within a luminosity interval would
indeed be minimal at this break luminosity. This is in agreement with results framdalnce
matching (AM) techniques and some satellite kinematic results (see tﬁg._l_mmaﬂerQlﬁb), in
particular with the results of Moret all leLi) (see their fig. 5) who also obtained a change of slope
for the red galaxiesMogo— L relation at a luminosity of about 3®h=2 L. However this result in
Fig.[6.16 only holds if the concentration is only weakly changing with virial m&ssthe other hand,
instead, an approximate single-power leg-luminosity relation could be reconciled, requiring the
concentration to steeply rise for luminosities smaller that 102 L.. We will investigate these
two alternatives in more detail in Sectibn 614.3. Because of the apparenkgrrgg-luminosity
scaling relation we measure the power law slope only for galaxies brighted@&h—2 L. For the
virial radius we obtain power laws of2$ 0 LO33004 for red andrbi® 0 LO-36+0.07 for blue galaxies
without luminosity evolution and afied [ 0-38+£0.04 gngrbiue [ | 040+0.08 for [uminosities evolving
with (14 2). If galaxies are not separated into blue and red SED types we obtaith¢f@ombined
sample)rago 0 L9390.03 " ignoring luminosity evolution, ando 0 L%37#0%4 assuming g1+ 2)
scaling. As before the steeper scaling is due to the fact that the amplitudie fago — L scalings

are different for red and blue galaxies and the fractional mix of rediduel galaxies changes as a
function of absolute luminosity.

We translate the result forygg to the virial velocity vogo in Fig. [6.17 using equatior_(3.67).
The right panel of Figl6.17 showsgg versus luminosity for our blue galaxy sample (blue data
points) and the power law fit for > 10 h=2 L. (blue dotted line).| Reyest all (2011) have
measuredrigo for SDSS disk (and thus blue SED-type dominated) galaxies as a functisteltzfr
mass. In order to compare their result to ours we translate their stellar ntamates(back) to
luminosity. For local disk galaxies (the Reyetsall2011 disk galaxies have redshifts between 0.02
and 0.1) an average mass-to-light ratioMf/L; = 1 M., /L., appears to be a good description. On
one hand this can be seen in fig. 1 of van Uitrall (2011) by comparing their blue histograms on
the vertical to the horizontal axis showing the luminosity distribution and stellas miig&ribution

of blue SDSS-galaxies. This is in agreement with Rell (2003), if one takes into account that
our local (see Figl-5.27) galaxies have(@— r)-color of approximately B — 0.4 at the bright
end (which are the galaxies in common with Reggglll&i). The same result is obtained from
Kauffmannet all ), fig. 14, upper right panel, taking into account that our lotis lgalaxies
are dominated by absolute magnitudes fainter thign= —21. For the three luminosity intervals
provided b)} Reyest all dZOLi) their data points (translated to luminosity) agree well with ours (see
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Fig. 6.16: g0 as a function of absolute luminosity. The left panel shovesr#sult without, the right panel
with luminosity evolutionL [0 (14 z). The red triangles and dashed fit-lines denote red galakieslue
squares and dotted fit-lines blue galaxies and the blaclesiemd solid fit-lines all galaxies. We see that
a single-power law apparently is no longer able to fit theisgaklation. Therefore only data points with
L > 10 h~2 L, are used for the determination of the scaling relation. Fercombined lens sampleg
scales with 23%0.04 jgnoring andL%43+0.94 including luminosity evolution.

Fig.[6.17, right panel). We have a larger dynamic range and can extegnahalysis down to to a
few times 18 L. In an analogous way we have translated|the Dugtoal, (2010) model for the
Vooo-Stellar mass relation to thegg-luminosity relation, agreeing well with our result, but possibly
showing a slightly shallower slope.

Confident that for the considered absolute magnitude and redshifte ravg can prop-
erly translate our absolute luminosities into stellar mass estimates for red galseesise
log;o(M,) = 1.093 logyLr —0.573 (which was used bLDuﬁmijﬂ 2010 and derived from
Gallazziet all [2006), inserting luminosity evolution corrected luminosities. Our resultsvigg
are shown in red in Fig.6.17, together with the mod dzg;ub), being the same to a
remarkable level. Only the results for the second and third brightest luminoggtyal lie below
for reasons we already speculated about. On top we have addedulidaes,y; as obtained from
thelGallazziet al. (2006) o — L relation, using the prefactors ) for the relation
between velocity dispersion and rotation velocity. We conclude that for Iwsities between 10
and 6x 10'° h—2 L, the mass density profile of ellipticals is not only isothermal out to HOOkpc
(as shown before), but also out to the virial radius. For higher lumingsttie virial velocity exceeds
the optical velocity.

Finally translating our virial radii into virial masses we show results with and awithumi-
nosity evolution correction in the left and right panels of Eig. 5.18. We caatimsing only galaxies
with L > 10'° h=2 L, for the power law fits (added as red dashed and blue dotted lines). For the
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Fig. 6.17: Circular velocityvogg as a function of absolute luminosity for our blue galaxy sknfplue filled
squares, blue dotted fit-line). Analogously to the fit gy we only use data points with > 1019 h=2 L,

for the determination of the scaling relation fit. Our measuents agree quite well with the results
of Reyeset all (2011) (green empty squares, green long-dashed line) attdriai all (2010) (magenta
dashed-dotted line).

In the left panel we show the circular velocity for our redaygl sample in red. On top we add the model

from|Duttonet all (2010) as a solid line and the result fep: of [Gallazziet all (2006) as a dashed line.

combined sample we obtaMogg O L121+010 and Moo O L1201 for the case without and with
luminaosity evolution correction. This scaling agrees with the resu‘Is_o_f_G_uzlEIM 002) within
their larger uncertaintiesM [ L134017). We have further included the results|of Hoekstral

) as magenta points, also well agreeing with our blue sample. Thisnagmné appears reason-
able since the Hoekstet all dZQ_O_$) sample contains isolated galaxies, thus mostly consisting of blue

alaxies. In addition we have considered the excess surface magty geofies of

) (see their fig. 8), and translated them into virial mass estimates inrnteeveay as we did for
our work. These estimates are shown as green points. They agreeithetiiwred sample results,
again being reasonable since the van Uil dZQli) sample is dominated by red galaxies. All
results obtained fargg andMsgg are summarized in Table 2.

At last we translate ouMyqo — L relation from the right panel of Fig. 6118 into thdyoo versus
stellar mass relation (MSR), again using the relation0g.) = 1.093 logyL, — 0.573 as above.
The result is shown in Fid. 6.19. The virial-to-stellar mass ratio (shown @pots) is almost
constant (at~ 100) for a decade in stellar mass t4@o 10'* h~2 M.) and increases for lower
stellar masses. This result precisely agrees with_the Dettah (IZO_N)) model shown as the black
solid curve. At the high stellar mass end the MSR appears to only slightly se(gaat all) with
stellar mass. This saturation is in agreement with the results of van blitaft(2011) (green points,
taken from their fig. 14, and converting their stellar massedge= 100 km s Mpc™?, as in this
Figure the stellar masses are given fty = 70 km st Mpc! and the virial masses are given for
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Fig. 6.18: Mygg as a function of luminosity. The left panel shows the resuthowt, the right panel with
luminosity evolutionL O (14 z). Red triangles and dashed fit-lines denote red galaxies, diuares
and dotted fit-lines blue galaxies and black circles andidaHines all galaxies. We see as expected the
same scaling behavior as figigo (see Fig[6.16). Only data points with> 10'° h=2 L, are used for the
determination of the scaling relation. For the complets kample thé/l,qg scales witH_ 12910 jgnoring
andL130.13 jncluding luminosity evolution. We included the resultsrfiivan Uitertet all (2011) in the

right panel (green crosses), observing good agreemeet) ¢hat their analysis describes a red SED-type
dominated lens sample.
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Fig. 6.19: Stellar Mass versudypo/Mstarratio for red galaxies converted = 0. The red trian-

gles denote our red galaxies. We have added the results oflédtmumet all (2006¢) (open triangles),
Mandelbaunet all (2008) (open squares) and Duttenall (2010) (black solid line), see also fig. 1 in
Duttonet al. (2010). We further include the results|of van Uitetll (2011) from their fig. 14 as green

open circles.
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Without luminosity evolutionL’, = 1.6 x 101 h=2 L

Sample [ o* [kms 1] [ No [ 500 [N " kpd] [ Mra00 [ M3g0 (10 h~ T M. ] [ MMa00
All 135+2 0.294+0.02 146+ 2 0.394+0.03 111+04 1.21+0.10
Red 162+ 2 0.24+0.03 177+ 3 0.33+0.04 186+0.8 1.05+0.12
Blue 115+3 0.234+0.03 120+2 0.364+0.07 58+0.5 1.14+0.20

With luminosity evolution), = 1.6 x 101 h=2 L ,

Sample [ o [km Sil] [ No [ r300 [hil kpC] [ Mra00 [ Mﬁoo [1011 h* M\':\] [ L
All 150+2 0.29+4+0.02 170+2 0.37+0.04 17.0+0.6 1.12+0.11
Red 173+ 2 0.25+0.03 198+ 3 0.38+0.04 261+11 1.17+0.13
Blue 123+3 0.2440.03 133+3 0.40+0.08 8.7+0.6 1.37+0.25

Table 6.2: Best fits for the scaling relations of the velocity dispens@m, assuming an SIS and for the
r200 andMagp, assuming an NFW profile without and with luminosity evabuti The SIS fits have been
extracted from all all luminosity bins, the fits for the NFWbfites only include luminosities brighter than
L=10%h"1L,.

Ho = 100 km st Mpc~! according to van Uitert, private communication) which also saturates at a
value of about 100 to 150. The pointsLof_vMiﬂ@ll dZ_OLi) for low stellar masses seem however
very low, even being below the early results ). However, since the
van Uitertet all d&i) Moo Versus luminosity relation derived by us from thdiz results agree
well with ours, the difference can only be due to a different relation ferstiellar masses (especially
considering that van Uitegt all2011 aim to add up the total stellar mass, i.e., not only that of the
central galaxy but also that of its satellites).

6.3 Checks for Systematic Errors fromy and A3 Measurements

In order in to verify the integrity of our lensing sample and to confirm thatlensing results are
devoid of significant systematic errors, we perform several systematg fEhese tests also include
measurement of the tangential shgand the excess surface mass demdXyfor specific subsamples
of lenses and sources. We demonstrate that there is no weak lensingfsigneeplace foreground
galaxies by stellar objects or random points and that our measured leigiiad)@mplitudes do not
show a significant dependence on source magnitude, S/N-ratio or sizals@/show, that misassign-
ment of foreground objects to the background does not introduce aftmasre than~ 1 to 2% to the
measurements of velocity dispersions. The contribution of faint not detgeti@xies in the neigh-
borhood of more massive galaxies does not significantly affect the stessurement of the massive
galaxies and can be neglected.

6.3.1 Shear Estimates Relative to Stars and Random Points

In our first test we measure the tangential sheésee equation 3.29 and also Secfion 6.1 for the data
analysis itself), with respect to stellar foreground samples and randomeizedource-samples. As
these objects cannot act as gravitational lenses, in absence of systeangtimeasured tangential
shear and cross-shear are supposed to vanish, when averagiegdimg signals, measured with
respect to these positions. First we analyze the tangential ghe#h respect to stellar foreground
samples. As foreground catalog we choose all stars, selected for thei$tropy correction
performed with the KSB-pipeline. This leaves us with a total number of 247%8&, with
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Fig. 6.20: Measured tangential shegr with respect to stellar foreground. The left panel shovesrésult

for a stellar foreground sample with magnitudes ofd8 < 22, §/N > 50 and aSExt r act or star
classification> 0.96, as used for the KSB shear correction. The right panel steofereground sample,
consisting of stars with 18 i’ < 22 and aSExt r act or stars classifier- 0.96, without S/N-cut. The
tangential shear is shown with filled black circles, the srslsear with empty grey squares. All measured
values are consistent with zero.

magnitudes of 18 i’ < 22 (the exact values depend on the S/N-ratio) ar®Eat r act or star
classification of greater than 0.96. As we see in the left panel of[Eig] ®@, the tangential
sheary displayed as filled black circles and the cross-shealisplayed as empty grey squares are
well consistent with zero. As a further test we assign a second, latgjéarsample, selecting all
stars with magnitudes of 18 i’ < 22 and aSExt r act or star classification of greater of 0.96,
without S/N-cuts or restrictions by the KSB-pipeline. This leaves us with a sfetieground sample
consisting of a higher total number of 471 066 objects. The result is showhre right panel of
Fig.[6.20. Also in this case all measured values are consistent with zero.

As a further test, examining the tangential shear, we measure the alignmentegjithct to a
random foreground sample. As random points are not related to physgsting objects and thus
cannot act as gravitational lenses, the signal obviously has to vanisk sathe way, as already
observed for the stellar foreground sample. In order to create thismadtalog, we dice random
points all over the area of the CFHTLS-Wide, only considering objectsaasamwhich have not been
masked out. In this way we ensure, that we are tracing the same area agjiha& gohotometric)
foreground sample in the actual scientific analysis. The left panel ofE&l shows that the
measured values fof andy, are perfectly consistent with zero. As a final test we keep our original
foreground lens sample and modify our background source sampleéhd-background sources we
keep the original positions, but randomize the shape values for all objepermutation. In this way
we conserve the originally observed ellipticity distribution, but erase aawjitgtional imprint by the
foreground lenses. We see in the right panel of[Eig.]6.21 that the EB-anddes vanish as expected.
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Fig. 6.21: Measured tangential shear for randomized lens-sourcs il y as filled black circles ang:

as open grey squares. The left panel shows the result, amalyre random position foreground sample,
the right panel shows the analysis for the background witldeenly permuted shape values. All signals
are consistent with zero.

6.3.2 Signal Dilution from Contamination of the Background Sample

A contamination of the background sample with objects from the foregroamdead to a significant
dilution of the observed gravitational signal. An estimate of the contaminatiorcestdoe done,
by investigating the number of objects around photometric foregroundtslgsca function of the
projected separation. For this analysis we measure the backgrounity dgnall objects around
galaxies from our foreground catalog within a radius-c® h~1 Mpc (seé_ManﬁﬂlbaumLaﬂlZM).
Only background objects fulfilling our selection criterion shown in equaflaf)(are considered.
The result is shown in Fig. 6.22. We see that on short scales the densitlyislightly enhanced,
showing an excess of below 3% on very short scales. This value dedps 2% on a scale of roughly
200h~! kpc and below 1% for scales larger thamd50h~! kpc. As already mentioned a possible
explanation is the accidental assignment of foreground galaxies to thgrbaod. The assignment
of foreground objects to the background can significantly dilute the weddensing lensing, as no
gravitational imprint is carried by this class of objects. The situation evegeg@morse, when objects
physically associated to the considered gravitational lens are assigsedras, introducing a false
gravitational shear signature.

This means that in the worst case the velocity dispersions can be systematicidhestimated by
~ 11to 2% on very short scales and less tha% for larger scales due to by background contam-
ination by foreground objects. Besides contamination of the backgramgle a further possible
explanation for galaxy excess around the foreground galaxies igdpbby the magnification bias,
lowering the detection threshold for galaxies situated at close projectedatistom the foreground
lens.
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Fig. 6.22: Relative background density around galaxies from the fouggd sample (normalized by back-
ground density around random foreground points). Beingvéeh 2 and 3% for very short projected
separations the excess density falls below 2% for distaiacgsr tharn~ 200h~* kpc and below 1% for
distances larger than 450h~1 kpc.

6.3.3 Signal Contribution of Undetected Low Mass Nearby Galaes

A further effect which can lead to an overestimated lensing signal fordiegfound sample is the
presence of undetected low-mass galaxies in the direct vicinity of massiwaydgaxies. While for
lower redshifts low mass galaxies in general can be resolved quite welyd@r redshifts they might
not be detectable as individual galaxies anymore. This can lead to amrassigof the galaxy’s
mass to the only observable main lens, which might result in an overestimate lodlthenass for
the observed galaxy. In order to estimate the increase in the gravitational,sige analyze the
theoretical expectable excess surface mass dendifiepredicted by simulations (see Section 3.4.4
for the details of the simulations and Secfion 6.2 for details to the analyAi& pfFor the simulations
we choose two different foreground lens sample setups and compayattioene. First we estimate
the unbiased gravitational lensing signal by the central galaxy haloshisave only consider lenses
with rest-frame luminosities brighter thfy, ~ —21 and ignore the contribution of fainter galaxies in
the simulations. In a second step we include fainter low mass nearby galakessimulations and
measure their contribution #b>. As a cross-check the individual signals of the low mass galaxies are
investigated separately for the fainter luminosity bins. However, the main inteistio measure the
contamination of the brighter luminosity bins by faint unresolved companiomsthis we consider
the luminosity bins with-21> M, > —24, measuring the excess surface mass deAgitfor isolated
central lenses and for central lenses including faint nearby galaxiesdMy > —21. As we see in
Fig.[68.23 the contribution of unresolved nearby galaxies to the main cemtia@tyghalo signals is
negligible.
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Fig. 6.23: Estimate of the contamination of the lensing signal by ulkesl nearby galaxies. The left panel
shows the BBS simulation, the right panel the NFW simulatifime red triangles show the excess surface
mass densityd> for the uncontaminated pure central galaxy sample for kbsghter tharM,, ~ —21,

the black circles include the signal contribution for fainhearby galaxies. As we see, the contribution
of low mass nearby galaxies to the excess surface massydehsitassive galaxies is negligible. For
comparison we also show simulations for the fainter lumigdsins only consisting of the faint galaxy
sample, but excluding the brighter ones (blue squares)h@simulations already showed only on short
scales the lensing signal is described by the considerddaténs while on larger scales it is dominated
by the environment.

6.3.4 Systematic Checks by Analyzing the Shear Signal on Ssdimples

As a further test we analyze the shear signal for specific sourcarstss, checking the results
for consistency. For this we divide our source sample and analyze tivedunal source subsamples
with respect to the same foreground. Splitting the foreground in principlédvalso provide a
possible systematic check, but unfortunately, as a cause for diffanadgsas results, systematics and
evolutionary effects are hard to disentangle.

As a first test we want to investigate the proper scaling of the lensing swgitialphotometric
redshifts. In order to avoid systematic side effects by the dynamical @mmsesassignment, due to
asymmetric sample properties, we redefine our lens and source samyitgs oralysis. We restrict
our foreground lens sample to a photometric redshift 056 zynhot < 0.5 and our background source
sample to a redshift of.6 < zynet < 2.0. The intention is to ensure that all source samples ‘see’ the
same lens sample. We split the source sample into four different redslsf(dee Tablé 613) and
calculate the tangential alignmeptand the excess surface mass dendifyfor all subsamples. The
result for the tangential shegris shown in the left panel of Fig.6.24. The amplitude of the tangential
alignment does not provide a direct answer to the equality of the fouce@amples, as the signal
amplitude still depends on the distance rdligs/Dgs. But as we see from the best-fitting values
for the velocity dispersioro, assuming an SIS profile within 200 kpc (0 =121+5kms?
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Fig. 6.24: Redshift scaling, obtained from the tangential shear aimljeft panel) and from the excess
surface mass density (right panel). We observe backgroalacigs in different photometric redshift bins
(0.60 < zynot < 0.73 with magenta crosses and solid fit-line7®< zynot < 0.85 with red triangles and
dashed fit-line, B5 < zphot < 1.01 with blue squares and dotted fit-line an@11< zyo¢ < 2.00 with green
circles and dashed-dotted fit-line). Theprofiles are not directly comparable, due to differBpi/Dys
ratios for the different redshift bins. The velocity dispiens can be estimated assuming effective values
for the distance ratios for an SIS-fit. The best-fitting valaee shown in Tab[e8.3. If directly calculating
A2, the distance ratios are already implicitly accounteddag to the dependence on the critical surface
mass density, (see equation 3.8). The obtained velocity dispersions/ahigrofiles agree well within
the uncertainties.

for 0.60< zpot<0.73, 0=124t4kms?! for 0.73<Zyt<0.85 0=118+3kms?! for
0.85< 7Zphot < 1.01 ando = 12443 km s1for 1.01< Zphot < 2.00) the results agree well within
the uncertainties. In contrast, the amplitude of the excess surface magty den provides a direct
visual possibility for comparison, a2 already includes the distance rafigs/Dgs. AS we see in
the right panel of Fid. 6.24 the signals of the four considered backgrsamples are consistent with
each other.

As a second systematic test, concerning the tangential shear and the sudese mass den-
sity, we analyze the influence of apparent source luminosity. For this tuenréo the original
photometric foreground lens sample, consisting of all objects wilb € zyot < 1.0. We divide the
background source sample into two subsamples with higher and loweedoormosities, creating
two lens-source subsamples with equal pair numbers. The tangentialyslieahown in the left
panel of Fig[6.25, the corresponding fit-values for the velocity dispers = 115+ 2 km st for

the bright source sample amd= 119+ 1 km s! derived from the SIS-fit on the inner 200 kpc,

are added to Tab[e 8.3. The excess surface mass déiSity shown in the right panel of Fig._6.25,
confirming very good agreement fav>, comparing the surface mass profiles for both luminosity
subsamples.
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Fig. 6.25: Systematic check, comparing the tangential shedeft panel) and the excess surface mass
densityAZ for sources of different luminosities. The red trianglesd @ashed fit-lines show the results
for the brighter source sample, the blue squares and dattitels show the results for the fainter sources.

The fitted values foo are shown in Table8.3. As the right panel directly showsntlass density profiles
for both subsamples are in very good agreement.
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Fig. 6.26: Systematic check, comparing the tangential shedeft panel) and the excess surface mass
densityA> for sources of different signal-to-noise ratios. The régiigles and dashed fit-lines show the
results for the higher S/N sample, the blue squares andddfittiénes show the results for the lower S/N
sources. The fitted values forare shown in Tablg8.3. As the right panel directly showsntihss density
profiles for both subsamples are in very good agreement. &hats directly reflect the measurements for

the brighter and fainter source samples.



sample Zg Background selectio¢ (My/) ‘ <zfg>pair ‘ <zbg>loair ‘ Nig Nbg Npair ‘ o [kms]
Lbg1 0.05<zy; <05 0.60<7,;<0.73 -210 0.29 0.67 277219 | 292900 | 17230 313| 121+5
Lbg2 0.05< Ztg < 0.5 0.73< Zyg < 0.85 -210 0.32 0.78 277577 283754 | 19174 161| 12444
Lbg3 0.05<zy; <05 0.85<7,3y<101 -210 0.32 0.92 277513 | 273113 | 18325822| 118+3
Lbga 0.05<zy <05 1.01<2,3< 200 -210 0.32 1.20 277598 | 260978 | 17531415 12443
Lbgbright | 0.05<zg < 1.0 r'<23.06 -210 0.38 0.81 1711502 1035270| 67 033496| 115+2
Lbgfaint | 0.05<zg < 1.0 r'> 2306 -210 0.48 1.04 1811810 626348 | 67025398 119+1
Lihbig | 0.05<z3 <10 r<3.17 -210 0.40 0.87 1772769 890184 | 67031724 117+2
Lrhsman | 0.05< Zig < 1.0 rh > 3.17 -210 0.42 0.92 1791460 771434 | 67027 170 116+2
Lsnhigh | 0.05< 74 <10 S/N>9.34 -210 0.37 0.80 1695097| 1037 322| 67 029 067| 115+2
Lsniow | 0.05<z4 <10 S/N<9.34 -210 0.48 1.04 1819346 624296 | 67 029827 119+1

Table 6.3: Results for the systematics check by splitting the backgdosample (redshift, apparent luminosity, object size afiratio) and
analyzing the subsamples with respect to the same foredreample. The table shows effective lens luminosities anegfound/background-
redshifts, number of lenses, sources and lens-sourcegrairthe velocity dispersiors from the SIS-fit to the inner regiorR(< 200h~1 kpc.)
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Fig. 6.27: Systematic check, comparing the tangential sheéeft panel) and the excess surface mass
densityA > for sources of different half-light radii. The red triangland dashed fit-lines show the results
for the larger background object sample, the blue squardsdatied fit-lines show the results for the
smaller source sample. The fitted valuesduare shown in Table8.3. The results are in good agreement.

We further investigatey and A> as a function of the signal-to-noise ratio of our background
sources. We therefore split our background sample analogously toréhi®ys test, concerning
the luminosities. The sample properties, includimgit (0 = 115+ 2 km s for the high S/N-
background andr = 119+ 1 km s for the low S/N-background), are added to Tabld 6.3. The
results are shown in Fi§. 6.26. The fact, that luminosities and signal-to-ratiss are related in a
direct way, is reflected by the sample properties, as, e.g., effectivatehsource reds,hi1°t<‘§zfg>pair

and <zbg>pair and further by the best-fitting values for the velocity dispersion Looking at the
A -profiles the results for both subsamples are in good agreement.

Finally, we take the influence of the background object sizes into comsidey dividing our
sources in to two samples with higher larger and smaller half-light ragiughe tangential shear
and excess surface density profiles are shown in[Eigl 6.27. The redaslues for the velocity
dispersions otr = 1174+ 2 km s™* for the larger source sample analysis ang 116+ 2 km s for

the smaller sources (see also Tdblé 6.3), as well as the obskBpdofiles for both subsamples are
in good agreement.

6.4 Maximum Likelihood Analysis

The previous analyses of the gravitational lensing signal, the measurefrteettangential sheag
and the measurement of the excess surface mass daisifignored the impact of additional galaxy
halos and thus described the observable cumulative galaxy halo proflegosed of the central
galaxy halo, neighboring secondary galaxy halos, and potentially {ogmeump or cluster halo. In this
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section we want to quantify the properties of the single galaxy halos, nieggbe lensing signal
out to a scale of A~1 Mpc in case of BBS. Since the integrated mass for the NFW profile diverges
for infinite radii and the integrated mass value within a radius lof 1Mpc already exceeds the total
BBS mass, assuming reference halo parameteoss ef 130 km sl s~ 200h1 kpc,c* ~ 6 and
300~ 130h~1 kpc, we limit the NFW maximum likelihood analysis to a maximum separation of
400h~1 kpc. This distance corresponds=0 1 raqq for bright and~ 5 roqq for faint galaxies. Since
at these scales the original NFW profile hardly differs from a truncated/rofile (Se
@) the not-finite total NFW masses do not affect our results. Atscak00h—! kpc the Iensmg
signal of the neighboring halos becomes comparable to the signal of ttetigated one. l.e., we
need to model all the halos simultaneously. For this we follow the approackhufefier & Rik

), and perform a maximum likelihood analysis, assuming analytic twavgric profiles for the
galaxy halos. We apply scaling relations for the halo parameters with tasgle luminosity of our
fiducial galaxy and derive the best-fitting parameters for each profi@mmparison of the predicted
shear values with the observed ones (see Selciiod 3.4.3). Thus we fatlynétiple deflections and
reproduce the observable cumulative lensing signal from the indepesidgle galaxy deflections.
For the luminosity of the fiducial galaxy we chodsg= 1.6 x 1000 h=2 L,/ .

6.4.1 Truncated Isothermal Sphere (BBS)

For the maximum likelihood analysis we first consider the profile of a trundatagtiermal sphere
(Brainerdet all 1996, see also Sectidn 3M.1), representing a slightly more sophisticatileé pro
than the singular isothermal sphere (see Se¢fion]3.4.1). It consists di@im@al parameter, the
truncation radius, enabling a finite estimate of the total galaxy halo mass. A maximum likelihood
means the complete and proper treatment of every single lens, dealing wigls kgrenning a wide
range of luminosities and therefore masses. Therefore it is indispereahkke some assumptions
about the scaling relations of the profile parameters with luminosity, in this weingréhe considered
lenses back to a fiducial lens with luminoslity. We apply the scaling relations as already discussed
in Sectior 3.4.P in equations (3176) abd (3.77).

The analysis in Sectidn 6.2.2 suggests a scaling parametet®f0.02 for theo-luminosity-scaling
relation. We cross-check this value and run a maximum likelihood analyssmasg an SIS
and only considering lens-source pairs with a maximal projected distar@@0di* kpc. As the

fit variable we use the velocity dispersi@n and its scaling parametey, with luminosity. The
contamination by secondary galaxy halos is significantly reduced as edakydhalo is treated
separately in this investigation. The maximum likelihood analysis leaves us witbt-dittieg value

of ng = 0.31+0.02 (see black contours in Fig._6128). Assuming luminosity evolution with (1+z)
increases the values for the fiducial velocity dispersignbut does not affect the scaling relation.
Combining this value with our previous results from #th& measurement we thus adopt a value
of ng = 0.3 for the BBS maximum likelihood analysis. In order to choose an appromaaieng
relation for the truncation radiuswe follow our result from Section 6.2.2 & 0 L2992 for the
virial masses. Although NFW and BBS masses are not identical, we assumer similaosity
scalings to hold and appM [ L2 in agreement with Hoekstet all (2004). Given thaMggs [ 02s
(see equatiof_3.60) this leads to a scaling parameteg ef 0.6 for the truncation radius. This
scaling behavior corresponds to a scaling relatios6fo?.

On the other hand, recalling the result shown in Eig.16.14, the scaling paadepended on the
considered SED type. To be more specific the valuggsof£ 0.29 only was valid for a combined lens
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Fig. 6.28: Maximum likelihood result for the scaling relation of thelagty dispersiono without lu-
minosity evolution (68.3%, 95.5% and 99.7% confidence Bydbr the combined sample in black and
discriminating between blue galaxies in blue and red gefaixi red. The values for the red and blue sam-
ples are lower than for the combined, confirming the resaihfFig [6.14. The filled triangles indicate the
best-fitting values, assuming a luminosity evolution withZ).

sample, while for red and blue galaxies separately the value was signifitamdy; following much
closer the predictions of the Faber-Jackson or Tully-Fisher relati@hg*). We therefore investigate

ne for both galaxy types separately in maximum likelihood analyses. For theslgsan the
parameters of one galaxy type are examined at one time, while for the othry ¢yge fixed values

for the fiducial parameters at* are used and scaled with luminosity. This means we assume fixed
valueso™ andn for the blue galaxies and run a maximum likelihood to constrain the corresmpnd
values for red galaxies and vice versa. The obtained parameters éhegfeat into a further iteration

of the maximum likelihood analysis, repeating the procedure until the calcudatmmverge. In this
way we obtain values afg = 0.277003 for the red galaxies angly = 0.2713:33 for the blue galaxies,

also shown in Fid. 6.28.

We investigate the BBS profile for several lens samples, first giving then mpeaperties of the
combined lens sample, subsequently discriminating the lenses into red andalalxiegyand finally
also investigating the galaxy properties as a function of the environmenataeies reside in. First
of all we consider the combined galaxy type lens sample, populating all enviats, and assume no
evolution of luminosities with redshift. The applied scaling assumptions for tlilysis ares 0 L3
ands 0 L%6. For anl*-galaxy we measure a velocity dispersionadf= 1312 km s™* and a trunca-
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tion radius ofs* = 18417 h~1 kpc, leading to a total mass M, gps = 2.4793 x 1022 h~1 M.

Next we address the general properties of the red and blue lens samg#pendently. The
scaling parameteay, = 0.3, used in the maximum likelihood analysis for the combined lens sample,
implicitly takes into account that red and blue galaxy masses for the same lumisiggitfjcantly
differ and that bright and faint galaxies in our lens sample are dominatetiffieyent SED types.

As the independent analysis of both SED types explicitly includes this massediffe and the
transition, a value ofj; = 0.3 would lead to an overcorrection in the scaling behavior. Combining
the results from Sectidn 6.2.2 as seen in Higs.]6.14 and 6.28 with the maximum kkkliasults,
we therefore apply a scaling parametengf= 0.25 for red and for blue galaxies in the independent
analyses. The observed transition from red to blue SED-type dominatialefoeasing masses also
is supposed to affect the truncation radsusGiven that the original approach corresponds fbo?

we therefore apply a value gf = 0.5 for both galaxy types in all separate investigations. According
to equation[(3.73), this corresponds to a mass-indepemdg¢hiratio. In order to analyze red and
blue galaxies separately, we apply the same iteration algorithm as befoes, e@fculating the
maximum likelihood for the scaling relation for the velocity dispersigrassuming an SIS profile.
The red lens sample exceeds the values of the combined sample for badih pacdimeters, yielding

a velocity dispersion ofg.y = 14973 km s and truncation radius o™= 33743 h~! kpc.

;
This leads to a significantly larger total masshfS ke = 55799 x 102 h~1 M,,. For the blue

lens sample we obtain much lower valuesayf,, = 118" km s™* for the velocity dispersion and

g+blue — 84ﬂ£31 h=! kpc for the truncation radius, corresponding to an expected significkvtigr

total galaxy halo mass ofl;-0he. = 8,679 x 1011 h~L kpc. These results also are visualized in the

upper left panel of Fid. 6.29.

As we have seen in Sectidn 65.2, the lens environment is not a variable wittiluence on
the galaxy properties. We therefore repeat the BBS maximum likelihood sasiatyonsidering a
combined, a red and a blue lens sample in low density and high density envirgrand compare
the best-fitting values to the corresponding results from the ‘all densitredysis. For the lens
samples in different environments we use the definitions from Sdction 5.5.2hd-ens samples of
same SED type, but populating different environments, the environmasitgd&ardly influences the
velocity dispersion of the galaxies. In other words this means that the tgalaxy matter density
mainly depends on their luminosity but not on their environment. Consideringruheation radii
the opposite is the case. In denser environmgasignificantly increases and therefore the total mass
significantly grows with density. This observation is valid for all SED typelsesk results are also
shown in the lower panels of Fig.6]29. In particular in dense structuresipgroup or cluster halos
might exist in addition to plenty of secondary overlapping galaxy halos. é&slevnot account for
individual group or cluster halos their mass is assigned to the correispgpgdlaxies. Further the
parent halo might smear out the observable change in slope at the traneatias. Both effects
can lead an overestimation of the truncation radius and therefore the tomdoes not appear im-
possible. The best-fitting values for all BBS maximum likelihood results are suizedan Tablé 6.4.

In the following we additionally take passive evolution of our lens galaxiesastmunt, assuming
an evolution of the luminosity with redshift correspondingd-tal (1+ z). Under this assumption the
velocity dispersion of ouL*-galaxy significantly increases to a value@f = 144f§ km s for all
lens galaxies and a truncation radiussbf= 25333 h~! kpc. This corresponds to an increased total
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Fig. 6.29: Maximum likelihood analysis for the BBS profile. The solitietlong-dashed and the short-
dashed contours show the 68.3%, the 95.4% and the 99.7% eoncdidevels. We select the lens samples
with respect to galaxy SED and environment density. Theset®idicate the best-fitting parameters.

In the upper row the different galaxy SEDs are compared th etiwer in the corresponding environments
(all densities in the upper left panel, high density in theempmiddle panel and low density in the upper
right panel). We see that for all environments red galaxiesed) exceed blue galaxies (in blue) in both,
velocity dispersioro* and truncation radius’. The combined lens sample (in black) lies in between.

In the lower row we compare the influence of the environmentach of the galaxy types (all densities
in black, high density in magenta and low density in gredr§,dombined lens sample shown in the lower
left panel, the red lens sample in the lower middle panel hadtue lens sample shown in the lower right
panel. As we see the velocity dispersion is hardly influermethe environment density. This indicates
that the central galaxy matter density mainly depends oruimnosity and not the environment. In
contrast the truncation radii significantly increase withieonment density.
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mass oMy, ges = 3.9704 x 102 h™! M. Regarding red and blue galaxies separately we obtain

a velocity dispersion ot = 16173 km s and a truncation radius o' = 41442 h~* kpc,
red

corresponding to a total massf;igss = 7.9715 x 102 h~! M, for a redL*-galaxy and a velocity

dispersion oby;,,, = 126"2 km s~1 and a truncation radius sf?""®= 10813 h~* kpc, corresponding
to a total mass oM . = 1.3t33 % 1012 h-1 M,, for a blueL*-galaxy. The results assuming

luminosity evolution are added to Talile16.4.

6.4.2 Universal Density Profile (NFW)

As a further discussed possible galaxy halo profile, we now consideinitiersal density profile (see
also Sectiof 3.411), better known as NFW profile, which was introducedawarbet all (1996).
The NFW profile also consists of two independent parameters, the dosti@m parametec and the
virial radiusrago. As already for the BBS profile we have to think about the scaling relatiobg to
applied. Recalling the results of Guzik & Seljak (2002), but also our résarit Sectiof 6.2]2 that
M O L2, combined with equatiof (3.65) for tid,o, We obtain a scaling relation 0o [ L%# (see
equatiorf 3.79 in Sectidn_3.4.2). In order to properly scale the concentmirameter, we follow
the results om M) (see equatidn 3181).

In the NFW likelihood analysis we again first investigate the complete lens sangpleting
any possible evolution of the galaxy luminosities with redshift. For these consliti@ obtain for
the L*-galaxy a concentration parametercdf= 6.4702 and a virial radius of5y, = 133"3 h~1 kpc.
These values correspond to a virial mas#gf, = 7.6793 x 101t h=* M...

In order to disentangle the contribution of red and blue galaxies we alslikalihood analyses for
both SED types separately, in the same manner as described for the BB& frecalling that the
assumed scaling parameters for BBS analyses for the different SE®dgparately corresponded to
a mass-independekt/L-ratio, we adjust the value af.,,, for all separate-SED analyses to a value of
Nre = 1/3. These scaling parameters also perfectly reflect the values we obiaiSedtior 6.2.P.
We find that the concentrations of red and blue galaxies do not strondgy, dif least considering
galaxies around the fiducial luminosity. However, this can not be genedafar all luminosity
or mass ranges, respectively, as we will see in Se€fionl6.4.3. In coturtst observation of the
concentration parameter, the virial radii of red and blue galaxies sigmifjcdiffer, confirming the
large difference in halo mass, as observed in the BBS analyses. Fgaleedes we measure a con-

centration parameter of "4 = 6.4*37 and a virial radius of 53" = 1603 h~1 kpc, corresponding to

a virial massvi;1ed = 12791 5 1012 h~1 M.,. Complementary, we obtain a concentration parameter

of crblue — 70712 and virial radius of ;5® = 11574 h~1 kpc for the blue galaxies. This translate

into a virial mass oM;3"® = 5.092 x 1011 h~1 M,,. The results are also shown in the upper row of

Fig.[6:30.

If we now investigate the evolution of the NFW profile parameters with the deosithe en-
vironment, we do not observe a strong dependency of the concentpatiameterc, which only
slightly increases with decreasing density. While the concentration of galagpears slightly
enhanced in low density environments, the concentration hardly diffaveeba mean and high
density environments. The opposite is the case, however, when congitte viral radii. The virial
radii strongly increase with environment density. This corresponds tgnifisant increase in the
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Fig. 6.30: Maximum likelihood analysis for the NFW profile. The solitietlong-dashed and the short-
dashed contours show the 68.3%, the 95.4% and the 99.7% eonodéidevels. We select the lens samples
with respect to galaxy SED and environment density. Theser®@dicate the best-fitting parameters.

In the upper row the different galaxy SEDs are compared th etiwer in the corresponding environments
(all densities in the upper left panel, high density in theempmiddle panel and low density in the upper
right panel). We see that for all environments all galaxyetyghow very similar concentrati@ann the
same environment for thig*-galaxy, while the virial radir,qo for red galaxies (in red) are significantly
higher than for blue galaxies (in blue). The combined lemspda (in black) consistently lies in between.
In the lower row we compare the influence of the environmentach of the galaxy types (all densities
in black, high density in magenta and low density in gredmg,dombined type lens sample shown in the
lower left panel, the red lens sample in the lower middle pand the blue lens sample shown in the lower
right panel. As we see the concentration parameter is harflilyenced by the environment density, being
almost identical in all densities and high density, buttgligenhanced in low density environment. The
increase of the halo mass with environment density is alsemid for the NFW profile, indicated by the
increase of 2qo.
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virial masses, reflecting the results from the BBS analyses. The envimrtaesity dependencies
also are shown in the lower row of Fig. 6130. The best-fitting parameter eoN#W likelihood
analyses are added to Tablel6.4.

Now we also assume that the galaxy luminosities evolve Wwith(1+ z). This slightly reduces the
concentration parameter to a valuecbt= 5. 4*8 2, but strongly enhances the value of the virial radius
to r3po = 15873 h™! kpc, corresponding to a larger virial massMf,, = 1.2751 x 102 h=% M,

for the complete lens sample. Investigating red galaxies separately, we rmm@asancentration

parameter ot*"®d = 6.2728 and a virial radius of;gg = 1834 h™! kpc. This corresponds to a

virial mass ofM;ge? = 1.9791 x 1012 h-* M. Looking at our blue galaxy sample, we obtain a

concentration parameter ofPU¢ — 6.2*17 and a virial radius of ;5y"® = 1354 h~1 kpc, leading to
a virial mass oM;0"° = 8.0797 x 101 h~1 M,

As we investigated two different halo profiles, we want to check the ciemsig of the results
from our BBS and NFW likelihood analyses. For this purpose we comparedhresponding
masses from the BBS and from the NFW analyses, enclosed by the same. ratfe choose
this radius to be the virial radius, as obtained in the NFW analysis. Thespomding mass

in the NFW case i3, see equation (3.65). The corresponding mass for the BBS profile is
calculated according to equatidn_(3.59). Assuming a BBS profile, for thebited galaxy lens
sample we obtain a mass Mjgq(rig0) = 92755 x 101 h™! M., representing a slightly higher
value than the NFW value d¥l5,, = 7.633 x 10'* h=* M. For the combined lens sample in
lower and higher density environments, the characteristic behavior is the. s&his results in
Mgs(Msoo) = 10.171% x 101 h~1M,, compared td}, = 8.3792 x 10** h~ My, for the high density
case andMggs = 10. 1*14 x 10 h—IM,, for the low density case. Considering the masses of red and
blue galaxies independently, we also see for red lenses that the BBSsnirasder,qg are slightly
enhanced, while looking at the blue lenses the corresponding two mass Yatdly differ anymore.
However, considering the uncertainties, the results agree within 1

If we now further compare the BBS and NFW masses, including luminosity &enluwith
redshift, L O (1+z), we obtain a BBS-mass oMggs(rs) = 14791 x 102 h~*M. com-
pared to an NFW-mass dil5,, = 1.3791 x 1012 h* M, for all lens galaxies, a BBS-mass of
Mmed(rsted) — 2.1+03 x 1012 h~M,, compared to an NFW-mass bE;e¢ = 1.9t01 x 1012h-1 M

for red galaxies and a BBS-massMfpe ®(rsm®) = 7.2+18 x 101 h-1M,, compared to an NFW-

mass oM = 8.0797 x 101 h~1 My, for blue galaxies. All measured values for the masses and

halo parameters are summarized in Tablé 6.4.

Taking the results of Wright & Brainerd (2000) into account, which shoat thothermal profiles
indeed have a tendency in yielding higher masses than NFW profiles faathee given gravitational
shear within the virial radius, a consistent picture is drawn.

6.4.3 Extraction of Scaling Relations from Maximum Likelihood Analyses
Mass-to-Light-Ratio

In the analyses based on the BBS profile in the previous sections, waedsumass-luminosity-
scaling relation withtVl O L2, being equivalent to a scaling of the mass-to-light ratitvigl O L°2.
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Without luminosity evolution|, = 1.6 x 10 h=2 L ,

type | density|  o* s' c 200 MiotaiBBS MZ00 Mggs(r300) | Miotaigas/Lr
[km s | [h~kpc] [h*kpc] | [10**h~ M. ] | [10* h i M. | 1010 h M | [h Mo /Ly o]
all all 13172 | 184777 | 64755 | 1337 23258 7.6703 9.2%3 178'%5
all | high | 1313 | 256'% | 64715 | 13773 32292 8.3"02 101714 2483°
all | low | 13172 | 96'}k | 9423 | 1187 121758 5.3702 6.8°1% 9329
red | all 14973 | 33733 | 64705 | 16073 549752 12.4707 155745 422" 7%
red | high | 15073 | 464'> | 60755 | 16772 76.67124 14.1719 16.8734 589112
red | low | 14472 | 24527 | 78715 | 14673 37.31123 9.419 12.8759 28752
blue | all 11872 | 84’13 | 70713 | 11572 8.6 50702 517713 6615
blue | high | 11472 | 107755 | 7.073% | 11278 10239 46707 53715 7853
8 11 6.5 6 19 0.6 14 14
blue| low | 1265 | 403! | 11555 | 1057¢ 4712 3.8°58 3.6'13 3615
With luminosity evolution);, = 1.6 x 101 h=2 L, ,
type | density| o~ s c 200 MiotaleBS M200 Mgss(r300) | Miotaigas/Lr
[kms™] | [h!kpc] [h'kpc] | [10"htMo] | 10" h P Mg] | [10*h T Mo] | [h Mo /Ly o]
all all 14473 | 253753 [ 54758 15873 38531 127707 13718 29635
red | all 16173 | 414753 | 62758 | 1837 7871153 18613 20932 60553
blue | all 1262 | 10875 | 62717 | 1357% 126733 8.0"%! 7.2718 9733

124

Table 6.4: Best-fitting values from the likelihood analyses, velodtgpersiono, truncation radius and total halo masMliota ges from the BBS
analysis, concentration parametevirial radiusr,gg and virial masdviogo from the NFW analysis, completed by the BBS mass at the Ngjd/and
the total mass-to-light-ratiMa gs/Lr . The upper table shows the values without luminosity evaiythe lower table with luminosity evolution
according td_ O (1+2).
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Fig. 6.31: Maximum likelihood results for the scaling relation of thB8 truncation radius, investigating
blue (left) and red galaxies (right) separately. The sdléd show the 68.3%, the long-dashed lines
the 95.4% and the short-dashed line the 99.7% confidences|ahe crosses indicates the best-fitting
parameters. For the combined sample (black contours) weafipekst-fitting scaling parameter g§ =
0.52"3 93 for s, which corresponds to a best-fitting scaling parametegof = 0.12'319, for blue galaxies

(blue contours) we fing2'® = 0.42" 311 and for red galaxies (red galaxies) we obtgffi” = —0.1231%.

Given the stability of the scaling relation of the velocity dispersiowith luminosity, we now fix the
velocity dispersion to the observed valueaf= 131 km s from the BBS likelihood analysis for a
L*-galaxy and use the scaling factgg of the truncation radius with luminosity as a free parameter.
I.e., we now run a likelihood analysis with the truncatgeind the scaling factays as fit parameters.
Recalling that the total BBS mass scale$vhsl s (see equatioh 3.60), this leads to a scaling factor
for the mass-to-light ratio of

MuL=2No+nNs—1. (6.7)

As the black contours in Fif. 6.B1 show, the likelihood analysis for the comigletesample yields
a scaling factor ofjs = 0.52"9-93 with unchanged truncation radiss Therefore the total halo mass
remains unaffected. Combining this result with the assumed scaling facte0.30+ 0.02 we obtain
a scaling relation o /L O L™/t with /L= 0.128&2. The estimation of the scaling relation for the
individual galaxy types is challenging, as the transition point, where théegtorns from a decrease
with second order to a decrease with forth order in distance, is smeatrdxy ¢lue contribution of
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Fig. 6.32: Maximum likelihood results for the scaling relation of thB8truncation radius, investigating
blue (blue contours) and red (red contours), bright (uppeef) and faint galaxies (lower panel) separately.
The solid, the long-dashed and the short-dashed contoows gte 68.3%, the 95.4% and the 99.7%
confidence levels. As we see in the upper panel, the trumcedidii s of all galaxies brighter thai,, =
—21, independent from the SED-type, show a scaling behaviichnagrees well with the assumptions
(ns=0.5), while for galaxies fainter thaM,, = —21 this is only the case for blue galaxies. Red galaxies
show an inverted scaling behavior. This implies increasautj with decreasing luminosity, corresponding
to an almost luminosity independent total mass. This phemam could be explained by assuming a
transition from a further red galaxy population with higheaiss for same luminosity, which dominates for
faint galaxies, but dies out with increasing luminosity.
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Fig. 6.33: Same as Fid. 6.82, but for lenses in low density environmekesve see the deviating scaling
behavior of fainter red galaxies is not an environmentahph@non. The truncation radii of bright red
and blue but also of faint red galaxies show a scaling behaiitely consistent te [0 L%, while the faint
red lenses agree with a luminosity independent mass.
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Fig. 6.34: Truncation radius (left panel) andVi/L-ratio (right panel), calculated for red (in red) and
blue galaxies (in blue) according the scaling relation @f [Ei.32. The solid lines denote the best fit, the
dashed lines denote the 68.3%-confidence levels. We obaeregatives-slope for faint red galaxies and
a positives-slope for bright red and all blue galaxies. This leads toransf increase in th&/L-ratio

for faint red galaxies, while the universally positive sfg for blue galaxies leads to an approximately
luminosity independent/L-ratio. The discontinuities dt = 10'° h~1 L., are numerical artifacts, due
to assuming a sudden change in the scaling relation and aotlgXxnowing where this change occurs.
However, both sides of the fits still agree withiwl We included for comparison the single-power scaling
for the combined sample in both panels in blaskl(L°%?, M/L 0 L2, see Figuré6.31).

many neighboring galaxy halos and occasionally group or cluster halbge Wreasonable estima-
tion for the truncation radii of massive galaxies is still possible, the measutsritethe low-mass
regime become very difficult. This becomes obvious when investigating thiagbta&havior of the
truncation radius for blue and red galaxies separately (see [Eig.16.31). While for blueigalthe
observed scaling behavian§'® = 0.42"319) is consistent with our expectations, for red galaxies the
scaling relation is at first look surprising, indicating a growth in the truncatafii for decreasing
luminosities (%4 = —0.12"913). In order to determine the origin of this feature, we further divide
our lens samples into brighter and fainter galaxies and repeat the maximumaddct@malysis for

the scaling behavior dd. First investigating the scaling relation for massive galaxies we only con-
sider lenses with magnitudé4, < —21 in the fitting loop, while for fainter galaxies we assume the
standard scaling behavior withy = 0.5. As we see in the upper panel of Hig. 8.32, in this case, for
both, red and blue galaxies, the results for the scaling relation agree itrethe expectations from
the analysis of the ‘all luminosities’ sampleg{* """ = 0.38"212 for red andne"**""9" — 0.50+ 341

for blue galaxies). However, this result is not confirmed when conisigi¢ne fainter part of the lens
sample, fitting galaxies witivl,; > —21 and running the brighter lenses with the standard value of
ns = 0.5 (see lower panel of Fifl. 6.82). While for the blue galaxies the scalingaels still con-

sistent with the previous assumptions and resyl4't™@™ — 0.45°312), the result for the red sample

is surprising and irritating. For that specific sample we measure a valqée‘Hfim = —0.38f8:i§.
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Thus implies an inverted scaling relation, leading to increasing galaxy radieforeasing luminosity.
Since the velocity dispersion is decreasing with decreasing luminosity this impigthéhmasses are
only slowly decreasing with luminosity. This is in agreement with the halo massel&rsnass rela-
tion fromm ) (based on abundance matching). Their fig. 2 (upper parijsshat the
halo mass decreases only slowly with stellar mass for stellar mas<€8° h=2 L.,. To exclude that
environment structures are the cause of this rise of the truncation radfudecreasing luminosity,
we repeat the analyses on a more restricted lens sample, only consistagég in environments
with low local density. However, this approach indeed confirms the prevesugts. While for bright
galaxies in low density environments the observed scaling behavior is iaragrt with our expec-
tations (&24""9M" — 0.95934 for red andng*®P"IM™Y — 0.64"9.59 for blue galaxies, see upper
panel of Fig[6.38), regarding the faint lens sample this is in principle onb fou blue galaxies

(nelefaintiow _ 0 88028 see lower panel of Fi 6.83). Also in low density environments faint red

galaxies appear to scale inversefy ™" — —0.50"93%). In summary our results indicate that the
M /L-ratio for red galaxies steeply decreases for increasing luminositiegleoing galaxies fainter
thanL ~ 10'° h—1 L® and then turns into a further, but shallower decrease for more massades,
while for blue galaxies th#&l1/L-ratio is approximately constant (see Hig. 6.34).

Concentration-Mass-Relation

A further scaling relation of interest is represented by the scaling of theetration parameter

of the NFW profile with luminosity and consequently with mass. In order to cainsthe scaling
behavior we fix the expected virial radiusge and its scaling rfr,,, = 0.4 for the combined and
Nryo = 1/3 for the separate SED samples) and perform an NFW maximum likelihoods#s)ditting

the scaling exponemj. of the concentration parameter with luminosity. For the combined lens sample
we obtain a value ofj; = —0.07"011. This is also shown in Fig.6.B5 (black contours). Assuming a

scaling of the mass-to-light ratio accordinghtgo/L O L°? this leads to a scaling relation between
0'06‘%-0.09 0.06+0'10

concentration and mass of] M,y %, for Mago/L O L%12 this leads tac 0 M., **°, both being
consistent with the results lof Dufft all (2008) (1 putty = 0.084+ 0.06). Further we also investigate

possible differences in the scaling behavior of the concentration panafetite different SED
types. The analysis of the red lens sample results in a very similar, but sligiatpwer scaling
relation of ¢ 0 L=094613, |n contrast, the scaling relation for the blue lens sample turns out to
be steeper, although with only marginal significance, following a relation BfL*340%. The
concentration-luminosity relation can be easily translated into a concentratisarelation, assum-
ing a certainVlgo/L-ratio, but as we see the difference betwdéio/L 0 L%? andMyg/L O L912
hardly changes the result. If we apply the scaling relations for the SED typpiependently, we
see that the almost identical concentrations of red and blue galaxiest égngeneralized, but only
happen to be valid for luminosities closeltt. While due to the very shallow scaling relation for red
galaxies the concentration remains approximately constant with mass, thentation parameter
for massive blue galaxies is rather low, strongly increasing with decreasaisg. Therefore in the
massive regime red galaxies exceed their blue counterparts in concentvétite the relation turns
into its opposite when moving to the low mass regime. In Eig.]16.37 the concentratiameter is
illustrated as a function of the virial mass.

The measurements of the virial radijpg in the A> analyses showed indications for a modi-
fied scaling behavior of th# /L-ratio (see Sectioh 6.4.3) and thus thgo or of the concentration



130 CHAPTER 6. WEAK LENSING ANALYSIS

L. = 1.6x10% h=2 L,

0.5 T | T T T | T T T | T T | T T T | T T T T
- ¢’ = 5.0197 ¢ = 6.1:98 ¢ = 7.3%1 .
[ oT= 007, = —0.04:819 n, = —0.34:8% I
(OJN =
o I 1
- I 1
-0.5 ; -

_1 1 | 1 1 1 | 1 1 1 | 1 1 I | 1 1 1 | 1 1 1 | 1

4 6 8 10 12 14

C*

Fig. 6.35: Maximum likelihood result for the concentration-lumintysielation, for combined (in black),
red (in red) and blue galaxies (in blue) separately. Thelsthle long-dashed and the short-dashed contours
show the 68.3%, the 95.4% and the 99.7% confidence levelssddimg for the red lens galaxies is very
flat, being quite similar to the combined sample, leadingrt@imnost constant concentration parameter
over the investigated luminosity range. In contrast, ttadisg relation for the blue lens sample is steeper,
although with only marginal significance.

parameter, when considering galaxies at the faint luminosity end of oursiemple. First we
investigate the possibility, that thé,oo/L-scaling does not change. We therefore run NFW maximum
likelihood analyses, allowing independent concentration parameter saalaiipns for galaxies
brighter and fainter thah. = 10'° h™2 L.. Indeed the best-fitting values for both luminosity
regimes clearly differ as can be seen in the upper panel of[Eig] 6.36kingat the brighter

galaxy samples, we find values ¢ which are similar §°**"" — 0.02-29 for red galaxies and
nePreht — _0.28919) 10 those obtained in the analysis without discrimination in luminosity. This

picture dramatically changes when considering the faint lens fractionngae large uncertainties
into account the results only are mildly inconsistent with the previous onesiev#w, considering

the absolute valueg)ft@™ = —1.52+112 for red galaxies andjc"®™@™ = —1.14'0%) there is a
strong indication for a steeper scaling relation for the concentration pteaowhen investigating
luminosities fainter than 28 h=2 L.,. In order to assure that we do not observe an environmental or
multi-deflection effect we repeat the maximum likelihood analysis with a low deesiironment
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Fig. 6.36: Concentration-luminosity-relation for bright (x-axig)adfaint galaxies (y-axis) separately, dis-
tinguishing between galaxies in all environments (upperefs) and galaxies in low density environment
(lower panel). The solid, the long-dashed and the shottethsontours show the 68.3%, the 95.4% and
the 99.7% confidence levels. The blue contours show blueagetheontours red galaxies. The scaling pa-
rametergy. for the bright sample are very similar to the obtained valigls differentiation in luminosity
(see also Fid. 6.35). However, the analysis of the faintiivacf our lens sample indicates a much steeper
concentration-luminosity-relatiom§ < —1).
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Fig. 6.37: Scaling relations for the concentration parameter Wtho, assuming a scaling dflogp with

L12. The red solid line and the blue long-dashed line show thefiiéeg scaling relation assuming a
universal slope for all luminosities or masses, respegti(gee Fig[6.35). In this case at high masses
red galaxies are more concentrated than blue galaxies cfaime mass, while for decreasing masses
the opposite is true. The red short-dashed line and the litteddline show the scaling behavior for
the concentration parameter, assuming a significant iner@esteepness of the concentration-luminosity-
relation atL = 1019 h~1 L, (see Fig[6.36).

lens sample. As the lower panel of Fig.8.36 shows, with valugg-gfontiow _ ~0.06'51% and
peedfaintiow _ 1 36145 for brighter and fainter red galaxies ang"®""9"° — _0,22+020 and
pefantiow _ _ 1 90+179 for brighter and fainter blue galaxies, despite the excessive uncersaintie
the analysis confirms the previous result.

We also investigate the possibility that, due to a change inMbg/L-scaling, therygp scaling
shows a ‘broken’ power law behavior with different slopes for luminositieighter and fainter
thanL, = 10'° h~2 L.. For this we repeat the maximum likelihood analysis, assuming that the
concentration-mass relation lof Duféf all (2008) holds, and fitao0 and its scaling with luminosity

for red and blue galaxies brighter and fainter thdn = 20.5 separately. The scaling of thigyg
indeed appears to change with luminosity. This change is stronger for aadfdh blue galaxies,
while for blue galaxies it is only modest. We cross-check the results regaagnsame likelihood
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analysis for the lens sample in low density environment, obtaining the same result.

6.4.4 Comparison of the Results

Parkeret all (2007) analyzed an area of 22 d&FHTLSi’-band, but without photometric redshift es-
timation, using thé&-band magnitude for lens and source selection. All galaxies withil 9 22 were
defined as lenses and all galaxies with®2 i’ < 24 were defined as sources, applying a photometric
distribution based on Browet al. d_0_0_$) from the COMBO-17 for the lens sample a Bk
M) from the CFHTLS-Deep for the source sample. Assuming a ttionaadius of 185+ 30 h1

kpc based on Hoekste al ld_O_O_Ah) they found for ah;, = 1.6 x 10'9 h~2 L, . -galaxy a velocity dis-
persion ofo* = 137+ 11 km s ! and a rest-frame mass-to- Ilght ratioMf /L, = 173+34h M. /Lo.
Comparing these values with our resultsosf= 13175 km st andM; ., gas/Li = 178723 Mo /Lo,

we observe good agreement. Analyzing RCS2- data based on €HiERd photometry and mainly
consisting of red galaxies, van Uitertall (2011) found for alj; = 101° h™1 Lg ,-galaxy, includ-

ing luminosity evolution, a virial mass dfl,i; = 7.2+ 1.5 x 101 h™1 M. Converting our re-
sult for the Mygg from the red lenses NFW maximum likelihood analysis, we obtain a value of
Myir = 7.3+ 0.5x 1012 h~1 M., in good agreement with van Uitest all (2011).

6.4.5 Consistency of Maximum Likelihood andA Z-Fit Results

Comparing our investigations of the excess surface mass dénsity Sectior 6.2.2 with those from
the maximum likelihood in Sectidn 6.4 analyses, we obtain following results. AsguamrSIS or
BBS profile, respectively, we derived values for velocity dispersibao= 135+ 2 km st for the
combined lens sample;. = 162+ 2 km s! for red galaxies andy,, = 115+ 3 km s'! for blue
galaxies fromA X, while the maximum likelihood analyses delivered valuesrdt= 131+2 kms?
for the combined galaxy sample;., = 1493 km s~1 for red galaxies andy;,, = 1182 km s2 for
blue galaxies. Except for the red lens sample the results are thus in gumimant The same
conclusions hold when including the assumption of luminosity evolution with rédsitording to

L 0 (1+2). In this case we measured velocity dispersiongof= 150+ 2 km s for the combined
lens samplesg;;,, = 17342 km s* for red galaxies andy,, = 123+ 3 km s'! for blue galaxies
from AZ compared to values a* = 144"3 km s™* for the combined sample;y = 16173 km s?
for the red galaxy sample argj, .= 123f§ km s1 for the blue galaxy sample from the maximum
likelihood analyses.

However the situation looks different when investigating the halo paranietees on an NFW profile,
the virial radiusr3,, and the virial mas$/,00. While the maximum likelihood analyses yield values

of 35 = 13373 h~1 kpc for the combined lens samptépe® = 1603 h~1 kpc for the red lens sample

andrzob(;“e = 115jg1 h~1 kpc for the blue lens sample, except for blue galaxies the investigatia of

delivers systematically higher results, as in that case we obtain valugg,ef 146+ 2 h—1 kpc for
x,red

the combined galaxy samplg,;" = 17743 h~! kpc for red galaxies and,yy blue _ 120+ 2h1 kpc
for the blue galaxies.

In order to understand the systematic difference~0f0% in the measurements, we additionally
run simulations (BBS and NFW), continuously restricting the lens sample. dfifgtconsidering
lenses with absolute luminosities b, < —21 and in the following only taking lenses into account
with My < —23, we further restrict the latter lens sample to those galaxies populating lusityde
environments by only considering galaxies with less than five neighbors veithiojected distance



134 CHAPTER 6. WEAK LENSING ANALYSIS

T T [ T T
) BBS ] I NFW
¢ -245M,<-23 i . -245M,<-23
100 | [ — 100 8 - -
C 8 ] C - ]
¥ SR, ¥ LI
g, - g ©
o . ° T
= - = " M
E 1wk - 4 2 10p . 3 E
2] I All Lenses " 9 [ = All Lenses 1
< " ] [
= Lenses with M, <-21 s i [ x Lenses with M., <-21
« Lenses with M., <-23 i [ x Lenses with M, <-23
Lenses with M ,,,,<—23 and N,y uom = 4 Lenses with M, ,,,,<—23 and N g o = 4
L E . Lenses with M,,,,,<—23 and N, mo = 0 E LE . Lenses with M,,,,,<—23 and Ny o = 0 E
0.1 1 0.1 1
Distance [h-! Mpec] Distance [h-! kpe]

Fig. 6.38: Excess surface surface mass dendidy extracted from lens galaxies with23 < M,» < —24
calculated from simulated lens signals. The black dots sfiowlations including lenses with all magni-
tude, red dots only include lenses with, < —21, green dots only include lenses with: < —23, cyan
dots additionally restrict the lens sample to maximum nieggmumber of 4 galaxies within a projected
distance of 720~ kpc and finally the magenta plots only show lenses thesesemiseout any neighbor
within this projected distance. We see that in the case of & Bifile (left panel) multiple deflection
affect the signal amplitude only on larger scales, whileiassg an NFW profile (right panel) the signal
amplitude already at very low scale is biased high about 20%.

of 720h~! kpc and finally only isolated galaxies without any other galaxy within the sawjeqied
distance. In this way we incrementally reduce the influence of multiple deflsctidfter this the
obtained artificial shape catalogs were used to measure the predictdespobfihe excess surface
mass density for all cases. For this investigation we focus in particular oanéilgsis of lenses
within a magnitude range 0f23 > M, > —24. As we can see in Fif._ 6138, independent of the
considered galaxy halo profile, on large scales multiple deflections signifidzoost the amplitude
of the measured\> profile, as expected, due to group/cluster halo and secondary ngaldoyy
halos. However, the result is more surprising when looking at small gegjeseparations. While
the amplitude of the BBR2 remains almost undisturbed by multiple deflection on small scales,
considering an NFW profile the opposite is the case. In fact, the amplitude a$ increased by

~ 20% in comparison to the undisturbed single galaxy halo. This can be towrg we take into
account that the BBS and NFW slopes behave differently as a functitumohosity. The NFW
profile slopes become significantly steeper for scales larger than theradalers. As the scale
radius changes as a function of luminosity, so does the profile slope, i.stasvsumming up profile
contributions with different slopes. In contrast, the slopes of isothernodilgs do not change with
luminosity. This implies that we can measure unbiased values for the velocigrsiepo from the

A profile, while NFW based parameters, as the virial radigs, systematically might be biased
high, when not explicitly considering a galaxy lens sample residing in lowityegrsvironments.
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6.5 Comparison of ObservedA 2> —Profiles to Expectations from Lens-
ing Simulations

6.5.1 Combined, Red and Blue Lens Samples in Average Environmen

In order to check our results for consistency in theoretical aspectsompare the excess surface
mass density with the predictions of the 3D-LOS-projected lensing signal diomdabased on
BBS and NFW profiles as described in Section 3.4.4. We do the complete iarthlyssame we
way as for the observed data, feeding the synthetic catalogs with orighs#élgms, luminosities
and photometric redshifts, but with the analytically simulated, computed shkemsya However,
the application of single-power law profiles for BBS and NFW profiles le@adanderestimated
amplitudes of the simulated excess surface mass densities for the fainter lilynomes Therefore
in the simulations we assume a constant truncation radius for red galaxies themM, = —21 and
change the,po-scaling of the NFW-profile similar to the results from Secfion 6.4.3 to a doubkepo
law fit (N7 1 ione = MosSright = 1/3, NfES e = 0 andnflie . = 0.21) for galaxies brighter and
fainter thanL, = 10'° h=? L. The results are shown in Fig_6]39. As we can see the measured
A profiles of the observed data in general agree quite well with the prediabioiine simulations,
especially for the brighter luminosity bins. For the faintest luminosity bins, applgingle-power
law fits, we find that the profile only agreed well on larger scales, shohigiger values for small
separations than the simulations suggest. Especially the NFW predictiong gveimlower than the
BBS ones, underestimate the observations for low-mass lenses. This ndiighténthat the assumed
scaling relations for the profile parameters are not perfectly fine-tunélgab the scaling relations
follow a modified law for less massive galaxies. However, applying dopbleer-law fits, the
simulated profiles also agree well for the fainter luminosity bins. In order tallisdisentangle the
contribution of the considered ‘central’ lens and additional halos fromeiighborhood to the lensing
signal, we calculate the theoretidak profile for a single galaxy halo (BBS and NFW, respectively),
scaled to the effective luminosity for every single bin, add them in[Eigl] 6.89campare them to
the observed signal. For luminositié4 < —20 we find that the excess surface mass density is
dominated by the central lenses out to distanceR ©f100h~ kpc. On larger scales the influence
of the secondary galaxy halos begins to rise and the halo profile turns ictionalative profile,
composed of central halo, neighboring halos and group or clusterfaldncreasing luminosity the
impact of the neighboring galaxy halos shifts to larger distances and tlegetiffe between single
and cumulative halo profile continuously diminishes. In general, in the inmditepparts the BBS
profiles appear to fit the observed surface mass profiles better thanFWe gxbfiles, especially
considering the inner parts of the galaxy halos for small projected sepeadetween lens and
source. A possible explanation is provided by the consideration of tlyeiiammatter in the galaxies
in addition to the NFW dark matter halo, giving a boost in the galaxy core matteibdison.

We extend our analysis, discriminating red and blue lenses, now also imtesgighe contri-

bution of both galaxy types to the simulated surface excess mass densitiyisHmuirpose we further
append the predictions of the BBS and NFW profiles for both lens samppesasely. We already
noticed that for the combined galaxy type lens sample observation and simwgtiea well. This

conclusion also holds for blue and bright red lens galaxies separatalye\ér, we notice a growing
difference between data and simulation with decreasing luminosity for the medsémnple. Taking
into account that faint red galaxies, in contrast to blue galaxies, most lilelg a preference to
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Fig. 6.39: Excess surface mass dengity for all lenses in luminosity bins. We compare the observed su
face mass density profiles (black circles) to the predistmithe double-power law simulations, assuming
BBS (red triangles) and NFW galaxy halos (green square® prfiles in general agree quite well.

In order to disentangle the central halo from the cumulatiat® profile we add BBS (red dashed line)
and NFW (green dotted line) analytic single halos for evengle luminosity bin. The profile on large
scales is higher than expected for an isolated galaxy indimefr luminosity bins, where the central halo
only dominates out to scales ef100h~1 kpc before turning into the cumulative profile. The diffezen
between central and cumulative halo strongly decreasésimdgteasing luminosity.
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Fig. 6.40: Excess surface mass density for the red lens sample. Bladtescare the observed data points,
red triangles come from the BBS and green squares from the tisthle-power law simulations. Simula-

tions and observation agree well for brighter lenses (neiddid lower row). For fainter elliptical galaxies

the simulations underestimate the observed signal, BB® stoongly than NFW.
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Fig. 6.41: Excess surface mass density for the blue lens sample. Biatéscare the observed data points,
red triangles come from the BBS and green squares from the N&Wdle-power law simulations. The
simulations agree well with the observed mass profiles,dasibein the bright lens regime (middle and
lower row). For the faintest lenses the simulation onlyhlig underestimate the observed mass profile,
however the difference between observation and simulédiolearly smaller than for red lenses.
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Fig. 6.42: Excess surface mass density for the lens sample in hightdemsironments. Black circles are
the observed data points, red triangles come from the BB$@eah squares from the NFW double-power
law simulations. Observations and simulations agree vety/far all luminosities.
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Fig. 6.43: Excess surface mass density for the lens sample in very laghity environments. Black
circles are the observed data points, red triangles conme ine BBS and green squares from the NFW
double-power law simulations. Observations and simutategree very well for all luminosities.



6.5. COMPARISON OF OBSERVER > —-PROFILES TO EXPECTATIONS FROM LENSING
SIMULATIONS 141

].OO IIIIIII| T IIIIIII|
—18sM,.<—17

~195M,.<—18

—205M,.<—19

1 IIIIII| i TTTI

Y

&

10

0.1 l

T IIIII.'J 4T TTIT

T
|
[AV]
-
I\
=
N
|
o]
o
|
|
[4S]
—_
[9)]
IA
=
-’4
N
|
N
—
|
1
|
[\Y]
[AV]
IN —
=
N
|
[AV]
—
[9)]

e —
| | 4
—o—— n#
—
l IIIIIII| l IIIIIII|
1 II_I_I_LLLLLI.'_I_I_LLU.LI.|_}I T TTTHT
T e
1 + —e—i
( 1 ——0—
| e
lo——1 'S
T e ¥k
=4 +
| IIIIIII| | IIIIIII|
1 IIIIIII|
1 —eai
—
+ ¢
4‘%‘ L
| 1 IIIIIII| 1 1 1 IIIIIII| 1 IIIIIII|

g 100 ¢ EX =,
;r I « T Y
o :I ! E :{ § & : ! i s
= 10 7T e e L 9 ] s
= TE g .3 T8, 3
— - -3 T TI:‘:A . Y s
| = Z s a 4+ T =
< B ¢ e if ] f ]
1 S | IIIIII| | | II+III| EE | IIIIII| | | Illlil E | IIIIII| | | IIIIII| E
F 1 IIIIII| 1 1 IIIIII| T 1 IIIIII| 1 1 IIIIII| =+ 1 IIIIII| 1 1 IIIIII| :
- —22.55M_.<-22 T. 8 —R3=M.<-225 IER s R4=M.<-23 -
100 =4, EE E E
% ts E S N PO ]
- - il ! 4 2 — -
-4 = =

10g ir, 3 ti., ¥ i
1 E_I IIIIII| | Illllll_gg-l IIIIII| | III{IIIl_gg_I IIIIII| | IIIIIII|_§

0.1 1 0.1 1 0.1 1
Distance [h~! Mpc]

Fig. 6.44: Excess surface mass density for the lens sample in low glezsiironments. Black circles
are the observed data points, red triangles come from the@BSjreen squares from the NFW double-
power law simulations. The profiles are steeper than for Heyhsity environment. The observations and
simulation in general agree very well.
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Fig. 6.45: Excess surface mass density for the lens sample in very lowitgeenvironments. Black
circles are the observed data points, red triangles conme ine BBS and green squares from the NFW
double-power law simulations. Simulation and observagigree well, yet fairly noisy.
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reside in group or cluster environments, meaning environments of higheattemage density, this
effect becomes understandable. While for blue galaxies the assumptioe @imulative halo being
the composition of many individual galaxy halos appears to be sufficientyrate, apparently
the observed red galaxy mass profiles include an additional contributidheoparent group or
cluster halo. Another explanation is provided by the assumption that thenedsscaling relations
reasonably describe the behavior of blue galaxies, but the scaling ghtaxies starts to deviate for
lower masses.

6.5.2 Combined Lens Sample in Over- and Underdense Environmén

In order to gain a better understanding of galaxy surface mass prdfil$uaction of environment
density, we further measure the excess surface mass dehsitior the combined lens sample
in environments of different density (as defined in Section 5.5.2). We aliaotly compare the
observational data with predictions of the simulations based on BBS and NéWégp. Considering
the galaxy sample composed of galaxies living in high density environment§igé&42), we see
that simulations and observations mostly agree fairly well. In general, tHéegrare the flatter,
the denser the environment is (see Figs.16.42 Bnd] 6.43 for galaxies inrdgbesy high density
environments). This is evident as on larger scales the signal is dominategidhboring galaxies
(also from brighter luminosity bins) and the environment, and the densentt@®ment the higher
the total mass and thus the profile in the outskirt is.

Considering lenses in lower than average density environments, we hawveetthat the decreasing
signal-to-noise ratio makes the analysis more difficult. This especially becosf@msnt when
looking at larger scales around faint galaxies. In general\therofiles are steeper than for galaxies
in denser environments. The observed and simulAtEdhgree well with each other as can be seen
Fig.[6.44. For larger separations and less massive lenses the simulatoissanoto overestimate
the observed data. However, due to the low signal-to-noise (the lengydesnow by definition
and thus also affects the lens-source pair numbers) the exact valde for these regions is very
hard to tell. It becomes even more difficult for very low environment dergataxy samples (see
Fig.[6.4%). While for brighter bins observations and simulations still agrée feethe faintest bins
the observational data are noise-dominated, making it practically impossibleki® anstatement.
However, the results are not inconsistent on scal@90h~* kpc.

Summarizing the comparisons between observations and simulations in envitenofediffer-
ent densities, we see fairly good agreement between expectation areailms). Assuming that the
mass-to-light ratio increases for galaxies fainter thar= 101° h=2 L, the analyzed system appears
to be well understood. We find that the profile slopes of the excesxsurfass densit > increase
with decreasing environment density and with increasing central lens luityind$e first effect is
caused by the increased excess surface mass density at largerdseatesghe higher total mass in
comparison to the central galaxy mass. The second effect is caused imgitbased central galaxy
mass in comparison to the total mass of the environment, thus down-weightingvinenenental
influence and acting in the opposite direction. In general, both BBS and ptetNes almost equally
well describe the observed galaxy halo profiles, which makes it difficidetade, which profile the
actual dark matter halos follow. Only in the fainter bins the BBS and NFW sigaat to differ, due
to differently modeled scaling relations for galaxies fainter that? ho? L.
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Chapter 7

Summary and Conclusions

We presented a GGL analysis based on 8% aeglti-color data (*g'r’i’Z) obtained in the CFHT
Legacy Survey Wide (CFHTLS-Wide), carried out with the Canadaé¢eadawaii Telescope
(CFHT) in Hawaii.

Based on the downloaded and subsequently reduced imaging data (igckrdiation of sci-
ence and weight frames and image masks to indicate photometrically corrupteshtaminated
photometric image areas), we adapted the PSF properties for all banashgb@inting by applying
a global convolution with a carefully selected Gaussian kernel, thus mattmnBSF patterns in
order to ensure meaningful galaxy colors. We subsequently used B&senatched frames to
create multi-color catalogs for all 124 pointings, containing the positions &fdderrected fluxes
and magnitudes for tha*g'r'i’Z photometry, using thé&SExt r act or software with a detection
threshold of Zr above the background on at least four contiguous pixels. These midtigaialogs
represent the basis for the calculation and estimation of accurate photoredstfifts, required for
a precise GGL analysis. We applied a two-step calibration proceduredqhibtometric zeropoint
and offset determination. In the first step we adjusted the zeropoirgt déis the detection band
(in all cases chosen to be tlieband, being the deepest exposure), by determining the galactic
extinction from the Schlegel maps and applying the corresponding extingloa, thus dereddening
the observed’-band magnitudes and fluxes. The stellar zeropoint calibration of the rielgain
photometric imagesu(-,g’-, r’- and Z-band) is performed by comparison with the stellar colors
predicted by the Pickles star librar 998), adjusting the offdetiseau*-, ¢'-, r’- and
Z-band in such a way that the observed stellar colors from the measuxed fluthe multi-color
catalogs correspond to the predicted ones. This step homogenizes stigated CFHTLS pointings
in terms of zeropoints and already significantly improves the accuracy @fstiraated photometric
redshifts, both in in terms of rms and catastrophic outlier rate. In the setepdve improve the
accuracy of the photometric redshift estimation by applying a further narbpalibration based
on the comparison with spectroscopic redshifts, obtained from the VVB&IW1), VVDS-F22
(W4), the DEEP2-survey (W3) and additionally obtained spectra in the W& derived the
spectroscopic zeropoint offsets on all spectroscopically coveredimpgs separately and calculated
the median values of all pointings within one large tile (i.e. W1, W2, W3, W4) iriotd apply the
median values to spectroscopically not covered pointings. In this way vaéned a photometric
redshift sample consisting of in total 11 912 636 objects with a photometrihifedscuracy of
Az/(1+ Zsped = 0.036 OrGp7) (12,9 = 0.033 and a catastrophic outlier raterpt= 2.0% for objects
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with magnitudes’ < 225, calculated with the photometric redshift code PhotoZ of Beptlall
@). As the spectroscopic limiting magnitude in the CFHTLS-Wide fields WALVEB allowed
a further verification of objects with magnitudes of.22: i’ < 24, we investigated the origin of
the redshift accuracy deterioration by comparing the accuracy with thétseof the significantly
deeper CFHTLS-Deep fields D1 and D3, concluding that the increakisipmetric noise is the main
reason for the decreasing accuracy and that a possible increasespetiieal variety of high redshift
galaxies does not appear to play a significant role.

For our subsequent weak lensing analysis we extracted shape cdtalogshe CFHTLS-Wide
i"-band images, using the KSB-pipeline (see Katteal. 1995 and Hoekstrat all1998). The source
extraction was performed witBExt r act or using a detection limit of 8 above the background
on at least four contiguous pixels. In order to correct the PSF angptom alli’-band images we
selected not-saturated stars from the stellar sequences with magnitude$ 484 and a minimum
signal-to-noise ratio of S/IN=50. The finally obtained corrected ellipticitiemftbe KSB-pipeline
are in the end multiplied with a shear calibration factorcgf = 1/0.91 in order to compensate a
bias in this KSB-pipeline, discovered in the Shear TEsting Programme (S

). After visual inspection we rejected 35 pointings with dissatisfacoear correction, further
excluding objects with low signal-to-ratio (SN 5), thus obtaining a total number of 89 pointings
with corrected source shape estimates consisting of a total number of 28Ibcts with
photometric redshifts and shape estimates.

We used our photometric redshifts and our shear catalogs to performLaa@&ysis. We as-
signed our shear catalog objects to the background and our photomdsftfreatalog objects to
the foreground as for the gravitational lenses shape information is qoiree. We omitted lens-
source pairs with high probability of significant systematic errors in angliiances and critical
surface density and also pairs with low separation in redshift space dow tensing strength and
possible mismatch between foreground and background. Thereforequiged for the lens sample
0.05< z4 < 1, for the source sample(@b < z; < 2 and for a pair assignmert> 1.1-z3+ 0.15. This
left us with maximum lens and source samples of 4 942 433 and 1 684 29@spbgspectively.

In our weak lensing analysis we first investigated the tangential sheaal sigfor several spe-
cific lens samples on a projected separation scale di25kpc to 1h~! Mpc. As expected we
find that the lensing signal increases with rest-frame luminosity of the coedidlenses. Analyzing
individual SED types separately, we find that for given luminosity the maaged galaxy is higher
than for a blue galaxy. On first view the considered tangential sheéitepappears to be consistent
with the prediction of a singular isothermal sphere (SIS), however thisresison strongly depends
on the considered lens sample, or to be more precise, on the environmeahsigered lens resides
in. Especially the environment density leaves a significant imprint on the néagshear signal
when considering larger scales. While in low density environments on sbalgs the central lens
is dominating and on larger scales the signal drops down to values closeotongth increasing
density the lensing signal value continuously increases, until for vely dégsity lenses the signal
approximately is a constant signal on a scale out to several hundredTkps perfectly confirms
the results om 0), analyzing the impact of multiple deflections ih. &Stimating the
velocity dispersion from thg-amplitude we obtain that red galaxies show valuesdaxceeding
the results for average galaxies with same luminosities by 25% , whilalues for blue galaxies are
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15-20% below the average.

The combination of photometric redshifts and galaxy shapes allowed us tstigate the ex-
cess surface mass densify>, having an amplitude which does not explicitly depend on the
geometrical constellation due to the angular diameter distances of lensesusioelss The compari-
son with the literature only shows partial consistence, especially when cimgpdth the results of
Mandelbauret all (2006¢). While the results concerning blue galaxies agree very wellpiegned
profiles for AX for our red galaxies showing higher amplitudes for the faintest lensedosrat
amplitudes for the brightest lenses. However, the later results of Manatekieal. (2008) agree well
with our analysis. Further comparing our analysis with the results of vantlgitat dZQli) we find
good agreement for most luminosity bins. We used the amplitudAz dbr several lens luminosity
bins to extract scaling relations for several halo profile parameters asglhmty dispersioro based
on the SIS or BBS profile and the virial radius and maggsandMagg based on the NFW profile. We
find, for red and blue galaxies separately, scaling relatioo'®t ] L%23+0.03 gnd gblue [ | 0-24+0.03
in good agreement with the Faber-Jackson relatiofl (*2°,|[Faber & Jackson 19 76). The extraction
of the scaling relation for a combined SED sample yields a steeper scalingdretfag [ L-29+002
caused by the transition from red to blue dominated SEDs when consideénggding luminosities.
These scaling relations are also confirmed when running a corresgondirimum likelihood
analysis 09 = 0.27"053 for red galaxiesn5\® = 0.27+333 for blue galaxies andjs = 0.317333
for the combined galaxy sample). We compared the results of our red gaaxyle to spectroscopic
results for a LRG sample based|on Eisensggiall (2001) and to results from Gallazei al. (2006)
We observe a remarkable agreement, given the fundamentally diffesnerof the investigation
methods. Investigatingoo we find nfed = 0.33-£ 0.04 for red galaxiespu® = 0.36-£ 0.07 for blue
galaxies and, due to the SED transition, a steepgy = 0.39+ 0.04 for the combined lens sample.
The corresponding measurementsNbyg yield scaling indices of;re" = 1.05+0.12 for red galax-
ies, n,Bl'“e = 1.14+0.20 for blue galaxies angw,,, = 1.21+0.10 for the combined sample. This is
in good agreement with the results. of Guzik & Seljak (200@){ L-34:017) However, we find that
a single-power law only properly describes the scaling relations wheuadig luminosity bins with
L <1019 h™1 L., as the amplitude in this range significantly exceeds the predictions of the powe
law fit. This either indicates a slower decrease in virial radius and massngetan increasing
mass-to-light ratio for low-mass galaxies) or a significant increase ofdheentration parameter
for low-mass galaxies, thus boosting the lensing signal amplitude. Calculagngrtular velocit
Voo from rogo for our blue galaxy sample, we also find good agreement with the resl@y

) and Duttoret al (201 ). Further our results for the red galaMyL-ratios agree well with the
results of Mandelbaurat all d2_0_0j§), Duttoret all d;oﬂ) and van Uiterét all (];0;1). We measured
the mass vs. stellar mass ratio for red galaxies over 2.5 decades in stellamassand found a
minimum for this ratio aMstar~ 3 — 4 x 10'° h=2 M,,. The existence and location of this minimum

is consistent with results from abundance matching|(seeeBabi2010 and Duttoret alll2010). For

lower stellar masses the mass vs. stellar mass ratio strongly increases.

We performed maximum likelihood analyses based on the method describechhgi®er & Rix
dEQ_E‘)}’) assuming a BBS (Bram@alL&%) and an NFW (NavarmaH_Q_%) profile and

analyzing our lens galaxy properties as a function of SED type and eamawnt density. We applied

scaling relations according to Guzik & Seljak (2002) and Hoelestsdl (2004) for the total mass,
DUIBLe_t_aIJ (lZDjld}) for the concentration parameter and our own results fkanfior o androgo. For
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the combined lens sample we find for an NFW profile best-fitting parameterS:@fGAfg:? and
I300= 133"3 h~ kpc, corresponding to a virial mass My, = 7.6703 x 10'° h~1 M,,. Considering
red galaxies the value far, is about 20% higher while for blue galaxies it is about 15% lower,
corresponding to a 60% highkkgg for red and a 35% lowevl,gg for blue galaxies. Assuming a BBS
profile for the combined lens sample we obtain a velocitybf= 131f§ km s 1 and a truncation
radius ofs* = 1841, h~1 kpc, corresponding to a total massMf ., ges = 2.327 058 x 1022 h™1 M.
Focussing on red galaxies, we find tlt is about 15% and about 80% higher, leading to a mass
excess of~ 130% in comparison to the average galaxy, while for blue galagiés about 10%
ands about 50% lower, leading to a mass deficit~0f60% in comparison to the average galaxy.
Investigating the influence of the environment density on the galaxy pgrepevre find that, assuming
a BBS profile, the velocity dispersion hardly shows any dependencie Wie truncation radii
significantly increase with environmental density. This implies that the cerdtakg matter density
mainly depends on the galaxy luminosity, but hardly on the environment. AsguanitNFW profile,
we also only see weak dependence of the concentration paracr@idhe environment, whilexgg
rapidly increases with increasing density. The increasing valuessiiod forr,go with density lead to
significantly higher masses for galaxies in high density environments. Agdwetexplicitly include
cluster halos in our maximum likelihood analyses, but assumed all clustenetlsés to be the sum
of galaxy halos, the mass of an additional independent cluster halo weaksiigned to the individual
galaxies. This could lead to a mass overestimate for red galaxies or galaxiessa regions in
general. Further we did not discriminate between central galaxies arlitesia our analysis and
thus are not sensitive to the level that satellite galaxies are stripped anal gataxies grow in mass,
but instead measure the average mass for a given luminosity as a funconr@inment density. If
we take into account that the total mass-to-light ratio increases from galaxgroups (and galaxy

clusters)\(van Uiterét ali2011/) Sheldorwt all ), this increase of average halo masses is expected.

Encouraged by the robustness of the previously obtained scaling relatiea further applied
maximum likelihood analyses to determine the scaling relations for the truncatars ssand the
concentration parameter In the first investigation we fixed the values wf andng, thus fitting the

truncation radius® and its scaling indexs with luminosity. We obtained a value gf = 0.52f8;28,

leading to a scaling of the mass-to-light ratioMf/L [ L012'62)  Also the obtained scaling index
for s, considering blue galaxies is well consistent with the assumption of a luminodigpendent
M/L-ratio. Investigating our red lens sample, the situation is more complicated. V@hitgighter
red galaxiesNl;; < —21) the constani /L-ratio still fits well, for the fainter red galaxies the radii
appear to increase with decreasing luminosity, implying a luminosity indepenaess. This could
be explained by the assumption of an additional different red galaxylgguwith higher mass for
given luminosity, dominating at the low mass end but fading away with increasass.

We investigated the scaling behavior of the concentration parancetd@th the absolute lumi-
nosity as a function of SED type by running maximum likelihood analyses witl fradues forrog
and its scaling indexy,,, with luminosity. We assumed that thggo can universally be described
as a single-power law function of the luminosity. We obtained valueg.of —0.07"311 for our
lens sample as a whole, consistent with the results_om‘ttaﬂ d;O_Oji). Looking at red galaxies
separately, we found a slightly shallower relation wijff9 = —0.04f8:ﬂ while the relation for

blue galaxies is steeper with marginal significangg"€ = —0.34"33%). This would lead to a
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significant increase of the concentration with decreasing luminosity andntlags. Translating
the concentration-luminosity-relation into a concentration-mass-relation,e&dhst massive red
galaxies exceed their blue counterparts in concentration while for lowes geaxies the relation
turns into its opposite.

As the analysis of thejgg-scaling relation indicated a change in the scaling behavior when
considering galaxies with < 10'° h=2 L., we discussed two possible explanations, a change in
the c — L-relation and the effect on the— L-relation assuming a modifiedg— L relation due to a
change in thevl — L-scaling relation. First we assumed a single-power law forribg— L relation

and applied a maximum likelihood analysis, allowing two independent scalingemdig, , and
Newine TOr the concentration in both luminosity ranges. Indeed the maximum likelihoatyses
confirmed this assumption. While for galaxies with> 10'° h~* L, the analysis yields values well
agreeing with the previous results, for the fainter galaxies a significantyggr increase in the
concentration is suggestegc(,,, < —1). This is also confirmed by repeating the analysis using a
low density lens sample. Alternatively, we assumed the concentration-rmatierrebtained by
Duffy et all (2008) to hold and independently fitted the slopes ofrtig— L-relation for bright and
faint galaxies. Indeed we find that in this case the scaling behaviors, differe strongly for red
than for blue galaxies, confirming the results for MélL-scaling derived by the measurements of the
BBS truncation radius. However, if we use different slopes for thgo— L relation, the maximum
likelihood results yieldc — L relations which are much more compatible with single-power law
c— L-relations.

Finally we created two simulated master lens samples, performing simulations bas#te
maximum likelihood results from our BBS and our NFW analyses. We repdagadeasurements of
the tangential sheaf and for the excess surface mass densityas a function of the absolute galaxy
luminosity and SED type. Comparing the results of the observational data witbghks based on
simulations, we observe in general good agreement, especially wheidexamg galaxies brighter
thanM,, = —20. However, for fainter galaxies we obtain lower amplitudes from the sintutatults
than suggested by the observational data when assuming single-powscdbmg relations. This
indicates a modification in the scaling relations when investigating fainter lendegtar insufficient
consideration of high density effects, especially appearing in the low negane. We therefore
repeated the simulations, assuming double-power law scaling relations forutieation radiis
and the virial radiirpgo with respect to the absolute galaxy luminosity and reanalyzed the simulated
lensing signals. The newly obtained simulates-profiles now agree well with the observed profiles
for almost all considered luminosity and environment density bins.
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Appendix A

Zeropoint Corrections

In this appendix the zeropoint corrections, derived from calibratiotherPickles star Iibrar@es
) and from calibration on spectroscopic redshifts, for all filterallodinalyzed CFHTLS-WIDE
pointings are listed.

Table A.1: Zeropoint corrections for the all filters of all analyzed CHEE pointings.

stellar offsets spectroscopic offsets
pointing | v [ g | ¢ |V [ Z [ v | gV | T ] Z
W1im2m3| -0.20| -0.06 | -0.06 | 0.00 | 0.00 || 0.015| 0.02| 0.00| 0.00 | -0.005
Wim2m2| -0.17| 0.00 | -0.09| 0.00| 0.02 || 0.015| 0.02| 0.00| 0.00 | -0.005
Wim2m1| -0.30| 0.01 | -0.12| 0.00| -0.05 | 0.015| 0.02| 0.00| 0.00 | -0.005
Wim2mO| -0.52 | -0.13| -0.23 | 0.00 | -0.06 || 0.015| 0.02| 0.00| 0.00 | -0.005
W1im2pl || -0.23| 0.00 | -0.06 | 0.00| 0.02 || 0.015| 0.02| 0.00 | 0.00| -0.005
W1im2p2 || -0.22 | -0.03| 0.06 | 0.00| 0.03 || 0.015| 0.02| 0.00 | 0.00| -0.005
W1im2p3 || -0.23| 0.00 | 0.06 | 0.00| 0.10 || 0.015| 0.02| 0.00 | 0.00 | -0.005
Wimim3| -0.21| -0.12| -0.05| 0.00 | -0.10 || 0.015| 0.02| 0.00| 0.00 | -0.005
Wimim2| -0.22| 0.01 | 0.09 | 0.00| 0.00 | 0.015| 0.02| 0.00| 0.00 | -0.005
Wimimil| -0.33| -0.02| -0.21| 0.00| -0.09 || 0.015| 0.02| 0.00| 0.00 | -0.005
W1imimO| -0.28 | -0.05| 0.00 | 0.00| 0.02 || 0.015| 0.02| 0.00| 0.00 | -0.005
W1imlpl | -0.38 | -0.02| 0.05 | 0.00| 0.00 || 0.015| 0.02| 0.00 | 0.00| -0.005
W1imlp2 | -0.20| -0.11| -0.13 | 0.00| 0.03 || 0.015| 0.02| 0.00 | 0.00 | -0.005
W1im1lp3 | -0.05| -0.07| -0.14| 0.00| 0.17 || 0.015| 0.02| 0.00 | 0.00 | -0.005
W1imOm3| -0.34| -0.07 | -0.02 | 0.00 | -0.02 || 0.015| 0.02| 0.00| 0.00 | -0.005
W1imOm2| -0.31| -0.01| -0.42 | 0.00| 0.05 || 0.015| 0.02| 0.00| 0.00 | -0.005
W1imOm1l| -0.35| -0.14 | -0.13 | 0.00 | -0.05 | 0.015| 0.02| 0.00| 0.00 | -0.005
W1imOmO| -0.21| -0.01| 0.00 | 0.00| -0.01 || 0.015| 0.02| 0.00| 0.00 | -0.005
W1mOpl || -0.34 | -0.13| -0.14 | 0.00| 0.00 || 0.015| 0.02| 0.00 | 0.00| -0.005
W1mOp2 || -0.30| -0.13| -0.14 | 0.00| 0.00 || 0.015| 0.02| 0.00 | 0.00 | -0.005
W1mOp3 || -0.26 | -0.09| -0.10 | 0.00| -0.02 || 0.015| 0.02| 0.00 | 0.00 | -0.005
W1pim3 | -0.39| -0.12| -0.14 | 0.00| -0.03 || 0.015| 0.02| 0.00 | 0.00 | -0.005
W1pilm2 | -0.34| -0.05| -0.02 | 0.00| 0.05 || 0.015| 0.02| 0.00 | 0.00 | -0.005
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stellar offsets spectroscopic offsets
pointing [ v [ o | ¢ |V [ Z | v | g [V [T ]| 7
W1plml || -0.36| -0.08 | -0.04 | 0.00| 0.03 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1plmO || -0.33 | -0.06 | -0.02| 0.00| -0.01 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1plpl || -0.30| -0.05| -0.06 | 0.00| 0.08 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1plp2 || -0.22| -0.01| -0.09 | 0.00| 0.08 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p1p3 || -0.19| -0.01 | -0.13 | 0.00| 0.09 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p2m3 | -0.25| -0.03 | -0.07 | 0.00 | -0.44 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p2m2 || -0.41| -0.10| -0.05| 0.00| 0.00 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p2m1l || -0.53 | -0.01 | -0.06 | 0.00 | 0.00 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p2mO0 || -0.26 | -0.01| 0.00 | 0.00| 0.07 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p2pl || -0.20| -0.09| -0.01 | 0.00| 0.12 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p2p2 || -0.30| -0.10| -0.06 | 0.00| 0.08 || 0.01 | 0.04 | 0.01 | 0.00| 0.00
W1p2p3 || -0.22| -0.04 | 0.04 | 0.00| 0.08 || -0.02 | 0.01 | 0.03 | 0.00| -0.01
W1p3m3 | -0.43| -0.08 | -0.17 | 0.00| -0.08 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p3m2 || -0.40| -0.12| -0.11| 0.00| 0.00 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p3ml | -0.38 | -0.05| -0.07 | 0.00| 0.09 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p3mo0 || -0.42 | -0.12| -0.05| 0.00| 0.00 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p3pl || -0.35| -0.13| -0.10| 0.00| 0.04 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p3p2 || -0.42| -0.14| -0.14 | 0.00| 0.01 || 0.02 | 0.03 | -0.01| 0.00| -0.02
W1p3p3 || -0.39| -0.04 | 0.00 | 0.00| 0.10 || 0.03 | -0.01| -0.02| 0.00| 0.01
W1p4m3 | -0.39| -0.09| -0.14| 0.00| 0.06 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p4m2 || -0.32| -0.11| -0.10| 0.00| 0.02 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1lp4ml | -0.51| -0.14| -0.13| 0.00| -0.06 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p4moO || -0.39 | -0.14 | -0.09 | 0.00| 0.00 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p4pl || -0.41| -0.04 | -0.03| 0.00| 0.09 || 0.015| 0.02 | 0.00 | 0.00 | -0.005
W1p4p2 || -0.31| 0.01 | 0.03 | 0.00| 0.11 || 0.015| 0.02 | 0.00 | 0.00| -0.005
W1p4p3 || -0.44| -0.11| -0.01 | 0.00| -0.07 || 0.015| 0.02 | 0.00 | 0.00| -0.005
w2mimil| -0.39 | -0.15| -0.02 | 0.00| 0.00 || -0.05| -0.01 | -0.01 | 0.00| 0.02
w2mimO| -0.43 | -0.04 | -0.03| 0.00| -0.05|| -0.05| -0.01| -0.01| 0.00| 0.02
w2milpl || -0.40| -0.15| -0.14| 0.00| 0.00 || -0.05 | -0.01 | -0.01 | 0.00| 0.02
w2mip2 || -0.56 | -0.16 | -0.15| 0.00| -0.06 || -0.05 | -0.01 | -0.01 | 0.00| 0.02
w2mip3 | -0.46| -0.05| -0.05| 0.00| -0.03 || -0.05 | -0.01| -0.01 | 0.00| 0.02
wW2mOm1| -0.40| -0.13| -0.14 | 0.00| -0.08 || -0.05| -0.01 | -0.01 | 0.00| 0.02
w2mOmO || -0.29 | -0.07| 0.05 | 0.00| 0.01 || -0.05| -0.01 | -0.01 | 0.00| 0.02
W2moOp1l || -0.44 | -0.16 | -0.03| 0.00| -0.01 || -0.05| 0.01 | 0.00 | 0.00| 0.03
w2mop2 || -0.40| -0.11| 0.00 | 0.00| 0.00 || -0.09 | -0.04 | -0.03 | 0.00| 0.00
w2mop3 || -0.42| -0.08 | -0.14| 0.00| -0.02 || -0.05 | -0.05| 0.02 | 0.00| 0.04
W2plml || -0.20| -0.07 | -0.10| 0.00| -0.01 || -0.05 | -0.01 | -0.01 | 0.00| 0.02
W2p1mO || -0.36| -0.08 | -0.05| 0.00| 0.02 || -0.05 | -0.01| -0.01 | 0.00| 0.02
W2pipl || -0.39| -0.04 | -0.08 | 0.00| 0.05| -0.01| 0.01 | 0.03 | 0.00| 0.01
W2plp2 || -0.49| -0.09 | -0.05| 0.00| 0.07 || -0.05 | -0.02 | -0.02| 0.00| -0.02
W2p1p3 || -0.31| -0.04 | 0.00 | 0.00| 0.07 || -0.11 | 0.01 | -0.02| 0.00| 0.01
w2p2m1l || -0.23 | -0.11| -0.04| 0.00| 0.05 || -0.05 | -0.01| -0.01 | 0.00| 0.02
W2p2mo0 || -0.46 | -0.13| -0.11| 0.00| 0.00 || -0.05 | -0.01| -0.01 | 0.00| 0.02
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stellar offsets

spectroscopic offsets

pointing | v [ g | ¢ |V [ Z [ v | d [ |V |7
W2p2pl || -0.44| -0.07 | -0.03| 0.00| -0.03| -0.13 | -0.07 | -0.06| 0.00| 0.01
W2p2p2 || -0.36| 0.01 | 0.11 | 0.00| 0.06 | 0.07 0.05 | 0.03 | 0.00| 0.04
W2p2p3 || -0.42| -0.02| -0.05| 0.00| 0.06 | -0.05 | -0.01 | -0.01| 0.00| 0.02
W2p3ml| -0.32| -0.04| -0.04| 0.00| 0.123 | -0.05 | -0.01 | -0.01| 0.00| 0.02
W2p3mo0 || -0.39| -0.07| -0.05| 0.00| -0.01 || -0.05 | -0.01 | -0.01| 0.00| 0.02
W2p3pl || -0.30| -0.06| 0.00 | 0.00| 0.06 | 0.03 | -0.02 | -0.03| 0.00| 0.03
W2p3p2 || -0.39| -0.13| -0.03| 0.00| 0.05 | 0.05 0.00 | 0.00 | 0.00| 0.05
W2p3p3 || -0.30| -0.08| -0.06| 0.00| 0.09 | -0.05 | -0.01 | -0.01| 0.00| 0.02
W3m3m3| -0.43| -0.10| -0.12| 0.00| 0.01 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m3m2| -0.42 | -0.07 | -0.13| 0.00| 0.03 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m3m1l| -0.33| -0.04| 0.00 | 0.00| 0.08 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m3mO0|| -0.26 | -0.09 | -0.10| 0.00| -0.02 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m3pl| -0.06| 0.03 | -0.06| 0.00| 0.08 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m3p2 || -0.30| -0.02| -0.12| 0.00| 0.01 || -0.025| -0.015| 0.01 | 0.00| 0.00
w3m2m3|| -0.33| -0.07| -0.01| 0.00| -0.01 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m2m2| -0.37 | -0.08 | 0.03 | 0.00| 0.05 || -0.025| -0.015| 0.01 | 0.00| 0.00
w3m2m1| -0.31| -0.09| 0.08 | 0.00| 0.24 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m2mO || -0.18 | 0.03 | 0.06 | 0.00| 0.24 || -0.025| -0.015| 0.01 | 0.00| 0.00
wW3m2pl| -0.16| -0.01| -0.12| 0.00| 0.07 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3m2p2 || -0.26 | -0.04 | -0.08 | 0.00| -0.02 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3mlm3| -0.48| -0.09| -0.16| 0.00| 0.07 || -0.05 | -0.03 | 0.03 | 0.00| 0.02
W3mim2| -0.41| -0.01| 0.05 | 0.00| 0.06 || 0.02 0.00 | 0.00 | 0.00| -0.19
W3mlm1l| -0.35| -0.02 | -0.02| 0.00| -0.03| -0.025| -0.015| 0.01 | 0.00| 0.00
W3mimoO| -0.21| -0.14| -0.02 | 0.00| -0.28 | -0.025| -0.015| 0.01 | 0.00| 0.00
W3milpl| -0.25| 0.02 | -0.08 | 0.00| 0.03 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3mlp2 | -0.29| -0.02| -0.12| 0.00| 0.05 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3mOm3| -0.13| -0.01| -0.03| 0.00| -0.02| 0.02 0.01 | 0.02 | 0.00| 0.06
W3mOm2|| -0.40 | -0.04| -0.06| 0.00| 0.04 | -0.02 | 0.06 | 0.04 | 0.00| -0.07
W3mOm1| -0.32| -0.12 | -0.07| 0.00| -0.02 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3mOmO|| -0.39 | -0.07| -0.05| 0.00| -0.01 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3moOpl| -0.31| -0.07| -0.11| 0.00| -0.01 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3mO0p2 || -0.30| -0.02 | -0.02 | 0.00| -0.01 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3p1im3 | -0.30| -0.07 | -0.09 | 0.00| -0.02 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3pim2 | -0.36 | -0.01| -0.07 | 0.00| 0.00 || -0.01 | -0.04 | -0.02 | 0.00| -0.02
W3piml| -0.34| -0.07| -0.06 | 0.00| -0.07 || -0.09 | -0.06 | -0.04| 0.00| -0.03
W3p1mO || -0.18 | -0.03 | -0.03 | 0.00| -0.04 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3plpl || -0.22 | -0.04 | -0.07 | 0.00| 0.00 || -0.025| -0.015| 0.01 | 0.00| 0.00
W3plp2 || -0.17| -0.02| 0.00 | 0.00| 0.00 || -0.025| -0.015| 0.01 | 0.00| 0.00
W4am3mO0|| -0.32| -0.02| -0.03| 0.00| 0.08 | -0.06 | 0.00 | 0.01 | 0.00| -0.02
W4m3pl| -0.51| -0.16| -0.12| 0.00| -0.04 || -0.06 | 0.00 | 0.01 | 0.00| -0.02
W4m3p2 || -0.31| -0.05| -0.05| 0.00| 0.06 | -0.06 | 0.00 | 0.01 | 0.00| -0.02
W4am2mo0| -0.19| 0.18 | 0.20 | 0.00| 0.29 || -0.06 | 0.00 | 0.01 | 0.00| -0.02
W4mz2pl| -0.35| -0.12| -0.01| 0.00| 0.02 || -0.06 | 0.00 | 0.01 | 0.00| -0.02
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stellar offsets spectroscopic offsets
pointing | v [ g | ¢ |V [ Z [ v ][ g ]V T ]| Z
W4mlm2| -0.68| -0.06 | 0.02 | 0.00| 0.15 | -0.06| 0.00 | 0.01 | 0.00 | -0.02
W4mlml| -0.50| -0.12| -0.09 | 0.00 | 0.06 | -0.06 | 0.00 | 0.01 | 0.00 | -0.02
W4m1lmoO| -0.28 | -0.08 | -0.10| 0.00 | -0.04 | -0.06 | 0.00 | 0.01 | 0.00 | -0.02
W4mlpl | -0.29| -0.12| -0.02 | 0.00| 0.07 || -0.06 | 0.00 | 0.01 | 0.00 | -0.02
W4mOm2 || -0.63| -0.15| -0.07 | 0.00| 0.09 || -0.06| -0.01 | 0.02 | 0.00 | -0.04
W4mOm1| -0.60| -0.17 | -0.14 | 0.00| 0.04 || -0.03| 0.00 | 0.02 | 0.00| 0.00
W4mOmO|| -0.51| -0.05| 0.03 | 0.00| 0.03 || -0.05| 0.03 | 0.03 | 0.00 | -0.02
W4mOpl || -0.33| -0.16| 0.00 | 0.00| 0.07 || -0.06 | 0.00 | 0.01 | 0.00 | -0.02
W4plm2 || -0.48 | -0.14| -0.02 | 0.00| 0.12 || -0.06 | 0.00 | 0.00 | 0.00 | -0.03
W4plml || -0.64 | -0.17| -0.04 | 0.00| 0.05 || -0.10| -0.04 | -0.02 | 0.00 | -0.03
W4p1moO | -0.60| -0.10| -0.20 | 0.00| 0.03 || -0.03| -0.01| 0.01 | 0.00 | 0.00
W4plpl || -0.33| -0.07 | -0.17 | 0.00| 0.05 || -0.06| 0.00 | 0.01 | 0.00 | -0.02
W4p2m2 || -0.58 | -0.12| -0.18 | 0.00 | 0.07 || -0.09 | -0.03| 0.01 | 0.00 | -0.04
W4p2m1 | -0.62 | -0.12| -0.17 | 0.00| 0.06 || -0.03| 0.01 | 0.01 | 0.00| 0.00
W4p2mo0 || -0.53 | -0.06 | -0.08 | 0.00 | 0.02 || -0.06| 0.04 | 0.04 | 0.00 | -0.05
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