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Abstract

Recent advancements in laser technology are quickly moving the frontiers of research: quantum
dynamics can now be investigated in more detail, on new timescales, with an unprecedented
level of control. These new possibilities offer a new ground for the theoretical study of funda-
mental processes; at the same time, a proper understanding of phenomena involved is necessary
to explain measurements, and to indicate directions for further experiments. This Thesis deals
with the theoretical investigation of particular cases of light-matter interaction, in atoms and in
dielectrics. Regimes considered here have just become a subject of intensive investigation: they
are acquiring more and more relevance as technological advancements make them experimen-
tally accessible.

In the first part of the Thesis I consider a process as fundamental as the single-photon
ionization of atoms: my modeling will include an ultrashort pulse (full width half maximum
~ 100 as = 107!6 ) exciting an electron to the continuum, and a strong few-cycle near-infrared
laser field. This configuration is suitable to reproduce recent streaking experiments on atoms. [
developed a numerical tool to simulate these dynamics in three dimensions: the process is quite
elaborate and requires an adequate description of multi-electron atoms. With proper approxi-
mations I was able to calculate photoelectron spectra using just a few dipole matrix elements,
which were obtained with the aid of our external collaborators, from refined atomic structure
calculations. The results of our relatively simple tool are in very good agreement with more
sophisticated numerical calculations. In addition to that, I discuss my contribution to the theo-
retical support of a fundamental experiment [I]: both simulations and measurements indicate a
delay between two different channel of photoemission in neon. A careful investigation of the
limit of validity of approximations employed reveals that the Coulomb-Volkov approximation is
not suitable to describe fine details of the interaction with the laser pulse. I also report on our
analysis of experimental data from angle-resolved attosecond streaking [II].

The second part of the Thesis is devoted to the investigation of inter-band excitations in
dielectrics; driving this process with a high degree of control is on the edge of current technology.
The ultrafast creation of charge carriers in an insulator is intriguing: dielectric properties of
the medium change drastically, revealing features of the peculiar electron dynamics in such a
situation. I have simulated this process solving the time dependent Schrodinger equation for
a single electron in a one-dimensional lattice and analyzed how the charge Q displaced during
the interaction with the pulse depends on laser parameters. These calculations reproduce to a
good extent the behavior observed in the experiment [III]. Both the theory and the experiment
point out a strong dependence of Q on laser parameters: this promises a high degree of control,
and at the same time suggests the possibility of a solid-state device to characterize an optical
pulse. I also study in detail the modification occurring in the electric response of the sample
to the electric field. The purpose of this analysis is to identify some features directly related to
dynamics of newly created charge carriers.

During my investigation of electron dynamics during an excitation process, I have often
faced the difficulty to identify quantities which might resemble eigenstates of the time-dependent
Hamiltonian. Similar field-dressed states would describe the distortion due to the field, of eigen-
states of the field-free Hamiltonian [IV]]. A proper definition of field-dressed states would allow
a correct interpretation of the wavefunction in terms of instantaneous excited population, which
is otherwise impossible to define.
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Zusammenfassung

Neueste Fortschritte im Bereich der Lasertechnologie erweitern schnell die Grenzen der Forschung.
Quantendynamiken konnen genauer den je untersucht werden, aus kiirzeren Zeitskalen und
mit einer hoheren Kontrollebene. Diese Entwicklung bietet neue Moglichkeiten, fundamentale
Prozesse theoretisch zu untersuchen; dariiber hinaus ist ein Verstdndnis der zu Grunde liegenden
physikalischen Vorgéinge erforderlich, um Messresultate zu erkldren und mogliche Richtungen
fiir kiinftige Experimente aufzuzeigen. Diese Doktorarbeit befasst sich mit der theoretischen
Analyse bestimmter Licht-Materie-Wechselwirkungen in Atomen und Dielektrika. Die im Rah-
men dieser Thesis untersuchten Bereiche sind aktuell Thema intensiver Forschung. Dank weit-
erer technologischer Entwicklungen, die Experimente in diesen Bereichen ausfiihrbar machen,
gewinnen sie immer weiter an Relevanz.

Im ersten Teil der Arbeit beschreibe ich den fundamentalen Prozess der atomaren Ionisation
durch ein einzelnes Photon. Mein Model enthélt einen ultrakurzen Lichtpuls mit einer Halbw-
ertsbreite von ~ 100 as = 107'® s, der ein Elektron in das Kontinuum anregt, sowie einen starkes
Laserfeld im nahen infraroten Spektralbereich mit wenigen Zyklen. Diese Konfiguration erlaubt
die Nachbildung von neuesten Streaking Experimenten an Atomen. Ich habe ein numerisches
Werkzeug entwickelt, um diese Dynamiken in drei Dimensionen zu simulieren. Der Prozess ist
sehr komplex und bedarf einer hinreichenden Beschreibung von Atomen mit mehreren Elektro-
nen. Unter Beriicksichtigung geeigneter Niherungen war es mir moglich, Photoelektronenspek-
tren mit Hilfe nur weniger Dipolmatrixelemente zu berechnen, welche in Zusammenarbeit mit
unseren externen Kollaborationspartner durch verfeinerte Atomstruktur-Berechnungen bestimmt
wurden. Die Ergebnisse unseres verhdltnisméBig einfachen Vorgehens stimmen in einem ho-
hen Grad mit fortgeschritteneren numerischen Methoden iiberein. Dariiber hinaus diskutiere ich
meinen Beitrag zur theoretischen Unterstiitzung eines grundlegenden Experiments [I]. Sowohl
Simulationen als auch Messungen weisen auf eine Verzogerung zwischen zwei Photoemission-
skandlen in Neon hin. Eine sorgfiltige Priifung der Giiltigkeit der verwendeten Niherungen
verrit, dass die Coulomb-Volkov Nidherung nicht geeignet ist, um feine Einzelheiten in der Wech-
selwirkung mit dem Laserpuls zu beschreiben. AuBlerdem berichte ich iiber unsere Analyse der
Messdaten der winkelaufgelosten Attosekunden Streaking Experimente [II].

Der zweite Teil der Thesis widmet sich der Untersuchung von Interband-Anregungen in
Dielektrika. Die kontrollierte Lenkung dieser Ubergiinge wurde erst mit aktuellster Technologie
ermoglicht. Die ultraschnelle Erzeugung von Ladungstriagern in einem Isolator ist bemerkenswert.
Die dielektrischen Eigenschaften dndern sich dramatisch, was Riickschliisse auf die Elektronen-
dynamik wihrend dieser Anregung zulésst. Ich habe diesen Prozess durch Losung der zeitabhingi-
gen Schrodingergleichung fiir ein einzelnes Elektron in einem eindimensionalen Gitter simuliert
und untersucht, wie sich die wihrend des Lichtpulses verlagerte Ladung mit den Laserparame-
tern dndert. Diese Berechnungen reproduzieren in hohem Maf3e das im Experiment beobachtete
Verhalten [III]. Sowohl Theorie als auch Experiment weisen auf eine starke Abhédngigkeit der
Ladung von den Laserparametern hin. Dies verspricht ein hohes Maf} an Kontrolle und deutet
auf eine mogliche Anwendung eines Festkorperbauelements fiir die Charakterisierung eines op-
tischen Pulses hin. Auflerdem untersuche ich detailliert die Modifikationen der elektrischen
Antwort des Samples auf ein externes elektrisches Feld. Das Ziel dieser Analyse ist die Identi-
fikation einiger Eigenschaften die direkt mit der Dynamik der erzeugten Ladungstriger zusam-
menhéngen.

Wihrend der Untersuchung der Elektronendynamiken in einem Anregungsprozef, stief} ich
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oft auf die Problematik, GroBen zu ermitteln, die Eigenzustidnden des zeitabhingigen Hamilton-
Operators dhneln konnten. Ahnliche “Field-dressed States” wiirden die Verzerrung der Eigen-
zustidnde des feldfreien Hamiltonoperators aufgrund des Felds beschreiben [IV]]. Eine geeignete
Definition der Field-dressed States wiirde eine korrekte Interpretation der Wellenfunktion in
Abhingigkeit der instantanen angeregten Besetzung ermoglichen, welche sich auf anderem Wege
nicht bestimmen l4sst.
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Introduction

When the first evidence of laser radiation was reported, it was called “a solution looking for a
problem”. However, it did not take long for the laser to find application in almost every branch of
research. In fact, the technological development of coherent sources has been constantly joined
by an advance of our knowledge of nature. Investigation tools offered by laser technology are
unique, and often represent the current frontier of our ability in controlling natural phenomena:
the largest intensity achieved, the narrowest frequency range, the shortest event created.

In the research group of Prof. Dr. Krausz these possibilities are on the edge of current tech-
nology: the “toolbox” available for the experimental investigation is surprising. Isolated bursts
of light as short as a few tens of attoseconds [1] probe quantum phenomena, on a time scale
which was technically out of reach when quantum mechanics was formulated. An extreme de-
gree of control on the motion of quantum particles is offered by few-cycles intense pulses with a
stabilized carrier envelope phase [2]]; even the waveform of the pulse can now be controlled [3]].
Working here as a theorist is a big opportunity and a challenge. A similar chance to penetrate the
core of many well-known quantum phenomena is invaluable; it comes together with the exciting
demand of reconsidering established descriptions of reality, and to formulate brand new ones.
Time-honored models are continuously put in doubt in these new regimes: often they need to be
adjusted, often they just become inappropriate and a new physical picture is requested. Finely
tuned quantum dynamics on attosecond time-scale reveal the complicated interplay of many par-
ticles, and approximations commonly used may become inadequate. Finding the proper balance
between the simplicity of the physical picture and the completeness of the underlying mathemat-
ical formulation is a non-trivial task. A few times we had to abandon an investigation path, with
the bitter outcome that the approximations used were inappropriate. However our perseverance
has yielded results, and we have reached some meaningful goals.

A big advantage offered by this field of research is that theory and experiment proceed often
at the same pace. Theoretical hypothesis can be (relatively) quickly verified and implemented in
the laboratory, and experimental results often stimulate theoretical advancements. Since we had
the opportunity to work in close contact with groundbreaking measurements, our work has been
triggered mainly by the necessity to model an experiment, analyze the data, explain the result.
However, this has been the starting point, and sometimes the motivation, for an independent
theoretical investigation, addressing fundamental questions.



2 Introduction

Investigation Topics and Motivation

Generally speaking, the research done during the PhD was devoted to the study of the interac-
tion between electrons and a strong field. The Thesis treats two separate projects: the study
of electron ionization in atoms with attosecond resolution (Ch. |1 and [2)) and the investigation
of inter-band transitions in a dielectric (Ch. 3] and ). Both these topics deal with unexplored
regimes. Theoretical support is required to supply a proper modeling of the systems, and to
determine which effects are responsible for the observed behavior; at the same time, this basic
comprehension of the system can suggest promising directions for subsequent measurements.
The ability to predict the response of the system may increase our degree of control over the
electron motion: the possibilities with the tools mentioned are extraordinary.

In both projects, a code was developed to simulate relevant dynamics. Results of the simu-
lations were then used as a basis for the subsequent physical analysis and for testing analytical
models. The numerical approach was similar in both cases. We have tried to avoid complex
algorithms, favoring instead approximations in the modeling of dynamics: in this way we have
saved coding and computational time, obtaining agile numerical tools whose results were more
immediate to interpret. On the other hand, sometimes approximations turned out to be more
severe than expected, and we had to find a way to adjust them.

Attosecond ionization For the ionization process, we have considered a scenario which is
common in many recent experiments in attosecond science. A high-frequency pulse, as short
as few tens of attoseconds, ionizes the atom in a single-photon transition; this happens in the
presence of a strong, few-cycle near-infrared (NIR) field. After the ionization, the electron emit-
ted is accelerated by the NIR field. This is the typical scheme of a pump-probe measurement:
the ionization process (pump) is investigated by means of the subsequent acceleration (probe).
Varying the delay between the pump and the probe enables a time resolution of the measurement.
The possibility to explore an ionization experiment in real time is indeed intriguing: ionization
is one of the most fundamental, and yet not completely understood, mechanisms in atoms. It has
already revealed a lot about the structure of elements and molecules, and unraveling its temporal
evolution can provide even more. It is well known that the ionization involves many-electron
dynamics, which we expect to directly affect the motion of the ejected electron. The temporal in-
formation will be encoded in different scans — corresponding to different delays — of the electrons
momentum distribution: in order to collect as much information as possible, our calculations will
provide three-dimensional resolution, giving access to details hidden in the angular distribution.
Our numerical simulation of these elaborate dynamics was based on the combination of refined
many-electrons atomic structure calculations (provided by external collaborators), and a numer-
ical solution of the time dependent Schrodinger equation for the ejected electron. These results
were used in the first place to offer support to the fundamental experiment which has revealed
for the first time a delay between two different photoionization channels. We have wondered,
up to which level of detail our model worked. Among the approximations involved, the most
critical is the one describing the acceleration of the ejected electron by the strong field: while the
overall momentum shift is described correctly, modifications in the spectra due to the combined
interaction with the field and with the parent ion may be not exactly reproduced. We looked for



traces of this non-trivial interaction and compared our tool with that of different calculations,
some using a more refined approach. Analyzing the signal is not trivial, as a major effect is
played by rather uninteresting, classical effects. We managed to point out a small modulation
occurring in electron distributions due to the laser field: it represents the limit of our model, as it
is not able to correctly reproduce the dependence of the modulation on the field.

Inter-band excitation The excitation between the valence and conduction bands of a dielectric
— the other process which we have dealt with — is not less fascinating. Again, the feasibility of
the measurement depends on very recent improvements in laser technology i.e. the capability to
produce ultrashort, very strong laser pulses: a longer pulse, with an intensity large enough to
excite a significant fraction of electrons, would destroy the sample. Modifications occurring in
the sample after a similar excitation are radical, and involve all the optical and electrical prop-
erties of the medium. For a very short period of time, the dielectric acquires the capability to
conduct electric current: being able to steer electrons in a medium on a femtosecond time scale
would open new perspectives for signal processing. However, electrical conductivity is just one
of the consequences. Electrons in the conduction band offer a different response to the elec-
tric field, changing drastically the dielectric properties of the sample; in addition to that, the
wavepacket happens to be in a superposition of conduction and valence band states, resulting in
quantum beating. All these effects deserve a proper theoretical analysis. Apart from the neces-
sity to establish a firm control on the induced current, some fundamental questions raise in this
extreme regime. The tunneling of an electron between bands has already been approached theo-
retically, but it is the first time that it is possible to have an experimental counterpart, performing
a systematical investigation. It would be meaningful to reveal which details of the inter-band
excitation can be found in the radiation emitted: this may suggest new experimental perspec-
tives, and help the interpretation of the numerical calculations. In order to face this questions
we have numerically solved the time dependent Schrédinger equation for a single electron in a
lattice, and obtained response functions (current, polarization) from it. Our simple model did not
reproduce all the features of the measurement; however, the comparison of the induced current
is a first validation of our results. We have employed our numerical tool for the calculation of the
dielectric response during inter-band excitation, pointing out several features which carry a trace
of the nonlinear process; we have also studied how these features would appear in the reflected
pulse.

A problem that we have often faced during the research, was to separate an electron wave-
function into its conduction- and valence-band components in the presence of an external electric
field. This problem is equivalent to finding a proper approximate definition of eigenstates when
the Hamiltonian depends explicitly on time. In the Thesis we present a short overview of similar
definitions and implement one of them, showing how it performs.

The development of the numerical tool went hand in hand with the modeling and interpreta-
tion of the experiment; a controversy, which is still ongoing, has raised with another theoretical
group, about the correct physical picture suitable to interpret the outcome of the experiment. In
the Thesis we do not discuss in detail the matters under dispute, but we adopt our own perspective
in discussing physical phenomena.



Introduction




Chapter 1

Overview of Atomic Ionization

In this chapter we introduce well-known notions of the field-electron interaction in atoms. These
fundamental concepts are here formulated to serve as a basis for the subsequent research (Ch. [2):
for this goal we highlight some aspects usually regarded as less relevant, elaborating on them,
while more general topics will be summarized or skipped. A more detailed coverage can be
found in [4] and [5]], which were also used for reference during the writing.

In Sec.[I.2]and Sec.[I.3|we describe different forms of the time dependent Schrodinger equa-
tion for different gauge choices. In Sec. we obtain the continuum eigenstates for the field-
free Hamiltonian in the Coulomb potential, and discuss aspects relevant for the ionization; the
interaction with the field is introduced in Sec. Finally in Sec. we will briefly present
techniques used in photoionization measurements. Atomic units are used throughout the Thesis,
except where stated otherwise.

1.1 The Time Dependent Schrodinger Equation

Let us consider a quantum system which at time ¢, is in a state | (%) ). This state represents the
whole knowledge that we can have of the system and also the limit to it: once the quantum state
of the system is determined we have in our hands all the possible information about its physical
properties, and any finer-grained investigation is impossible according to laws of quantum me-
chanics. The spatial distribution of the system is provided by the decomposition in coordinate
space

(r{y(to)) = y(r, 1), (1.1)

while the momentum distribution comes from the decomposition on eigenstates of the momen-
tum operator

(Pl Y(to)) = (p. o) . (1.2)

The two representations are connected by

1

d’pe® (plylt)) . (1.3)

<r|w<to)>=fd3p<r|p><p|w<to>>=



6 1. Overview of Atomic Ionization

The time-evolution of the quantum state is formally determined by the Hamiltonian A ac-
cording to the Time Dependent Schrodinger Equation (TDSE)

d .
i @) =Hy®) . (1.4)

The analytical solution of this equation is possible just in few textbook examples. Solving it ex-
actly with a numerical approach is feasible in very simple cases as well. In general, all the cases
where the Hamiltonian depends explicitly on time and the system includes more than two par-
ticles can be solved numerically after an approximate modeling. All the physical questions that
we will address in this Thesis will require the solution of the TDSE for many-particle systems
interacting with an electric field: the Hamiltonian will depend on time through the interaction
with the field. Our approach will be to identify the core of the problem, and to model it in the
simplest possible way trying to include all relevant physical details. Particles will be modeled as
quantum objects, but the field will not be quantized. Eq. (I.4) will be then numerically propa-
gated within the model developed. The software is developed in C++ taking advantage of some
algorithms from GSL and LAPACK libraries.

1.2 S-matrix Approach

Sometimes it is more convenient to rewrite the TDSE in different forms, highlighting some as-
pects of the evolution with respect to others. Following [6] the so-called “S-matrix” expression
is derived, for the probability amplitude of the transition from the initial state |i) to the final
state | f ), under the action of the time-dependent Hamiltonian H(¢). Formally, this probability
amplitude is a;y = (f| U (t7,1;)|1), where t; and ¢ are usually chosen before the beginning and
after the end of the time-dependent interaction. The S-matrix expression is obtained elaborating
on the time evolution operator U(t, ;) associated with the Hamiltonian A(7). The TDSE can be
equally written as

d . A A
id—tU(t, t)=H@NU(,1) . (1.5)
The Hamiltonian is separated in two parts
H=Hy@t) + V@), (1.6)

assuming that the propagator U, relative to H is known. Eq. (I.3)) is exactly equivalent to the
Schrodinger equation and we can rewrite it in an integral form without any approximation:

s
U, 1) = Uy, t;) — i f dt U, )W Ot ,1;) . (1.7)
t

The physical meaning of this equation will be discussed later, now we show that it is indeed
equivalent to the TDSE, explicitly evaluating the derivative of U:

d A N NI A ! N N N
lEU(t, 1) = Ho(Uo(t, ;) + V()Uo(t, ;) — iH(2) f ar U@, )Vt Uo(t', 1;) (1.8)
1
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where we have used Eq.(1.5]) to express the derivatives of U and Uy; evaluating the derivative of
the integral a term U(z,t) = 1 appears. In the first two terms of the right hand side we recognize
the full Hamiltonian, and the term in the integral is exactly what appears in Eq. (I1.7). We can
rewrite the above equation as

iditU(l’ti):PI(I)(UO(Z’ti)_i [ aroanie Uo(f',ti))=ﬁ(t)0(t,ti), (1.9)

proving that our claim (I.7) is correct. We can apply it to formally evaluate the probability
amplitude,

A tf A A A
ais = (f| Uo(ty, ti)|i>_if dr {(f|U ) V(') Ut 1) 1) . (1.10)
1

The integrand represents the evolution until ' with the Hamiltonian H,, the interaction with V(¢')
at that particular moment, and then the full propagation: the probability amplitude is the sum over
all possible paths i.e. moments at which the system interacts with V. Eq. (I.10) is very useful as
a starting point for simplifying the mathematical description of the evolution, for example if one
wants to introduce approximations in the full propagator U.

1.3 Length and Velocity Gauge

The Hamiltonian for the interaction of a charged particle with an electric field has different
expressions, related by unitary transformations. Let us consider a field with scalar potential V
and vector potential A; in classical mechanics, the Lagrangian and the Hamiltonian of interaction
are

L:%H]x-A—qv and M = S(p- gAY +qV. (1.11)
where q is the charge of the particle. We will be dealing mainly with electrons: therefore in the
following we will always take ¢ = —1 (in atomic units). The classical equation can be translated

in the quantum picture, taking into account that operators do not commute; the Hamiltonian is

~ 1
H:E(ﬁ2+A-p+ﬁ-A+A2)+V(fc). (1.12)
Maxwell equations leave some freedom in adjusting the potentials. Imposing V-A = 0 (Coulomb

gauge), p and A commute,
[p,A]=—-iV-A=0. (1.13)

In the coordinate representation, the TDSE assumes the form
2 2

d Ve A
i WD = |—— AV + =+ V)| R0 (1.14)

The derivation until now is quite general, as it depends just on a gauge choice. A further
simplification arises if we are allowed to assume that the field is uniform. In the cases under
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examination in this thesis we will consider fields with wavelengths from 10 nm (far ultraviolet)
to 700 nm (near infrared): these wavelengths are large compared with the Bohr radius 0.053 nm
or with the size of a unit cell in solids ~ 1 nm. We will continue the derivation, and subsequent
calculations, in the dipole approximation, assuming that the external field is uniform. The reason
why we need this additional condition is that

VZA=V(VA) -V x(VXA),

therefore V - A = 0 is not sufficient to infer that VA = 0. Two gauge transformations are
presented: the first one is a simplification of Eq.[I.14] the second one is more properly a change
of frame of reference.

e Canceling A”:
Unitary transformation W(r, ) = y(r, £) el LaA*0)d") _ Substituting it in the TDSE all the
spatial derivatives are zero, and the time derivative provides a term which exactly cancels
A?/2. The evolution of the wavefunction ¢ is governed by

2

i%l[/(r, f) = [—% —iA-V+ V(X)] w(r, 1) . (1.15)

We will refer to is as the velocity gauge Hamiltonian.

e Length Gauge:
Unitary transformation ®(r, ) = W(r, ) ¢/A®T. The time derivative and the Laplacian of
the transformed wavefunction are

4ot = JAOT[4 L E@)| W)
VTZd)(r, f) = AT [%2 +iA(t) -V - @] Y(r,1),

where the electric field E(¢) = —d%A(t). The TDSE in this gauge is

d [ W
i) = [—7 +E-r+ V(X)] d(r, 1) . (1.16)

We will refer to it as the length gauge Hamiltonian.

The Hamiltonians obtained in the two gauges are quite symmetric: in the first one we recognize
the momentum operator p = —i 'V coupling the interaction with the vector potential, while in
the second one the coordinate operator f couples the interaction with the electric field. Let us
consider the physical meaning of the unitary transformation e~A®7_ Its action on a plane wave
is to shift the momentum

(rlp) A0 = e ®AOT = (r|p - A®) .

and indeed the operator T'(@) = ¢ is the translation operator in the momentum representation.
The momentum of a classical electron in an electric field is p(¢) = p(—o0) + A(¢): going from the
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length to the velocity gauge we are canceling the acceleration that the electron experiences from
the field. In other words the unitary transformation considered can be interpreted as switching
between a static frame of reference (length gauge) to a frame of reference which moves according
to the expected motion of a free electron (velocity gauge).

The transformations considered are unitary: they will not change the scalar product

(| TTU ) =l g ) s (L.17)

but it is necessary to pay attention to how we manage the observables. The recipe is straightfor-
ward for time-independent operators O. If we apply the unitary transformation U to the Hilbert
space, we have to transform operators accordingly, O’ = UOU": in this way the matrix elements
of the operator are conserved in the transformation,

(Wl U0UY) =01y (1.18)

For the particular case considered here, we can take advantage of the classical analogy to better
understand which observables to use in different gauges. In Hamiltonian mechanics the canonical
momentum defined from Eq. (I.T1)) is

0
pc:&Lﬂ—A, (1.19)

and therefore the velocity is X = p.+A. In the quantum case the momentum operator corresponds
to the canonical momentum. Its value in the velocity gauge is (¢ | — i V| ) = (p.) and in the
length gauge (@ |—iV|®) = (P.) + A: the canonical momentum corresponds to the velocity of
the electron in the lab frame (length gauge), but not in the velocity gauge.

We have to be particularly careful with quantities which do not correspond to Hermitian
operators. The electric current in the length gauge is defined as

J(r) = % [@*(r)VD(r) - P(r)VO*(r)] = —Im [O*(r)VD(1)] , (1.20)

i.e. the opposite of the probability current because the charge of the electron is —1. This ex-
pression is not invariant under gauge transformations; let us consider the generic change of basis

Yp(r) = e PATD(r) (1.21)

which reduces to the velocity gauge if § = 0. The electric current in terms of the transformed
wavefunction is

Jp(r) = —Im [¢* (V)] = (1 = B) AQ) () : (1.22)

calculating the current in the velocity gauge, one has to pay attention and include the last fac-
tor, which accounts for the unphysical contribution due to the frame of reference which moves
with the electron. For example, in the fictitious case of a constant vector potential, if we used
Eq. (I.20) we would observe a non-zero current in the velocity gauge, even though the electric
field E = —%4 is zero. We define the current in the velocity gauge as

dt
Jy(r) = =Im [¢* (O V()] = AQ@) [p(r) . (1.23)
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1.4 Electrons in a Coulomb Potential

The case of a single electron in a Coulomb potential is of great importance, as it can be solved
analytically. Concepts commonly used to describe many-electron atoms have their foundation
and exact mathematical expression here. Even further, many-electron atoms are often described
in terms of one electron feeling the Coulomb potential of a “total charge”, which contains the
nucleus and the other electrons: this approximation becomes exact if the electron is far enough
from the nucleus, for example after ionization. In our investigation of the ionization process we
will use many of the notions introduced here. The Hamiltonian is

a-2r_Zz (1.24)

where Z is the charge generating the Coulomb potential; this equation describes the hydrogen
atom if we neglect the mass of the electron (= 1) with respect to the mass of the proton (~ 1800),
and in general any single-electron motion in an atomic potential (hydrogenic atoms).

1.4.1 Hydrogenic Wavefunctions

The eigenvalue equation for the Hamiltonian Eq. (1.24), assuming Z = 1 is

v: o1

[——2 - —] W) = EY(r). (125)
,

Since the Coulomb potential is central, it is convenient to express the Laplacian in polar coordi-

nates

1 (6 1
= - _ - = 1.26
[ 2r(c9r2r)+2r2 r]lﬁ(l‘) SyY(r), (1.26)
where [? is the angular part of the Laplacian
. 1 0 0 1 9
[?=- —|sin(@)—= |- ——— . 1.27
sin(9) 96 (Sm( )69) sin2(6) 0¢2 (1:27)
The solutions of Eq. (1.26]) have the separable form
Yeim(r) = Rei(r)Yim(0, ¢) ; (1.28)

[, m are respectively the azimuthal and the magnetic quantum number, and Y, (0, ¢) are the
spherical harmonics, eigenfunctions of L? with eigenvalue /(I + 1). Inserting the ansatz above in
Eq. (1.26) we obtain the Schrodinger equation for the radial wavefunctions

2
[ 1(8 )+l(l+1) I]R&(F):SR&(F)_ (1.29)

2 \aR’)T 22 T

Eigenfunctions corresponding to negative eigenvalues (discrete spectrum) can be expressed in
terms of Laguerre polynomials: they are of limited interest in our case and we will not discuss
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them. Let us focus on the continuous spectrum, corresponding to positive values of the energy
2 . . . . .
& = & Ttis convenient to rewrite Eq. (I.29) in terms of the function p(r) = rR,(r):

1 (& I[a+1 1
) (ﬁp(”)) > T ;]P(F) =Ep(r) . (1.30)
Solutions of this equation have the form
R (,,)__Cf’l @pr) e F(L 414 1,2142, 2ipr (1.31)
= o P P ’ P '

where F is the confluent hypergeometric functions [4], and C,; are normalization coeflicients.
There are two possible normalization choices for the radial part of continuum eigenfunctions:

+00
on the energy scale f drr* Rg R = 8(8 — &) (1.32)
0
+00
and on the momentum scale f drr? RyiR, =216(p" - p) . (1.33)
0

For general properties of the delta function, these wavefunctions are related by

/ 1
Regy= y\|—R,; . 1.34
&l 2p pl ( )

We will always consider wavefunctions normalized on the momentum scale. The asymptotic
behavior of Eq. (I.31)) is needed for determining coefficients C,,;, but it is also intrinsically im-
portant for the study of the photoionization; for r — oo

2 1
R, =~ =sin (pr +—1nQ2pr) - iy 0'1) , (1.35)
r p 2

)

where I is the gamma function. If we had solved the same problem without the Coulomb poten-
tial, we would have obtained spherical Bessel functions as radial solutions [S]: their asymptotic
behavior is very similar to Eq. (I.35), without the logarithmic term and the phase shift o;. These
two terms are consequence of the long-range potential considered, which has a non-negligible
contribution also at the infinity. As we will see in the following, the phase shift of the wavefunc-
tion plays a major role in determining electron dynamics and we will determine it as accurately
as possible in the numerical calculations. The next section deals specifically with this topic.

oy arg

1.4.2 Phases of Coulomb Wavefunctions

In Ch. 2] we will discuss the use of atomic structure calculations to determine eigenstates and
dipole matrix elements in atoms. The phase shift of the continuum wavefunction is an important
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outcome of these calculations: it will be obtained by joining the calculated wavefunction with
the expected solution for the single electron. In this section we determine the phase shift for the
single electron case: the derivation is based on [7] and [8], which are also part of the theoretical
foundation of the atomic structure calculations.

Let us write Eq. (1.30) in terms of a total effective potential

|Z +w(r)|p(r) =0 (1.36)

I(1+1
2_L2)_|_2
r r

w(r) =p

In the WKB approximation [9]] we can write the the solution as

p(r) = —45@ e (1.37)

where ¢(r) = for Vw(r’')dr’. This expression can be integrated analytically, choosing the integra-

tion constant in such a way that at large distances ¢(r) ~ pr + L In(2pr) — 21+ o as expected
from the asymptotic behavior of the exact solution Eq. (1.35)). The result of the integration is

d(r) = g + ¢o(r) (1.38)

where
1 1
glz(al—gl————lnp)

do(r) = x(r) + %ln(l + pir+ p/\/(r)) + Larccos[

x(r) = Npp*+2p-L

L=Il+1).

r—L+pL/y(r)] (139)

r(1+ p?L)

The term relevant for us is ¢;: it does not depend on r (and therefore it does not vanish at the
infinity), and represents the phase shift of the wavefunction.

1.4.3 Scattering States

The motion of a free electron in the proximity of a Coulomb potential is an important part of
photoionization dynamics. We consider here the scattering process of an electronic plane wave
¢'PT on an atomic nucleus. Scattered waves &p(r) originating in such a process, asymptotically
contain a plane wave propagating in direction p and an outgoing spherical wave

&) ~ PT 4+ lf(u) err (1.40)
r pr

where % is the cosine of the propagation angle (independent on the choice of the axes). Since the
potential is central, these states are axially symmetric with respect to the propagation direction.
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They can be expressed in terms of functions Eq. (I.31)), which form a complete basis if the
azimuthal part of spherical harmonics (Legendre polynomial P;) is included:

fp<r>—ZAle(p ) Ry(r), (1.41)

A, are coeflicients which at large distances must give the expected form Eq. (1.40)). It is possible
to show that

1 .
A = 5(21 + 1) e (1.42)

fulfill this request. To verify it, let us write the asymptotic form of the Coulomb wavefunction
Eq. (1.35)) — neglecting the logarithmic term with respect to the linear one — as

1 , .
Rpl(r) ~ ; [(_l—)lel(pr+61) _ ile—l(pr+61)] ) (143)

Substituting this expression and the guess Eq. (1.42)) into Eq. (I.41)), we obtain the asymptotic
expansion of the scattered wavefunction

(1) ~ i Q20 +1) P,( ) |(=D)*le P 4 0| (1.44)
1=0
For comparison, the decomposition of the plane wave in spherical waves is
= i(2l+ i Pl( o ) Ji(pr), (1.45)
where j; are the spherical Bessel functions; its asymptotic form is
P ! i QI+ 1) P, (p ) |1 + e (1.46)
LTS pr

Considering the difference &,(r) — ¢””” we notice that indeed all the terms relative to incoming
spherical waves disappear and the remaining expression has the form Eq. (I.40), validating the

guess Eq. (1.42).

Using coeflicients A; we can introduce the set of outgoing scattering waves

(o)

1
£5(r) = EZZ QL+ 1)ed P, (pp ) Ry(r) (1.47)

=0

which are orthonormal on p. The + sign represents our initial request, that at the infinity they
propagate as an outgoing spherical wave. Beside these functions, we can introduce a set cor-
responding to states which asymptotically have a plane wave and an incoming spherical wave.
They are defined as

&) = (£,m) (1.48)
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because the complex conjugation transforms an outgoing wave into an ingoing one; to keep the
definition of a plane wave e’ we have to change the sign of the vector p. Using the property of
Legendre polynomials P;(—cos 6) = (—1)'P;(cos ), the explicit form of the incoming scattering
waves 1s
() = - i QI+ 1)e P (M) R(r) (1.49)
P = 2p 1 pl . .

=0 pr

1.5 Electrons in a Homogeneous Time-Dependent Electric Field

1.5.1 Free Electrons

Our main investigation probe for electron dynamics will be an electric field. It makes sense to
analyze the behavior of a free electron interacting with an electric field: its analytical solution
[10, [11] will be a frequent ingredient in representing dynamics, and we will often use it as test
ground for models.

Since the only interaction is with the electric field, the most convenient system of reference
is that of the electron and the velocity gauge Eq. (I.14)) is used. Its expression in Fourier space is

d - 1 ~
i—d.0) = 5 [P+ 280) - p + A [d(p.0) (1.50)

where /(p, t) is the Fourier transform of the wavefunction,

- 1 .
Y, =<ply@®)) = fd3r<p| r)(riy@)) = o d’r e PTy(r, 1) . (1.51)
g
The differential equation is easily solved,
it ’ ]2
J(p.0) = J(p. 1) e ho TP AT (152)
The solution in coordinate space is
! 3 P iV
Y(r, 1) = Ja d’pe’ e Y(p, 1) (1.53)
)
where we have isolated the phase factor
1 (" ’
¢v(p,1) = _Ef dt' [p+A@)]" . (1.54)
0]

Wavefunctions in Eq. are known as “Volkov solutions”, and the phase factor in Eq.
as “Volkov phase”. The result obtained fits in the picture of a system of reference moving with
the electron: the momentum is not modified by the field, but Volkov solutions acquire a time-
dependent phase during the interaction.
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1.5.2 Field-Electron Interaction in a Coulomb Potential

Exact eigenstates for a single electron in a Coulomb potential were presented, together with the
solutions of the TDSE for a free electron accelerated by a field. In our investigation of the ioniza-
tion we will be interested in the combination of the two processes: an electron interacting with a
Coulomb potential in the presence of an electric field. Since an exact solution of the Schrodinger
equation for this problem is unknown, many attempts have been made to find a proper ansatz
approximating the wavefunction. At the very least, the guessed wavefunction should reduce to
the Volkov solution if the Coulomb potential is zero, and to the Coulomb continuum state if the
electric field is turned off. The Coulomb-Volkov functions [12| [13] are the simplest solution to
the problem; as the name suggests they are a combination of Coulomb eigenstates and Volkov
solutions. The ansatz is that the Coulomb wavefunction Eq. (I.31) acquire the Volkov phase
Eq. (I.54):

NCHEFLLS S ON (1.55)

If there is no electric field, the time evolution becomes the simple phase factor acquired by an
eigenstate of the Hamiltonian; if the potential is zero, the wavefunction becomes a plane wave
with the Volkov phase. Solutions (I.55) have found wide application [14, (15| [16]; at the same
time many ways have been proposed to assess their accuracy and to improve them [17, 18, [19].
We will use them to describe the motion of the electron far from the ion, and it will be one of our
major approximations.

1.6 Measurement Techniques

One of the main branch of our work was to study what kind of information is possible to obtain
from ionization experiments once they are performed on an attosecond time-scale. Here we
will briefly discuss relevant notions about ionization measurements, and the Attosecond Streak
Camera, which is one of the most important tools for time-resolved attosecond measurements
with attosecond isolated pulses.

1.6.1 Cross-Section

The most natural quantity to measure in an ionization experiment is the total yield of electrons
N; we define the total cross-section dividing it by the flux F of incident particles (intensity of
the laser beam), o, = N/F. Dividing the ejected electrons according to the channel, the kinetic
energy, and the angle of emission will provide a better insight into the atomic structure. In the
dipole approximation, the cross-section for the ionization process between an initial state |i) and

a final state | f ) is
4n* a ag
Oif = ———— hy |D

il s (1.56)

where « is the fine structure constant, ay the Bohr radius and hv the photon energy. Dj is
the dipole matrix element for the considered transition D = { f|r|i). The distinction between
ionization channels usually occurs through the energy resolution of emitted electrons: the kinetic



16 1. Overview of Atomic Ionization

energy of the electron is equal to the photon energy minus the binding energy. This kind of partial
cross-sections reflect not only the orbital structure of a particular shell, but also interactions
triggered by the ionization, as shake-up and Auger decay. However, components corresponding
to different azimuthal numbers / are not separated in energy: since they correspond to different
symmetry of the outgoing electron wave, angle-resolved measurements are a way to resolve these
finer details. If an atom is initially spherical symmetric, the distribution of the electron yield will
be symmetric around the angle ¢ spanning the plane perpendicular to the polarization direction z
(see Fig.[2.1). The differential partial cross-section is defined as the number of electrons reaching
a detector at an angle 6 with respect to the axis z, divided by the incident flux. It is convenient
to express the angular dependence of the cross section in terms of Legendre polynomials; given
the symmetry of wavepackets (determined by the quantum number /) an expansion to the second

order is sufficient
doig(hv,0)  ois(hv)

dQ) 4r
The angular information is entirely contained into the asymmetry parameter 3. The Legendre

polynomial of second degree becomes zero at 8 = 54.7°: at this so-called “magic angle” the
differential partial cross section becomes proportional to the integral partial cross-section.

[1 + Bie(hv) P>(cos 6)] . (1.57)

1.6.2 Streaking Camera

A necessary staging post to produce ultrashort pulses was the generation of radiation with a
frequency high enough, so that an attosecond pulse would contain more than one cycle [20].
Once it became possible to generate high harmonics in the XUV range and to properly filter
them, the problem raised of how to characterize the pulse obtained, and how to use it to time-
resolve an experiment on the attosecond time scale. Attosecond streaking [21], together with
a proper algorithm for its analysis [22, 23| [24] offers a good solution to both problems. The
attosecond pulse is generated in presence of a strong NIR field, used to stimulate high-harmonics
emission: the delay 7 between the NIR field and the XUV pulse can be adjusted with a mirror.
The idea behind streaking is to use these ingredients to characterize the XUV and the NIR pulse.
If the XUV pulse is focused on a gas of atoms, it will promote some electrons to the continuum:
once they are ejected, they will be accelerated by the streaking field (see Fig. acquiring a
final momentum p; which depends on the the moment of ionization

pr = p(t) — A(%) , (1.58)

where A(#) is the vector potential of the NIR field. We will also refer to this field as “streaking
field” in the following. The kinetic energy distribution of emitted electrons is measured — e.g.
with a time-of-flight spectrometer — in direction parallel to the polarization of the streaking field.
In this way the temporal emission profile is mapped onto an energy profile (See Figl[I.T): the
mapping depends on the delay between the NIR and the XUV pulse. A streaking spectrogram is
a set of similar energy distributions as a function of the delay (See Fig. [2.4): it clearly contains
a lot of information about the pulses which generated it. With the use of a retrieval algorithm
[22} 23] it is possible to characterize both fields in a very good detail, obtaining the duration and
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Initial time—-momentum
distribution of positive-
energy electrons

Final momentum
distributions

Momentum

Release time

Figure 1.1: Streaking ejected electrons. From [25]]. In the absence of the streaking field the electron momenta do
not change after the ionization and their initial momentum distribution is recorded: information about the release
time are lost, as the measurement implies an integration over time (green distribution). With the probing field, elec-
trons emitted at different times feel a different acceleration according to Eq. (I.38) (red and blue distributions). From
a suitable set of such tomographic projections the time-momentum distribution of electron emission can be retrieved,
providing direct time-domain insight into atomic dynamics triggered by an attosecond excitation synchronized to
the probing laser field.
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the chirp of the XUV pulse [25] [26]. On the other hand, the very same measured spectrogram
provides information about the temporal evolution of electron dynamics, encoding it into the
measured energy distribution. A large part of this thesis (see Ch. |2]) will be devoted to the study
of electron dynamics by means of the streaking process.



Chapter 2

Laser-Dressed photoionization of
Many-Electron Atoms

Ionizing an atom and analyzing the ejected electrons is a fundamental investigation tool, and a
large amount of our current knowledge of the elements comes from ionization spectroscopy. Ad-
vancements in this field are closely connected to the technological development of laser sources.
The availability of attosecond pulses has opened the possibility to perform spectroscopy on the
time scale of electron dynamics [27]. Different technologies have been developed, which effec-
tively time-resolve electron dynamics using isolated attosecond pulses [21], and trains of attosec-
ond pulses [28]]. These new regimes call for a proper modeling, and experiments unraveling new
dynamics need theoretical support.

We have focused on the investigation of electron dynamics during ionization, probed by
streaking measurements (see Sec.[I.6.2)). This kind of experiment probes the electron on its own
time-scale: we expect the complicated interaction with other electrons to affect the outcome in
a relevant way. We model the ionization process taking advantage of atomic structure calcula-
tions, in order to account for multi-electron dynamics. While in usual ionization spectroscopy
the angular information is contained in the 8 parameter (see Sec. [[.6.1), we expect the streaking
measurement to transfer part of the non-trivial ionization dynamics into the angular distribution.
We manage to calculate the ionization yield with three dimensional resolution i.e. we calculate
the probability that an electron, ionized from an attosecond pulse and accelerated from the streak-
ing field, is measured with momentum p in direction p/p (see Fig. 2.1). This is accomplished
in Sec. by properly combining outgoing continuum electron waves in such a way that they
give a plane wave propagating in a certain direction at the infinity. Our results show that within
our numerical scheme, just few dipole matrix elements are enough to properly reproduce the
entangled dynamics involved in a streaking process. However, considering the relative simplic-
ity of our tool, we wonder to which extent it is able to predict the interplay with the streaking
field during ionization. In Sec. we dig into fine modifications of the 3D spectrum due to the
strong field, comparing results of our tool with the solution of the 3D TDSE for an electron in
a potential well. We point out a non-trivial modulation of the electron distribution, but at the
same time the comparison shows that the Coulomb-Volkov approximation (CVA, see Sec.[1.5.2))
is inappropriate if one wants to describe these fine details.
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Figure 2.1: Outline of the streaking process. Simplistic schematic of the streaking process. The electron is ejected
by the XUV pulse and accelerated by the streaking field: both fields are polarized in the z direction. Our goal is
to calculate the detection probability for all angles and momenta. If the atom is spherically symmetric (e.g. noble
gases) the whole system is symmetric around ¢.

The mathematical theory that we present can be applied to every atomic system, but for our
simulations we will focus on neon (Ne), which is often used in experiments. Besides its own
intrinsic relevance, our model has supported some fundamental measurements. In Sec. 2.2 we
report on the experiment which has questioned for the first time whether the ionization process is
instantaneous or not [29]: a non-zero delay between different ionization channels was observed.
We relate the group delay of the electron wavepacket to the phase of the dipole matrix elements
that we calculate, achieving a direct connection between our model and the experiment. In
addition to that, our simulations were used to mimic the effect of the electron lens and study its
effect on the measured spectra. We also had the opportunity to compare our simulations with an
experiment, where the angular distribution of streaked electrons was actually measured by means
of the velocity-map imaging [30]. We have noticed some flaws in the measured data and applied
different techniques to fix them; unfortunately we did not manage to achieve a direct comparison.

2.1 Modeling the Ionization Process

Describing the interaction of atoms and electrons with a strong field during the ionization is not
a trivial task; moreover for our purposes a high degree of precision is required, and we have
to limit as much as possible the use of approximations in modeling multi-electron dynamics.
We derive here an expression for the laser-dressed ionization probability, where just few dipole
matrix elements appear: the computational effort is extremely reduced with respect to many-
electron simulations of the process. Up to which point the approximations hereafter employed
still work will be studied in following sections.

Since the dipole matrix elements will be the core of our description of the interaction with the
electric field, their reliability is essential. The dipole matrix elements that we use are provided
from atomic structure calculations, based on the State Specific Expansion Approach (SSEA)
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[31]: this is basically a multi-configuration time-dependent Hartree-Fock algorithm, where the
states of the basis are carefully optimized. To describe the streaking process we have to consider
the interaction with the XUV pulse E,(¢), which ionizes the atom, and with the strong (streaking)
field which will accelerate the electron after the ionization. The streaking field will be repre-
sented by its vector potential A(7). We assume that both fields are linearly polarized in the same
direction. Within the framework laid out in Sec. we divide the Hamiltonian H into an “un-
perturbed” part Hy, interacting just with the laser field, and the interaction with the XUV pulse

Vi) =Eu(0)%; 2.1

we will therefore have the propagator associated with the full Hamiltonian U and the one asso-
ciated with the Hamiltonian with no attosecond pulse Uj,. The initial state is the ground state of
the atom | g ) and we calculate the transition probability to a final state where one electron is free
(e”,1on|: this final state is not unique, it determines the ionization channel. The momentum of
the electron is measured, and therefore its final state is an eigenstate of the momentum operator,
i.e. aplane wave | p ). According to Eq. (I.10), the probability to measure an electron with kinetic

energy 5 in the direction p/p is

+00

a(p) = {p,ion| Uy(+o0, —00) | g) — i f dt(p,ion| U(+o0,1) V(1) Up(t,—o0) |g):  (2.2)
we consider the first term to be zero, assuming that the laser pulse is not strong enough to ionize
electrons via a multi-photon transition or tunneling; this assumption is equivalent to neglecting
ATTI electrons. Even if the laser field is not strong enough to ionize the atom, it can still polarize
it: this would result in a more complicated initial state Uy(t, —co) | g ) . For the following deriva-
tion we assume the polarizability of the atom to be negligible, it will be always the case in our
investigation. Therefore, the action of U, on the ground state results just in a phase factor

Uolg)=e"™"g) (2.3)

because the ground state is an eigenstate of the atomic Hamiltonian H,, with energy &E,. The
dipole matrix elements that we obtain from atomic structure calculations are for a final state
| p,l,m), where the electron is in a continuum state of the atomic Hamiltonian H,: to take ad-
vantage of them we must express the final state appearing in the integral in Eq. (2.2)) in terms of
continuum waves | p,[,m ). Let us analyze this state, including the evolution from 7 to the infin-
ity with the full propagator, and let us consider its Hermitian conjugate: (p,ion|U(+c0,1) =
(U (t, +00) | p,ion ))*. The expression in brackets represents a plane wave (back) propagated
against the atom. In Sec. [[.4.3] we have reported the well-known combination of continuum
states giving a scattering state. For the moment we ignore the presence of the NIR field, and we
introduce the propagator of the atomic Hamiltonian U,.. With this propagator, the state of the
electron in the vicinity of the scatterer — which is the relevant region for the calculation of dipole
matrix elements — has the form of a scattering state:

A 1 .
Oult.+00)|p) = 52 )11 @1+ 1)e™ Pp/p) | o) - (2.4)
l
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we have used the decomposition of ¥~ in Eq. (1.49)) because the wave is back-propagated. States
| p;) are exact eigenstates of the atomic Hamiltonian H, obtained from the SSEA. Extracting
phase shifts d; is not trivial: the SSEA code calculates the continuum wavefunction, and then
compares its phase with the expected ¢; Eq. (I.39) extracting the difference A. The total phase
shift is §; = ¢; + A. The final step is to express Eq. (2.4) in terms of spherical harmonics [5]

0(t,+00)Ipy = " ciulp.lim) 2.5)
ILm

where ¢, = ‘z‘—zilY m(P/ p)e . We have thus achieved our goal and decomposed the final state
in continuum eigenstates of the atomic Hamiltonian; Eq. 2.5 is the key to a three dimensional
description of streaking. Eq.[2.4] provided us with the propagation of the plane wave against the
atom neglecting the streaking field; on the other hand, a free electron accelerated by an electric
field is described by a Volkov wave (see Sec.[I.5). Our ansatz is to combine the two approaches,
in a way similar to the Coulomb-Volkov approximation (CVA). We will account for the NIR pulse
— assuming it starts interacting with the electron at the moment of ionization ¢ — approximating
the final state with a Volkov state |p + A ) ¢®? (see Sec. . The interaction with the other
electrons are neglected, starting from the moment of ionization.

Now we have to analyze a bit more in detail the quantum expression of the ground state
| g ) and of the final state (e”,ion|. The atomic ground state is fully described by its azimuthal
and magnetic quantum number, | L,., M, ). For the ionized state we drop the momentum of the
electron p in the following discussion, focusing on its angular numbers. Having two particles we
have different options: the first one is to separately characterize the free electron with quantum
numbers /,m and the ion with L;,,, M;,,. However, the two-particle quantum state with [, L;,,
fixed can be decomposed on a second basis using the total angular numbers of the composed
system (e~ +ion), i.e. L, and M. The two bases are connected by Clebsch-Gordan coeflicients:

| l’ Lion, Ltot’ Mtot > = Z <l’ Lion’ m, Mionll’ Liona Ltota Mtot> | l’ Liona m, Mion >

m, Mion

= Z GﬁnLﬁzon Liot Miot | l, Liona m, Mion > . (26)

m, Mion

For our purposes it is more convenient to compose the plane waves Eq. (2.5)) on the first basis,
but to calculate the transition for a final states expressed on the second basis using total quantum
numbers. To this aim we will use the following decomposition:

< [,m, Lion, Mion | 2 | Ly, My > =
= Z <l’ m, Lion’ Mionll’ Lion’ Ltot’ Mt0t> < l’ Lion’ Ltot’ Mtot | 2 | Lat’ Mat >

Ltota Mlot

_ 2 L L; A

- Gm X;Zon Liot Miot ( l’ Lion, Ltotv Mtot | < | Lata Mat > . (27)
Ltnt, Mt()t

We now have all the ingredients to write explicitly the dipole matrix elements providing angular
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resolution:
D(p’ Lion, Mion, Ly, Mat) = < P, Lion, Mion | 0(+oo, t) 2 | 8 >

lLion 5
Z GmMion Liot Miot ij < l» Liona Ltot, Mtot | Z | Lat’ Mat > » (28)

I,m,
LlO[s M[Ol

where (I, Lion, Liot, Miot | Z | Lat, My ) are the matrix elements that we obtain from multi-electron
atomic structure calculations. The summation in Eq. (2.8)) actually runs over a smaller set of
quantum numbers: dipole selection rules restrict the possible final states, and Clebsch-Gordan
coefficients are non-zero just for some combination of angular quantum numbers. We will dis-
cuss in detail the allowed transitions for specific cases.

Using Eq. (2.8)) and the Coulomb Volkov approximation, we rewrite the probability amplitude
Eq. (2.2) in a form which allows a direct numerical calculation:

+00
a; ¢(p) = —i f dt D; 1(p + A(t)) E\(t) e 7 0®D | (2.9)
where we have shortened the initial and the final state of the ion with i and f. In principle the
integration extends from —oo to oo, but for all practical purposes its extrema coincide with those
of the envelope of the XUV pulse E,. For simplicity we can consider this envelope to be always
peaked on ¢ = 0; in order to simulate streaking we will consider different delays 7 of the XUV
pulse with respect to the NIR pulse, using the shifted field E4(f — 7). With this convention, a
positive delay corresponds to delaying the XUV pulse w.r.t the streaking field. The transition
probability s is the modulus square of the probability amplitude,

+00 2
$i.6(p, T) = ‘ f dt Di (p + A(D) Ex(t = 1) %" 7P| (2.10)

and the actual probability S of observing an electron in a final state | p ) is given by the sum over
all possible final states of the ion:

S, 1) = ) 5:p.7) . 2.11)

f

Note that all phase term in Eq. (2.10) not depending explicitly on time are canceled by the
modulus.

The integral Eq. (2.10) is calculated numerically using an algorithm for rapidly oscillating
functions. The quantity S(p,7) is the streaking spectrogram (see Sec. [1.6.2]), which we can
process with the very same tools used to analyze the measured ones.

2.1.1 Neon

We have applied our analysis to the laser-dressed photionization of neon. It is frequently used in
experiments, being a noble gas and thus remaining stable during the measurement; in addition
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to that, it has a relatively high photoionization cross-section (see Fig. [2.2)) resulting in a good
signal-to-noise ratio. Binding energies E; of outer shells are

Ey(2s) =1.78=48.46¢V,

E,(2p) =0.79 =21.56eV, (2.12)
the difference of energy between the 2s and the 2p channel is
E,(2s) — E,(2p) ~27eV : (2.13)

this allows a good resolution of these two channels in an ionization experiment, even if the band-
width of the ionizing pulse is as large as ~ 10 eV, which is common for an isolated attosecond
pulse. At the same time neon is a relatively simple atom, having ten electrons and only shells
of types s and p. We have numerically estimated the polarizability of neon, solving the (TDSE)
on the basis of the eigenstates of H, in the presence of the NIR pulse only: we have observed a
negligible effect (< 0.01%), and we have excluded polarization effects and Stark shift due to the
streaking field.

We consider ionization from the ground state, its electronic configuration in the outer shell is
lg) = | 252 2p° > All the shells are complete and the atom has spherical symmetry: in terms of
total angular momentum the ground state is |g) = | Ly = 0, M, = 0). For a dipole transition,
selection rules restrict the allowed L, and M, of the final state. The transition 0 — 0 is
forbidden, therefore L., = 1; since we are considering linear polarization of the field, total
M 1is conserved and M, = 0. Thus, the angular quantum numbers of the final state happen to be
uniquely defined. From the properties of the Clebsch-Gordan coefficients we derive some rules
regarding the quantum numbers of the electron and the ion:

|Li0n - l| < 1
Lon+l >1 . (2.14)
m + Mion =0

Let us write explicitly all the states that belong to this subspace.

® Lin=0
This implies that also M;,, = m = 0, and from the second of Eqs. (2.14) / = 1. This final

state corresponds to ionization from the s-shell, and to an outgoing electron in wave p.
Final State: |/ = 1, Lo, = 0) = | 252p°, ¢ p )

® Loy = 1, Mip, = £1
Which implies m = ¥1. The two cases contribute exactly in the same way. According to
the Eqs. (2.14) [ can be either 1 or 2. However, here the ionization occurs in the p shell,

since the ion is left with L;,, = 1: therefore / = 1 is forbidden because Al # 0.
Final State: |/ =2, L, = 1) =257 2p°, e°d)

L Lion = 1’ Mion =0
Also in this case [ = 1 has to be discarded, for the same reason of the previous point; on
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Figure 2.2: Cross Section and -parameter. Comparison of the cross section o~ and 8 parameter from SSEA data
elaborated with our model (left panel) and from literature (right panel). The right panel is taken from [32], data
points are the result of different experiments cited therein. Imperfections in the g-parameter come from numerical
noise in the calculation of phases ¢;.

the contrary / = 0 is allowed because m = 0. This is the only case where the summation
in Eq. (2.8)) runs over more than one state: the dipole matrix elements will result from the
interference of the two outgoing electron waves s and d.

Final States: | =0, Lioy = 1) = [25°2p%, ¢"s)and | =2, Loy = 1) = |2522p%, e°d)

All the dipole matrix elements for these final states are obtained in multi-electron atomic structure
calculations, together with phase shifts §;: they are then suitably summed according to Eq. (2.§).

Our calculations are supposed to be quite accurate, and it is a primal request that they cor-
rectly reproduce known results of neon: we compare the cross sections obtained with our model
with those measured in past experiments. The comparison of the partial cross section (see
Sec. involves just the modulus squared of dipole matrix elements. Nonetheless it is an
important verification because it is done at the “magic” angle, and it is therefore sensitive to the
way we obtain the angular dependent dipole matrix element; for the 2p-channel the composition
of different waves is crucial in determining the cross section at angles different from = 0. Our
tool reproduces very well the expected result, see Fig. 2.2 Even more meaningful is the com-
parison of the S-parameter which fully characterize the angular distribution of ejected electrons.
The very good agreement that we show in Fig. is a strong validation of our approach: in fact
this not only means that the the mathematical theory of the previous section is correct, it also
confirms that dipole matrix elements and phase-shifts ¢; are very accurate. As we will see in the
following, these phase-shifts play a very important in the dynamics: we have tried to recalculate
the B-parameter with some synthetic, wrong d;, and observed that their degree of accuracy must
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be quite high in order to provide meaningful results.

2.2 Delay in Photoemission

We have now a certain confidence in our model and in its applicability. In this section we will
see how the correct calculation of dipole matrix elements Eq. (2.8) can already provide a fun-
damental insight into electron dynamics: it holds relevant pieces of information regarding the
time response of the electron to the field during photoionization. These dynamics take place on
an attosecond time-scale and measuring them is extremely challenging; however, already two
different experiments have pushed the frontiers of research on these grounds, using attosecond
streaking on neon [29]] and RABBIT on argon [28]. These experiment point out a delay between
different ionization channels: within our scheme we predict a delay for neon qualitatively similar
to [29]], but three times smaller than the measured one.

In the two years between the publication of the experimental result and now, many indepen-
dent theoretical groups have tried to estimate the delay. An R-matrix approach is reported in
[33]], and electron correlations were taken into account within the random phase approximation
in [34]]; the discrepancy is slightly smaller then the one obtained in our scheme, but remains
relevant. Several explanations have been suggested to account for the difference, all of them
involving the contribution of the streaking field in affecting the measured delay. A possibility
which we have immediately considered was the interplay of the intense laser field and the atomic
potential, during the electron motion after ionization — usually referred to as “Coulomb-laser
coupling”. It is indeed a weak point of our modeling not to take this interaction fully into ac-
count (it is approximated with the CVA instead). A paper was published [35], pointing out the
possibility of a delay due to the combined effect of the field and Coulomb forces. A very recent
paper, taking advantage of the exact solution of the TDSE for helium, discusses which infor-
mation about the coupling of the field with bound and continuum states can be retrieved from
streaking spectroscopy [36]. The effect of the field in polarizing initial and final states was also
investigated by different groups. It was shown responsible for a big delay between two ioniza-
tion channels in hydrogen [37]]; however, we have already excluded the polarization to play any
role in neon, because of its low polarizability. An interesting publication on the subject, which
analyzes the question whether the streaking measurement can be disentangled from the process
it measures is [38]].

In my opinion, the complicated interaction between the ejected electron and the parent ion,
taking place in the strong electric field, is likely to change the delay of few attoseconds. On the
other hand, the measurement represents the current boundary of the timing of electron motion:
the standard deviation reported from the measurement is 25% of the measured delay, and leaves
quite some room for future adjustments. However, already two years after the publication, a
non-zero delay in photoemission is almost certain: this is an extremely good achievement for
such a groundbreaking, delicate experiment. I find important exactly the fact that such a funda-
mental effect has been detected, and that its investigation still requires improvement both on the
theoretical and experimental side. This situation usually fosters a lot of good research, as has
already happened in the last two years.
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2.2.1 The Phase of Dipole Matrix Elements

Let us see how it is possible to extract information about the time evolution of the ionization
process from the dipole matrix elements. The relation between their phase and the group delay
of the emitted electron wavepacket has been discussed in [39, 40] and in detail in the SOM of
[29]], on which we base the subsequent discussion. For the moment let us consider the ionization
through the interaction with the XUV pulse ignoring the NIR pulse; let | (¢) ) be the state of the
composite system (electron + ion) at time 7, with energy (%2 + Bion). In this simplified case we
can rewrite Eq. (2.9) in the following way (the Volkov phase reduces to the kinetic energy of the

electron):
!

(p,ion| y(1)) = —i f at D) By e 5 0m) e (2.15)

Considering a time ¢ after the end of the interaction with the XUV pulse, the upper extreme of
the integral above can be extended to +co without changing the result: we can thus express the
result in terms of the Fourier transform of the XUV pulse Ej,

2 (R
(p,ion| y(r)) = —i D(p) E (% + W) e"’(7+&°“), (2.16)

where W = &, — &, is the ionization potential. We can use this expression to write explicitly
the decomposition of the global wavefunction on continuum states:

Y(r,n) =(r|y@)) fd3p<r|p><p|¢f(t)>=

(P 2
—i f &p (r|p) ¢ +0n) D(p) E(% + W). (2.17)

In this form, the relation between the phase of a dipole matrix element and a delay in the for-
mation of an electron wavepacket is more evident. Let us assume for example that the phase of
D(p) change with the kinetic energy of the electron,

D(p) = D) % ; (2.18)

the effect of such a phase on the photoelectron density can be written as
2

) 2
W (r, 0> = ‘faﬁp (r|p) T D(p) E, (% + W) ; (2.19)

i.e. equivalent to that of delaying the wavepacket by a. Using the same ansatz Eq. (2.18)) for
the dipole phase, we can also show that it will result in a shift of the spectrogram, if we include
the streaking field. For simplicity let us assume a monochromatic, linearly-polarized streaking
field A(¢) = Aj cos(wt), and the detection direction to be parallel to the polarization of the field:
the momentum p will then coincide with its modulus p. Let us rewrite Eq. (2.10) in this case,
neglecting terms proportional to A2,

00 (2 . L 2
s(p,7) = | f dt |D(p + AW)| Ey(t - 1)\ T} givantacosons smen)| (2.20)



28 2. Laser-Dressed photoionization of Many-Electron Atoms

all phase terms not independent on ¢ are canceled by the modulus. We can see the last term as a
time shift in the streaking field:

1 1 V1 + a?w?
@ cos(wt) + — sin(wt) = 4 /az + — sin (wt + arctan(aw)) = L TYY Gin (w(+a)), (2.21)
w w w

which we can rewrite as the integral of A(z + @), with the time shift
o1
& = — arctan(aw) =~ « . (2.22)
w

Changing the integration variable in Eq. (2.21)), it becomes evident that the spectrogram is
shifted:

+00 (2 . - 2
s(p,‘r) A~ 'f dt ID(p + A(t - &))| E(t-7-&) 61(7+W)t e—zp‘/1+(y2a)2jt‘ dr A| (2.23)

In general the dependence of the dipole phase on the energy is non-linear: we define the group
delay as

a(E) = % arg[ D (V28)] . (2.24)

The purpose of this section was to give a hint of how the phase of the dipole matrix ele-
ments plays a fundamental role in a streaking measurement. A genuine research on the subject,
unveiling what is actually possible to retrieve from a streaking spectrum was published in [41].

2.2.2 Attosecond Streaking on Neon

The previous section demonstrates that the energy derivative of the quantum phase, which is
closely related to the Wigner-Smith time delay [39, 42]], can now be accessed by a time-resolved
measurement of ionization; in return, a careful calculation of the dipole phase is the first step
toward the theoretical modeling of a measurement of photoemission delay. In Fig. we show
the group delay defined in Eq. (2.24) from dipole matrix elements that we calculate, evaluated in
the direction of the polarization of the laser (i.e. p parallel to A). As discussed in Sec. [2.1.1] the
ionization from the 2s-shell corresponds to the final state |/ = 1, L;,, = 0); since we are inter-
ested in the direction of polarization, an outgoing d wave does not give any contribution and the
ionization from the 2p-shell corresponds to the final state |/ = 0, Li,, = 1 ). Our model predicts
a net time difference of few attoseconds between the electron ejected from the 2p- and 2s-shells.
These results were used for direct comparison in [29], which reports streaking measurements
of photoemission delay in neon. In the experiment, photoelectrons ejected from Ne atoms by
106-eV attosecond pulses and streaked by the electric field of near-single-cycle NIR pulses were
recorded with a time-of-flight spectrometer versus the delay between the XUV and NIR pulses.
To improve the signal-to-noise ratio of the electrons emitted from the 2s-shell, the electron spec-
trometer was equipped with an electrostatic lens, enhancing electron counts in the spectral range
between 40 and 70 eV. Electric fields were reconstructed from the spectrogram by the use of
an algorithm, based on frequency-resolved optical gating (FROG) [22] [43]. An example of a
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Figure 2.3: Group delay in neon. In the left panel the group delay of 2s and 2p dipole matrix elements of neon is
shown: they are calculated in the framework discussed in Sec.[2.1] Phases had to be smoothed in order to calculate
the derivative, because they contained some small numerical noise from atomic structure calculation. The right
panel shows the difference between the group delays, which is supposed to result in a net time gap between the
photoemission from the two shells. A little bit of numerical noise is still visible.

recorded streaking spectrogram is showed in Fig. [2.4} the shift between the 25 and 2p line pro-
vides a measurement of the delay. The streaking measurement was repeated many times, with
sub-200 as XUV pulse, but also with longer pulses (~ 400 as) in order to spectrally resolve and
exclude satellites from the analysis. The result of the experiment is reported in Fig. [2.5] a delay
of 21 £ 5 as was observed.

Our calculations predict a delay of ~ 4.5 as for the photon energy used in the experiment.
Intuitively, one expects that a delay in the formation of a wave packet causes a corresponding
temporal shift of the streaking spectrogram. This holds true within the CVA (see Sec. [1.5.2).
However, numerical simulations of the TDSE with an effective potential resulted in spectro-
grams shifted with respect to each other by 6.8 as, even though the difference in group delay
was the same. The origin of this discrepancy lies in the fact that the photoelectron interacts with
both the streaking field and the ion, resulting in a quantum motion that is not exactly described
by known analytical approaches. Thus, for the current experimental parameters, the small de-
viations between the electrons exact motion and that modeled via the CVA give rise to a 2 as
discrepancy in the relative delay. The difference between the theory and the experiment remains
relevant. Many other independent groups, using different theoretical models, have obtained a
delay between 7 and 10 as [33] [34]. Even though there is not yet a good agreement between
theory and experiment, for us these other theoretical results are very important. The simulations
used to obtain them are much more sophisticated than out tool, which is based on just a few
dipole matrix elements: the good agreement with our result is a success for the theory derived in

Sec2.1l

Concerning the measurement, some doubts have raised about a possible systematic error
introduced by the electron lens. The possibility that the measured shift of spectrograms could
be affected by the electron lens was indeed carefully checked. We carried out simulations with
the very tool described in Sec. where the spectrogram was obtained from the integration of
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Figure 2.4: Streaking spectrogram. From [29]. Example of a streaking measurement on neon. The spectrograms
are composed of a series of photoelectron energy spectra recorded by releasing 2s and 2p electrons from Ne with
an attosecond XUV pulse in the presence of a strong NIR few-cycle laser field, as a function of the delay between
the XUV and NIR fields.

Number of delay scans

P

Mean delay: 21 (+ 5) as

Delay [as]

| L L S e B L
0.0 006 012 018 024 03 0.36

Streaking laser electric field amplitude
[x10™V/m]

Figure 2.5: Delay measurement. From [29]. The relative delay between photoemission from the 2p- and 2s-
shell of Ne atoms, induced by sub-200 as, near-100 eV XUV pulses. From the analysis of a set of spectrograms,
the measured delays and associated retrieval uncertainties are plotted against the amplitude of the vector potential
applied in the attosecond streak camera. Spectrograms measured in the presence of a satellite attosecond pulse were
found to exhibit a less accurate retrieval of the delay value. When a subset of data (red diamonds) that represents
scans with less than 3% satellite pulse content was evaluated, a mean delay value of 21 as with a standard deviation
of ~ 5 as was found. The green circles represent the result of analyzing spectrograms recorded with an XUV pulse
with narrower bandwidth in order to exclude the potential influence of shakeup states contributing to the electron
kinetic energy spectrum.
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Figure 2.6: Comparison of helium spectra. Electron spectra for laser-dressed photoionization in helium, compar-
ing our model based on the CVA and the exact solution of the TDSE [45]].

the signal over a certain angle, in order to mimic the effect of the lens: these spectrograms were
subsequently analyzed with the same process used for the measured ones, and the conclusion
was that the angular integration did not introduce any shift. Recently, a careful investigation
was carried on, studying the combined effect of the chirp present in the pulse, and the electron
lens [44]. This characterization was not performed on the beamline used to measure the delayed
photoemission, and also a different electron lens was used; nonetheless, a shift of the spectrogram
due to the combination of the chirp and the lens was measured. It is not clear whether the electron
lens has played any role in the experiment on neon. Thanks to technological improvements, it is
now possible to repeat the experiment with an XUV pulse strong enough to make the use of the
electron lens unnecessary: hopefully experiments in the near future will clarify the question.

2.3 Angular Streaking

The value of the delay calculated with our tool is in very good agreement with more refined multi-
electron calculation. We have also run some calculations for the helium atom, because we had
the opportunity to compare them with the exact solution of the TDSE ﬂ The comparison showed
in Fig. [2.6]is another proof that our simple tool performs very well in describing photoionization
spectra. We want to investigate, up to which level of detail we can trust our calculations. We
expect the interaction of the ejected electron with both the parent ion and the streaking field, to
be the weak point of the model: we look for small modulations in electron distributions due to
the streaking field, beyond the expected shift of momenta.

With our tool we are able to simulate streaking in three dimensions. We will apply it again to
neon, whose ground state is spherically symmetric: the electron distribution will therefore have
cylindrical symmetry, i.e. in reference to Fig. [2.1] it will not depend on ¢. The problem is thus

"We are grateful to J. Burgdorfer, J. Feist, S. Nagele and R. Pazourek for providing us with results of their
precious tool [45].
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reduced to the study of a two-dimensional distribution (in momentum space), in the plane ¢ = 0:
an example of such a distribution is reported in Fig. (left panel). We will use both polar
coordinates (p, 6) and Cartesian coordinates (py, p.) to describe the momentum distribution. The
2p ionization line is the result of a non trivial interference of two channels and we will focus on
its angular distribution, neglecting the 2s: an additional reason is that there is no way to resolve
the 2s signal in the experiment, since it is very weak and covered by the ATI signal. The most
evident effect of the streaking field will be to move the electron distribution in momentum space
along the axis parallel to the polarization of the field. Let # be the moment of ionization, at #;
after the pulse is gone the momentum is p,(t5) = p.(t) — A(t). Our study wants to go beyond this
classical effect. As discussed in previous sections, the ionization is a multi-electron phenomenon
described by the dipole matrix element D(p), and the interaction with the streaking field depends
on both modulus and phase of this quantity. In principle this dependence should modulate the
electron distribution according to the delay between the attosecond pulse and the streaking field.
However, it is unclear whether describing the interaction with the streaking field by means of
the Coulomb-Volkov approximation, accounts for such fine details. To answer this question, we
need to define a figure of merit to isolate and quantify modulations due to the streaking field. A
common choice to characterize a spatial distribution is to use the asymmetry parameter, which
highlights modulations occurring in the electron count C in opposite directions. Formally it is
defined as

G -Cy

A= 70—,
Ciy+C

(2.25)
where V indicates a direction and —V the opposite one w.r.t the center of the coordinate system.
The asymmetry parameter is normalized to the total number of counts, and is zero if the counts
are the same in the two directions. It would indeed be a relevant parameter for our purposes: it
is zero in the absence of the streaking field and highlights to which extent the number of counts
changes otherwise. We intentionally did not specify what we take as opposite directions: we
actually have different choices. We can consider the number of electrons flying beneath an angle
interval 6, + % and compare them with those flying toward 6, + 7 + %) (Fig. left panel). In
this case the number of count is affected by the vertical shift of the distribution: in order to avoid
artifacts, one should shift the origin of the system of coordinates in such a way that it matches
the center of the electron distribution. It is not easy to follow this prescription for the analysis
of experimental data, where the determination of the center of mass of the distribution suffers
from experimental noise. A solution to this problem is to consider the number of electrons with
a certain horizontal component of the momentum p,( + Aé’* and calculate the asymmetry between
those flying toward positive and negative values of p, (Fig. right panel).

To assess the validity of the Coulomb-Volkov approximation in correctly predicting these
dynamics, we have compared the results of our model with the numerical solution of the TDSEH
Our tool is indeed more reliable in describing multi-electron dynamics, since the TDSE is solved
for a single electron in a pseudo-potential; however, in the TDSE propagation, the interaction
with the fields is exact. In order to compare just the effect of the field after the ionization, we

2We are grateful to N. Karpowicz for providing us with results of the TDSE of a single electron in a pseudo-
potential, solved in three dimensions.
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Figure 2.7: Different definitions of the asymmetry parameter. Calculating the asymmetry from an angular section
(left panel) is potentially harmful: the shift due to the streaking field modifies the number of counts falling in this
area for a pure geometrical reason. A proper shift of the frame of reference neutralizes this artifact, as shown in
the figure. If instead the number of counts is defined starting from a rectangular area (right panel), the shift has no
impact on the asymmetry.

have taken dipole matrix elements from TDSE calculations and used them in our code. We
calculate the asymmetry parameter for 6 = 0 as a function of the delay 7 between the XUV and
the NIR pulse and show the comparison in Fig.[2.8] The amplitude of the asymmetry is the same
in both cases; interestingly, a phase shift occurs, marking the inadequacy of the Coulomb-Volkov
approximation in describing fine details of the interaction of the electron with the field.

2.3.1 Analysis of Experimental Data

Streaking measurement with a 3D resolution of electrons momenta are actually feasible, by
means of the attosecond Velocity Map Imaging (VMI) [30]: this technique consists in focusing
the streaked electrons against a screen detector (MCP-phosphor) which records their momenta
(for details see [46]). The schematic of the VMI detector is outlined in Fig. @ The VMI is
better applied on symmetric atoms: in this case it is possible to reconstruct the 3D distribution
from the 2D one, recorded on the screen. This is obtained with an iterative procedure based on
the Abel inversion [47]]. We have had access to attosecond VMI data for neon, and we have ana-
lyzed them in order to evaluate the asymmetry. An example of an electron distribution recorded
from the VMI is showed in Fig. 2.10] in comparison with a result of our simulations. An ATI
trace is present for low energies, and it extends up to the signal from the 2p channel. The ion-
ization from the 2s shell is therefore not visible in the experimental data. Also the signal from
the 2p shell is not easy to isolate: an additional complication is the shift in the p, direction due
to the streaking field, which is different for scans measured at different delays. The NIR and the
XUV polarizations were not exactly parallel. The polarization direction of the NIR pulse is given
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Figure 2.8: Test of the Coulomb-Volkov approximation. Asymmetry calculated at & = 0, as a function of the
delay 7 between the XUV and the streaking pulse. The vector potential (in gray) is reported for reference, rescaled
to fit into the picture. These results are obtained for a streaking field with intensity 10! W/cm?.

Figure 2.9: Schematic of the attosecond VMI. From [30]. Few-cycle NIR and XUV light fields have polarizations
as indicated in the figure. The emitted electrons (green spheres) are focused by the electron optics onto an MCP-
phosphor screen assembly, where an image of the projection of the electron momentum distribution is formed.



2.3 Angular Streaking 35

3 " T T T T 800 3 T T T T T 4500
4000

2 700 2
_ 600 _ 3500
5 1 500 g 1 3000
20 400 20 2500
5 5 2000
= 300 = 1500
= 200 = 1000

2 100 2 500

-3 0 -3 0

3002 -1 0 1 2 3 3002 -1 0 1 2 3
p, [atomic units] p, [atomic units]

Figure 2.10: Angular electron spectrum. Electron distributions are peaked on the average kinetic energy, i.e. the

XUV photon energy minus the binding energy %2 = Ex—&p: thisis a circle in momentum space. Both for simulations
and in the experiment an XUV pulse with central frequency 85 eV was used. Left panel: Simulation. The electron
coming from the 2s shell appears in the continuum with momentum p,; = 1.6. As discussed in Sec.[2.1.1] itis a
p-wave: its symmetry is clear in the simulation, it has zero probability to be measured at § = +m/2. The electron
emitted from the 2p shell has a momentum p,, = 2.2. Its symmetry is less clear as it is the result of the interference
of an s-wave and a d-wave. Right panel: Raw experimental data. ATI electrons completely cover the emission
from the 2s shell, but reveal us the polarization of the streaking field. We would expect to observe maxima of the 2p
emission at # = 0 and 6 = r like in the simulation: the tilt may be due to an oblique polarization of the XUV pulse.

by the ATI distribution, and it coincides with the p, axis of the detector. Electrons ejected in a
single-photon interaction with the XUV pulse have a maximum in the direction of polarization
of this field, because of the symmetry properties of the outgoing electron waves. Looking at the
experimental data in Fig. 2.10jwe draw the conclusion that probably the polarization of the XUV
pulse was tilted by a few degrees. This might have introduced some artifact in the inverse Abel
transform, since the symmetry axis of the electron distribution was not as expected. Another sys-
tematic error in the measurement arises from the non-uniform sensitivity of the detector; for our
analysis we have established a procedure to compensate for it. We have used a cycle-averaged
distribution of background electrons, which is supposed to be uniform. For each point (p,, p,)
of this distribution we have considered the symmetric points (—p,, p,), (px, —p.), (—px, —p.) and
we have defined the average of the distribution in these four points as the expected value if the
detector were uniform. With the expected values we have built a “mask”™ to apply to data (see
Fig.[2.T1), in order to make them uniform. It is evident from the figure that the non-uniformity
was substantial. Even though our procedure improves the uniformity of the data, we could ap-
ply it just after the Abel transform was performed. This implies that the non-uniformity of the
detector might have spoiled the transform.

In spite of the possible flaws in the data we have evaluated the asymmetry from the mea-
surement. Unfortunately it resulted to be two orders of magnitude larger than the evaluation of
the TDSE and our calculations. The conclusion is that it is not possible yet to resolve in an ex-
periment the small effects that we have highlighted from the simulations. The imperfections in
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Figure 2.11: “Mask” to account for the non-uniformity of the detector. Using the measurement of a distribution
which was supposed to be uniform, we have evaluated the non-uniformity of the detector and calculated a mask in
order to adjust it. Each scan has to be multiplied by this mask: a value of 1 means that no correction is necessary.

the data that we have pointed out may have also played some role in hiding the details we were
interested in.



Chapter 3

Overview of Field Interaction with Solids

The standard picture to describe the quantum state of an electron in a solid is the band model
[48]]. The potential of the ions is modeled as a regular 3D lattice. Every single well has a
discrete energy spectrum &, and neighboring wells contribute to split the levels: in the limit of
an infinite solid, levels are infinitely split and electrons can access continuous intervals of energy,
called bands. A second quantum number k labels the energy levels, determining the position of
the electron in the band &,(k). The quantum number K is called “quasi-momentum”, but its
relation with the momentum is not trivial and often misleading: it will be discussed in more
detail in the following. Because of the exclusion principle, each state &,(K) can accommodate
just two electrons with opposite spins: if an energy band has electrons occupying all the possible
states (valence band), every perturbation occurring in that band will result just in an exchange of
electron states, producing no net dynamic . The situation is different in a band where some states
are free (conduction band): electrons in this band can access free states resulting in a non-zero
average velocity, for example under the action of an external electric field.

While there are no doubts whether it is appropriate to use the band model for an isolated
solid, questions have raised about the validity of this picture in the presence of an electric field.
These questions are meaningful, because energy bands are defined for the unperturbed system,
and in the presence of the electric field corresponding states are not eigenstates of the Hamil-
tonian anymore. An attempt to deal with this problem is to use Wannier-Stark states [49, 50],
which are an approximation to eigenstates of the time-independent Hamiltonian. These different
points of view will not take any part in the mathematical and numerical modelization of the sys-
tem, but they will be the basis for different physical interpretation of the phenomena observed.
Even though we understand the problem of defining proper “field-dressed states” like Wannier-
Stark states, and we also investigate specifically this point (see Sec. 4.5)), the physical picture
underlying our interpretation will be expressed in terms of valence and conduction bands: the
field distorts them but the concepts itself are still valid, and we find it more powerful in terms of
heuristic advantages. At the same time, we have found the concept of localization of Wannier-
Stark states somehow misleading in some situations.

The core of our investigation of electron dynamics in a solid will be the excitation of electrons
from the valence to the conduction band of a dielectric. In this chapter we introduce concepts
necessary for the subsequent analysis. Again, notions less relevant for the subsequent study will
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not be treated completely, for a detailed coverage we refer the reader to (48] 51} 52].

3.1 Electrons in a Periodic Potential

In principle, the problem of an electron in a solid is a many-electron problem. However it is
meaningful to consider the independent-particle approximation, where the interaction with other
electrons is incorporated in an effective potential: we use this approximation here to introduce
a fundamental theorem about the state of a particle in a periodic potential, and later to simplify
numerical calculations. Let us consider an infinitely periodic potential U(r) with the structure of
a Bravais lattice [48]],

Ur+R)=U(), (3.1)

for all Bravais lattice vectors R, and the corresponding Hamiltonian
H = _EV + U(r). (3.2)

According to the band model, energies of this Hamiltonian will be divided in continuous intervals
&,(Kk) separated by forbidden regions; corresponding eigenstates are called “Bloch states”

H |6 ) = E,(K)| 6 ) - (3.3)

Bloch Theorem The eigenstate |6,k ) of the one-electron Hamiltonian with periodic potential,
can be chosen to have the form of a plane wave times a function with the same periodicity of the
Bravais lattice:

(] 6u) = € (), (3.4)

where u,x(r + R) = u,x(r) for all Bravais lattice vectors R. In other terms

Oi(r + R) = *Rg,.(v) . (3.5)

Writing the eigenvalue equation ((3.3)) for these states we obtain
1 A
[5(—1' V+k’+U (r)] unk(r) = Hy i (r) = E,(K) i (r) . (3.6)

The vector K is not proportional to the electronic momentum. To show it we can calculate the
average value of the momentum operator on a Bloch state:

+00

+00
(O | PO ) = —i f dre”* Ul (1) Ve Tuy(r) =k + f Pru, () Vg .  (3.7)
The quasi-momentum k has indeed a dynamical significance close to the usual meaning of mo-
mentum: it will appear in the next section where we will study the interaction with an electric
field. On the other hand, also the term in Eq. (3.7) has a relevant physical meaning. To prove
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it, we evaluate the derivative V&, (k) following [48]. The derivative that we want to calculate
appears in the expansion

Sk +q) = E(K) + V&, (K) - q + - - - (3.8)

on the other hand, this is the eigenvalue of the Hamiltonian Flk+q (see Eq. (3.6)). We can calculate
the required term from the fact that

2

ﬁk+q:ﬂk+q-(—iv+k)+%, (3.9)
applying perturbation theory. Given a Hamiltonian H = H,, + V, perturbation theory provides us
with an expansion for the eigenvalues of A in terms of the eigenvalues of Hy. Let us call & these
eigenvalues,

then to the first order in the perturbation V, the corresponding eigenvalues of H are

—+00
&, =& +f drOi(r) Ve, +--- . (3.11)
Since we are looking for the coefficient of the linear term in ¢ in the expansion (3.8, we can
keep just the linear term in Eq. (3.9) and substitute it into (3.11)). In this way, we find that

Vi&n(K) = (O [P |6 ) - (3.12)

This equation indeed looks like the dispersion relation for a wavepacket: its physical interpreta-
tion will be discussed in the next paragraph.

3.2 Semiclassical Picture

Our investigation of electron dynamics in dielectrics during the interaction with a strong field will
be based on a numerical solution of the TDSE. We present here a well known attempt to model
these dynamics in a simplified way, which goes under the name of “semiclassical approach”.
The predictive possibilities of this model are very limited, and it is not suitable to describe strong
field dynamics; however it is a very useful starting point to understand some peculiarities of the
electron motion in a lattice.

Let us consider an electron wavepacket in a lattice potential. We will consider this wavepacket
as having a determined quasi-momentum, therefore we want the spread Ak to be small: this in
turns translates into a big width in coordinate space, i.e. a wavepacket as large as many primitive
cells. At the same time, we also require the electric field to vary slowly over the dimensions of
the wavepacket, in order to consider it uniform at each moment. In this section we will consider
just interactions with NIR fields: their wavelength (~ 700 nm) is orders of magnitude larger than
a common lattice spacing (~ 1 nm), and we can assume it to be very large also with respect to a
wavepacket spread over many primitive cells. We will formulate an ansatz to describe how the
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position r and quasi-momentum Kk of the wavepacket evolve in the presence of an electric field,
neglecting electron scattering on the lattice. The equations of motion will depend entirely on the
band structure &, (k): we will directly relate it to transport properties. If k were the actual canon-
ical momentum of the electron — or equivalently the wave vector of the wavepacket — the band
structure would provide the dispersion relation for the wavepacket. In this hypothetical case, the
group velocity would be

d

Er = V,(k) = ViE,(K) . (3.13)
In fact, we have proved in Eq. (3.12) that for an electron in a Bloch state 6,(r),

Vi&Ea(K) = —ni;l f d’r 0, (r) V. 0,,(r); (3.14)

the integral on the right can be read as the average of the velocity operator p/m, which turns out
to be equal to our guess (3.13). We will also assume that the quasi-momentum k evolves as if it
were the actual momentum of a free, classical electron in the electric field:

%k = —[E@®) + v(k) x H(?)] , (3.15)
where H is the magnetic field, which we will neglect with respect to the electric field. Equations
(3.13) and are the semiclassical equations of motions for an electron in a periodic lattice:
they are called semiclassical because the effect of the lattice potential is considered quantum
mechanically through the band structure, but the interaction with the field is classical. The role
of the quasi-momentum is more clear in this picture: it resemble the momentum of a free elec-
tron and evolves accordingly, while the dispersion relation takes into account the band structure.
Semiclassical equations assign a velocity to each electron, depending just on the state it occupies
in energy bands. However, they confirm that electrons in a completely filled band do not con-
tribute to the current: since the total current is obtained from the contribution of all ks occupied,
in a full band contributions from different state will cancel each other giving zero net current.
From the semiclassical equations we can derive an equation of motion for the electron in the
band structure. Its “acceleration” would be
d2

d d R
Tt = k) = Viv(k) - k= ZW: e,

PE,K) d .
— —k, = e NF 1
T Tt uzweu(m WL F,, (3.16)

where ¢, is the unit vector in cartesian direction u. F, is the w component of the “force” acting
on the quasi-momentum in Eq. (3.15). The equation that we have obtained resemble a Newton
equation with a mass tensor
3 azg(k)
) = Gk ok,
which is a property of the band structure only. This quantity in principle depends on k except
for parabolic bands (i.e. free electrons) where it is constant: however it is a common practice
to make estimations including the effects of the band structure just through a constant effective
mass, evaluated at the center of the Brillouin zone.

(3.17)
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3.3 Interband Transitions

In the semiclassical picture, the excitation of electrons between two bands was not taken into
account: its aim is to describe the motion of charge carriers already present in a band. The model
is suitable if we are not interested in the creation of charge carriers, or in interband excitation.
Metals always have electron in the conduction band, independently on background conditions;
semiconductors usually have charge carriers at room temperature because of thermal excitation.
Interband transitions can occur in these materials but they will not drastically change properties
of the medium. The band gap in semiconductors is on the order of ~ 1 eV: visible light is
therefore absorbed by single-photon transitions.

The topic of the next chapter will be a detailed investigation of interband excitation in di-
electrics. This class of materials are insulators and do not have charge carriers: they can be
created if an electron from the valence band overcomes the band gap, acquiring the possibility to
be accelerated in the conduction band and leaving a hole behind. Such an excitation will modify
all the optical and electrical properties of the medium. Since the band gap of insulators is as
large as many eV (9 eV for silicon dioxide, reference for our investigation) the excitation process
is usually referred to as “interband tunneling”: as argued in the pioneer paper of Zener [S3]], in
a constant electric field energy levels and energy gaps depend on spatial coordinate, so that an
electron may tunnel from a band into another, which would lie at higher energies if the field
were absent. In the same paper the (cycle-averaged) tunneling rate w is calculated in terms of
the band-gap A and the field E. The calculation is based upon a semiclassical approach, where
energies in the gap region are assigned to a complex quasi-momentum. The excitation rate have
been subsequently calculate by Keldysh [54] and Kane [55]]. Different approaches obtain differ-
ent results, but we are not interested in a detailed study of the electron rate, and we will rather
highlight common characteristics. The form obtained is similar for all the derivations

@ s
w o %exp(—c%) , (3.18)
where @, 8 and ¢ are positive rational numbers and C is a constant which contains the effective
mass of the electron. The electric field E does not depend time, because results are obtained for
constant or cycle-averaged field.

3.4 Current and Polarization

In the classical case, the current density is defined as the density of charge carriers p = N/V
multiplied by their average velocity, and the polarization as the average dipole moment d per
unit volume; assuming negative charge

(d)

J=-pv and P = v (3.19)
We can write the dipole moment in terms of the displacement s
d N
P:u:——s:—pbs, (3.20)

Vv Vv
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where the subscript » underlines that these charges are bound. It is clear that a non-constant
polarization corresponds to a movement of charge, and therefore to a current

d d
—P=—-——s=— = . 3.21
T P8 = =PV J» (3.21)

In this framework it is easy to tell apart the current due to free charges J; and to bound charges;
the total current is

J=Jf+ditP+V><M, (3.22)

where for completeness we have included the magnetization current as last term.

In the quantum picture there is no clear distinction between free and bound charges. Indeed
electrons in valence bands resemble bound electrons — as they do not really conduct current but
can be displaced from their equilibrium positions — and electrons in conduction bands behave
more like free carriers; however, our goal is to study interband excitation, where these concepts
become blurry. If the valence band is depleted, qualitative response to the field of conduction
band electrons is indistinguishable from that of valence band electrons, even if they have a lower
mobility; in addition to that, we will be dealing with a wavefunction representing an electron in
a superposition of states in different bands. To clarify the matter we analyze here the quantum
expressions for the current and the polarization and find the relation between them; for simplicity
we will restrict ourselves to one spatial dimension, expecting qualitative similar results in the
3D case. We define the average polarization as the displacement of the center of mass of the
wavefunction in the single cell, multiplied by the charge:

1 (2
(P)=—- f dx xlpF (3.23)
a J_a
2
where a is the lattice spacing. Let us consider the time derivative of this quantity
d i [ L
97 (P)=- dx xy*(x) HY(x) + c.c. , (3.24)
a J_a

where we have substituted the TDSE for the time derivative of the wavefunction. We consider
the velocity gauge Hamiltonian Eq. (1.15), and notice that any potential U(x) would cancel out
with its complex conjugate:

i(P)—éfgdxx *(x)i (x)—ifgdxx *(x)a—z (x) +c.c (3.25)
dt " a _a v ax‘” 2a J_a v 6x2w o '
Let us treat the two terms separately. The first term is easily integrated by parts
A (2 0
— fz dx xy¥"(x) —y(x) +c.c. =
aJ.q 0x
A ; : 2 0
A [x werf, - [ axwer - [ v Suwuw| e -
a -5 -2 -4 ox
2
A
A ’w(f) _4 (3.26)
2 a
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where we have have recognized the last term of the integration by parts as the complex conjugate
of the whole element. We proceed in a similar way for the second term

i * N
—%\[ dxxw(x)@w(x)+c.c.:

a
2

_ i [xt//*(X) %l//(x)%g - j:: dxy*(x) a%l/,(x) - I: dx xa%l/’*(x) a%l/’(x) e o
.(a\ o (a 1 (2 . 9 ) p
fm [w (E) 5(5)] - ZL dxIm [‘/’ (x) 3—xl/’(x)] = <J>—J(§) : (3.27)

where the last term of the integration by part is purely imaginary and cancels out with its complex
conjugate. We have used the equality —iw + c.c. = 2Im[w]. The current is considered for a
negative charge as in Eq. (I.20)) and its average in the primitive cell is defined in the usual way.
Assembling the two terms we finally obtain

d a a\} A
Z(P) = —Jl=)1+Alwl =] -= 2
i P=-a(g)ea (5] -5 625)
or in terms of the velocity gauge current Eq. (I.23)
d a
Jv)y=—(P)+Jvl=]. 3.29
()= (Py+ v (5) (3.29)

We can draw a parallel between this relation and Eq. (3.22). We can interpret the border term
Jv (%) as the actual charge traveling outside the primitive cell, and therefore through the whole
solid: in this regard it plays the role of free charge, while the derivative of the polarization is the
contribution from the bound charge.

3.5 Classical Light-Matter Interaction

The interaction of an electric field with a medium can be dealt with in several ways, according to
the assumptions that we do on the sample (linearity, homogeneity, dispersive/absorbing) and the
degree of complexity (ray optics, electromagnetic optics, quantum optics). We introduce here
some notions of classical, electromagnetic optics about the response of a material to an electric
field [S1,152]: they will be the basis for the subsequent analysis.

3.5.1 Nonlinear, Nonistantaneous Response

Nonlinear optical phenomena occur if the incident field is intense enough to modify the optical
properties of the material. The typical response function is the polarization P(f): the response to
the incident field E(¢) is linear and instantaneous if

P(1) = PL(1) = e 1 E1) (3.30)
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where the constant of proportionality y is the linear susceptibility. The relative permittivity €, of
a linear, homogeneous, isotropic dielectric is defined through Eq. (3.30), by writing the electric
displacement field as

D=eE+P=e(l+x)E =¢¢E, (3.3

where €, = 1 + x;. The electric field in the medium obeys the wave equation with velocity
V= (eoe,,uo)_l/ 2. since the speed of light in vacuum is ¢ = (eo,uo)_l/ 2 we can express the velocity
in the medium as

y=—— = (3.32)

where n = /e, = /1 + x; is the refractive index.
If the response is nonlinear, Eq. (3.30) has to be generalized as a power series in the field
strength

P(t) = e 1 E(t) + €2 E*(t) + ez E° () + ... . (3.33)

The quantities y», and y; are the second- and third-order nonlinear susceptibilities. We have taken
P(t) and E(t) as scalar quantities; in general they are vectors and y; is a second-rank tensor, y»
1s a third-rank tensor, and so on.

The response of the system always occurs after a certain delay; if this delay is extremely short
in comparison with other times of interest, we can assume that the response is instantaneous and,
via the Kramers-Kronig relation, that the material is lossless and dispersionless. In general we
have to take into account the time elapsing between the signal and the response: the response at
a time ¢ will be affected by the signal E(7) at 7 < ¢. In the linear case the response function is
readily evaluated as a sum over all the past effects of the signal:

+00

t
P.(t) = g f dtyt—1)E(T) = ¢ f dry(n)E(t—1). (3.34)
In the first integral causality is ensured by the integration limit ¢, and in the second integral by
the assumption that y;(¢) = O for r < O: this condition expresses the fact that P(¢) depends only
on past and not on future values of E(f). Introducing Fourier transforms of the polarization P(w),
the susceptibility y;(w) and the field E(w) we take advantage of the convolution theorem and

rewrite Eq. (3.34)) as
P(w) = e x1(w) E(w). (3.35)

In a similar manner it is possible to introduce non-instantaneous, nonlinear polarization response.
For example the second order contribution to the polarization can be represented as

—+00 +00
Pa(t) = & f dr, f drs ya(r, )E( = TDE( 1) (3.36)
0 0

where the causality condition requires that y, (7, 7) = O if either 7, or 7, is negative.
Eq. (3.35) shows that in case of non-instantaneous response, the susceptibility depends on the
frequency: this implies that the medium is dispersive. The non-instantaneous expression of the
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Figure 3.1: Reflection and Transmission. Geometrical outline of the reflection and transmission at the boundary
of two media with different refractive index.

susceptibility also shows that in general it is a complex quantity, obeying the Kramers-Kronig
relations:

Re [y1(w)] = 7—1r f " dw W , (3.37)
Tm [y, (w)] = —% fw do’ w . (3.38)

Since the refractive index is defined in terms of the susceptibility, in this case it is also frequency-
dependent and complex valued. The dispersion relation between the wave vector k and the fre-
quency w happens to be k(w) = ¢ (n(w) + ik(w)). A plane wave traveling in the medium is
described by a complex amplitude proportional to ¢**: since k is complex both magnitude and
phase of the wave vary with z. The amplitude of the wave scales as |e""z|2 = ¢72¢% 50 that k(w)
represents the absorption coefficient.

3.5.2 Reflection and Transmission

Let us now examine the reflection and transmission of an incident pulse, traveling from a medium
with refractive index »; to a medium with refractive index n,. The media are assumed to be lin-
ear, homogeneous, isotropic, nondispersive, and nonmagnetic. We consider the case of electro-
magnetic radiation polarized normal to the plane of incidence (called s-polarized, or transverse
electric), see Fig.[3.1] The angle of reflection is equal to the angle of incidence 6z = 6;; the angle
of transmission satisfies Snell’s law

ny sinf; = ny sinfr . (3.39)

In order to relate electric field strengths of different beams we use the joint conditions at the
boundary of a medium. The electric field is perpendicular to the plane of incidence, and therefore
parallel to the interface:

E,+Er=E7, (340)
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because the parallel component is conserved. The incident magnetic field forms an angle 8; with
the interface and the transmitted magnetic field an angle 6;:

(B; — Bg) cos6; = By cosOr, (3.41)

because we are considering nonmagnetic materials. The relation between magnetic and electric
field amplitude is B = % E, thus in terms of the electric field we have

n (E; — Eg)cos8; = nyEr cosOr . (3.42)

Substituting Eq. (3.40) into Eq. (3.42)), once for E and once for E+ we obtain Fresnel equations

E ny cosd; —n, cosd
S 2 (3.43)
E;, ny cosb; + n, cosOr

E 2 6
ot _ M eS| (3.44)
E;, n;cosO;+n, cosbr

We will often consider normal incidence (6; = 6 = 0) at the boundary air-dielectric (n; = 1); in
this particular case, Fresnel equations reduce to

ER 1- ny

=X _ 3.45
E,; 1+n, ( )
E 2

=T _ . (3.46)

E; 1+n,



Chapter 4

Interaction of a Dielectric with a Strong
Field

Light-matter interaction is one of the main branches of modern physics, comprehending a huge
number of phenomena and physical processes. The possibility of systematically investigating
the nature of matter with a coherent source is the basis of our current understanding of solid sys-
tems, and it has paved the way to a large fraction of the technological innovations which shaped
the last century. Properties of (doped) semiconductor devices triggered the information technol-
ogy revolution. Dielectrics, with their large band gap offer a less interesting response to electric
fields: polarization with extremely low conductivity at low fields and breakdown at high fields.
However, recent innovations in the generation of ultrashort, very strong laser pulses, is opening
the way to a brand new field of research on these materials, enabling valence band electrons to
overcome the band gap without the breakdown of the sample. Recent experiments 56} 57] show
the feasibility of this operation and propose for the first time the use of dielectrics for electronic
signal processing. All these new opportunities demand a sound theoretical foundation. Inter-
band electron excitation and the tunneling process in solids have indeed already been studied,
and theories were established to describe them (see Sec[3.3), but these regimes were not acces-
sible by experiments, and a detailed analysis is now required. Moreover, a deeper theoretical
understanding may lead to a better control of electronic dynamics and the conception of novel
techniques.

The goal of this chapter is to theoretically investigate the physical processes happening in a
dielectric when it interacts with a strong electric field. To a big extent, dielectrics are charac-
terized by their band gap: in the following we will consider a band gap of approximately 9 eV,
close to that of silicon dioxide (SiO,). Even though we will not take advantage of any atomic
structure calculation, parameters of our model system will be chosen as close as possible to those
of Si0,: not only the band gap, but also the band structure and the dielectric response will be
adjusted to mimic the response of this material. “Strong field” is intended in comparison to the
band gap: in other words we will consider intensities comparable with those necessary to excite
electrons through the band gap, from valence to conduction bands. Such intensities, ranging
from 0.001 PW/cm? to a fraction of 1 PW/cm?, are very close to the breakdown threshold of
the sample: in order to realistically carry on an experiment with these intensities, the laser pulse
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must be extremely short. We will consider few-cycle near-infrared (NIR) pulses, as short as few
femtosecond, with the intensities mentioned above.

The main tool of our theoretical study is a numerical solver of the TDSE for a single particle
in a lattice potential, which we will use to simulate electron dynamics in bulk solid: it will be
described in detail in the next section. We will use it in the first place (Sec. to calculate the
current induced in the dielectric when the field is so strong that the sample starts conducting, and
to analyze how the total charge transferred during the process depends on laser parameters. This
is one of the first matters which were approached experimentally.

In a context of more fundamental questions we will wonder whether a signature of the interband
transition is left in the electromagnetic radiation emitted by the dielectric (Sec. and whether
it appears in the reflected pulse (Sec. #.4). This would allow an experimental detailed study of
the tunneling excitation in solids.

Finally, from a purely mathematical point of view, we will approach the riddle of finding an
approximate definition for eigenstates of the Hamiltonian, when it explicitly depends on time
through the electric field (Sec. @.5). A similar definition would have often come handy, and
sometimes crucial, during our research.

4.1 Numerical Solver of the Time Dependent
Schrodinger Equation in a 1D Lattice

There are many ways to approach the numerical simulation of electron dynamics in a solid ([S8,
S9]) under the effect of an electric field. We tackle this problem with some approximations, to
reduce the complexity of the numerical solution of the TDSE.

e We consider single-particle dynamics, neglecting collective effects: this means that the
particle will feel the external electric field, but the field created of by the other electrons
will be included in the pseudo-potential, and therefore will not depend on the incident
pulse. This is not a big trouble as long as we want to investigate the interaction with a
certain field, without wondering how the field in the material is related to the incident laser
pulse; alternatively we can assume a linear relation (Fresnel formula Eq. (3.43)) to describe
the screening effect of other electrons. However in Sec. 4.4 where we focus explicitly on
the relation between the incident and the transmitted field, we find a way to work around
this problem.

e The calculation is restricted to one dimension: this reduces a lot the computational demand
and the complication of the problem. At the same time it is a crude approximation, which
becomes more severe if dynamics in different directions are strongly coupled. We do not
expect this to happen in the examined cases, where the field will be linearly polarized in
the direction of the lattice; nevertheless our model has few chances to reach a quantitative
agreement with observations. The calculation of three dimensional quantities from the 1D
result follows from the assumption that dynamics in different directions are decoupled: if it
were the case the 3D result would be proportional to the 1D. We adjust the proportionality
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parameter in such a way that the linear response of the system to a low field corresponds
to the one of silicon dioxide.

e We model the ion lattice as a perfectly periodic, “frozen” potential: therefore our descrip-
tion will not include phonon dynamics or scattering. This is one of the major drawbacks of
our tool, as scattering rate is supposed to be ~ 0.5 fs™' [60], comparable with the frequency
of the laser field. In addition to that, electron dynamics are supposed to quickly fade away
after the laser pulse is gone, due to relaxation effects (dephasing, scattering). We can
include similar processes phenomenologically, but in most of our simulations electronic
dynamics will just live indefinitely.

Even restricting the problem to a single particle moving in a periodic potential, we still have
freedom in the choice of the gauge, the boundary conditions, and the calculation of the band
structure and dipole matrix elements. We have implemented our tool following [61], we recall
here the main characteristics of the approach.

The Lattice Potential and the Band Structure The potential is modeled as a single well U.(x)
with periodic boundary conditions

U =Y Uc(x+ja), (4.1)
J

where a is the period of the lattice, and the first unit cell extends from —a/2 to a/2; we have used
a = 0.5 nm, close to dimension of the unit cell of SiO, [62]]. The single well potential U (x) is
symmetric in the unit cell and goes to zero at the boundaries, U(—a/2) = U(a/2) = 0. Eq. @.1)
is the best approximation to an infinite solid: our calculation will not depend on a particular
choice of the potential at the edge of the bulk, and the Hamiltonian will be exactly periodic.
On the other hand, some attention is required when handling quantities calculated with periodic
boundary conditions: for example the wave function is not normalizable in the whole space and
is conventionally normalized on one period length a. This implies that fundamental theorems of
quantum mechanics have to be taken with a grain of salt, checking whether they actually apply
and under which conditions. A common choice different from Eq. (4.1 is to use a potential with
N wells and infinite walls at the boundary (or absorbing boundary condition). We did not follow
this approach but we will use it to check our result.
The field-free Hamiltonian of the single electron is

ﬁ——18—2+U()- (4.2)
7 20x o '

we diagonalize it in order to obtain energy bands &,(k) of the chosen potential
Ho 6,(x, k) = E,(k) 6,(x, k) , 4.3)

where 6,(x, k) are Bloch states. The diagonalization is carried out numerically and it is natural
to perform it in Fourier space, where the momentum operator is diagonal. Since the potential is
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Figure 4.1: Band Structure. Two valence bands and two conduction bands are shown, in the first Brillouin zone.
The first conduction band has positive energies, electrons occupying these states will have a behavior similar to free
charges.

periodic, it admits a discrete Fourier decomposition

Nmax

U(x) = Z U; e'Gir 4.4)
7=0

where G; = (j - N%)%” are the reciprocal lattice vectors and N, + 1 is the number of plane
waves used in the basis. Fourier components of the potential are

a

1
Uj=— I eI U (x)dx, 4.5)

[T

and given the symmetry of the potential, G; and —G; will give the same U;. Considering the
properties of the eigenstates of a periodic potential (see Bloch states Eq. (3.4)) they have the
following Fourier decomposition

Nmax
Ou(x, k) = €™ " Cal) €9 (4.6)

J=0

For each k, the Hamiltonian H, is represented in Fourier space by a matrix (Npax + 1) X (Npax + 1)
containing Fourier components of the potential, and kinetic energy terms (G, + k)*/2 on the
diagonal; the diagonalization of this matrix provides us with energy levels &,(k) as eigenvalues
and Bloch states coefficients C;, as eigenvectors. We normalize Bloch states in such a way that

:_ L (4.7)
a

%
f 6,,(x, k)[> dx = 1, or in other terms Z |Cn’j
- J

a
2
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In our simulations we have used N,.x = 50: this number of plane waves is more than necessary
for convergence, but since it comes into play just for the diagonalization of the Hamiltonian its
cost in terms of computational time is negligible. For the diagonalization of the Hamiltonian
(which is a large complex matrix) we have used an algorithm contained in LAPACK libraries.

The potential U, (x) is adjusted to reproduce the band gap of SiO, . We regard bands n = 0
and n = 1 as valence bands and n > 2 as conduction bands: the band gap is ~ 8.9 eV, and
the effective mass of the electron in the first conduction band (in the center of the first Brillouin
zone, where the band is approximately parabolic) is m* = [E"(k = 0)]™' ~ 0.36. These values
are very close to those of SiO,, which has the same band gap and similar effective mass; the
value of the effective mass is estimated between 0.3 and 0.5 [63, 164, 65], depending on the
crystalline structure. Valence bands and the first two conduction bands are shown in Fig. 4.1} The
comparison of our dipole matrix elements with those obtained with Density Functional Theory
suggests that we overestimate them, in spite of the correct band-gap. Together with the lack of
scattering effects, this probably leads to an overestimation of excitation probabilities and strong-
field-induced electric current in our simulations.

The Gauge Choice Incorporating the interaction with the electric field into the Hamiltonian,
we have the freedom to choose between the length and the velocity gauge (see Sec.[I.3)). Even
though the two choices must produce exactly the same values for physical observables, the length
gauge provides a more intuitive picture of physical phenomena, being related to the frame of
reference of the laboratory; dynamics in the velocity gauge are less immediate to interpret, as
the reference system moves according to the vector potential A(¢). Nontheless, for our purposes
it is better to use velocity gauge. The reason is that the interaction operator in the length gauge
X couples Bloch states with different k, while the interaction operator in the velocity gauge p is
diagonal on k. This can easily be seen calculating the momentum matrix element between two
Bloch states, assuming that our solid is made of N cells:

N3

1

-N¢

9
Om(x, k)" (—i—) On(x, q) dx =
Ox
1 . N e i
~ 2, Clnlk)’ Ciul@) (g + G)) f a0 D Er gy
7 N

where we have substituted the Fourier expansion of Bloch states from Eq. (4.6). We consider the
limit of an infinite solid, N — oo and the integral above is non-zero just if (k — g) = v%” where v
is an integer; reducing everything to the first Brillouin zone,

Pmn(k) = (Ou(k) | P160(q) ) = abiq Z Cin(k)” Cin(k) (k + G)) . (4.8)
j

In other words the momentum operator only couples Bloch states with the same k. This is
extremely important for us, because we will use Bloch states as a basis for solving the TDSE:
the 6, in Eq. (4.8)) will decouple the system of differential equations, allowing the calculation
of each k separately (see next paragraph).
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Since we have chosen the velocity gauge, we have to be aware of its weak points and develop
the modelization accordingly. In the first place, we will use the expression for the current den-
sity Eq. (I.23) which will cancel the non-physical contribution coming from the gauge. In the
second place we must be very careful in the description of quantum states and the calculation of
momentum matrix elements: the reason is that an infinitesimal small field distorts the initial state
to a larger extent in the velocity gauge than in the length gauge. Let’s consider the evolution of
a quantum state which is initially in the unperturbed eigenstate | 6,, ), under the action of a very
small field E(r) with vector potential A(7): let’s say that we want to represent its evolution in the
basis of the other Bloch states and compare it in the two gauges. In the length gauge we expect
the field to slightly distort the initial state, in such a way that we need few other states of the basis
to describe it; if the field is small enough it may not couple different states, providing the initial
state just with a phase factor. In the velocity gauge, let us consider the wavefunction for a small
field A(r) — 0

[y ) = e 40 Ony ) - (4.9)

the decomposition of this state on the basis of Bloch states (see next paragraph) will require
non-trivial coefficients, no matter how small the field is. We will have to carefully check the
dimension of the basis and we will not be allowed to use any ansatz or reasonable guess for the
momentum matrix elements: we will stick strictly to those calculated from Eq. (4.8).

O ) = (1 — iAXx)

Numerical Solution of the TDSE The goal is to calculate the evolution of the wavefunction
|¥(t) ) in the potential U(x) under the effect of the field, described by the vector potential A(z).
This is formally described by the TDSE

.0 ;
i |y () = Hy, (4.10)
t
where the interaction Hamiltonian in the velocity gauge is
H=Hy+A@®p. 4.11)

We use the eigenstates of H, (Bloch states) as a basis for solving the TDSE: since they are
eigenstates of a Hermitian operator, they are orthogonal and form a complete basis in the Hilbert
space of the single particle. As explained in the previous paragraph, in the velocity gauge differ-
ent k remain decoupled, and we can treat the solution of the TDSE separately for wavefunctions
corresponding to different ks. For each quasi-momentum k we decompose the single-particle
wavefunction on this basis:

Np
kD) = > anle,t) 16,()) (4.12)
n=1

dropping the time dependence on coeflicients «,(k, ). In principle all the (infinite) states of the
basis have to be included in this decomposition in order to cover the whole Hilbert space; in
practice we extend the summation up to a finite number N, and we check that |csz(t)|2 remains
negligible (< 17'°) during the time evolution for high intensities. Already N, = 10 satisfies
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this requirement. Substituting the decomposition Eq. (#¢.12)) in the TDSE Eq. (#.10) and taking
advantage of the orthogonality of Bloch states, we obtain equations of motion for a-coefficients
as a linear system of coupled differential equations:

0
ia—ta/,,(k, 1) = E,(k)a,(k, t) + A(t) Zml DPum(k) an(k, 1) . (4.13)

For each k the program calculates energy bands &,(k) and momentum matrix elements p,, ,, from
the potential, and solves the above system of equations computing coefficients «,(k, ). In most
cases there is no reason to compose back the wavefunction as in Eq. (4.12), since we can express
many physical quantities in terms of a-coeflicients. The general rule is that we can express in
this way all the quantities which do no depend on the coordinate x. For example we can consider
the electric current, averaged over the unit cell (taking into account the gauge term):

o) = - f [0, 1) D, 1) | dx - AG), (4.14)

a
2

and using Eq. (¢.12) rewrite it as

Ji(t) = —Re [Z @, (k, 1) @y (k, t) pum| — A1) . (4.15)

For what concerns the electron population p,, in band n, one could naively assume (we did it for
several months before realizing the problem) that it is just

P = laa(k, D . (4.16)

In general this is wrong because the coefficient @, represents just the probability amplitude of
being in the Bloch state n: Bloch states are eigenstates of the field-free Hamiltonian ﬁo, and in
the presence of the field they are just a basis, with no direct physical meaning. The only thing that
we can claim is that Eq. is true after the pulse is gone. For a deeper analysis of a proper
definition of field-dressed states, representing Bloch states distorted by the field, see Sec 4.5}

In an actual calculation we have to take into account contributions from all ks and from both
valence bands. We will therefore consider 2N, initial conditions (where N, is the number of
grid points in the first Brillouin zone) and add up the results. For example, if J,?(t) is the current
density calculated for an electron in a state of the lowest valence band with a quasi-momentum
k, and J} (1) is the current density for an electron that starts in the upper valence band, we define
the net current density as

JO=J®O+J'@®=c f ‘ Jt) dk + ¢ f ' JL () dk . (4.17)

In integrating over k in the first Brillouin zone we should include the factor c relating the one-
dimensional result with the 3D one. Instead we will take it as a free parameter and adjust it
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Figure 4.2: Finite and bulk solid. Comparison of the numerical solution of the TDSE with M = 51 wells (finite
solid) and with periodic boundary conditions (bulk solid). The quantity chosen for the comparison is the polarization
P(2); for the finite solid it is evaluated in the central cell. If the intensity is not too high the agreement is perfect.
For very high intensities the differences of the two models become evident. With periodic boundary conditions,
in absence of relaxation terms the current just keep flowing; in the finite solids it reaches the boundary and starts
oscillating.

to obtain the expected linear response of SiO, for a low field. We evaluate the polarization
response from the current P(t) = f_t LJ(@)dr (see Sec. and adjust ¢ in such a way that
P(t) = € Xsio,E(t) for low intensities; the susceptibility of silicon dioxide at the central NIR
frequency is Xsio, (750 nm) = 1.13 [66]].

We have tested our code on different grounds. We have checked that in the limit of zero
potential U(x) = 0, it predicts the dynamics of a free electron accelerated by the field i.e. the
Volkov solution (see Sec.[I.5.1)). We have compared the electric current calculated from our tool
with the one obtained from a more complex code, which solved the von Neumann equations
for the density matrix: in principle the density matrix approach is suitable to study many-particle
dynamics and to include scattering phenomena, but we have checked that in the limit of the single
particle the result agrees with our TDSE solution. Finally, we have considered the numerical
solution for the dynamics of an electron in a potential with M identical wells. For intensities
not too high the current in the central cell is the same that we obtain with our periodic boundary
conditions, as it should (see Fig. @#.2). At higher intensities, results become sensitive to the
differences of the models.

4.2 Steering Current in a Dielectric

The leading thread in this chapter is the possibility to excite electrons from valence bands of a
dielectric to its conduction bands, donating it the characteristics of a metal for a short period of
time. The most striking change, and also the most straightforward one to study, is its sudden
ability to conduct electric current. A deep comprehension of this phenomenon is important, as
this points in the direction of the signal processing with dielectrics; on the other hand it also
has its own fundamental interest, as it is directly connected to some concepts not completely
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understood yet, like the sub-cycle excitation rate and transport properties of dielectrics.

We use our numerical tool to calculate the current induced in the sample, and we system-
atically investigate how we can steer it acting on the intensity and the CEP of the laser pulse
(Sec. .2.1). We also had the opportunity to compare our result with an experiment where an
NIR laser pulse was actually shone on a SiO, sample, and the total charge transferred during
the interaction was measured. Even though our model will not fully describe the measurement
device and in spite of approximations made, several features of the experiment are reproduced in
our calculations (Sec.[4.2.2).

4.2.1 Theoretical Analysis

We simulate the dynamics of a single electron in the periodic potential discussed above, in re-
sponse to an electric pulse E(¢). We do not take into account the field created by other electrons
self-consistently; we include it as a collective screening effect given by the Fresnel formula
Eq. (3.45). Therefore if we calculate the response to a field with an amplitude Ey, we will re-
gard the incident laser field as having an amplitude E;y = %EO and an intensity / = %Efo.
All the results in this section are expressed in terms of the incident field or intensity in order to
directly compare them with the experiment. Since we solve the TDSE in one dimension we have
no choice but to consider an electric field linearly polarized. The electric field applied in the
simulations is a few-cycle laser pulse

E(t) = Ey f(t) cos(wot + ¢) , (4.18)

where ¢ is the Carrier Envelope Phase (CEP). The square of the envelope f2(¢) has a full width
half maximum (FWHM) of 3.7 fs, and the pulse central wavelength is 746 nm (i.e. the period
is T ~ 2.5 fs and the central frequency is wy ~ 0.061 = 1.63 eV). We evaluate the net surface
charge transferred through the single cell as the integral of the current density:

o(t) = f J(&)dt, (4.19)

[Se]

where J is evaluated as in Eq. (4.17). In order to calculate the charge transferred we have to
multiply it by the effective section where the current can flow. Note that the transferred charge
density corresponds to the polarization o(r) = P(¢) (see Eq. (3.29)). The superposition of elec-
trons in conduction and valence states creates high-frequency oscillations in the current, due to
quantum beating between the levels. These oscillation will be studied in details in Sec. here
we focus on the net transfer of charge, and we do not want these high-frequency components
to spoil our analysis. For this purpose we apply a low-pass Fourier filter to the current before
integrating it. A comparison of o(r) obtained with and without filtering is shown in Fig. .3
Another problem in the analysis is that the current would keep on flowing, due to the lack of
relaxation effects in our model. In reality the current has a fast relaxation time [60]: we account
for this, freezing the charge at a certain time 7 after the laser pulse is gone. The arbitrariness of
this final time will change a bit the final value of the charge, but not its qualitative dependence
on the CEP and on the intensity. We will regard S = o(#;) as the total charge transferred during
the interaction with the laser field, and it will be our main observable in this section.
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Figure 4.3: Effect of the low-pass filter. Comparison of the transferred charge o (f) before and after the Fourier
filtering. In our calculation the charge would flow indefinitely but the Fourier-filtered one stops, because of the
multiplication by a soft window in the time domain. This simulation was done for a laser intensity 7 = 0.03 PW/cm?.

Adding & to the CEP is exactly equivalent to changing the sign of the electric field, and the
sign of J(¢) together with it. It is therefore evident that the current will depend on the CEP
¢, and that it will oscillate as we change ¢ from O to 2zx. For the same reason also the total
charge transferred during the whole interaction S (¢) = o(#s, ¢) will oscillate as a function of
¢: this is shown for different intensities in Fig. Operating on the CEP is therefore a way
to control the amount of charge displaced in a solid sample on a fs timescale. This evidence
is full of promises: on one hand it is a first realistic hint on ultrafast signal processing, on the
other hand it suggests the possibility to realize a solid state device able to measure the CEP. The
reason why in our calculation § (¢) has its maximum at different phases for different intensities
is not yet totally clear. An experiment is currently devoted to the detailed study of the CEP
dependence, and the comparison of different theoretical models may shed light on the cause of
the shift. We will have to pay attention to the proper way of comparing S for different intensities,
so that they are not affected by the CEP: we will always consider the maximum over the CEP,
S max = maXge(0,27) IS (¢)|

The different attempts to provide an analytical description of the tunneling process in solids
(see Sec.|3.3) predict a (cycle-averaged) tunneling rate growing exponentially with the amplitude
of the field |E|, with a characteristic shape e (see Eq. (3.18)). For low intensities, before we en-
ter the tunneling regime, we would expect the density of excited electrons to show a polynomial
dependence on the field, characterizing the multi-photon excitation. These excitation regimes
are not reflected in the displaced charge. Our data analysis (see Fig. shows that § ,x grows
exponentially with the field amplitude, and that this growth is best fit by e'Fl, with no sign of
the multiphoton regime. On the contrary, the dependence seems to become sub-exponential at
higher intensities. These unexpected regimes are also observed experimentally, as discussed in
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Figure 4.4: CEP dependence. The displaced charge S oscillates with the CEP of the incident pulse. The amplitude
of oscillations grows with the intensity: this growth is analyzed in detail in the following. The reason of the shift
with growing intensity is not clear yet and it is currently subject of investigation.
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Figure 4.5: Intensity dependence of the displaced charge. A figure with a unified intensity range is reported in
Fig. Left Panel: Even at low intensities, the displaced charge grows as ~ ¢/?!: the fit is exponential in the field,
thus in the squared root of the intensity. Right Panel: For higher intensities the dependence is sub-exponential. The
fit is parabolic in the intensity.

the next section.

4.2.2 Comparison with the Experiment

In the experiment [S6], a fused silica sample was exposed to a strong few-cycle laser pulse E()
with frequency wy ~ 0.062 = 1.7 eV. Two gold electrodes were connected to the sample for
collecting the current induced by the strong field: a schematic view of the metal-dielectric-metal
junction is shown in Fig. 4.6 The sample was ~ 100 nm tall and ~ 100 pm wide; we obtain
a section £ = 10" nm? which we use to calculate the charge from the surface density S. The
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Figure 4.6: Schematic of the metal-dielectric nanojunction. Displaced charge is accumulated in the gold contacts
and discharges through the current detector.

laser intensity was reduced with an iris (waist ~ 50 nm), and the CEP was shifted upon changing
the propagation length in a pair of thin fused silica wedges. In the measurement the result of
different polarizations was studied, but for the comparison with our 1D model we will consider
just the polarization perpendicular to the metal-dielectric interface. Unfortunately it was not
possible to time-resolve the current during the interaction with the electric field, because the
time scale of the detector was several orders of magnitude slower than the period of the laser
pulse. Therefore we are not able to directly compare the current, we will rather compare the
charge Q transferred between the electrodes during the whole interaction: we will assume that
all the charge which reached the boundaries of the sample (i.e. the current flowing in the single
cell of our model) contributes to the charge measured. In order to compare our data with the
measurement, we had to rescale them because we overestimated the current by three orders of
magnitude: this can be due to the overestimation of the matrix elements and to the absence of
scattering and lattice dynamics in our model. Nonetheless the qualitative comparison is very
interesting (Fig. 1.7). For lower intensities the exponential growth observed in the measurement
is correctly reproduced by our calculation: for higher intensities both the numerical simulation
and the experiment show a sub-exponential dependence on the field but with a different slope. On
the other hand, experimental data are less reliable at high intensity, as the large error bars testify.
The steep dependence of the current on the intensity has been employed to steer the current with
a second CEP-stabilized laser pulse; this was accomplished in the same experiment presented in
this section.

4.3 Highly Nonlinear Polarization Response

Within the model presented in Sec. we are able to calculate the response to the field E of
electrons moving in a periodic potential. In this section we study the dielectric response of
the material to an intense electric field. Electrons excited to the conduction band drastically
change the electric properties of the material: not only do they have a different mobility and
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Figure 4.7: Comparison with experimental result In the figure we directly compare the displaced charge predicted
numerically with the experimental result. The numerical result had to be rescaled by a factor ~ 1000.

hence a different response to the field, but the coherent superposition of electron wavepackets in
valence and conduction bands results in quantum beats, which are expected to emit a peculiar
electromagnetic signal. It is meaningful to wonder, whether signs of the interband excitation are
present in the radiation emitted by the sample in response to the external field, and whether it is
possible to measure them.

As the intensity increases, the simple picture of electrons displaced from their parent ions

creating a nonzero dipole moment (Eq. (3.19)) is no longer reliable: even higher order expansion
describing the response in terms of growing power of the field are supposed to break down, since
the tunnel excitation is governed by an exponential law. In this section we focus on this partially
unexplored regime: we will explain the nonlinear response in terms of physical phenomena
related to the interband excitation, and retrieve some information about these dynamics which
would otherwise remain inaccessible.
We will consider the electron response to an electric field E(¢): we will assume that this is the field
in the material and we do not investigate how this is related to the incident field E;(¢). This is a
good starting point to understand what are the most important phenomena triggered by interband
tunneling. In the next Sec. 4.4 we will focus on the problem of relating the incident, transmitted,
and reflected field, carrying our analysis closer to what could actually be measurable.
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Figure 4.8: Isolating R(t). The electric field (dotted in the figure) is reported for reference, rescaled to fit into the
plot. If R(¢) is simply defined as what remains out of the polynomial fit in Eq. (.21)) (red curve), some low-frequency
contributions show up for the whole duration of the pulse. Taking into account the non-instantaneous response as in
Eq. (&.22) (green curve) makes these contributions disappear and R(7) is exactly zero before the interband excitation
takes place. This calculations was done for an electric field amplitude Ey = 0.73 V/A

4.3.1 Real Time Interband Excitation

We calculate the current response J(7) (averaged over the unit cell, see Eq. (4.17)) with our
numerical tool: we obtain the polarization response as P(t) = f_t . J(@)dr'. The polarization is
expected to have a term linear in the field, a non-linear one, and a term holding the interband

excitation response:
P(t) = Py(t) + Py.(1) + R(?) . (4.20)

The main problem that we face in the analysis is to separate the term relevant for us R(¢) from
the rest. If the response were instantaneous we could fit P(¢) with a power expansion in the field,
and define R(¢) as the difference between the total polarization and the fit:

P(t) = ex 1 E(1) + €x3E> (1) + exsE>(D) + - - + R(1) ; (4.21)

coeflicients of even powers are zero because the potential is symmetric. Unfortunately this sys-
tem is not effective in isolating the signal from excited electrons, and some contribution appear
R(1) before the field has any chance to trigger the inter-band excitation (see Fig. .8)): the reason
is that Eq. (4.21) assumes an instantaneous response, leaving some non-instantaneous contri-
butions in R(¢). The non-instantaneous response is usually described in frequency domain (see
Sec.[3.5.1) but we can find a shortcut not to do a Fourier analysis (which would introduce some
artifacts). Eq. (3.36) shows that the nth term in the non-instantaneous expansion is proportional
to Ejj, where E is the amplitude of the applied electric field. The non-instantaneous polarization
response therefore can be written as

P(t) = fiOEo + KO E) + s Ey + -+ + R(D) (4.22)

where time dependent functions f,(¢) take the place of susceptibilities in Eq. (#¢.21)); they fully
describe the linear and nonlinear part P; + Py, of the polarization response. In order to determine
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these time-dependent coeflicients, we assume that R(r) = 0O if the amplitude of the field is low
enough not to trigger any tunneling process; we consider two amplitudes E, and E, = oE, both
of them very low such that

P,(t) = E, fi(t) + E}, f3(1)
Py(1) = E}, f1(1) + E}, f5(1) .

We can calculate P,(f) and P,(t) using our numerical tool and obtain the unknown functions from
them,

(4.23)

SO = Gym(Pu(t) = @ Pa()

4.24
fi() = (w;_lm((f Py(1) = Py(1)) . (329

In principle this procedure can be applied to calculate higher order f, — employing the polar-
ization responses to n different (low) amplitudes — but the two terms in Eq. (4.24)) are actually
enough for our calculations. The comparison between the two different approaches is showed in
Fig. it is clear that using the second procedure the term R() is zero until the peak of the field
excites something, as expected.

We will show in the rest of this section that the quantity R(¢) carries quite some information
about the excitation process. The coherent superposition of valence and conduction band states
beats with frequency equal to the band gap, and it is reasonable to expect the amplitude of these
oscillations to be proportional to the excited population; we perform a time-frequency analysis of
R() to obtain an insight into the time-evolution of the tunneling excitation. For the analysis we
have Fourier transformed a slice of the signal, applying a temporal window with constant width
At ~ 1 fs centered on 7. Moving #, through the whole signal give the analysis shown in (Fig. .9,
where the Fourier transform is reported on vertical lines and the horizontal axis is 7. The signal
appears when the electric field is strong enough to excite electrons, and it is centered around the
frequency approximately corresponding to the band gap: 8.9 eV =~ 5.4 w,, where wy = 0.061
is the frequency of the laser pulse. The bandwidth of the signal is due to the integration over
k (see Eq. (4.17)), because different band gaps correspond to different ks. Our analysis shows
that if it were possible to detect those high-frequency oscillations, a measurement of the emitted
field would convey data about electron dynamics taking place in the dielectric during inter-band
excitation. On the other hand, similar calculations can also be used to evaluate the portion of
electrons excited as a function of time, and in the presence of the field: this piece of information
can be extremely important in the area of “field dressed states” (see Sec. 4.5), where it can be
used as test ground for different mathematical descriptions of states in the presence of the field.

Peculiarities of electron response after the excitation show up also in the phase of the po-
larization, which was neglected in the above analysis, where we considered just its modulus.
Wavepackets in higher energy states are less bound and respond differently to the field. Our
polarization response comes from the interplay of electrons in different bands, with different
binding strength: this produces a non-trivial phase dependence on the intensity, showed in detail
in Fig. We analyze the spectral phase of the polarization response and compare it with
the one calculated for a very low intensity, where excitation effects are not supposed to play any
role. The phase shift is significant (reaching values up to a fraction of x) and could trigger a
measurable effect, since the polarization response is the source of the reflected field and directly
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Figure 4.9: Time-frequency analysis of R(t). In this figure we show the time-frequency analysis of R(¢) plotted in
Fig. .8 Frequencies are measured in unit of the laser frequency wy. This kind of analysis provides us with real-
time information about the tunneling process: high-frequency components are centered on the band gap and their
intensity is proportional to the fraction of electron excited. This component would never disappear, because in our
model no relaxation or dephasing effect is taken into account. Low-frequency components (~ 1 wy) in the center of
the pulse are mainly due to excited electrons moving in the conduction band accelerated by the field; low-frequency
noise after the pulse is created by the non-zero offset of the oscillations.
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Figure 4.10: Phase shifted electron response. Superposition of low- and high-energy electronic states produces
a non-trivial phase response to the field. In the left panel we report the spectral phase of the polarization response
P(¢) around the central frequency of the laser pulse wy, for different intensities: the change of phase experienced
increases with the field. This behavior is summarized in the right panel where we plot the change of phase (averaged
around wy): the scale of the horizontal axis is logarithmic to show the behavior on a longer range. The reference
phase ¢ is chosen at the amplitude £, = 0.003 V/A.
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affects the transmitted field: the mechanisms governing these processes will be discussed in the
next section.

4.4 Transmitted and Reflected Field

In general the field E (transmitted field) results from the interplay between the external incident
field E; and the electrons themselves. As we have seen, interband tunneling triggers peculiar
electron dynamics which will play a non trivial role in modifying the incident field. In this
section we construct a procedure to self-consistently relate the transmitted field £ and reflected
field E to the motion of electrons.

Yabana et al. [67] have studied modifications occurring in the reflectivity of crystalline sili-
con using the Time Dependent Density Functional Theory (TDDFT) approach. They have found
that after a certain intensity of the incident field, the reflectivity steeply increases: this is con-
sistent with the picture of charge carriers excited to the conduction band, marked by a larger
mobility and polarizability. We investigate similar effects with our tool, focusing on the qualita-
tive changes occurring in the reflected pulse: our goal is to explicitly relate these effects with the
electron dynamics responsible for them.

4.4.1 Approximate Solution of the Scalar Wave Equation

Consistently with our 1D model we will consider the normal incidence of a linearly polarized
field (see Fig. 4. TT)). The exact solution to the problem of calculating the transmitted and reflected
field would be provided by the scalar wave equation,

1
€C?

02E(z,1) — éafE(z, N=—06[Jz1+8Pz0] ; (4.25)
this equation relates the propagation of the field to the current J and the polarization P which
the field itself generates inside the material. We want to avoid a direct numerical solution of
Eq. and in the following we will try instead to use it to derive a simple relation between the
transmitted field and the current; The current J is usually understood as the result of free moving
charges, the polarization P of bound charges. As discussed in Sec. [3.4] current and polarization
are closely related (J = 0, P), and since in our model there is no clear distinction between free
and bound electrons, we will consider only the current as the source term. In order to approach
the analytical solution of the above differential equation we need the initial condition for the
transmitted field, which we can obtain from the theory of dielectrics: the tangential component
of the electric field (which is the only non-zero component in our case) is continuous across the
boundary z = 0,

E 0,1 = E0,1) — ER(0,1), (4.26)

and the magnetic field is continuous as well

B;(0,t) = B(0,t) — Bg(0,?) . (4.27)
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Figure 4.11: Outline of the system.

Taking advantage of the Maxwell equation V X E = 9.E, = d,B,, we can convert Eq. @.27) in a
boundary equation for the electric field:

0.E;(0,1) = 0,E(0, 1) — 3.Ex(0, 1) . (4.28)

Outside the dielectric (z < 0) the electric field is a wave propagating with the speed of light,
Eyr(t,z) = Epr@t ¥ 2); therefore its time and space derivative are connected by the relation
0.Eg(t,2) = F1,E . Substituting them into Eq. (#28) and Fourier transforming it we obtain

0.E(0, w) = i%U(EI(O, w) — Er(0, w)) , (4.29)

where the Fourier transform of a function is simply indicated by its explicit dependence on w.
Combining Eq. (#.29) and Eq. (4.26) we finally get the condition relating the transmitted field
and the incident field at the boundary:

0.E(0, w) = i%"(zE,(o, w) — E(0, w)) . (4.30)

Knowing the initial condition for the transmitted field we can now approach an approximate,
analytical solution of (@.23)), starting with its Fourier transform

w2

PEG0) + —E(w0) = ———=J(z,0) . 4.31)
c €C

The velocity of the field in the medium is dictated by the refractive index n = ¢/v. We can thus
consider a quantity comoving with the field

Uz, w) = E(z,w) e ; (4.32)

in terms of this quantity the scalar wave equation reads

21 1 1 1 ‘w
UG w) + 20U w) - o (—2 - —2) UG w) = ——e ¥ w).  (4.33)
% % c €C
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In the so-called slowly-evolving-wave approximation [68] the second derivative of U is ne-
glected: this would not be appropriate here because the field can develop low-frequency compo-
nents during the evolution, making all the terms proportional to w negligible. Instead we will as-
sume that the current simply propagates with the same velocity of the field J(z, w) = J(0, w) e3¢,
so that the right hand side of Eq. (4.33)) is independent on z: this is the case for example if the
response is linear. Within this approximation Eq.(@.33) can be solved exactly

; 2
Uzw) = ¢ i]ci e 1 ¢ | + — (%) Jw), (4.34)
€cC \c>—v
where ¢; and ¢, are constants, to be determined from the boundary conditions. This solution
clearly shows a contribution from waves propagating in two opposite directions (in square brack-
ets). We can determine the coefficient for the forward-propagating wave using the condition
(.30): unfortunately there is no way to determine the coefficient of the back-propagating wave
without the exact solution of Eq. (4.23)), because we would need to know either the value of the
field at z # O or its derivative at z = 0, which is itself determined by the reflected field. We
are therefore forced to drop the back-propagating wave, imposing ¢; = 0. At low intensities
this approximation is exact because the field propagates just in the forward direction, all the
back-propagating waves interfering destructively. As the intensity is increased, more and more
electrons are excited to conduction bands: this in turn increases the plasma frequency which is
proportional to the density of electrons contributing to the oscillations. When the plasma fre-
quency approaches the frequency of the injected field, this approximation becomes critical be-
cause the evanescent field can not be described without back-propagating waves. The appearance
of plasma oscillations, as it happens in our calculations, is showed in Fig.
The coefficient ¢, is readily evaluated from the initial condition in terms of the field at the
boundary of the dielectric; we write the solution for the transmitted field,

; 2

E(z, w) = E(0, w)e's + VW) ( 2v 2) [e’%“’ - ei%‘”] . (4.35)
€w \c—v

Since we are not interested in the propagated field but just in the modification occurring in the

reflected and transmitted field at the boundary, we restrict our analysis to z = 0. In order to relate

the incident and transmitted field we consider the first derivative of the above equation and take

advantage of Eq. (4.30) obtaining:

i J(w)
2egw (1 +n(w))
As expected, this equation relates the transmitted field and the current, which is in turn generated
by the transmitted field itself. Ignoring the dependence of the refractive index on the frequency

may prevent us from correctly including many physical effects in our model, but is the only direct
way to write the equation back in the time domain:

E(07 (,()) = EI(Oa (,()) - (436)

1 t
E@t) = E/(t) - mf J(l’) dr’ . 4.37)

In case of linear response P(f) = f L J (@) dr’ = ey E(1), this equation reduces to Fresnel equation
as it is supposed to do.
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Figure 4.12: Reflected field. Reflected fields E for different intensities of the incident field E;: curves were rescaled
with the amplitude of the incident field Ey. As long as the electric field is not large enough to excite electrons, the
response is linear; after the excitation (at ~ —1 fs) the reflected pulse gets distorted. High frequencies appear due to
quantum beating (see Sec.[4.3), plasma oscillations acquire amplitude and frequency increasing with the intensity,
and a small phase shift is visible.

4.4.2 Self Consistent Calculation

We have calculated the transmitted field solving Eq. self-consistently. For the self-consistent
calculation we have included two additional equations to the system Eq. (4.13), describing the
relation between the self-consistent vector potential and the current:

QA1) = AN + 5 PO
{6,P(t) _gp (4.38)

where we have indicated with A, the vector potential of the incident field. The whole system
of differential equations was solved numerically with a second-order Runge-Kutta algorithm,
updating J and P at each intermediate step. The solution provides us with the self-consistent
field E(f) and hence the reflected field evaluated from Eq. (4.26). As expected, as long as the
intensity is small (/ < 0.001 PW/cm?) the response is linear, and since we have adjusted the
numerical model accordingly, the evaluated polarization agrees with the dielectric constant of
SiO,. Approaching higher intensities I ~ 0.01 PW/cm?, the reflected pulse does carry signs of
the excitation occurred in the sample (see Fig.[4.12)): the high-frequency components discussed in
Sec. 4.3 come into play modifying the reflected pulse, low-frequency components get distorted,
and plasma oscillations appear. The frequency of plasma oscillations

P
m*e

w, = (4.39)

is proportional to the density of free electrons p, therefore to the intensity of the incident field.
As explained in the derivation of Eq. (4.37)), when the plasma frequency approaches the fre-

quency of the laser pulse, results of our calculations are not completely reliable anymore. In
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Figure 4.13: Plasma frequency. Spectra of the reflected pulse, for intensities of the incident field approaching the
intrinsic limit of our calculations. Spectra are rescaled according to the amplitude of the field and frequencies are
measured in units of the laser frequency. While at I = 0.05 PW/cm? plasma oscillations result just in a long tail at
low frequencies, for I = 0.07 PW/cm? there is already some overlap with the pulse, and at I = 0.08 PW/cm? the
plasma frequency is comparable with the laser frequency.

order to determine the range where our simulations do not suffer too much from plasma oscil-
lations, we check at which intensity the spectrum of plasma oscillations starts overlapping with
the spectrum of the laser pulse: spectra of the reflected pulse are shown in Fig. Already
at I = 0.07 PW/cm? plasma oscillations are clearly visible, but at this intensity they are still
quite separated from the pulse; at I = 0.08 PW/cm? we are close to the critical point. This steep
growth is due to the exponential dependence of the number of excited electrons on the intensity,
while the plasma frequency increases with the number of electrons. Therefore there is a limited
intensity range where the effects of interband tunneling become significant and the plasma fre-
quency is still not too large; we will show how already in this regime the reflectivity changes and
the pulse is modified, to an extent which suggests the feasibility of a measurement. The reflectiv-
ity was evaluated in a limited spectral range to avoid artifacts: we have compared the intensity of
the reflected and incident pulse for frequency in the interval 0.04 < w < 0.027 corresponding to
0.7 wy < w < 1.9 wy, filtering out the beating of valence and conduction band states, and plasma
oscillations. Results of this analysis are presented in Fig. Even though the allowed range
of intensities is limited, it is already possible to identify two regimes. As the plasma frequency
approaches the laser frequency, the reflectivity drops because the energy is efficiently absorbed
by plasma oscillations. For higher intensities our model predicts a net increase in the reflectivity,
consistent with the presence of electrons in the conduction bands providing the dielectric with
the properties of a metal. A similar effect is pointed out in TDDFT calculations [67]], where a
multiphoton excitation mechanism is investigated.

For the observation of the non-trivial behavior of the reflectivity, it should be enough to
spectrally resolve the reflected power emitted by the sample. In order to detect finer details, like
the phase shift and the modification in the reflected pulse showed in Fig. it is necessary to
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Figure 4.14: Reflectivity. The reflectivity is calculated in a limited frequency range, to avoid artifacts and filter
out high-frequency components. Different point colors (green, yellow, red) symbolize the proximity to a critical
intensity where our model is not completely reliable anymore. It is visible an initial decrease of the reflectivity,
due to efficient absorption, and a steep increase when the dielectric starts showing metallic behavior: unfortunately
points at high intensities are at the limit of our model.

time-resolve the reflected field; nowadays tools allow a streaking measurement (see Sec. (1.6.2)
for this purpose.

4.5 Field Dressed States

In previous sections we have taken advantage of a numerical tool to calculate the single electron
wavefunction ¥(x, ¢) in a periodic potential, interacting with an electric field. When the field
is intense enough, part of the electron wavepacket is excited to the conduction band: we have
seen the effect of this superposition in modifying the physical properties of the dielectric. In this
chapter it was mentioned several times that even if we know the wavefunction, we are not able
to tell apart the portion of wavepacket excited in a band n; as a consequence, we are not able to
calculate the instantaneous excitation probability in that band. In Sec.[3.3| we have reported dif-
ferent attempts to calculate the interband excitation rate and we have underlined that the rate was
always meant for a stationary (constant field) or quasi-stationary (time-periodic field) situation.
The quantum mechanical prescription to calculate the probability amplitude a, to find a particle
with wavefunction |y ) in the state |n ) is to project the wavefunction on this state a, = (n| ).
However, in the presence of the field, the Hamiltonian is explicitly time dependent, and it is not
possible to define proper eigenstates. Let us write the Hamiltonian in the general form

H({) =Hy+ V(@) : (4.40)
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H, is the Hamiltonian including the lattice potential, and V(?) is the interaction with the field,
in the length or in the velocity gauge. Bloch states |6, ) (eigenstates of Hy, see Eq. (#.3)) in the
presence of the field become nothing more than a basis, and the projection of the wavefunction
on them has no physical meaning. Therefore, even if the wavefunction ensures us the highest
possible knowledge of the electron state, we do not have the right tools to interpret it. In this
section we will try to define an orthonormal, complete set of time-dependent “field-dressed”
states |&,(#) ) which could represent the electron states distorted by the field. Once we have a
proper set of similar states we can define the instantaneous excitation probability as

Pa(D = KED Y. (4.41)

Similar attempts are well known in different branches of physics under the name of adiabatic
or quasi-static approximation, and are described in a more general framework in [69]]; a similar
study for atomic ionization was published in [70].

4.5.1 Kane and Houston Functions

A common approach to the problem is to start considering the interaction with a constant field Ey:
in this case the Hamiltonian is not time dependent, and it makes sense to evaluate its eigenstates
as a function of the field | &,(Ey) ). The key assumption to go from the static case E = Ej to the
dynamic one E = E(t) is the adiabaticity: the period of the field must be much longer than the
time it takes electrons to respond to it. If it is the case, one can assign the time dependence to
the field-dressed states from the field and assume that |£,(2) ) = |£,(E(t)) ) properly represents
|6, ) distorted by the field. However, even before starting an accurate quantitative analysis, we
can raise a problem about this approach. Let us consider a slowly-varying field, which respects
the requirement of adiabaticity: at a zero-crossing of the field, the system is supposed to be in
the unperturbed equilibrium state corresponding to the field-free case. Nonetheless, we expect
the particle to have been accelerated in the previous half-cycle, and therefore to have non-zero
velocity — resulting in a non-trivial phase. This phase can not be described by the field-dressed
states defined following above prescriptions.

Let us analyze a few well-known attempts to overcome these problems; a good summary for
the case of interband tunneling is [71], where the author also apply them to the calculation of the
tunneling rate. Let us consider the Hamiltonian in the length gauge

H=H, + Eox, (4.42)

sometimes called Wannier-Stark Hamiltonian. We notice that the electric field breaks the peri-
odicity of the potential: as a consequence we expect discrete energy levels, and we expect them
to depend on the cell index. We will now calculate approximate eigenstates of (4.42), known as
Kane states. Let us express a general eigenstate of this Hamiltonian in terms of Bloch states

0= \as [ ak&16,0); 443
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the sum over n is necessary because in principle bands are coupled by the field and we can not
operate in subspaces of a single band. The substitution of this ansatz into the eigenvalue equation
gives

3 f "k (800 + Eox] 2 10,60 = Y f T . @

where we have indicated with 8,(10)(k) the energy structure of the unperturbed Hamiltonian Hy,
i.e. eigenvalues of Bloch states. In order to obtain an equation for the coefficients, we will need
the following expression for matrix elements of the field operator:

00

(0,(K)| x]6,(k)) = f dx e, (x, k)" x ™ u,(x, k) (4.45)

—00

where we have used the explicit form of Bloch states (3.4). We substitute the equality xe™™ =

—i %e”‘" and rewrite the equation introducing the derivative of the whole integral:

d (~ - .
<6nf(k’)IXI9n(k)>=—iﬁ f dx e 1y (x, k)" €"uy(x, k)

0 : ’ % d
+i f dx ey (x, k) —pin(6. ) (4.46)
The first term is an internal product of Bloch waves, which are orthonormal. The second term can
be written as a sum of integrals in the primitive cell between —a/2 and a/2: while functions u are
periodic, the exponentials are not and have to be translated. The result of the sum of exponentials
is an expression of the Shah function. The final result reads

x[0,(k)) = iénn’%é(k’ — k) + 6(k" = ) Zyw (k) (4.47)

(0,(K)

where delta on the quasi-momentum have periodicity za—” and we have introduced the quantity

Znn’(k) = éf

Therefore, Eq. (4.44)) becomes

2 d
(k) — . 4.4
dx u,(x, k") dkun(x, k) (4.48)

a
2

d]l. - o
[8;°>(k) + EOE] LK) + Eo ) Zuw (K) & (k) = & (h) (4.49)

We can easily obtain an analytical solution neglecting coupling between different bands,
imposing Z,,» = 0if n # n’. This will also allow us to decouple solutions of the eigenvalue
problem (4.43)) and look for eigenstates associated with a determined band. The differential
equation for coefficients Z,(k) is

i

i~ - _ _ o0 _ >
o0 =~ [8-EDH) — Bz, 0] 20 (4.50)
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with boundary conditions ,(k) = Z,(k + 27”). The solution is readily evaluated as

. k
Z.(k) = exp [—Eio fo dqanz—én(q)], 4.51)

where we have defined &,(k) = 85,0)(k) + EyZ,,(k). Boundary conditions have provided the
quantization of the energy

&, = Eoal + — f “dgéq): (4.52)
27T _g

this expression shows the typical Wannier-Stark ladder [S0] i.e. a set of energies separated by
aE,, which is the energy difference between neighboring cells in the presence of the constant
electric field E,. Resulting functions

| ) = \/sz2 dk (k) | 6, (k) ) (4.53)
TJog

are called Kane functions [55], they are orthonormal and complete.

There are different ways to adjust these states to the case of a time-dependent electric field.
One possibility is to read the eigenvalue equation (4.49)) as a Schrodinger equation and write the
corresponding time-dependent evolution neglecting inter-band transitions

47 k=80 417
i—du(k,1) = [Sn (K) + E(W) Zun(k) + E(1) —| Z,(K) (4.54)

In the case of a constant field, these states are sometimes called Wannier-Stark states: since we
have solved the corresponding eigenvalue problem, their time-dependence is easily derived

| Gu(0)) = e [ L) (4.55)

Using the decomposition of a Bloch state on Kane states

16,(Ko) ) = " < Zut 6u(ko) Y Lot} = \/% D&k 12 (4.56)
I I

we can derive a time-dependent Bloch function at a fixed k = ko:

i , i [
|6k, 1)) = ) exp [E—Oan, ko = it = -

dq Sn(q)] I (4.57)
[

On the other hand, we can assume that the quasi-momentum of the electron follows the semiclas-
sical motion (see Eq. (3.15)) k() = ko — Et and write the corresponding time-dependent Bloch
state as

i i (0
0,(k(1)) ) = le exp [E_Ognl ko — i&Epyt — E j; dq Sn(f])] | ) - (4.58)
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Figure 4.15: Assessment of accelerated Bloch states. Figure of merit for accelerated Bloch states relative to
different bands n for two different times: at the peak of the field and at the zero crossing. It is calculated with a
laser field intensity 0.001 PW/cm? at ky = 0.1. As expected higher bands are represented almost perfectly: in the
limit of the free electron, the description is supposed to be exact. Accelerated Bloch states are not perfect but the
small discrepancy is the same at different points of the interaction: this suggests the absence of systematic errors in
describing a certain part of the evolution, e.g. when the electron is maximally dislocated or when it has maximum
velocity.

Writing the integral in the exponent as

k(1) ko !
j; dq&.(q) = fo dq&,(q) + j; dr’ &,(k(1)) , (4.59)

we can express the time-dependent Bloch state as

| 0,(ko, 1) ) = exp [—i f [dt’ Sn(k(t))] 0,(k(0)) ) . (4.60)
0

We have obtained a Bloch state with a quasi-momentum which evolves semiclassically, and
acquires a phase during the evolution: this kind of state is known in literature under the name of
Houston function [[72], or accelerated Bloch state. In the next section we will investigate their
effectiveness as field-dressed states, and apply them in our numerical calculation.

4.5.2 Accelerated Bloch States

Let us consider the following field-dressed states

&:(k,1) ) = exp [—i f dr’ E,(k + A(t’))] O.(k + A1) ) , (4.61)

where |6,(k) ) are Bloch states (4.3) and A(?) is the vector potential of the field. We notice an
analogy between these states and Coulomb-Volkov states (1.55)). In both cases we start from
single-electron eigenstates of an unperturbed Hamiltonian: in the CV case they are Coulomb
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wavefunctions, here they are Bloch wavefunctions. We assume that the electron accelerates
according to a classical equation of motion, and translate this assumption on the momentum of
the Coulomb wave or on the quasi-momentum of the Bloch wave. Accelerated states acquire a
time-dependent phase during the acceleration. In both cases we are trying to guess the proper
wavefunctions and nothing ensures that they will work as expected; however we are encouraged
by the effectiveness of the Coulomb-Volkov approximation in describing electron dynamics.

We will use the field-dressed states to decompose the wavefunction calculated from our nu-
merical tool in the velocity gauge; let us transform them properly

Ok + A(1)) ) e A0t Lol 420 (4.62)

|&q(k, 1)) = exp [—if dr &,(k + A(t’))]

All phase factors independent on the coordinate have no effect on determining the probability
(#.47)), as they are canceled by the modulus. We need to asses the validity of states as
field-dressed states. They satisfy fundamental requirements: they are orthonormal (follows from
orthonormality of Bloch states) and reduce to Bloch states when the field is zero. Orthonormality
is necessary for them to provide physical interpretation: for example if at time ¢ the electron has
probability 1 to be in the state | £,(k, ) ), it must have zero probability to be in any other state. The
characteristic which would make them suitable field-dressed state, is their ability to describe the
distortion of the field-free states due to the interaction with the field: this consideration implies
that for a field low enough not to induce any inter-band transition, the electronic wavefunction
| (1) ) should coincide with the field-dressed state at every time . We define the figure of merit

Xn(1) = K€k, 1) | () ) (4.63)

for an electron which is in the state | 6,(k) ) before the interaction with the field. From that we
expect y to be equal to 1 during the interaction with a low field. In Fig. d.15| we show the figure
of merit for different starting bands at the peak and at the zero-crossing of the field: there is a
small deviation (< 2%) but the overall outcome is quite good. We compare the probability of
being in an accelerated Bloch state with that of being in a Bloch state. Let us define the two
quantities

Pin) = KEM YOOI and pa() = K60 ()P ; (4.64)

we perform an average over the quasi-momentum k which is not explicitly written. We know that
p? has no physical meaning in the presence of the field, while pﬁ should be close to the actual
excitation probability in band n; we plot these two quantities in Fig. It is difficult to asses
whether the predicted excited population is reliable or not; finer comparisons may be possible
using the amplitude of quantum beats created by the superposition of conduction and valence
band states (see Sec.[4.3).
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Figure 4.16: Comparison of Probabilities. We compare probabilities pﬁ(t) and pY(t) for the first conduction band
(i.e. n = 2 in reference to Fig. : we have used an intensity / = 0.03 PW/cm? and we have averaged over k in
the first Brillouin zone. The modulus of the electric field is reported for reference (in gray), rescaled to fit into the
plot. As expected p? can not be interpreted as excitation probability during the laser pulse, showing a huge excited
population which disappears after the interaction. The projection on accelerated Bloch states is closer to the expected
behavior for the excitation: the population grows in steps at maxima of the electric field. The two probabilities are
equal at these points, because they correspond to zero-crossings of the vector potential. This cast some doubts about
the effectiveness of our field-dressed states, for the same reason discussed at the beginning of Sec.[£.5.1} at maxima
of the electric field the electron is displaced from its equilibrium position, and this displacement is not accounted
for.



Conclusions

One achievement of this Thesis — which also made the work more rewarding — was not to limit
the research to the application of known algorithms and data analysis for the measurements. The
modeling of relevant phenomena and the interpretation of experiments have been fascinating
tasks, involving the confrontation with different kinds of problems. This process of analysis has
raised fundamental questions and suggested subjects for a deeper theoretical investigation.

We have developed a numerical tool to simulate laser-dressed photionization: it is a working
proof that, using proper approximations, it is possible to simulate complicated multi-electron dy-
namics using just a few dipole matrix elements. In our case, these dipole matrix elements were
obtained from advanced atomic structure calculations, accomplished by our collaborators. The
model performs pretty well in reproducing results of more elaborate tools: it correctly describes
the spectra of ejected electrons, and the delay between ionization channels. Nonetheless, the
discrepancy between our estimation and a measurement of this delay remains significant. Inde-
pendent calculations from different groups tend to validate our prediction, and we are waiting
for more refined experiments. We have proceeded in investigating the capabilities of our model,
checking whether it is suitable for the calculation of angle-resolved electron spectra. While we
confirm that this is indeed the case, we also find that small modifications occurring in the electron
distribution due to the laser field are not fully accounted for in our model. This is a limit of the
Coulomb-Volkov approximation, which performs otherwise surprisingly well in our case.

Urged on by new exciting experiments, we have focused our research on the inter-band ex-
citation in dielectrics. The first step was implementing a numerical propagator of the TDSE in a
lattice potential and use it to simulate the creation and acceleration of charge carriers by means
of a strong field. Both theory and experiment show that the induced current has a strong depen-
dence on the characteristics of the pulse. This promises a high degree of control of the signal;
at the same time, it also suggests the possibility of solid-state devices to characterize an optical
pulse.

Once charge carriers are created, the conduction of current is just one of the drastic changes
occurring in the dielectric. We have studied in detail the modifications in the properties of the
sample, associating them to the characteristics of excited electrons. We have shown how these
effects carry a signature of the excitation process and discussed possible ways how to measure
them, and to take advantage of these effects in order to obtain an insight into electron dynamics.

Summarizing, this Thesis is an example of how sometimes it is worth to start from easy
things approaching complex problems. Instead of using the most refined algorithm available we
have tried to model the relevant features in the simplest way possible. In some case the simple
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tool developed worked just fine, beyond the expectations; at other times, we had to improve it
or to admit that it was not suitable to describe certain peculiarities. In any case, our analysis
provided valuable pictures of dynamics involved and hints about where it is worth to deepen the
investigation.
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Data Archiving

Results of the numerical calculations for the figures appearing in this Thesis can be found on
the Data Archive Sever of the Laboratory for Attosecond Physics at the Max Planck Institute of
Quantum Optics. The paths are given below. Each folder contains the data and a Gnuplot script
to produce the figure; the README file contains the location of the source code used to obtain
the data and the location of the original output directory of that code.
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