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ABSTRACT

Observing the actions of other people has a stimpgct on how we process further information. For
instance, when we watch other people gazing astandi location in space, we rapidly attend to the
same location by following their gaze direction (&mw 2000; Friesen & Kingstone, 1998; Frischen,
Bayliss & Tipper, 2007). Gaze direction is an inmtpat social signal as it indicates the current ctiopé
interest that might be the target of subsequemract The ability to share attention based on dalze
lowing develops early in life (Moore & Corkum, 199triano & Reid, 2005) and seems to be influ-
enced by context factors (Frith & Frith, 2006; ferview), such as information about emotional (Gra-
ham & LaBar, 2007; cf. Hietanen & Leppanen, 2008) mental states (Teufel et al., 2009, 2010).

Behavioral studies have shown that watching amgibeson gaze at a distinct location causes
shifts of the observer’s attention to the sametlongDriver et al., 1999; Friesen & Kingstone, 899
a mechanism that is commonly referred t@ase cueingAttending to gaze direction has traditionally
been assumed to be a bottompupcess used by the brain to make inferences abiauitions, beliefs
or action goals of other people (e.g., Nummenmazasler, 2009). However, this assumption has been
questioned recently by proposals that even the basst perceptual processing of social stimulofs t
down modulated by the context in which the soaahe takes place (Frith & Frith, 2006; Teufel et al
2010). The authors argued that in order to copk pa&rceptually ambiguous scenes, the human brain
relies on a prioritization mechanism that strucsyperceptual information according to its socid-re
vance based on context information.

This PhD-work systematically investigated theuefice of context information on social atten-
tion mechanisms. In four studies, the interactibmattom-up and top-down mechanisms during the
process of attentional orienting to gaze directi@s examined. Top-down processes were triggered by
providing context information about a) the preseotcebjects in the periphery to which gaze direttio

could refer Study 1), b) the probability with which gaze direction ioates a target positiostudy 2),



\"

and c) the likelihood that mental states can brébated to the gazeSfudy 3 & 4). In all experiments,
gaze-cueing effects were modulated by context médion: Study 1 showed general cueing effects for
the whole gaze-cued hemifield when no context wasiged, while the presence of reference objects
in the periphery induced an additional gaze-cueiffigct specific to the exact gazed-at posititudy

2 provided evidence that specific cueing effectsenayserved when participants believed that nonpre-
dictive gaze cues were predictive, while specifieing effects were attenuated when predictive cues
were believed to be nonpredicti&tudy 3 and4 showed that the size of the cueing effects is rkama

bly modulated by beliefs about the mental statethefgazer. In particular, i8tudy 3, cueing effects
were larger in conditions in which participants evenade to believe that they were observing human
behavior relative to mechanistic behavior. Mostam@ntly, this effect was independent of the phaisic
characteristics of the stimuli, but depended omiywhether intentionality could be attributed to the
gazer.Study 4 showed that the observed modulation of cueingctsffey mental state attribution takes
place at early stages of perceptual processingRéscomponents reflecting sensory gain mechanisms
(i.e., P1) were affected by beliefs about the ititerality of gaze behavior.

In sum, the findings reported in this PhD-work sistently show that the allocation of attention
following changes in gaze direction is top-down miated by context information which allows gaze-
triggered attention mechanisms to be sensitivéiéosbcial relevance of objects/events in the enviro
ment: while the bottom-up mechanism assures a gepsFparedness to social signals transmitted by
other people, the top-down mechanism allows alflexadaptation to the context of the scene. These
findings led to the postulation of a theoreticaldabthat integrates the effects of bottom-up ang to
down components on gaze cueing: the bottom-up coergocauses a general directional bias to the
cued hemifield, while the top-down component spealify guides attention to objects of high social

relevance.
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1.1. The Social Brain — How we manage to understarathers

For engaging in social interactions with other geape need to know who we are interacting with, and
what others are going to do next (Frith & FrithP8Q Based on this knowledge, which can be acquired
directly through interacting with other people ndirectly by either observing others or by beinlgl to
about them, we draw inferences about their intestetkes (i.e., intentions, beliefs, feelings). Tinisn-
talizing process (Frith & Frith, 2003) allows usrt@ke predictions about others’ behavior by combin-
ing information we deduce from the current statéhefworld with assumptions we have about possible
internal states. Accordingly, the interpretationsotial interactions is thought to involve a bottom
mechanism that is activated by perceptual inforomatn the environment, and a top-down mechanism
that is based on background knowledge we have aitbats or infer from perceived information (e.qg.,
Frith & Frith, 2006; Teufel, Alexis, Todd, Lawren€awven, Clayton et al., 2009; Teufel, Alexis, Clay-
ton & Davis, 2010a; Teufel, Fletcher & Davis, 201.0bhe top-down mechanism helps to determine

the social relevance of observed content and reggutaflexive bottom-up responses accordingly.

It has traditionally been assumed that generahitiog processes involved in perception, atten-
tion, and memory are sufficient for interactinghwitthers and for understanding behavior (Blakemore,
Winston & Frith, 2004; for a discussion). In comstréo this assumption, however, recent neurosdienti
evidence suggests that in order to support adedpgdiavior in social interactions, the human brain i
equipped with a system specialized for the proogssf social information (Adolphs, 1999; Brothers,
1990). The so-calle8ocial Brain(Adolphs, 1999; Dunbar, 1998) acts over and altbgegeneral cog-
nitive processes, has been shown to be uniquentamsiand some non-human primates (Emery, 2000)
and has most probably evolved from environmentahgls that made it necessary to live together in
groups (Adolphs, 1999; Emery, 2000). The followpayagraph discusses the important milestones in
evolution that have led to the development of aaddwrain in primates and describes the neurakstru

tures in the brain that are exclusively dealindwtite processing of social information.
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1.1.1. Evolution of the Social Brain

Social living is associated with plenty of benefés groups provide greater opportunities for nggtin
together with an increased genetic diversity ameldaiced risk for potential inbreeding (Emery, 2000)
Social groups assure protection from predators,paadide opportunities for learning from conspecif-
ics about how to cope with environmental challeng@sng in groups, however, can also be challeng-
ing when conspecifics constitute potential compedifor limited resources like food or mates (Emery
2000): To deal with these challenges, it is impurta have access to information about the other co
specifics in order to predict their behavior ancbéonal dispositions. This is particularly importdar
animals living in hierarchical systems, as theydhteknow about their own position and the position
of others within the hierarchy in order to predice outcome of social interactions and to determine
when to challenge others in order to climb to aemmywerful position.

Consequently, to coordinate social behavior withigroup, information about both the external
environment and the internal states of others neelle communicated among group members. Group
communication is thereby monitored througgitial cuesthat is: signals that have acquired a special
social meaning in the course of evolution and canniterpreted by all group members. Information
transmitted by these cues can be spatial, thatfarm about the location of a potential dangetha
environment (e.g., predator), but also about saufcefood and water (Emery, 2000; Nummenmaa &
Calder, 2009, for reviews). At the same time, donigs are used to transmit information about emo-
tional states such as anger, fear or love (Adankdetk, 2005; Blakemore, Winston & Frith, 2004). In
more evolved species, like humans and non-humamapes, social cues can also be used to make in-
ferences about the mental states of others, su@ttas goals, beliefs or intentions (Baron-Cohen,
1995).

The specificity of social cues is thereby deteediby the sensitivity of the sensory channel

that is used for communicating information (Eme&@Q0): Olfactory social signals (e.g., pheromones,
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sweating), for instance, are spatially ambiguous raanspecific — a characteristic making it impolesib
to use them to communicate the location of potétitieat or objects of interest to others. However,
these cues are particularly important for indiggtine sexual status or the readiness to mate (Emery
2000). Visual social signals (gaze direction, headntation, gestures), on the other hand, areallyat
more informative, less ambiguous and suitable toveg more complex information. They can be di-
rected towards others to signal emotional stateg, @nger, happiness) or towards the periphemy-to
dicate the location of interesting objects (e.gad) or events (e.g., presence of a predator).igusal/
social cues are superior to other cues with regatdeir communicative power, it is not surpristhgt
not only humans, but also a large number of otleetebrates (e.g., non-human primates, reptiledshir
are capable of processing social information coaddyy visual signals (Emery, 2000, Table 2).

In the human species, the face is the most impostaurce for social information, as it provides
a wealth of information about gender, age, famtlfaremotional expression, intentions and mental
states (Emery, 2000). Of particular interest fanveying information about another’s internal stages
eye gaze. Information from the eye region is us®defvaluating the others’ interest in specific ob-
jects/events in the environment, for inferring tremotional states and for communicating hierawdhic
information within a group. The use of gaze dir@ctas social cue evolved from morphological, envi-
ronmental and behavioral changes throughout thegtei evolution and supplemented and/or replaced
more ambiguous auditory and olfactory signals {&mery, 2000; Kobayashi & Kohshima, 1997). To
avoid that information deduced from gaze directioterferes with directional information derived
from other social cues like head orientation onging gestures, social information is weighted adeo
ing to its social relevance, where eye gaze pravidle most important social information, followed b
head/body orientation and pointing gestures (Pekétanen, Oram & Benson, 1992).

Although information conveyed by the eyes is apontant signal in many species, humans are

unique in their ability to use gaze direction asiragicator for the locus of interesting objects/atge
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(Emery, 2000). The most important change througboutate evolution that allowed gaze direction to
be used as a social signal in humans stems froridihecontrast between white sclera and black pupil
in the eye: while a high iris-to-sclera ratio ipoeted in non-human primates (Kobayashi & Kohshima,
1997), the iris-to-sclera ratio is low in humargttis, human eyes contain a large extent of vgule-

ra on either side of the dark iris (Perrett & Mistl1991), making it easy to determine where gaze i

directed by comparing the position of the dark rgkative to the white sclera. If the dark regisnn

the middle of the eye, someone is looking at yohemas when the dark part is positioned in the
left/right half of the eye, someone is looking aweym you to the left or to the right side. Beinlgla

to apply this simple algorithm is considered todme of the crucial factors allowing humans to use
directional information derived from the eyes tarle about objects/events by associating verbat-nfo

mation provided by others with visual informationthe environment (Kobayashi & Kohshima, 1997).

1.1.2. Neural correlates of the Social Brain

The challenges accompanying group living, howewvecessitated both neural and structural changes in
the brain to account for the increased cognitivpirements for communication and social interaction
For that purpose, specific neural networks havévedoin the primate brain, which are specialized on

understanding the actions, intentions and emotistaaés of others.

Understanding the actions of others

For understanding observed actions (i.e., hand mew#), it is essential to infer the potential gdaks.,
grasping a bottle) associated with these actiotekéBnore et al., 2004; Rizzolatti & Craighero, 202
To accomplish this, we need to simulate observédrexourselves, as a basis for anticipating pssib
outcomes and underlying action goals (RizzolattC&ighero, 2002). For that purpose, the primate
brain is equipped with a certain type of neuronsictv simulate observed actions as if the obsenas w

performing them him-/herself: thrirror-neurons(Di Pellegrino, Fadiga, Fogassi, Gallese & Rizzqglat
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1992; Gallese, Fadiga, Fogassi & Rizzolatti, 19R#&zolatti, Fadiga, Fogassi & Gallese, 1996). Stud-
ies on macaque monkeys have shown that mirror-nsugice located in the premotor cortex (i.e., the
F5-area) and are activated both when an actiohgsrged and when it is executed (e.g., Gallese; Fad
ga, Fogassi & Rizzolatti, 1996): that is, everydian action performed by others is observed, the mo
tor representation of this action is activatedha bbserver, which helps understanding the intestio
behind this action together with its potential @ames (Rizzolatti & Craighero, 2002). That way, the
mirror-neuron system transforms observed actiotwsiimernal representations of these actions (Gazzo
la, Rizzolatti, Wicker & Keysers, 2007) and alloingerring intentions and action goals of othersdoas
on observation (Rizzolatti & Craighero, 2002).

Comparable to what has been found in macaque ngenk®e premotor cortex is also activated
in humans when observing the actions of others, (Bigcino, Binkoffski, Fink, Fadiga, Fogassi et al
2001, Rizzolatti, Fadiga, Matelli, Bettinardi, Pesli et al., 1996). The mirror-neuron system seems t
be a fundamental prerequisite for various socightove skills, as it interprets the actions of@thin
relation to one’s own actions (Blakemore et alQ80 Mirror-neurons have been thought to exclusive-
ly respond to biological (i.e., pointing) compatednon-biological movements (i.e., actions perfaime
by machines/robots), based on the assumptiontibgitdre specialized on the interpretation of astion
of conspecifics (Rizzolatti, Fogassi & Gallese, 2DMHowever, more recent studies have found mirror-
neuron activity also for mechanistic robot moversg@azzola et al., 2007; Oberman, McCleery, Ra-
machandran, & Pineda, 2007), pointing to the caicluthat the goal-directedness of observed actions
seems to be more important for triggering mirromo@ activity than the exact way of how observed
movements are performed. In any case, the mirroremesystem seems to prepare the observer to per-
form adequate action-responses to the observediibelred others. In support of this notion, Fadiga
and colleagues (1995) have shown that even whegnatisierving actions, the same muscles in the pe-

ripheral motor system are activated that would é&eersary to perform the observed action.
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Importantly, the link between observed actions amdown actions is not only reflected in neu-
ronal activation, but also translates to behavicgaponses (Sebanz, Knoblich & Prinz, 2003): fer in
stance, when a participant is performing a taskttogy with a partner (with subtask A being perfadme
by the participant and subtask B being performethkypartner), the other’s presence alters thécpart
ipants’ actions in a comparable way, as if theipi@dnt was simultaneously performing task A and B
without the partner. Furthermore, the observatibthe others’ actions interferes with the executidn
our own actions, which leads to a reduced perfoomam the executed task (Brass, Bekkering & Prinz,
2001; Craighero, Bello, Fadiga & Rizzolatti, 200iner, Paulignan & Blakemore, 2003). The pres-
ence of interference effects has been shown topkeifs to the observation of human behavior,
whereas the observation of robot movements seewote imterfere with executed movements (Kilner
et al., 2003). However, more recent studies proemdence that interference effects occur even when
observed actions are performed by an anthropomomphiot (Oztop, Franklin, Chaminade & Cheng,

2005).

Understanding the minds of others

In addition to the mirror neuron system, humansadse equipped with a unique cognitive system that
is specialized omindreadingand allows for interpreting observed behavior entalistic terms (Bar-
on-Cohen, 1995; Frith & Frith, 2006; for review)n@ neuronal level, when we try to understand other
people, a network consisting of medial prefrontatex (mPFC), superior temporal sulcus (STS), fusi-
form gyrus (FG), amygdala and intraparietal sul@®sS) is activated (e.g., Adolphs, 1999; Brothers,
1990; Frith & Frith, 2006). In this network (s€gure 11), the STS codes for biological movements,
such as head direction, pointing gestures andrticpkar gaze direction, with eye gaze being thesimo
important source for inferring the mental statesthiers (Baron-Cohen, 1995; Frith & Frith, 2008, fo

review). Accordingly, the STS is more responsivenganingful compared to random eye movements,
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resulting in stronger activation of the STS wheneg®s directed towards an object rather than artyemp
space (Pelphrey, Singerman, Allison & McCarthy, 200he STS is also involved in face perception
via its connections with the FG (Haxby, Hoffman &lhini, 2000, 2002; Hoffman & Haxby, 2000):
while the FG is responsible for coding invarianpexds of the face (i.e., face identity), the ST&ds
changeable properties of the face (i.e., gaze tirgc Reciprocal projections have also been found
between the STS and the amygdala, a structuresdintvic system involved in the processing of facia
expressions and emotional content of perceivednmdtion (Aggleton, Burton, & Passingham, 1980;

Aggleton, 1993; Thomas, Drevets, Whalen, Eccardhl Baal., 2001).

IPS
dlentivn shills

mPFC
mentalizing

Figure 11. The mindreading system is represented by a netammkisting of medial prefrontal cortex (mPFC),
amygdala, superior temporal sulcus (STS), fusifgymus (FG) and intraparietal sulcus (IPS). While 8TS is
coding for biological movements (such as changemie direction), the FG is sensitive to faciahiitg. Shifts

of attention that are performed by the IPS candpedown modulated by information about internatesteof
others, such as intentions (MPFC, mentalizinggnootional states (amygdala, facial expressions).

Furthermore, the STS is involved in the orientatid attentional resources via its connections
with the parietal cortex, and in particular witketlPS (Corbetta, Miezin, Shulman, & Petersen, 1993;

Nobre, Sebestyen, Gitelman, Mesulam, Frackowiak.efi997). The perceived direction of biological
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movements (processed by the STS) can therefoliekslIto the spatial attention system (processed by
the IPS), in order to initiate reorienting of atien in direction of observed biological moveme(ds.,
gaze directionGeorge, Driver, & Dolan, 2001; Pelphrey, Singemmallison & McCarthy, 2003)The
attribution of intentionality to observed behavisexerted by the mPFC via a top-down modulation of
the signals from the STS (Grezes, Frith & Passingl2004 a,b; Saxe & Wexler, 2005): while the STS
is sensitive to the perceived movements of otlieesmPFC is more responsive to judgments about the
intentions behind the observed movements. Furthernaetivity in the mPFC seems to be positively
correlated with the degree of background knowledge has about an observed person (Saxe &
Wechsler, 2005) and is thought to be responsibl¢hi® adaptation of perceived information to the so

cial meaning of the observed scene.

Understanding the emotional states of others

Information about the emotional states of othengsisally transmitted by facial expressions whioh ar
processed by the amygdala (Breiter, Etcoff, Whakamnedy, Rauch et al., 1996), read off the face
very quickly (Adolphs, 2003; Eimer, Holmes & McGmBn2003; Sugase, Yamane, Ueno & Kawano,
1999), and processed without awareness or attahtemgagement (Vuilleumier, Armony, Driver &
Dolan, 2001; Whalen, Rauch, Etcoff, Mcllerney, legeal., 1998). However, this is true only for basic
emotions, such as anger, fear or happiness. Inagtnmore complex emotions, such as jealousy, em-
barrassment or guilt, cannot simply be deduced ffacral expressions, but require awareness about
one’s own relation to the other person and areethex assumed to involve the mentalizing system
(e.g., Berthoz, Armony, Blair & Dolan, 2002; Farragheng, Wilkinson, Spence, Deakin et al., 2001).
In addition to the processing of emotional contéinans are also able to anticipate emotionalsstate
of others and empathize with them: that is, expgcéin emotional reaction from others activates the
same brain areas (i.e., anterior insula, cingulaseyvould be activated when the respective emagion

experienced by the person him-/herself (Singern®ey, O’'Doherty, Kaube, Dolan et al., 2004).
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However, facial expressions do not only tell uswtlihe internal states of a person, but can also
provide information about the attitude of a persmwards objects in the environment (Becchio, Ber-
tone & Castiello, 2008, for review): that is, whij@ze direction indicates the location of potehtial
interesting objects (via the STS and IPS), fackgression (via the amygdala) is informing about the
emotional reaction a gazer has towards the obj@agliss, Paul, Cannon & Tipper, 20063his
mechanism is of particular importance for underditagn other people, as it indicates not only how oth

ers are feeling, but also which object/event hased that specific emotional state.

1.2. The role of gaze direction in social interaabns

Gaze direction is the most important means in hudevelopment to communicate social information
between interaction partners: it is used to ledwuathe environment, and about what others conside
to be interesting. Humans employ gaze directiosigoal internal states and to guide the othershatt
tion (Frischen, Bayliss & Tipper, 2007; for a rewvje The following chapter describes the mechanisms
that underlie the processing of gaze directiorstFit is discussed how gaze following developbun
man infants. Second, it is reported how attentiamanting mechanisms are triggered by changes in
observed gaze direction and what distinguishes daeetion from other, non-social directional cues
(i.e., arrows). Third, it is discussed whether ot gaze direction can be modulated by social cantex

information.

1.2.1. Development of gaze following in human infas

Sensitivity to eye gaze can be observed from lurtwards (Striano & Reid, 2006) and even neonates
prefer to look at faces with direct relative to @gd gaze (Farroni, Csibra, Simion & Johnson, 2002)
In the first months of life, infants preferably exgg in dyadic (i.e., face-to-face) interactionsiider to
reciprocally share affect and emotions with othgee Striano & Reid, 2006; for review). With three

months, infants start engaging in social interadi@Lavelli & Fogel, 2005), and begin to focus more
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on the others’ eyes (Jaffe, Beebe, Feldstein, Clasnow et al., 2001; Johnson & Morton, 1991). They
show signs of stress when others are reducing éhgiagement in social interactions with them and tr
to gain interest back by reducing smiling and ggziehavior (Adamson & Frick, 2003; Striano & Ber-
tin, 2005a). Infants are also able to distinguistwieen relevant and irrelevant signals in sociarac-
tions by determining whether feedback (i.e., smjliis contingent with their actions or not (Striako
Reid, 2006; for review). The ability to participate dyadic interactions is an important pre-regeisi
for mentalizing about the internal states of oth@aron-Cohen, 1995; lacoboni, Molnar-Szakacs,
Gallese, Buccino, Mazziotta et al., 2005) and heentshown to be dysfunctional in infants with auatis
spectrum disorder (Osterling & Dawson, 1994).

Major transitions in social-cognitive developmégite place when infants start engaging in tri-
adic interactions involving two people and an objeat is conjointly attended by both partnersi{Str
ano & Reid, 2006). Triadic interactions are essgritir language acquisition and imitation as they a
low the infant to determine when important inforraatis communicated and what it refers to (Bald-
win & Moses, 2001; Brooks & Meltzoff, 2005): mutugdze (i.e., gaze directed at one another) signals
the fact that an important issue will be sharedenehs avertedaze (i.e., gaze directed to the side) in-
dicates the spatial location of the object to whilel information refers. With three months, infants
start following the gaze direction of others toipkeral locations, but are not yet attending toeghat
objects in the periphery (Hood, Willen, & Driver998). At the age of nine months, they are able to
conjointly attend to the same object as their dquaatners (Carpenter, Nagell, Tomasello, Buttettvor
& Moore, 1998; Tomasello, Carpenter, Call, Behn&&ll, 2005) and use gaze direction for coordina-
tion of attentional processes between people ajets(Flom & Pick, 2005; Striano & Bertin, 2005b).

While attending to others’ gaze direction is basedather low-level factors in the first year of
life (i.e., triggered by moving eyes), infantsla tage of 12 to 18 months begin to pay more attend

the context in which eye movements are observeceagdge attentional resources more flexibly when
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following gaze (e.g., Brooks & Meltzhoff, 2002, )@ lom & Pick, 2005). Around the same age, oth-
er important social skills, such as the recognitbfacial identity, face processing and identifica of
emotional expressions become more sophisticatestc(fen, Bayliss & Tipper, 2007; Nelson, 2001, for
reviews). Based on this increased understandiigeo§ocial environment, young infants start allocat
ing their attentional resources more efficientlpeleding on the social relevance of gazed-at ewvants
objects (Baron-Cohen, 1995). They understand teaple usually attend to their own actions and can
infer motor intentions of others by monitoring thgaze (Castiello, 2003; Frischen et al., 2007ed«,
Baker, Wicker & Perrett, 2000; Pierno, Becchio, Mamith, Turella et al., 2006).

Around the age of 3-4 years, children start usirggaze behavior of others to make inferences
about their internal states and thus acquitikeeary-of-mind(Baron-Cohen, 1995). With a functioning
theory-of-mind, children can mentalize about theemtions of others and determine that someone is
looking at a particular object because he/she d#dn perform an action on it or has certain bglief

about that object.

1.2.2. Gaze direction as a cue for attentional onting

Gaze direction is not only important in childhoedcommunicate with others, but has also been shown
to influence attentional orienting in adults by sig shifts of attention to gazed-at locations \Brj
Davis, Ricciardelli, Kidd, Maxwell et al., 1999;i€sen & Kingstone, 1998; see Frischen et al., 2007,
for review). In experimental psychology, shifts afention to particular locations have traditiopall
been investigated using a cueing paradigm (Po408f), in which the observer’s attention is cued to
peripheral locations either by abrupt onsets ofsaal stimulus in the periphery (transient luminanc
increments: Posner, 1980; Muller & Rabbitt, 1980y the presentation of central symbolic cues that
can carry non-social (arrows: Posner, 1980; M#ld&rabbitt, 1989; Ristic & Kingstone, 2006; words:

Hommel, Pratt, Colzato & Godijn, 2001; digits: Rotatti, Riggio, Dascola & Umilta, 1987; Sheliga,
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Riggio & Rizzolatti, 1994) or social informationgge: Friesen & Kingstone, 1998; pointing gestures:
Langton & Bruce, 2000; tongues: Downing, Dodds &yBr2004). In response to spatial cues, attention
can be allocated overtly by performing saccadebeéaued locations (Hoffman & Subramaniam, 1995;
Posner, 1980; Shepherd, Findlay, & Hockey, 198@&owertly by shifting attention without moving the
eyes (Posner, 1980). These shifts of attentiorbeaniggered either inlaottom-up mannebpy stimulus
properties, resulting in involuntary shifts of aiien to the indicated location that are diffictdtsup-
press (Posner, 1980), and/or itbp-down mannerresulting in voluntary shifts of attention to timeli-
cated location (e.g., Jonides, 1981; Milller & R#bhhi989). Top-down controlled shifts of attentianme
usually evoked by symbolic cues (e.g., arrows) tequire interpretation, are presented centrallyhen
screen, and indicate target position with a higelihood (Jonides, 1981; Miller & Rabbitt, 1989). |
contrast, cues triggering shifts of attention inogtom-up fashion are usually more salient thanstire
rounding (e.g., flashes), appear at peripheraltimes, and induce shifts of attention even whemgei
nonpredictive for the location of subsequent taagBbsner, 1980).

In gaze-cueing paradigms (e.g., Friesen & Kingstd®98; Frischen et al., 2007, for review), a
face is presented centrally on the screen thatsgaitieer straight ahead or to the left or righesad the
screen. Gaze direction has been shown to shifatteational focus of the observer towards the gazed
at location, resulting in faster responses to targfeat appear in the gaze-cued hemifield comptred
targets in the uncued hemifield. Gaze-cueing esfegpresent basic social attention mechanismshwhic
emerge already 150 ms after cue onset, and detaivedy quickly (about 1000 ms after cue onset).
The effect of gaze direction on spatial attent®mat limited to realistic faces (Hietanen & Leppén
2003; Langton & Bruce, 1999), but can also be iedusy schematic faces (e.g., Friesen & Kingstone,
1998), as well as by various kinds of objects ety eye-like information (Quadflieg, Mason &

Macrae, 2004).
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1.2.3. Is gaze direction special in cueing the attgon of others?

Gaze direction has traditionally been thought tspecial with regard to guiding attention, for save
reasons: In contrast to other central cues (M@ldrabbitt, 1989; Posner, 1980; Ristic & Kingstone,
2006), gaze triggers attention shifts to periphkredhtions when being nonpredictive (Friesen & King
stone, 1998; Langton & Bruce, 1999; cf. Vecera &4Ri 2006) or even counterpredictive with respect
to the target location (Friesen, Ristic & Kingstp8804) — a pattern that is consistent with a xéfle
bottom-up mechanisnThis reflexive orientation mechanism was thougHhteaexclusive to gaze direc-
tion, given that adults can voluntarily orient awlagm other central cues, such as counterpredictive
arrows (Friesen et al., 2004) or extended tongDesv(ing et al., 2004). However, the view that gaze
direction provides a particularly powerful oriembatt signal (due to its social relevance) has béwt-c
lenged recently by evidence showing that not omlyegdirection, but also other overlearned symbolic
cues (e.g., arrows, words) are capable of indusimfis of attention when being nonpredictive foe th
target location (e.g., Hommel et al., 2001; Riskdesen, & Kingstone, 2002; Tipples, 2002; cf.eFri

sen et al., 2004).

However, although behavioral effects caused by gadearrow cues partially overlap, there are
still substantial differences between these cudh wagard to their underlying mechanisms (Num-
menmaa & Hietanen, 2009): First, while both nonmtade and counterpredictive gaze cues cause re-
flexive shifts of attention to the gazed-at locaticeflexive shifts of attention are only inducedrmon-
predictive, but not counterpredictive arrow cuese$en et al., 2004; cf. Hommel et al., 2001). Blase
on these findings, Friesen et al., (2004) conclutiatiorienting attention to gazensrereflexive (i.e.,
less vulnerable to top-down control) than orientiacarrows. Second, gaze cues have been shown to
induce both facilitation and inhibition effects t@af 2000 ms; Frischen, Smilek, Eastwood, & Tipper,
2007), whereas cueing effects induced by arrowmsidedrigger facilitatory effects only (Posner, Nis

sen, & Odgen, 1978). Third, there is evidence fregaroimaging studies that gaze and arrow cueing
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are subserved by different neural networks (Hiagtahkimmenmaa, Nyman, Parkkola, & Hamalainen,
2006): that is, arrow cues cause stronger actiwatidhe voluntary attention network than gazedire
tion emphasizing the fact that attentional oriegtio arrow cues might be less reflexive, but marke v

untarily controlled than gaze cueing.

1.2.4. The influence of context information on gazeueing effects

Although gaze cues have been shown to triggemxigleshifts of attention (Frischen et al., for rewi),
there is also evidence that orienting to gaze tioras not purely reflexive but can rather be tigwn
controlled by higher-level cognitive processes (Kaw011; Ristic & Kingstone, 2005; Teufel et al.,
2009, 2010 a,b). The operation of top-down processewever, has been shown to critically depend
on the availability of context information (Frith Brith, 2003; Teufel et al., 2009, 2010 a,b). Intica-

lar, preexisting assumptions concerning the obseperson have been shown to influence the readi-
ness to process and/or attend to gaze directioan®se Shepherd, & Platt, 2007; Kawai, 2011; Liuzza,
Cazzato, Vecchione, Crostella et al., 2011; Ri&ti€ingstone, 2005; Teufel et al., 2009, 2010 afb; c
Bayliss & Tipper, 2006b): Teufel and colleaguesO@Q for instance, reported that adaptation to gaze
direction depended on whether participants belighatian observed person could actually see through
a pair of goggles. Furthermore, in a study by Riahd Kingstone (2005), participants were presented
with an ambiguous stimulus that could be perceiloer as a car with wheels or a face with a hat.
The stimulus cued participants’ attention only amditions when they believed that they were looking
at a face rather than a car. Similalgwai (2011) found schematic faces to cue the @pents’ atten-
tion only when they believed that the target wasble to the gazer, but not when it was believeldeo
occluded.Furthermore, it has been shown that when the gazepresenting a stereotypical member
of a group that the observer belongs to (e.g.,deafla political party), the observer is more ljke

follow his/her gaze direction, resulting in incredscueing effects (Liuzza et al., 2011).
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Interestingly, however, not every type of cont@ftbrmation has been proven to influence gaze
cueing. In particularfacial identity does not interact with orienting to gaze direct{@ayliss et al.,
2006a,b; Quadflieg et al., 2004), whereas fagigdressiordoes (Peccinenda, Pes, Ferlazzo & Zocco-
lotti, 2008). With regard to facial identity, Bagéi and Tipper (2006b) showed that the identity gz
ing stimulus does not influence gaze cueing whendifferent faces indicate target location with-dif
ferent likelihoods; and Quadflieg and colleague¥@) showed that gaze-cueing effects are not exclu-
sive to realistic human faces, but can also bededwy all sorts of inanimate objects containing-ey
like stimuli. With regard to facial expression, the other hand, Graham and colleagues (2010) found
that the size of gaze-cueing effects is modulatednmgaze direction is changed with a fearful com-
pared to a happy or neutral face. One likely exgtian for the differential effects of facial expsem
and facial identity on gaze cueing is that thegradon of information from different channels take
place at different time points in the processimgasn: that is, information from brain areas thaicpss
facial identity (via FG) and signals originating@fn STS and IPS are integrated later in time, wiserea
information about facial expression (via the amyaype directly fed forward to the STS and therefor

integrated earlier in order to exert a combinetuarice on gaze cueing (Hoffman & Haxby, 2000).

1.2.5. Acuity of gaze direction estimation

Utilizing gaze direction to learn about intenticensd action goals requires us to identify where rsthe
are looking and to shift our own attentional fo¢aghe corresponding object/location (for a review:
Frischen et al., 2007). While it is easy to deteemivhere an arrow cue is pointing to by followitsy i
head, it appears to be more difficult to intergrate direction, where directional information ha®¢
derived from geometrical information displayed by tgazer’'s eyes. However, previous studies have
shown that humans are extremely precise in estigaaze direction. This high level of precision has

been found for dyadic interactions, where peoplestta discern direct and averted gaze of an interac
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tion partner (e.g., Ando, 2002; Anstis, Mayhew & méy, 1969; Cline, 1967; Gamer & Hecht, 2007;
Gibson & Pick, 1963), as well as for triadic intelfans, where observers have to judge gaze directio
of an interaction partner towards objects in thegbery (Bock, Dicke & Thier, 2008; Gale & Monk,
2000; Schwaninger, Lobmaier & Fischer, 2005; Symae®, Cedrone & Nishimura, 2004). The esti-
mation errors ranged from 0.5° to 4° visual andkpending on specific factors that have been varied
experimentally: Besides factors directly associatét the physiological composition of the eyes;tsu

as the iris-sclera ratio (Ando, 2002; Anstis et B69; Langton, Watt & Bruce, 2000) or the lumioan
contrast between iris and sclera (Ando, 2002).etlaee also contextual factors such as head and body
orientation (Gamer & Hecht, 2007; Todorév2006), number of visible eyes (Gamer & Hecht, 7200
Symons et al., 2004), looker-observer distance @atnHecht, 2007; Symons et al., 2004), or the
presence of objects in the attended space (Lobnfasaher & Schwaninger, 2006) that influence the

accuracy of gaze direction estimation.

1.2.6. Spatial specificity of attentional orientingo spatial cues

Given the number of studies that have examinegtéeision with which gaze direction of others can
be determined, it is quite surprising that the stigation of how precisely attention is shiftedgzed-
at locations has so far been neglected in thatilee. However, this is an important question irtipa
ular with regard to complex environments wherea ifficult to determine the attentional focus ¢ifi-o

ers when multiple objects are located close to e#oér that are of interest for the observed person

Specific-location theories of attention, such aszthom-lens mod€Eriksen & St. James, 1986;
Eriksen & Webb, 1989; Eriksen & Yeh, 1985) or t@dient model(Downing, 1988; Downing &
Pinker, 1985; Henderson, 1991; LaBerge & Brown,9t@hulman, Wilson & Sheehy, 1985), conceive
visual attention as a limited resource that caty tel directed to restricted regions of the visueatdf

However, the zoom-lens and gradient models difietheir assumptions as to how attention levels off
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around cued locations. According to the zoom-leosleh attention initially covers a large area & th
visual field (stimulus onset asynchrony, SOA < 19§), though with a low resolution. Following cue
presentation, the attentional focus is graduallgraveed and the attended region becomes spatially
more and more specific to the cued location. Bedrally, this effect is indicated by fast responges
targets at the cued location and equally slowepareses to targets at uncued locations. According to
the gradient model, attentional resolution dimiesin a graded fashion with increasing distandbef
target from the cued location. By contrast, geneggion theories of attention, such as theridian-
boundary mode{Hughes & Zimba, 1985, 1987), propose that atb@ntiannot be allocated to specific
locations, but only to larger regions of the visfield, such as hemifields (Hughes & Zimba, 1986) o

field quadrants (Hughes & Zimba, 1987).

While specific-location predictions have been shaavhold for attention shifts produced by the
endogenous, voluntary attention system (e.g., Enil& Yeh, 1985; Shepherd & Miiller, 1989, for long
SOAs), there are only a few studies that have tiyeged how attention is allocated when the exoge-
nous, reflexive attention system is involved (Hesda & Macquistan, 1993; Shepherd & Mdller,
1989). Exogenous attention shifts, which cannotdaglily controlled voluntarily, are attracted by ab
rupt visual onsets in the periphery (Jonides, 19&lljer & Rabbit, 1989; Yantis & Jonides, 1984), as
well as by centrally presented changes in gazetire (Driver et al., 1999; Friesen & Kingstone 989
Hietanen, 1999; Hietanen & Leppanen, 2003; Langtdruce, 1999). However, although gaze direc-
tion has been shown to trigger quasi-automatidssbif attention to the cued position, this mechanis
is not purely reflexive, but at least partially tatlable by the voluntary system (Driver et al999;
Downing et al., 2004; Friesen et al., 2004), leguime question open of how attentional resources ar

deployed following this sort of cues.

So far, only one study has examined in detail gagial distribution of attention following gaze

cues (Vuilleumier, 2002). The main objective oftetudy was to examine whether gaze induced shifts
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of attention would still be observed in patientshaiight parietal damage and left visual field resgl
whose ability to attend to contralesional space wgmired. In patient samples, the author couldxsho
that in the intact, ipsilesional hemifield, attemtiwas selectively directed to the specificallyctieca-
tion; in the contralesional hemifield, howevergattonal orienting was specific only to the quadran
that was gaze-cued. In healthy control sampless daection led to a shift of attention to the sfiec

cally cued position whereas the other positiorhen¢ued hemifield did not receive facilitation.

1.3. Rationale of the project

Research presented in this PhD-work systematigallgstigates the influence of context information
on the spatial distribution of attention followiggze cues. With regard to context influences ombkoc
attention mechanisms, previous studies have shbatrpte-assumptions about the gazing person mod-
ulate the size of gaze-induced cueing effects l{RitFrith, 2006, for review). For instance, these i
evidence that humans are more willing to engagmttinal resources in social interactions when they
believe that observed behavior is originating frasocial agent (i.e., a face with hat) compareawio
social stimuli (i.e., a car with wheels, Ristic &nigstone, 2005). Stronger gaze-cueing effects lame a
found, when participants believe that the obseageht can actually see an aspired target object com
pared to when it is not visible (Kawai, 2011; Tdwgeal., 2009). Furthermore, it has been showh tha
information about emotional states of others (tnaitted via facial expression) modulates the size of
gaze-cueing effects in a way that fearful facesioedstronger gaze-cueing effects than happy or neu-
tral faces (Peccinenda et al., 2008, c.f. Hietasteal., 2003). These findings provide strong evogen
that gaze following is not a pure bottom-up prodéss is executed on all kinds of eye-like stimblit

can rather be top-down controlled by context infation about the social content of the scene.

However, context information about the social valece of changes in gaze direction does not

necessarily modulate attentional orienting to g&ather, as has been pointed out above, it has been
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shown that even socially important context inforimat such as the identity of the gazer does noehav
a modulatory effect on gaze cueing (Bayliss & Tip@906b). Hence, it seems that spatial information
gained from the eye region and context informa#ibaut the environment and/or the gazing individual
have a combined influence on gaze cueing only ucekain circumstances, namely, when processing
of gaze direction and context information is exeduty the same neural network or at least in theesa

time window (Hoffman & Haxby, 2000).

Thus, based on the current literature, the exadhanisms underlying top-down modulation of
gaze-cueing effects cannot be specified, leadingeadollowing empirical questions: 1) What typds o
social context information (e.g., visual, verbahmarical) have a modulatory influence on sociatait
tion mechanisms (as measured in gaze-cueing &ffe2jsHow is the modulation-effect of context in-
formation on gaze-cueing effects actually caused, (ria which mechanism)? In order to answer these
questions, the aim of the research outlined inBhiB-thesis is to systematically examine the infaee
of different context variables on the size andigpdistribution of gaze-cueing effects. Furthermat
is investigated how conflicting context informatieintegrated when attending to gaze cues. Given
that attentional orienting to gaze cues is an ganbgess (i.e., present already 150 ms after cesepr
tation) and sustained for only 1000 ms (Friesen i&gitone, 1998), we hypothesized that context in-
formation that could potentially influence oriergito gaze direction must be pre-existing or proegss
very rapidly. We further assumed that the modutatsd gaze-cueing effects through context infor-
mation is actually exerted by a change in the atioo of attentional resourc@sthin the cued hemi-

field (i.e., facilitation for the exactly cued pten and/or suppression for the uncued positions).

In order to investigate these hypotheses, thrderdift sources of context information are used
as potential candidates for modulating the spdigtibution of gaze-cueing effectdasual information
in the observed scene (Study &ipirical information that can be deduced based on experieiit

the observed scene (Study 2) ardbal information provided by instruction (Study 2-4). particular,
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context information was either present in form&ference objects in the periphery (Study 1) oraoul
refer to the reliability with which gaze behaviadicated target position (either provided by instian

or inferred from experience with the observed daaeavior, Study 2). Context information could also
be given as background knowledge about the liketihimat an observed interaction partner is capable

of having mental states (Study 3-4).

Hypotheses

For investigating the influence of context inforioaton gaze cueing, we used two different paradigms
With the first paradigm, we investigated whethemteat information does modulate the spatial alloca-
tion of attention (Study 1-2); with the second pligen, we examined whether beliefs about the interna

states of others influence the size of gaze-cueiffegts (Study 3-4).

Study 1 and 2
Study 1 and 2 investigated whether the modulatiogaaze cueing by context information was caused
by changes in the spatial distribution of attersiar@sources to gazed-at compared to other posiiton
the cued hemifield. The idea was to measure theasplsstribution of attention as psychometric func
tion of the distance between cued and target posith order to investigate this question, targetsld
appear at different target positions while only @osition was directly cued; the other positionseve
not directly cued but located in different angudetances from the cued position in the cued heidifi
In conditions where context information was proddstronger gaze-cueing effects for the gazed-at
position compared to other locations were expegtetine with thespecific-locatiortheories of atten-
tion), whereas for conditions without context imf@tion, we expected equally strong gaze-cueing ef-
fects for all target positions in the cued hemdfigh line with thegeneral-regiortheories of attention).

In Study 1 context information was provided visually, theitin form of reference objects in the

periphery. We assumed that gaze direction wouldegaze-cueing effects specific to the exact gazed-
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at position only when it could refer to possibléerence objects in the periphery; in contrast, #gua
strong gaze-cueing effects for the whole cued heldifvere expected when no reference objects were
presented to which gaze direction could be linkedStudy 2 context was provided in form of infor-
mation about the reliability of observed gaze bérai.e., the likelihood with which gaze direction
indicated target position). We hypothesized thegraion would be directed to the exact gazed-ai-pos
tion only when gaze cues indicated target posivih a high likelihood compared to with a low like-
lihood. Information about the reliability of gazees was either given by instruction or could be de-

duced from experience with the observed gaze behavi

Study 3 and 4
The aim of Study 3 and 4 was to examine whethetesdinformation about the likelihood that an ob-
served agent has a mind modulates the readinessyége in social interactions with that agent, (as.
is reflected in the size of the gaze-cueing efjedtsparticular, we used a human and a robot dtimu
and manipulated participants’ beliefs about thentibnality of the displayed behavior by instrungo
We expected gaze-cueing effects to be larger wheticgpants believed to observe human-like behav-
ior compared to when they believed that they wdageoving mechanistic, pre-programmed behavior.
Most importantly, we expected this effect to beependent of the physical appearance of the gazer, b
only dependent on the degree to which intentiopabiuld be attributed to the displayed behavior.
Behavioral effects of the instruction manipulatiere investigated istudy 3 However, be-
havioral measures alone are not suited to addnesss$ue of whether or not instruction manipulation
affected attentional mechanisms (compared to olduer, mechanisms related to response preparation),
as performance data represent only the end efdét¢he processing chai®tudy 4therefore combined
behavioral measures with the EEG/ERP-methodologyder to identify the neural correlates that are

underlying the top-down influences on gaze-cueiifgces. We expected to find a modulation of early
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sensory gain control mechanisms (reflected in tR€Eomponents P1 and/or N1), if instruction ma-
nipulation had an effect on attentional orientingamanisms rather than on later processes related to

response preparation and execution.
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2.1.1. Abstract

In three experiments, we investigated the spalfliatation of attention in response to central gazes.

In particular, we examined whether the allocatibrattentional resources is influenced by context in
formation, that is, the presence or absence ofgeée objects (i.e., placeholders) in the periph@ry
each trial, gaze cues were followed by a targetdtis to which participants had to respond by key
press or by performing a target-directed saccaagets were presented either in an empty visuld fie
(Experiments 1 and 2) or in previewed location phatders (Experiment 3) and appeared at one of 18
(Experiment 1) or, respectively, six (Experiment2l 3) possible positions. The spatial distributid
attention was determined by comparing reaction gifi&l's) as a function of the distance between the
cued and the target position. Gaze cueing waspsmific to the exact cued position, but insteadegen
alized equally to all positions in the cued hentdfjevhen no context information was provided. How-
ever, gaze direction induced an additional facibtaeffect specific to the exact gazed-at positidren
reference objects were presented. We concludeltbgiresence of possible objects in the periphery t

which gaze cues could refer is a prerequisite ti@néion shifts specific to the gazed-at position.

Keywords

Gaze cueing, top-down control, eye movements, aptocation of attention, psychophysics

2.1.2. Introduction

Interacting with other people in a crowded envireninis a difficult task that requires complex cogni
tive skills. Even simple interactions, like shakimgnds or passing an object from one person tdanot
are challenging in that two individuals must cooade their actionsA prerequisite foisuccessful in-
teraction is the anticipation of action goals (Sehd@ekkering, & Knoblich, 2006) — which can be in-

ferred from the other’s focus of attention, as tawes or objects attended by the other are liketgets
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for upcoming actions. For identifying where or wiodthers are paying attention to, we rely on direc-
tional information provided by social cues, inclhgligestures, body and head orientation, and, in par
ticular, gaze direction (Emery, 2000; Langton, W&tBruce, 2000; Kingstone, Smilek, Ristic, Friesen

& Eastwood, 2003).

Utilizing gaze direction to infer action goals régs us to identify where the other is looking at
and to shift our own attentional focus to the cgpanding location/object (for a review, see Frisghe
Bayliss, & Tipper, 2007). Previous studies havenshthat humans are quite precise in estimating gaze
direction, with estimation errors ranging from 01t6°4° of visual angle. This high level of precisio
has been found fadyadicinteractions, where observers had to discern daadtaverted gaze of an
interaction partner (Ando, 2002; Anstis, Mayhew &gy, 1969; Cline, 1967; Gamer & Hecht, 2007;
Gibson & Pick, 1963), as well as foradic interactions, where observers had to judge to hvblgect
in space an interaction partner’s gaze was dire@edk, Dicke & Their, 2008; Gale & Monk, 2000;
Schwaninger, Lobmaier & Fischer, 2005; Symons, L€edrone, & Nishimura, 2004; Wiese,
Kohlbecher, & Miiller, 2012). Besides factors thag directly associated with the physical appearance
of the eyes, such as the iris-sclera ratio (An@022 Anstis et al., 1969; Langton, Watt & BruceQ@p
or the luminance contrast between the iris andsthera (Ando, 2002), various context factors sieh a
body and head orientation (e.g., Gamer & Hecht,720@dorové, 2006), number of visible eyes
(Gamer & Hecht, 2007; Symons et al., 2004), loaMeserver distance (e.g., Gamer & Hecht, 2007,
Symons et al., 2004), and presence of objectximtiended space (Lobmaier, Fischer, & Schwaninger,
2006) have been shown to influence the accuragané direction estimation.

Interestingly, when watching another person gaaing distinct location in space, the attention-
al focus of the observer is quasi-reflexively sdfto the gazed-at location (Driver et al., 199%den
& Kingstone, 1998; Hietanen, 1999; Hietanen & Leapgr@ 2003; Langton & Bruce, 1999; cf. Down-

ing, Dodds, & Bray, 2004; Driver, Davis, RicciarlileKidd, Maxwell et al., 1999; Friesen, Ristic, &
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Kingstone, 2004), so as to permit flexible respogdio upcoming actions of the gazer. Gaze-induced
shifts of attention have traditionally been invgated by using a cueing paradigm (Friesen & King-
stone, 1998) in which a schematic face is presergattally on the screen, gazing either straigletdh
or to the left or the right side of the screen géés appearing in the cued direction are detettedted,
and discriminated faster than targets in the otian-cued direction (for a review: Frischen, Bag/lis
Tipper, 2007). Cueing effects emerge already 15@ftes cue onset, decay relatively quickly (within
1000 ms after cue presentation), and are obtamedses when gaze direction is nonpredictive (Frie-
sen & Kingstone, 1998) or even counterpredictivéhwegard to upcoming target positions (Friesen,
Ristic & Kingstone, 2004). Moreover, gaze cueinigak can be induced by realistic faces (Hietanen &
Leppéanen, 2003; Langton & Bruce, 1999), as welhyasarious kinds of non-face objects that convey
eye-like information (Quadflieg, Mason & Macrae 020.

Given the number of studies that have examined ji@eise observers are in determining the
gaze direction of others, it is surprising that gjuestion of how accurately they deploy their owera
tion to the gazed-at locations has been negleat#uki literature. Arguably though, this is an intpaot
question, in particular with regard to complex @amments in which multiple objects of potential in-
terest to the observed person may be located tbosach other, making it difficult for the obserter
determine the other’s attentional focus precidety. this situation, specific-location theories pasal
attention, such as trmoom-lens moddk.g., Eriksen & Yeh, 1985) or tlggadient modele.g., Down-
ing & Pinker, 1985; Henderson, 1991; LaBerge & BnoWw989; Shulman, Wilson, & Sheehy, 1985)
would predict that attention is directed to theagaze-cued location, selectively enhancing atient
al processing for a narrow region of the visualdfien contrast, general-region theories, suchhas t
meridian-boundary modd€Hughes & Zimba, 1985, 1987), would predict thatercueing effects gen-
eralize to the whole cued hemifield/quadrant, éanéibnal allocation is constrained by neural machi

ery that can demarcate only broader regions ofitheal field.
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To our knowledge, only one, neuropsychological gt(Muilleumier, 2002, Experiments 4-5)
has looked at the spatial specificity of attentlam#nting in response to gaze cues (and this rasra
side effect). The main objective of this study i@examine whether gaze-induced shifts of attention
would still be observed in patients with right péai damage and left visual field neglect, whogbtgb
to attend to contralesional space was impairedgefarappeared at one of four predefined positions
inside a placeholder, while a centrally presentdtematic face looked either towards the target-loca
tion, another location on the same side, a locatiothe opposite side, or straight ahead. Gaze-dire
tion was neither relevant for the task nor predectf the target location. In patients, Vuilleum{2002)
could show that in the intact, ipsilesional henidjeattention was selectively directed to the exartd
location; in the contralesional hemifield, by castr, attentional orienting was specific only to ted
quadrant. In healthy controls, gaze direction abMayl to a shift of attention to the exact cuedtosg
whereas the other position in the cued hemifiettndit receive any facilitation.

Although these findings provide an important fetempt at assessing the spatial specificity of
gaze-cueing effects, it is difficult to generalthem for several reasons. First, while Vuilleun{iz002)
showed that gaze direction can produce specifimgueffects under certain conditions, his findimigs
not specify how cueing effects change as a funafahe distance of the target from the cued pasiti
Second, the study is not conclusive as to how theéutation of spatial-attentional allocation by cexit
information actually works, in particular: were sfjie cueing effects triggered by the gaze cuessger
or rather by the combination of directional infotioa provided by the cue and the presence of contex
information in the periphery (i.e., predefined @holders)?

These are important issues, given that contextnmdtion may impact the spatial specificity of
gaze cueing via two different mechanisms: On the ltand, presenting placeholders might cause spe-
cific gaze-cueing effects by restricting procesdimgnly a few regions of the visual field wherska

relevant events may happen. In this context, cueffegts caused by non-social central cues (erg., a
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rows) have been shown to be widely distributed wlaegets were presented in an uncluttered visual
field, in which case transitions in performance evewident only for the horizontal and vertical diel
meridians (Hughes & Zimba, 1985, 1987). Interesdyinigowever, when targets were presented in pre-
defined placeholders, cueing effects were spetfitie exact cued position (e.g., Eriksen & Yel83,9
Henderson & Macquistan, 1993; Shepherd & MulleB9)9 On the other hand, humans might expect
that changes in gaze direction are related to ppeaance of objects or events at the gazed-aidaca
and would, accordingly, shift their attentional digsconly under these conditions to the exact gared-a
position. Evidence for this assumption comes frawetbpmental studies which have shown that shar-
ing attention between two partners is only fadi#ithwhen objects are placed in the visual fieldreh
by providing information about what the other’s gaz referring to (Striano & Stahl, 2005).

The present study, with adult participants, wasghesl to investigate whether the allocation of
spatial attention in response to social gaze caiesodulated by visual context information, in parti
lar, whether spatially specific cueing effects imtgerently induced by gaze cues per se, ratherliban
ing due to the interplay of gaze directiand context information (i.e., placeholder). Spatigkational
allocation was determined by comparing RTs as atiom of the distance between cued and target po-
sition. Based on the findings for non-social cuesksen & Yeh, 1985; Hughes & Zimba, 1985, 1987,
Shepherd & Mdller, 1989), we hypothesized thatdheing effects for social gaze cues would be spa-
tially specific only when objects are presentededsrence frames in the periphery with which the ob
server’s, as well as the gazer’s, attentional famugd be aligned. If gaze cueing was spatiallycsjme
facilitation would be the strongest for the exagtd position, whereas other positions in the cued-h
ifield would exhibit only weaker facilitation, ifree. By contrast, if gaze-cueing effects were natipo

tion-specific but hemifield-specific, all positionsthe cued hemifield would show equal facilitatio
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2.1.3. Experiments

Experiment 1

The main goal of Experiment 1 was to determine Bpatial attention is allocated in response to cen-
trally presented gaze cues when no context infoomas provided in the periphery, that is: would at
tention, in this situation, be allocated to theaaied location or to a more global region of fietd?

An answer to this question would be provided bylyamiag the cueing effects as a function of the dis-
tance of the target from the cued location.

A secondary goal was to examine whether the allocatf attention following gaze cues would
be modulated by the type of task to be performsdyravious studies have shown the size of the at-
tended region to vary considerably depending oogmual task demands (Downing, 1988; LaBerge,
1983; Miiller & Findlay, 1987). To this end, twoféifent types of tasks were introduced in Experiment
1, which differed in their demands on perceptuabhation:target localization(Experiment 1a), which
makes low demands, atarget discrimination(Experiment 1b), which requires greater resolutiec:
cording to Downing (1988) tasks that are more diffi to solve require narrower attentional foci,
whereas less demanding tasks may still be perfoeffedtively with a broader distribution of atteorii
Thus, for roughly localizing a salient target i tiisual field (left vs. right hemifield decisioit)may
not be necessary to precisely focus attention erextact target position. Consequently, spatialgcgp
ic cueing effects might be best, or only, demotéran tasks in which higher perceptual resolui®n
required for successful performance.

Another reason why we used a target discriminatioaddition to the — ubiquitously used (e.g.,
Friesen & Kingstone 1998) — left-right target lazation task in Experiment 1 is that localizatiogrp
formance is prone to spatial stimulus-response )(8eRpatibility effects. With left-right target lat-
zation (as required in Experiment 1a), such effetdy be induced, in the valid-cue condition, by the

central gaze cue pointing to the side on whichtéinget-congruent manual response has to be given.



Studies on individual research questions 44

That is, the cue might directly facilitate (or petivate) the response, rather than solely attealiiyp
enhancing the processing of the target. In othedsydRT facilitation might not solely arise fromzga
induced orienting of attention, but also from Sirlikee modulations (Simon, 1969) acting at the ssage
of response preparation and execution (Nummenméteganen, 2009). Given that the cue might in-
duce a global response bias towards the cued lEgl®ias might obscure any spatially specéiten-
tional effect deriving from the gaze cueing. Given tbis this account too, the discrimination task used
in Experiment 1b (in which the cue cannot logicdiligs the response) would hold a greater potetatial
reveal therue distribution of attention in response to gaze cues

The questions outlined above were investigateddsioygua modified version of the gaze-cueing
paradigm (Friesen & Kingstone, 1998). Instead & target position on each side, we used nine semi-
circularly arranged positions in each hemifieldihagaze cues always indicating only either the deft
the right position on the horizontal meridiarcéntral position Figure 1). Our design permitted record-
ing of RTs to targets positioned at different distes from the exact cued location, providing a me=as

of gaze-cueing effects as a function of the distdmetween cued position and target position.

center

bottom

A ° B

Figure 1.Possible target positions in (A) Experiment 1, an(B) Experiments 2 and 3
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Method

Participants

36 volunteers participated in Experiment 1, eitfgrcourse credit or payment (8 €/hour): Eighteen
participants were tested on the localization t&tperiment 1a13 women; agevi= 25.17,SD= 3.65,
range: 20-32 years), the other eighteen on theichisation task Experiment 1p11 women; ageM=
22.94,SD= 3.21, range: 19-32 years). All participants weght-handed and reported normal or cor-
rected-to-normal visual acuity. Testing time wasewhl h for the localization task and about 2 htfar

discrimination task (split into two testing sessipn

Apparatus

The experiment was controlled by a Dell Precisi®f 8omputer, with stimuli presented on a 17-inch
Graphics Series CRT G90fB monitor, with the refreste set at 85 Hz. RT measures were based on
keyboard responses. Participants viewed the mofmdor a distance of 57 cm, with their head position
centered with respect to the screen and keybodre eXperiment was set up usiBgperiment Builder

(SR Research Ltd., Ontario, Canada).

Stimuli

Schematic faces, constructed following Friesenkindstone (1998), were used as gaze-cue providers.
Faces were drawn in black against a white backgtrotline round face covered an area of 6.8° of visu-
al angle and contained two circles representingetfess, a smaller circle symbolizing the nose, and a
straight line representing the mouth. The eyesend®d 1.0°, were located 1.0° from the centralivert
cal axis and centered on the central horizonta aekthe display. The nose subtended 0.2°, wasddca
0.9° below the eyes and served as fixation poingé Mouth was 2.2° in length and centered 1.3° below
the nose. Black filled circles appeared within #yes representing the pupils. Pupils subtended 0.5°

were centered vertically and horizontally in thesystraight gaze) or shifted either leftwards égar
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the left) or rightwards (gaze to the right) untiéy touched the outline eye circles.

In the localization task (Experiment 1a), the taggamulus was a gray dot of a diameter of 0.5°.
In the discrimination task (Experiment 1b), targetxe black capital letters, F or T, measuring 0.8°
wide and 1.3° high. Targets could appear at eighpasitions (not marked by placeholders) that were
equally distributed around an imaginary circle ohédius of 6.0° centered at the fixation point (Feg
1A). The resulting radial distance between adjatamfet positions was 20Gaze direction was ma-
nipulated orthogonal to target position, thatmsone third of the trials, gaze was directed tosikde on
which the target appearecugd hemifiell] and in another third to the other side¢ued hemifield in
the remaining third of the trials, the face wasiggstraight ahead. Importantly, on trials with ebas
in gaze direction, only the central position onteaitle was directly gazed-at. Consequently, taigets
the cued hemifield could appear at radial distarde®®, 20°, 40°, 60°, or 80° from the specifically

cued position.

Design

Experiment la (localization task) consisted of &dls; and Experiment 1b (discrimination task) of
1768 trials split into two test sessions of 884lsrieach. Experimental sessions started with &ldbc
20 practice trials preceding eight experimentatkdoof 108 trials each. In the localization tasitio-
ipants were asked to decide whether a target dstslvawn on the left or the right side of the screen
and to press “D” with the left index finger for lefnd “K” with the right index finger for right. Ithe
discrimination task, participants were asked tedrine whether an F or a T was presented in the tar
get display. To minimize any target-response assiodis, half of the participants responded to F by
pressing “D” with the left index finger and to T Ipyessing “K” with the right index finger, and vice
versa for the other half of the participants.

Gaze direction (straight, left, right), target siteft, right), target position (1 to 9), and, ix-E
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periment 1b, target identity (F, T) levels appegpsdudo-randomly and with equal frequency within
each block. In the localization task, SOA (300 66&) ms) was randomized throughout the experiment;
in the discrimination task, SOA was blocked andnterbalanced across the two test sessions (ilé., ha
the participants started with the short and hathwhe long SOA).

Cue validity was defined in terms of the combinatef gaze direction and target side. Trials
with straight-ahead gaze served resutral condition. Onvalid trials, gaze direction and target side

matched, whereas anvalid trials targets appeared opposite to the gaze-cemnifield.

Procedure

Figure 2A illustrates the sequence of events aiah Trial start was signaled by the onset ofxatiion
cross at the center of the screen. 400 ms lataGeawith blank eyes appeared on the screen. After
random time interval of 700 to 1000 ms, pupils avpd within the eyes, looking left, right, or syaii
ahead. Following the gaze cue, a target dot apgedrene of eighteen target positions with an SOA o
either 300 ms or 600 ms, measured from the onstegbupils (i.e., the cue) to the onset of thgdar
Schematic face, pupils, and target remained ors¢heen until a response was given or 1200 ms had

elapsed. The inter-trial-interval (ITl) was 680 ms.

until
response*

300 or 600 ms

until
response®

700-1000 ms

700 - 1000 ms

* ortimeout » s
400 or timeout
ms after 1200 ms .

A B after 4000 ms

Figure 2. Sequence of trials in (A) localization and discnation task, and (B) saccade task
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Prior to the test sessions, participants weretostd to fixate the central cross as long as & wa
shown on the screen. They were told that followtimg fixation cross, a drawing of a face with blank
eyes would appear at the center of the screenhadhey now had to fixate their eyes on the ndse o
the face. Further, participants were advised tfiat ¢he presentation of the face, pupils wouldesgwp
in the eyes (looking left, right, or straight ahgddllowed by a gray target dot/capital letterttbauld
appear anywhere in the field. Participants wergesgly informed that the direction in which the £ye
looked was not predictive for the location of theget, and they were asked to respond as quickly an

accurately as possible to detecting the target.

Analysis

Statistical analyzes focused on the comparisoralid \and invalid trials as a function of target pios.
Cueing effects were examined in termsco$ts-plus-benefiténvalid-valid), rather thabenefits(neu-
tral-valid) andcosts(invalid-neutral) with respect to the neutral cdiwti — because neutral trials may
not provide an adequate baseline for the sepasatssment of cueing effects (Jonides & Mack, 1984).
In fact, neutral trials were found to elicit lond®fs than valid or invalid trials, likely owing &traight-
ahead gaze havinghmlding effecion attention (George & Conty, 2008), making ifidiflt for the tar-

get onset to summon an orienting response (Setjlagegawa, 2011).

The spatial specificity of gaze cueing was assessadhree-way repeated-measures analysis of
variance (ANOVA) of the RTs, with the factors cuadiglity (valid, invalid), target position (1 to 9nd
SOA (300 ms, 600 ms). Spatially specific gaze-ogi@fiects would be evidenced by a significant in-
teraction between position and validity (over abdwe a main effect of validity), with enhanced cue-
ing effects for the exact cued position comparedth@r positions in the same hemifield. By contrast
spatially nonspecific gaze cueing would manifegemms of a main effect of validity (not accompahie

by a position x validity interaction), with equaldilitation for all positions in the cued hemifield
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To more precisely determine whether and how gae@gueffects vary as function of the dis-
tance of the target from the cued position, a oag-repeated-measures ANOVA was conducted on the

gaze-cueing effects\invaiid-vaid) with the factor cue-target distance (0°, 20°,,480°, 80°).Cueing

effects were calculated as the RT difference fgivan position (e.g., the position 40° in the upledr
quadrant) between trials on which this position wakdly cued (i.e., gaze directed to the left) eom
pared to when this position was invalidly cued.(igaze directed to the right), with cueing effexit

lapsed across the two hemifields.

Results

Misses (localization: 0.44%; discrimination: 0.29&6)d incorrect responses (localization: 4.20%; dis-
crimination: 3.31%) as well as outliers (2.5 SbBnir individual participants’ condition means) were
excluded from analysis. Mean RTs and Standard &€foorvalid, neutral, and invalid trials are presen
ed in Table 1 as a function of target position 8@A. As SOA did not have an influence on the spatia
specificity of cueing [localizationF(16,272)= 1.054p= .401; discriminationf < 1], the data were
collapsed across this factor and only validity godition effects were considered further. Resuits o

statistical analyzes for all trial types (neutkedlid, invalid) are summarized in Table 2.

Experiment 1la: Localization task

The ANOVA of the RTs, with the factors validity apasition, revealed the following effects: Mean

RTs were shorter on valid compared to invalid srigllidity: F(1,17)= 29.543p< .001,n2: .635].

Furthermore, responses were slower to targetsafifsared closer to, compared to targets located fur

ther away from, the vertical midline of the displgpsition F(8,136)= 64.030p< .001,n2: .790].
Importantly, general RT benefits for valid compatednvalid trials appeared to be of equal magretud

for all target positions, indicating that gaze aggeivas equally strong for all positions in the chedi-
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field [validity x position F(8,136)= 1.497p= .164,n2: .081, 1B= .406]. In line with this, the gaze-

cueing effects were not modulated by the distarete/den the cue and the target [main effeatlisf

tancein ANOVA of cueing effectsE(4,68)= .282p= .889,112: .016, 1= .677]; see Figure 3A.

Table 1: Mean Response Times (in ms), and Standard Eilrorag) for localization and discrimination task

Localizatior Discriminatior
Conditior valid neutra invalid valid neutra invalid
30C-ms SO,
Pos : 404 (12 412 (16 433 (15 428 (11 432 (11 428 (12
Pos . 360 (11 369 (11 377 (11 431 (11 430 (11 430 (12
Pos : 348 (9 367 (11 375 (11 429 (11 434 (12 435 (12
Pos - 345 (9 358 (8 362 (9 422 (11 429 (11 428 (10
Pos'! 340 (8 360 (9 363 (9 424 (11 430 (11 432 (12
Pos ¢ 344 (8 359 (9 363 (9 425 (12 430 (10 427 (11
Pos - 346 (8 361 (9 365 (8 428 (11 435 (11 427 (11
Pos ¢ 355 (9 370 (11 375 (11 428 (11 430 (13 437 (12
Pos ¢ 395 (13 399 (12 413 (15 430 (11 439 (12 436 (13
60C-ms SO,
Pos : 376 (11 387 (12 399 (14 413 (13 417 (14 419 (14
Pos . 343 (11 351 (10 358 (9 416 (13 411 (12 415 (13
Pos ! 333 (9 344 (8 341 (9 411 (15 413 (15) 420 (13
Pos « 317 (8 327 (8 340 (9 411 (13 418 (14 414 (13
Pos'! 318 (8 334 (9 335 (8 412 (13 414 (13 411 (15
Pos ¢ 322 (9 329 (8 338 (10 410 (13 418 (15 419 (14
Pos” 327 (8 331 (9 341 (8 416 (14 417 (14 416 (13
Pos ¢ 339 (9 342 (9 352 (9 413 (12 419 (12 422 (14
Pos ¢ 381 (12 387 (12 379 (12 415 (12 425 (14 416 (15

Experiment 1b: Discrimination task

Similar to Experiment 1a, RTs were shorter on vedidtive to invalid trials\alidity: F(1,17)= 11.957,

p= .003,n2= .413], indicating that gaze cues facilitated drscrimination of targets in the cued hemi-
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field. In contrast to Experiment 1a, RTs did ndtediamong the nine target positions in the cuedihe

field [position F(8,136)= 1.418p= .194,n2= .077, 1p= .406]; that is, in contrast to target localizatio
target discrimination was equally difficult howevelose a target was to the vertical midlire-

portantly, gaze-cueing effects were equivalentafbtarget positionsdistance F(4,68)= .088p= .986,

n2= .005, 1B= .677], providing evidence that gaze facilitatadget discrimination generally for the

whole cued hemifield, rather than specifically the exact gazed-at locationa]idity x position

F(8,136)= 1.166p= .3241%= .064, 1B= .406], see Figure 3A.
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Figure 3. Gaze-cueing effects as function of the distance/be cued position and target position (unclutteiedal field).
(A) shows results of Experiments 1a and b (18 tgrgsitions), and (B) results of Experiments 2a lrffl target positions).
The solid line depicts results for the target lazion, the dotted line for the target discrimioaf and the dashed line for
the saccade task.

Comparison between Experiments 1a and 1b

In a follow-up ANOVA, the gaze-cueing effects wemmpared between the target localization (Exper-
iment 1la) and target discrimination (Experiment tHsks. This ANOVA, with task type (localization,
discrimination) as between-subjects factor andditgli(valid, invalid) and position (1 to 9) as wiith
subjects factors, revealed the essential patterrueing effects to be similar for both types ofktas

While the RTs were overall shorter, and the cueiffgcts overall smaller for the discrimination ues's
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the localization tasktgsk F(1,34)= 18.900,p< .001,n2: .357; task x validity F(1,34)= 16.324,
p< .001,n2: .324], the spatial distribution of the cueingeett falidity x position F(8,272)= 1.354,
p= .238,n2= .038, 1B=.903] was not influenced by the task to be pentx fask x validity x positian

F(8,272)= 1.389p= .224,n2= .039, 1B= .903]: the effects were of equivalent magnituaiedil posi-

tions in the cued hemifield for both task typEse only other effect involving task was ttask x posi-

tion interaction F(8,272)= 43.793p< .001,n2: .563], due to RTs varying as a function of th&tatice

of the target from the vertical midline in the lbzation task, but not in the discrimination task.

Discussion

The main goal of Experiment 1 was to investigatedIstribution of attention following a central gaz
cue (when no context information is available ia geriphery). Our findings clearly showed equal RT
benefits for all targets that appeared (at ondnefrine positions) in the cued hemifield (relatiwehe
corresponding positions in the uncued hemifielddljéating that changes in gaze direction caused cue
ing effects that were not specific to the exactegaat location. In the localization task, RTs wire
slower the closer the target was located to thecamidline, likely owing to the fact that it lsarder

to make a left/right localization decision for tatg appearing closer to, rather than further awamw f

the vertical axis. Consistent with this, a maireeffof position was not found in the discriminatiask;
rather, the difficulty of discriminating between Brand a T was equivalent for all nine target pass,
however close they were to the vertical midlinepdmtantly, the position effect in the localizatitask
was not modulated by validity, that is: gaze cueias not enhanced for the exact cued position rela-
tive to the other positions within the cued henhifid=urthermore, at variance with the expectattuat t
specific cueing effects would more likely be obsshin tasks requiring greater perceptual resolution
the cueing effects were equally distributed actbescued hemifield even in the discrimination task.

Thus, taken together, the cueing effects were apatonspecific, with all positions in the cuedifie
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field receiving equal facilitation, in both the Blization and the discrimination task. Changes Ts R

occurred only when the vertical meridian was crddsem the cued to the uncued hemifieAdgy= 17

ms). Furthermore, the cueing effects were globakfmrt (300 ms) as well as for long (600 ms) cue-

target SOAs.

Table 2: Results of statistical analyzes for all trial tygesutral, valid, invalid), for Experiments 1-3.

validity position task val X pos task x pos val x task val x pos x task
Exp la F(2,34)= 25.7 F(8,136)= 74.4 F(16,272)=1.3

p< .001 p< .001 p=.230

n%=.602 %= .814 12= .069
Exp 1b F(2,34)= 10.1 F(8,136)=2.2 F(16,272)= 1.2

p< .001 p=.064 p=.317

n2=.372 n2=.113 n2=.065

Exp 28 F(2,34)=11.2 F(2,34)=3.6 F(1,17)=132.4 F(4,68)=.6 F(2,34)=5.7 F(2,34)=3.6 F(4,68)= 1.3

p< .001 p=.067 p< .001 p=.700 p=.009 p=.037 p=.291
n2=.397 ne=.174 n2=.886 n2=.031 né= 252  n2=.177 n2=.070
Exp 2b F(2,34)=41.8 F(2,34)=7.4 F(4,68)= .4
p< .001 p=.002 p= .842
n%=.723 n2=.315 n2=.022

Exp3 F(2.46)=6.0 F(2,46)=13.4 F(1,23)=129.8 F(4,92)=3.9 F(2,46)= 14.7 F(2,46)=3.7 F(4,92)=2.1
p=.005 p< .001 p< .001 p=.006 p< .001 p=.032 p=.095

n%=.208 n%=.369 n2=.850 n2=.145 n%=.390  n2=.139 n2=.081

Although gaze-cueing effects were spatially nonsjewith both types of task, changing the
task had a considerable influence on the overad sf cueing benefits: they were significantly reelt
in the discrimination compared to the localizatiask. Given that the effect of gaze cueing decaifs w
time (e.g., Friesen & Kingstone, 1998), this redhrctmight, in part, be attributable to the extended

processing time required to solve the discrimimat@sk. Another explanation is that gaze cueing not
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only induces attentional orienting towards the cherhifield, but also interacts with spatial S-R eom
patibility effects along the lines sketched abo@empared to the localization task in which the cue
might induce a general bias to produce a direclipcarresponding left/right response (in additimn
inducing attentional orienting), the discriminatitask measures cueing effects independent of spatia
S-R compatibility. This additional response biasnponent might explain why the cueing effect was
larger in the localization task. Nevertheless, gitleat the cue-response compatibility effect isitickl

to that of the attentional effect of cueing, thedkization task remains a valid alternative todiserim-
ination task, for three reasons: (i) processingheftarget and response preparation after cuengeese
tion can be accomplished faster for localizatidralt for discrimination) tasks, thus making themenor
sensitive for examining cue-induced effects onnditb@al orienting at different SOAs; (ii) targethli-
zation is easier for participants to perform amdl (equires only half as many trials as the distna-

tion task.

Experiment 2

Although the essential results were consistentxijpeEiments 1a and 1b, they are not directly compara
ble with those of Vuilleumier (2002), who used aafier number of possible target positions (two per
hemifield). Importantly, differences in set sizeuttbaccount for differences in the spatial allozatof
attention, as has been shown for the inhibitiomedéirn (IOR) effect (Birmingham, Visser, Snyder, &
Kingstone, 2007). This is because increasing thebau of target positions increases the proximity
between cued and uncued locations, while at thee dame decreasing the spatial predictivity of the
cues. Thus, to reveal possible effects arising floennumber of target positions, Experiment 2 exam-
ined the spatial specificity of gaze cueing using@uced number of positions, that is: would sfigtia
nonspecific gaze-cueing effects still be obtaindwkmvthe number of potential target positions within

hemifield is reduced from nine (Experiment 1) tcet?
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There were two further objectives: The first wagdst more directly for differences between
target localization and target discrimination bynipalating task type within participants (Experirhen
2a), in contrast to the between-subjects manipriat Experiment 1a and b. The other objective was
to examine whether a pattern of spatially nonspegéze-cueing effects would also be observed with
overt shifts of attention (involving eye movements te target), rather than tleevertshifts required
in Experiment 1. In the context of gaze-cueingafeit has been shown that the mere observatidn an
the actual execution of eye movements activateairoortical regions (Grosbras et al., 2005), drad t
even covert shifts of attention activate the meymtem, triggering the preparation of an eye moveéme
to the cued position (Friesen & Kingstone, 200%zBlatti et al., 1987). However, based on the tesul
of Experiment 1, it would appear that the mere pogning of a saccade is not sufficient to induce
specific cueing effects for the exact gaze-cuedtipos Rather, it might be that the requiremenaite
tually execute eye movements to the target, togetite the preparation of a saccade in response to
gaze cues, is essential for inducing spatially ifigezieing effects. If this were true, participantould
be faster to make saccades to targets appeariggzat-at positions, compared to targets at uncued
locations in cued hemifield. This prediction wastéel in Experiment 2b, in which participants were
required to make a speeded saccadic response tiar giee

As cue-target SOA had no influence on the spatietiicity of gaze cueing in Experiment 1, it
was kept constant at 500 ms in Experiment 2. lothkkr respects, Experiments 2a and 2b were similar

to Experiment 1.

Method
Participants
36 volunteers participated in Experiment 2: Eightparticipants (13 women, 5 men) performed locali-

zation and discrimination taskEXperiment 2aage:M= 25.11,SD= 4.03, range 19-34 years; one left-
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handed); the other eighteen participants (14 worhenen) performed a saccade taSkperiment 2b
age:M= 24.94,SD= 5.02, range 21-38; two left-handed). In Experitriéim the data of one participant
had to be excluded from analysis because of egkitrg problems. Testing time was about 30 minutes
for the localization and the saccade task, anddr Ithe discrimination task. None of the particifsan

had taken part in Experiment 1.

Stimuli
In Experiment 2, targets could appear at only sigigions, three within each hemifield — resultingai
radial distance of 60° between adjacent targettiposi (Figure 1B). As before, targets could ap@gar

only one of these positions on a trial, and ongyplsition on the horizontal meridian was cued.

Experiment 2a: Apparatus, Design, Procedure, and Aalysis
The apparatus in Experiment 2a was the same aggaritnent 1. Experiment 2a was split into two
sessions: participants performed the localizatask in one session and the discrimination tasken t
other session. Half of the participants startedhwhe localization task, and the other half with ths-
crimination task. The localization task consisté@&0 trials, with a block of 20 practice trialseped-
ing the 20 test blocks of 18 trials each. The disicration task consisted of 740 trials, with a daf
20 practice trials and 20 test blocks of 36 tredsh. Gaze direction (straight, left, right), targele
(left, right), and target position (top, centerftbm) were selected pseudo-randomly and appeartd wi
equal frequency within each block (with SOA betwesie and target onset fixed at 500 ms). In the
discrimination task, target identity (F, T) wascalsried.

Data were analyzed by a three-way repeated-meagN©VA with the factors task-type (lo-

calization, discrimination), validity (valid, invdl), and position (top, center, bottom).
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Experiment 2b: Apparatus, Design, Procedure, and Analysis

In Experiment 2b, stimuli were presented on a B&IT color monitor, with the refresh rate set at 100
Hz. Monocular eye tracking of the left eye was perfed using an Eyelink 1000 system in combina-
tion with a Tower Mount chin-and-head rest (SR Rede Ltd., Ontario, Canada). Viewing distance
was fixed at 55 cm, and eye data were sampledCft B@ with a spatial resolution of 0.01°.

Experiment 2b consisted of 380 trials, with a blo€kR0 practice trials preceding 5 test blocks
of 72 trials each. Figure 2B provides an illustratof the sequence of events in the saccade task, i
which participants were instructed to make, aslduiand accurately as possible, a saccade from the
nose of the schematic face (starting positionh&ldcation of the target.

Prior to the experiment, the eye tracker was catldat. Participants had to fixate the central fix-
ation cross for 400 ms to initiate a trial. Teclatl this required the participant’s eye positionre-
main for a 400-ms period within a tolerance regyri® in diameter around the cross. Achieving suc-
cessful fixation triggered the appearance of arseltie face with blank eyes, while the fixation @os
remained visible on the screen. After a further 4tX) the fixation cross was replaced by the nose of
the schematic face, which participants were instiadico fixate. After a random time interval (700 to
1000 ms), pupils appeared within the eyes, lookéfig right, or straight ahead. Participants wexid t
that the direction in which the eyes were lookingswot predictive of target location. After a sissce
ful fixation for a further 500 ms, the target apgghat one of six possible positions. If fixatioaswot
maintained successfully, the instructidhléase fixate the nose to prockedhs displayed at fixation.
Schematic face, pupils, and target remained oms¢heen until a successful saccade was made or 4000
ms had elapsed, whichever came first. During thgeement, the Saccade Reaction Time (SRT) was
measured, which was defined as the time intervialden target onset and successful landing of the
saccade in the region of interest (1° in diamedeound the target. The ITI between consecutivéstria

was 680 ms. Participants were instructed to takleoast break after each test block. Before statiieg
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next block, the eye tracker was recalibrated.

Results

In the saccade task, the only error that could oa@s a miss. Misses (localization: 0.15%, disanamni
tion: 0.75%, saccade: 3.42 %), incorrect respofieealization: 1.85%, discrimination: 5.37%), asllwe
as outliers (2.5 SD from individual participantséans) were excluded from analysis. Mean RTs (or
SRTs) for valid, neutral, and invalid trials aregented in Table 3 as a function of target positite:

sults of statistical analyzes for all trial typee(tral, valid, invalid) are given in Table 2.

Table 3: Mean Response Times and Standard Errors (in mshdowual localization, discrimination, and saccads

Localizatior Discriminatior Saccade ta:
Conditior valid neutra invalid valid neutra invalid valid neutra  invalid
50C-ms SO,
Pos : 327 (9 342 (10 343 (10 436(12 438(12 441 (12 218 (9 234(10 231 (8
Pos . 310 (9 325 (9 331(13 433(12 435(12 440(12 211 (8 227 (6 230(10
Pos : 339 (13 341 (15 349 (13 444 (12 446 (12 449 (12 253(14 270 (13 271 (14

Experiment 2a
RTs were shorter for valid compared to invalidlgrigalidity: F(1,17)= 26.257p< .001,n2= .607], but

did not vary as a function of positiopdsition F(2,34)= 2.970p= .096,n2: 149, 1p= .627]. Overall,

participants were faster in localizing than in disgnating targetsthsk F(1,17)= 157.788p< .001,
n2: .903], and gaze-cueing effects were more markatie former than in the lattetagk x validity
F(1,17)= 4.996p= .039,n2= .227]. Most importantly, the distance betweendcpesition and target

position did not modulate the size of gaze-cueiffigces [distance F(1,17)= .002p= .967,n2< .001,

1-B=.717], indicating that all positions in the cueeimifield were equally facilitated/glidity x posi-

tion: F(2,34)= .563p= .575,112: .032, 1B= .627]. This pattern of spatially nonspecific awgeffects
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was evident for the localization and the discrinioratask fask x validity x positianF(2,34)= .627,

p= .490,n2= .051, 1p= .627;task x distanceF(1,17)= .562p= .464,n2= .032, 1p= .717], see Figure

3B.

Comparison between Experiments 1 and 2a

To examine whether the number of target positiofisénced the size of gaze-cueing effects, we com-
pared the results of Experiment 2a (three positperhemifield) with Experiment 1 (nine positiorer p
hemifield) in a meta-analysis of the effect siz@egenthal & DiMatteo, 2001). As the size of the-cue
ing effect is reflected in the main effect of valyltwo separate meta-analyses were carried odh®n
estimated effect sizes for validity: one for thedbzation and one for the discrimination task.ifgat-

ed effect sizes were as follows: Experiment 1e;= .797 (Loc, 18 pos), Experiment 1:= .643
(Discr, 18 pos), Experiment 2eg= .678 (Loc, 6 pos), and = .543 (Discr, 6 pos). There was no signif-
icant difference in estimated effect sizes for ittarget localizationr{vs.rs, z= .725,p= .154) or tar-
get discriminationr vs.rg, z= .421,p= .183), indicating that the size of cueing effagtss comparable

between experiments and not systematically infladrizy the number of possible target positions.

Experiment 2b

Comparable to Experiments 1 and 2a (covert atiept®RTs in the saccade task were shorter for valid
relative to invalid trials\alidity: F(1,16)= 63.562p< .001,n2: .799], indicating that gaze cues expe-

dited saccadic reactions when the gaze was dir¢otealds the hemifield in which the target was sub-
sequently presented. Furthermore, SRTs were génstairter for targets presented on the horizontal

meridian (center position), compared to targetheupper and lower quadrants (top and bottom posi-
tion) [position F(2,32)= 7.161p= .003,112: .309]. However, position did not modulate theesid the

cueing effects\alidity x position F(2,32)= .323p= .726,112: .020, 1B=.599], which were equivalent
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for all positions in the cued hemifield, independehthe distance of the target from the cued pasit

[distance F(1,16)= .198p= .662,n2= .012, 1p=.819], see Figure 3B.

Discussion

Experiment 2a

Experiment 2a demonstrated that (i) spatially neosjz cueing effects are also found when the num-
ber of target positions within a hemifield is reddcwhile (ii) the size of the gaze-cueing efféself is
unaffected by this reduction. Thus, the spatiabnspecific cueing effects are more likely attritina

to attention being distributed equally over thedc@ieut unstructured) hemifield, rather than toseée
effects.

Note that the finding of spatially nonspecific augieffects, even with the reduced number of
target positions, is unlikely attributable to theewf schematic, instead of realistic, gaze stiniala
prior study with a human and a robot gazer, we doparticipants to be very precise in indicating the
gaze direction of the robotschematiceyes; indeed, acuity did not differ between réalisuman and
schematiaobot eyes (Wiese, Kohlbecher, & Miiller, 2012)isT&trongly suggests that tkehematic
cues used in the present study were precise erfouglarticipants to perceive them as pointing iato
specific direction, rather than just globally inaling a whole hemifield.

Furthermore, the spatially nonspecific cueing @éffeare unlikely due to the fact that the sche-
matic face was consistently looking at the cemidition on the horizontal midline (and never & an
of the other potential target positions) in a hésldf which might, for some reason, induce a global
bias towards the cued side. This is effectivelpdubut by a control experiment in which the (spigtia
non-predictive) gaze cue was equally likely dirdcte the position in the lower and, respectivehg t
upper hemifield quadrant, as well as the centraltpm on the horizontal midline. In all other resgs,

the experiment was comparable to the localizatisk bf Experiment 2a: The results obtained from ten
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participants (6 female; age: M=25 years, range @@€ars; all right-handed) mirrored the findings of
Experiment 2a, as evidenced by a repeated-mea&M®@¥A with the factors validity (valid, invalid),

gaze direction (top, center, bottom), and targsitpm (top, center, bottom): RTs were shorter ahdv

compared to invalid trialsvplidity: F(1,9)=13.831p= .005,172= .606], whether the lower, the central,

or the upper target position was cued. The RTs aisielonger for positions located closer to theive

cal midline farget position F(2,18)=25.590p< .001,;12= .740], as is typical for left-right localization.
Importantly, the cueing effects did not differ beem the exact gazed-at position and the respective

other positions in the cued hemifield, whichevesipon has been cueddlidity x gaze direction x tar-

get position F(4,36)= .816p= .523,n2= .083, 1B= .494]. Thus, general gaze-cueing effects for the
whole gaze cued hemifield are still found underditbons in which a central gaze cue is directed to

one of all possible target positions (rather thest fhe central position) on one or the other side.

Experiment 2b
The goal of Experiment 2b was to examine the hygmththat gaze-cueing effects would be spatially
specific if the task requires participants to alijuaxecute a saccade to the target (together thigh
implicit, covert preparation of an eye movementdsponse to the cue). However, at variance with thi
hypothesis, SRTs mirrored the previous findingsafspecific cueing effects: facilitation was equiva
lent for all target positions within the cued hasld, with no extra enhancement for the exact gaated
position. Most importantly, as shown in a meta-gsialof the effect sizes for the main effect ofidigy,
overt orienting in response to gaze cues was noe mabust compared to mere covert orienting (
= .779 (Experiment 2a), = .894 (Experiment 2bY);; vs. r,, z= 1.07,p= .113), which is in line with
Friesen and Kingstone (2003).

Thus, going beyond previous findings, the resuft&xperiment 2b show that even for overt

shifts of attention, gaze-cueing effects are noificed to the exact gazed-at position; rather, gamss
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equally facilitate the programming of an eye movetie any position in the cued hemifield. This pat-
tern is consistent with Rizzolatti et al. (1987hamshowed that the eye movement program induced by
symbolic cues specifies only the left/right directiparameter of a saccade, resulting in a globzfite

for the cued hemifield, but not for the exact cyedition. This finding is very plausible given that
oblique saccades are composed of a vertical anatizaohtal component which are implemented by
separate neuronal channels in the brain stem anedxacuted by distinct groups of motor neurons and
eye muscles (Bahill & Stark, 1977; King, Lisberg&rfFuchs, 1986). Consequently, given that vertical
and horizontal components of saccadic eye movenaetplanned and generated independently of
each other and that oblique saccades are moreutiiffo generate in general (as they involve tharco
dination of two separate components), it is possibat observing a lateral gaze shift also trigglees
preparation of an eye movement in only one, dontifian, horizontal), but not the other (i.e., veat),
channel. Thus, when being presented with horizaygaé shifts, only the horizontal (but not the ivert
cal) component of an eye movement is prepared[tiegun SRT benefits for left/right, but not
up/down saccadic eye movements.

In sum, Experiments 1 and 2 indicate that when isaal context information is provided to
which gaze cues could refer, (i) spatial attent®not allocated to the exact cued position, batlifa
tates target localization and discrimination atpaisitions in the cued hemifield; (i) nonspecifjaze-
cueing effects are independent of task demandsth@ size of gaze cueing is not influenced by the

number of target positions; and (iv) nonspecifieiog effects are also found for overt attentioritshi

Experiment 3
Experiment 3 was designed to investigate whetheratlocation of attention induced by gaze cues is
sensitive to context information presented in tisual field. Assuming that gaze direction provides

important information about other persons’ interstaltes, we hypothesized that gaze cues are only in
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terpreted specifically in relation to external refece objects that represent the targets of thersgith
attentional focus. If so, presenting targets ingiceglefined reference objects would be expectédrio
spatially nonspecific gaze-cueing effects into fpeeffects, as a link between gaze direction aod

tential objects of interest can already be estabtidoefore the target appears.

Method

The methodological details were generally the sasi@ Experiment 2a, with the following exceptions:
Twenty-four volunteers (17 women, 7 men) particyoain Experiment 3 (agél= 24.54,SD= 2.63,
range 21-30 years; all right-handed); none of tiich taken part in the previous experiments. Targets
were presented in predefined placeholder objeesdbnsisted of a white rectangle surrounded by a
black line (1.0° wide; 1.5° high); the peripher#éqeholders appeared simultaneously with the blank-
eyed face in the display center. Next, pupils apzbanside the eyes, creating the impression of the
face looking at one of the placeholders. 500 mer [dte target — either a dot (localization taskpor
letter (discrimination task) — was presented ceutenside one of the placeholders. The spatialispec
ficity of gaze cueing was assessed by a two-wagategal-measures ANOVA of the RTs, with the fac-
tors validity (valid, invalid) and position (topewter, bottom), as well as by an ANOVA of the cgein

effects (i.e. ARTinvaiid-valid), With the factor cue-target distance (0°, 60°).

Results

Misses (localization: 1.89%; discrimination: 0.39%correct responses (localization: 1.54%; diserim
ination: 4.74%) and outliers (x2.5 SD from indivadyparticipants’ means) were excluded from analy-
sis. Mean RTs for valid, neutral, and invalid sialre presented in Table 4 as a function of tgrgsit
tion. Results of statistical analyzes for all ttigbes (neutral, valid, invalid) are presentedabl€ 2.

As in the first two experiments, RTs were shortarvalid compared to invalid trialvdlidity:

F(1,23)= 16.926p< .001,n2= 424], and participants were always faster iraliaing than in discrimi-
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nating targetstask F(1,23)= 130.607p< .001,n2: .850]. Again, gaze cueing effects were largegha

localization than in the discrimination tadlagk x validity F(1,23)= 5,920p= .023,n2: .205], and

performance in the localization task, but not ie thscrimination task, depended on target position

[task x positionF(2,46)= 9.508p< .001,n2: .292]. Most importantly, this time, cueing effeatere

modulated by target position, with larger effeais the exact gazed-at position compared to therothe

two positions in the cued hemifielddlidity x position F(2,46)= 9.113p< .001,n2: .284]. In line with

this, the gaze-cueing effects within the cued hieddifvaried as a function of the distance betwaen c

and targetdistance F(1,23)= 13.133p= .001,n2: .363]. Note that although gaze cueing was strong-
est for the exact cued position, there was stililifation for the other two positions in the culeemi-
field. This pattern indicates that, under the ctiads of Experiment 3, gaze cues caused a significa
stronger facilitation effect for the exact gazedasition compared to the other two positions ia th

cued hemifield.

Table 4: Mean Response Times and Standard Errors (in m$&dalization and discrimination (with placeholders

Localizatior Discriminatior
Conditior valid neutra invalid valid neutra invalid
50C-ms SO,
Pos : 342 (13 352 (9 361 (8 428 (20 431 (20 42¢(19)
Pos . 320 (17 343 (8 348 (9 428 (16 424 (19 433 (16
Pos ! 355 (17 367 (13 363 (10 439 (17 444 (19 440 (17

As can be seen from Figure 4, spatially specificegaueing was evident for both types of task
(dashed lines). Statistically, theesk x validity x positiomteraction F(2,46)= 1,301p= .282,n2= .054,

1= .770] and theask x distancénteraction F(1,23)= 2.049p= .166,n2: .082, 1p= .936] were non-

significant. And when analyzing the localizatiordatiscrimination tasks separately, the criticalidity

X positioninteraction [localizationF(2,46)= 6.054p= .005,n2= .208; discriminationF(2,46)= 3.632,
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p= .034,n2: .136] as well as the effect of cue-targettance[localization: F(1,23)= 8.091p= .009,

n2: .260; discriminationF(1,23)= 8.675p= .007,112: .274] were significant for both types of task.
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Figure 4. Comparison between Experiment 2a (without contefdrimation, solid line) and Experiment 3 (with cextt

information, dashed line). (A) shows results of liealization task, (B) shows results of the distgnation task. With both
types of task, adding context information in therfaf predefined position placeholders changedneige cueing effect for
the whole cued hemifield into a more specific cgesffect for the exact gazed-at position.

Importantly, as depicted in Figure 4, a comparibetween Experiment 3 (with placeholders —
dashed lines) and Experiment 2a (without placehsldesolid lines) revealed the spatial specificity
effect to be significantly enhanced when contefdrimation was presented in the peripheatigifance x
experimentF(1,40)= 8.262p= .006,112: .171], with both the localization and the disdnation task
[distance x experiment x tadk(1,40)= .515p= .477,n2: .013, 1B= .997;distance x experimeifto-
calization):F(1,40)= 4.206p= .046,n2: .095;distance x experimeidliscrimination):F(1,40)= 6.610,

p= .014,n2= .142]. This pattern indicates that visual contetbrmation changes the general cueing
effect that is observable under conditions withoantext information into a specific cueing effeat f
the exact cued position, with significantly stronégeilitation for the exact gazed-at position cared

to the other positions in the cued hemifield. Fegdrsuggests that this change in the spatial spécif
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of gaze-cueing effects is due to increased fatiditafor the exact gazed-at position, coupled wéh
duced facilitation for the uncued positions in theed hemifield. However, when comparing cueing
effects for the same positions (exact, other) betweonditions with and without context information
(across experiments), separately for the locabmaéind discrimination tasks, only the reduced itaeil
tion for the other positions in the discriminatitask turned out to be just significan4Q)= 2.753,

p=.036; all othets < 1.506ps > .140).

Discussion
Experiment 3 examined whether the specificity afegaueing is modulated by visual context infor-
mation in the periphery, in particular, whethertsgly specific cueing effects are dependent onexin
information, such as objects of interest being latte in the field to which the gazer’s attentiof@l
cus could be directed. The assumption that cudfegte are modulated by context information is con-
sistent with previous findings on the spatial sfieity of non-social symbolic cues: While Hughegdan
Zimba (1985, 1987) found general cueing effectddoger regions of the visual field (i.e., hemidis!
or quadrants) when no context was provided, spasakcific cueing effects were observed when tar-
gets were presented at predefined placeholderidmsa(e.g., Eriksen & Yeh, 1985; Henderson &
Macquistan, 1993; Shepherd & Miiller, 1989). Basedh®se observations, we hypothesized that the
manifestation of specific gaze-cueing effects caity depends on the availability of context infor-
mation (i.e., placeholders) in the periphery, whighuld restrict processing to only a few regionsheaf
visual field where task-relevant events are likelypccur. Experiment 3 clearly supported this hipet
sis. In contrast to the first two experiments,evgaled an interaction between validity and pasitio
gaze-cueing effects were significantly enhancedterexact gazed-at position compared to the other
two positions within the cued hemifield.

This pattern points to an interplay of two compdseamhich determine the spatial specificity of

gaze-cueing effects: (i) a general orienting congobrihat is activated bottom-up by gaze cues, wheth
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er or not further context information is provideohd (ii) a top-down component that comes into play
only if contextual information is available, pertmg the gaze direction to be linked to specifitere
ence objects. While the bottom-up component resnlts general gaze-cueing effect for the whole
gaze-cued hemifield, the top-down component appearsduce a facilitation effect which is spatially
specific to the exact gazed-at position.

One possible challenge to this interpretation efdhata is that when placeholder structures are
available in the periphery, participants are mdeely to make a saccade in response to the gaze cue
which could potentially generate a pattern of sigtispecific cueing effects. In order to validébat
participants did heed the instructions to mainfadation on the central fixation cross throughodtial,
we tested six additional participants (age: M=2nge 23-30 years; 5 female; right-handed) in an eye
tracking experiment, using the same displays, witential target positions in the periphery markgd
placeholders, as in Experiment 3. Only the disaration task was tested, based on the assumption tha
the likelihood of making eye movements to the c(mdthe target) location would be highest when
task performance requires greater perceptual resoluHowever, even under these conditions, fixa-
tions remained on the central cross (i.e., withtolarance area of +1.5°) in 94.6% of all triald.t@e
remaining 5.4% of the trials, only 0.2% of the eyevements went to the target (with a tolerance area
of £1.5°), indicating that participants followedetlinstructions and did not execute saccades towards
the current target location. For those trials oncWiparticipants maintained central fixation durihe
whole trial, the results were comparable to Expenti8 (first 12 participants): RTs were overall sho

er for targets appearing in the cued hemifieldeathan the uncued hemifield (442 vs. 447 ma)ili-

ty: F(1,16)= 4.485p= .05,172: .219], as well as for targets presented on thizdwatal meridian com-

pared to targets in the upper and lower field qamaidr (437 ms vs. 448 mg)dsition F(2,32)=19.260,

p< .001,172= .546]. Importantly, gaze-cueing effects were éarfpr the exact gazed-at position com-

pared to the other positions in the cued hemifjgRims vs. 1 msyglidity x position F(2,32)= 8.780,
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p= .001,;72: .354]. Most importantly, the pattern of resultd dot differ between the control experi-

ment and Experiment 3 (discrimination task): theenactionsexperiment x validitfF(1,16)= .143,
p= .710,n2= .009, 1B= .712], experiment x positiofF(2,32)=2.038 p= .147,n2= 105, 1p= .625],

and experiment x validity x positiofF(2,32)=2.326,p= .114,112: 127, 1p= .625] were all non-
significant. This makes it unlikely that the sphlyisspecific gaze-cueing effects observed in Experi

ment 3 can be attributed to systematic saccadastémtial target positions marked by placeholders.

2.1.4. General Discussion

The goal of the current study was to investigagdpatial allocation of attention induced by nonpre
dictive gaze cues. Experiments 1 and 2 examinedde®e-cueing effects are distributed in an unclut-
tered visual field, dependent on the type of tés& number of possible target positions (set sy,

on whether attention is oriented covertly or oyerixperiment 3 then examined the influence of con-
text information, in the form of peripheral positiplaceholders, on visuo-spatial orienting in reseo

to gaze cues. The results revealed the spatiaifgigaf gaze cueing to be critically dependemnt the
availability of context information: Nonspecific g&cueing effects were found consistently whenether
were no placeholder objects in the periphery toctitihe gaze cues could refer; and this generahguei
effect was independent of the type of task to dopmed (localization, discrimination), the setesiz
and whether attention had to be shifted covertlpwertly. In contrast, when reference objects were
provided in the periphery, gaze cues induced angueifect specific to the exact gazed-at position.

The current results help integrate different thepof spatial attention with regard to their valid-
ity for gaze cueing. On the one hand, they confmeassumptions of general-region theories of atten
tion, such as thmeridian-boundary mod€Hughes & Zimba, 1985, 1987) — by showing thategeuzes
give rise to spatially nonspecific, hemifield cugieffects when no further information about potanti

reference objects in the periphery is provided ti@nother hand, they are also consistent with fipeci
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location theories of attention, such aszbem-lens modéEriksen & Yeh, 1985) or thgradient model
(Downing & Pinker, 1985) — by showing that attentibresources can be allocated to specific, narrow
regions of the visual field when objects are présgim the periphery that can serve as referenoceggo
for the other’s gaze direction.

The present findings argue in favor of the ided gaze direction cues can initiate both a gen-
eral and a specific component of attentional onmgntdependent on the availability of context irfor
mation in the visual scene: If no further infornoatiis provided, only a general directional oriegtin
component is activatedg¢ttom-up, yielding a global cueing effect for the wholezgacued hemifield.

By contrast, if context information is availablespatially specific componentofp-dowr) comes into
play, inducing a facilitation effect for the exazzed-at position. However, it is not entirely clfram

the presented data whether the modulation of th&éaspecificity of gaze-cueing effects is dueato
trade-off relationship between the top-down andtdmtup components, or whether the top-down
component is simply additive to the bottom-up conmgrd. Whatever the precise relationship between
the two orienting components, the specific compoiseems to critically depend on the availability of
context information and is, thus, likely to resiuim the combination of two separate sources adrinf
mation: the linking of context information providéwd the visual field with directional information
from the gazer’s eyes.

The proposal that visual information from the eggion and the periphery are integrated when
processing gaze direction is in line with Lobmageal. (2006). They showed that objects in thealisu
field can capture perceived gaze direction of daraction partner, causing systematic biases in est
mating where the other is looking. Arguably, rattiem being achieved directly (oottom-upmanner),
this linkage may involve complex, higher-level pesses of cross-referencing central gaze direction
with peripheral structures, which may then exerv@down-likeeffect on the allocation of attention.

However, this does not rule out that the computstiovolved are highly automatized and that, ohce i
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is established which peripheral object is refetedby the gaze cue, this object becomes an eftectiv
attractor for the allocation of attention.

The idea that gaze direction can induce both argéaad a specific cueing effect, the latter de-
pendent on the availability of peripheral contexbormation, is also consistent with Gibson, Thonmso
Davis, and Biggs (2011). They showed that the éxtenvhich attention is oriented to specific loca-
tions in response to symbolic cues depends onxpectancies observers have about the direction and
distance of the upcoming target: while directiomdbrmation is provided by the cue itself, distance
information is either derived from experience (elgarning that targets always appear at the same e
centricity) or provided by position placeholdersgsalso Shepherd & Mduller, 1989). However, in the
present study, simply presenting targets consigtahthe same distance from fixation did not gise
to spatially specific cueing effects (Experimentsnt 2); rather, specific effects were dependerihen
presence of position placeholders (Experiment djgsesting that reference objects are critical her t
exact interpretation of gaze direction.

This notion would also be consistent with jointeation theories, according to which attending
to the attentional focus of others is an impor{ametrequisite for sharing information in social nae-
tions (Butterworth & Jarrett, 1991; Scaife & Brung&®75). Of importance with respect to the present
findings, it has been shown that joint attention caly be established when objects are placeden th
visual field, with which the other’s gaze can biga¢d (Butterworth & Jarrett, 1991; Moore & Corkum,
1995). In line with this, our findings show thatthresence of objects in the visual field is alssee-
tial for inducing spatially specific gaze-cueindeets in adults.

The evidence available to date suggests that wdsabben established in the present study with
regard to the spatial specificity of gaze cueingy migo apply to non-social symbolic (e.g., arrowgs
in general: symbolic cueing towards an uncluttensdal field produces spatially non-specific cueing

effects (Hughes & Zimba, 1985, 1987), whereas tleng effects are spatially specific when possible
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target locations are predefined by placeholderikg¢En & Yeh, 1985; Henderson & Macquistan, 1993;
Shepherd & Miller, 1989). Nevertheless, given thase studies were quite different with regarceo t
stimulus arrangements and tasks used (the only corlity being the use of central arrow cues), the
generality issue would need to be examined in &urtbystematic experiments adapting the designs of
the present study. However, even if gaze cueingetiout to be a specific instance of symbolic agiein
as concerns the role of visual context for theiapapecificity of the cueing effects, it would ram
that gaze direction induces cueing effects faster ia a more reflexive manner compared to arrow
cues (Friesen et al., 2004). Also, gaze-cueingtffmay well be particularly reliant on the availiép
of external objects. Further work would be requitectlucidate the exact mechanisms that relate the
central information from the cues with peripherahtext information, and whether their dynamics is
the same with social as with non-social symboliescu

In summary, the present results reveal a degrdlexbility in the gaze-cueing system that al-
lows for the integration of multiple sources ofdrrhation to guide attention: when information about
possible reference objects in the visual fieldasking, attention is allocated to a broader ardwreas
attention shifts are specific to the cued locatidren a relation between gaze direction and objafcts
interest can be established. This context-deperftiedilbility is adaptive, in that it allows for raghde-

tection of relevant objects in a constantly chaggacial environment.
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2.2.1. Abstract

For interacting with other people, information abthe physical surrounding has to be integrateth wit
information about the social interaction partnendessing social information is usually guided by a
bottom-upmechanism that is reflexively triggered by stinsitelated information in the social scene,
combined with dop-downmechanism activated by task-related context inédion. The present study
investigated whether these components interachduattentional orienting to changes in gaze dioecti
In particular, we examined whether the spatial $jogy of gaze cueing is modulated by expectations
about the reliability of gaze behavior that werduoed either by experience with the gaze behavior o
by instruction. Spatially specific cueing effectere observed for highly predictive cueing condision
and importantly, also when participants believeat thonpredictive gaze cues were highly predictive.
Analogously, cueing effects for the whole gazedehifield were observed for nonpredictive cues and
when predictive cues were believed to be nonpredicspecific cueing effects were attenuated. This
pattern indicates that instruction-induced expématabout gaze behavior modulate social attention,

even when they contradict information availabl¢ha social scene.

Keywords

Gaze cueing, top-down control, spatial allocatibattention, cue predictivity

2.2.2. Introduction

For engaging in interactions with other people wedcto knowwho we are interacting with, anghat
others are going to do next (Frith & Frith, 200Based on this knowledge, which can be acquired
directly through interacting with people amdirectly by either observing someone interacting with
another person or by being told about a personmake inferences about the other’s internal states,

including intentions, beliefs, and feelings. At ttmre of thismentalizingprocess (Frith & Frith, 2003)
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is that our predictions about others are basedingily on the actual state of the world, but alsmar
assumptions about the others’ internal states. loegly, the interpretation of social scenes isutijiat
to involve (i) abottom-upmechanism that is activated by perceptual infoionain the social scene,
and (i) atop-downmechanism that is based on background knowledgénave about others, or
inferences we draw from perceived information, #rat interplays with the bottom-up component. To
allow adequate behavior in social interactions, libenan brain developed a system specialized for
processing social information consistingnoédial prefrontal corteXmPFC),superior temporal sulcus
(STS), orbitofrontal cortex amygdalaand anterior insula (Adolphs, 1999; Brothers, 1990). While
bottom-up responses to social signals are thoughbetevoked in the STS, top-down modulation of
these responses is assumed to originate from th&niBrezes et al., 2004 a,b; Saxe & Wexler, 2005).
One fundamental mechanism employed in the praogssisocial information is gaze follow-
ing. Gaze direction is very informative, as it icates another’s focus of interest and encourages th
observer to shift attention to the same location & review: Frischen, Bayliss, & Tipper, 2007).z6a
triggered attention shifts have been investigatgdgua cueing paradigm (Friesen & Kingstone, 1998)
in which a face is presented centrally that gazberestraight ahead, to the left, or to the righeac-
tions to targets appearing in the gazed-at herdifed typically faster than those to targets inadppo-
site hemifield (e.g., Friesen & Kingstone, 1998ngtn & Bruce, 1999; Wiese, Zwickel & Mdller, in

press).

Gaze direction has traditionally been thought tespecial with regard to guiding attention. In
contrast to other central cues (Muller & Rabbi@82; Posner, 1980; Ristic & Kingstone, 2006), gaze
triggers shifts of attention to peripheral locasowhen being nonpredictive (Friesen & Kingstone,
1998; Langton & Bruce, 1999; cf. Vecera & Rizzop@Por even counterpredictive with respect to the
target location (Friesen, Ristic & Kingstone, 20844 pattern that is consistent with a reflexiveeme

anism.
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However, the view that gaze cues provide partitplpowerful attentional orienting signals
(reflecting their social relevance) has recentlgrbehallenged by evidence showing that not onlggaz
but also other overlearned symbolic (e.g., arromgscare capable of inducing shifts of attentionwhe
being nonpredictive (Hommel et al., 2001; Ristigefen, & Kingstone, 2002; Tipples, 2002; cf. Frie-
sen, Ristic & Kingstone, 2004). Furthermore, oiilggf attention in response to gaze directionloan
top-down controlled if appropriate context inforimatis available (Nummenmaa & Hietanen, 2009;
Teufel et al., 2009; Wiese et al., in press). Itipalar, pre-existing assumptions concerning the o
served stimulus have been shown to influence gaemg (Deaner, Shepherd, & Platt, 2007; Ristic &
Kingstone, 2005; Teufel et al., 2010; Wiese, Wykkavst al., 2012; cf. Bayliss & Tipper, 200&)r
example, when humans believe that the observedlmggzavior is intentional, cueing effects are larger
compared to when the gazer is believed to dispfdy mechanistic behavior (Wiese, Wykowska et al.,
2012). Similarly, when the gazer represents a stgoecal member of a group that the observer be-
longs to (e.g., political party), the observer igrenlikely to follow his/her gaze direction (Liuzeaal.,

2011).

Taken together, these findings suggest that gags, ¢n addition to a bottom-up component of
attentional orienting, evoke a top-down mechanishich is dependent on whether or not task-relevant
context information is available. In support ofstidual-component model, Wiese et al. (in pressg hav
shown that when targets were presented in an whsted visual field, cueing was not specific to the
exact gazed-at position, but facilitated all pasii within the cued hemifield to an equal degreavH
ever, when additional context information was pded in the form of peripheral position placeholders
cueing effects were strongest for the exact garéokcation. The authors took this pattern to intica
that bottom-up and top-down mechanisms are co-@atigaze cueing: while the bottom-upflexive
component causes a general directional bias fomti@e cued hemifield, the top-down component

triggers facilitation specific to the particularzgal-at position.
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The present study was designed to investigatehghgaze-induced attentional orienting can be
top-down modulated by participants’ expectationsutlobserved gaze behavior. Expectations were
induced by eitheactual predictivityof gaze behavior (i.e., likelihood with which tatg appeared at
gazed-at locations) anstructed predictivitindependent of the actual predictivity). In Expent 1,
actual (i.e., experienced) predictivity tallied kvinstructed (i.e., believed) predictivity, wheréa$x-
periment 2 it did not. Based on the two-componeod®eh of Wiese et al. (in press), we expected that i
Experiment 1, the predictivity with which gaze diien indicates target position would influence the
specificity of gaze cueing as follows: nonpredietiyaze behavior would only activate the bottom-up
component, resulting in equal-size gaze-cueingtsfor the whole hemifield; predictive gaze behav-
ior, by contrast, would additionally invoke the tdpwn component giving rise to facilitation for the
exact gazed-at position. In Experiment 2, we exadhiwhether believed predictivity wouldteract
with experienced predictivity, that is: would noasfic gaze cueing triggered by nonpredictive cues
be spatially more specific when the cue was betigeebe predictive (Experiment 2), relative to when
it was believed to be nonpredictive (Experimentak)alogously, would specific gaze cueing induced
by predictive cues be less specific when the gaeewas believed to be nonpredictive (Experiment 2)

compared to when it was believed to be predictisgeriment 1)?

2.2.3. Experiments
Experiment 1

In Experiment 1, gaze cues either predicted thgetdocation with a high likelihood (80%), or they
were nonpredictive~ 17%). Participants were explicitly informed abdbése probabilities. There
were three semi-circularly arranged target poss#tioneach hemifield (Figure 1A)mportantly, these

positions werenot marked by placeholders (see Wiese et al., in pfesshe effects of nonpredictive

gaze cues without versus with placeholder inforamgti Participants had to make a speeded localiza-
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tion (left vs. right hemifield) response to thegetr We expected predictive gaze cues to produee th
strongest gaze-cueing effect for the exact gazgasition, whereas nonpredictive cues would geeerat

equal effects for all target positions within theed hemifield.

until
response®

center

700 - 1000 ms

400 ms

* ortimeout
after 1200 ms

bottom A B

Figure 1. Stimulus and target positions (A) and sequence@fis within a trial (B).

Methods and Materials

Participants

Twelve volunteers (8 women; mean age: 25 yeargera20—-30 years; all right-handed, with normal or
corrected-to-normal visual acuity; all having giweritten informed consent) participated in the expe

iment either for course credit or payment (8€/f@sfing time was two hours, split into two sessions.

Apparatus

Stimuli were presented on a 17" Graphics SeriesfE@RT monitor with the refresh rate of 85 Hz.
Reaction time (RT) measures were based on starkégimbard responses. The experiment was con-
trolled by Experiment Builde(SR Research Ltd., Ontario, Canada). Participamie seated 57 cm

away from the monitor, centered with respect tpldig and keyboard.
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Stimuli

Schematic faces, constructed in line with Friesahl&ingstone (1998), were presented in the cerfter o
the display as black drawings against a white bemkyl. The round face outline circumscribed an
area of 6.8° of visual angle and contained twolesrcepresenting the eyes, a smaller circle symboli
ing the nose, and a straight line representingitbath. The eyes subtended 1.0° and were positioned
on the horizontal midline, at a distance of +1.@nf the vertical midline. The nose subtended 0.2°,
was located 0.9° below the eyes, and served asdiixpoint. The mouth was 2.2° in length and cen-
tered 1.3° below the nose. Black filled circleshtemding 0.5°, appeared within the eyes, reprasgnti
the pupils. Gaze cues were implemented by moviagtlpils sideways into one of six different direc-
tions: pupils were either shifted left- or rightwaron the central horizontal axis or rotated up- or
downwards relative to the midline by an angle of,atil they touched the outline eye circles. The
target stimulus was a gray dot 0.5° in diameterg@is could appear at one of six positions equally
distributed on an imaginary circle with a radiusdd® around the fixation point within the centiate

(Figure 1A). The angular distance between adjategets was 60°.

Design

Each session of the experiment consisted of 74 twith a block of 20 practice trials precedir@y 2
experimental blocks of 36 trials each. Gaze dioectieft, right), gaze position (top, center, bat)p
target side (left, right), and target position (topnter, bottom) were presented pseudo-randomig. C
predictivity was blocked: one testing session wagotked to nonpredictive and the other to predictive
cues, with session order counterbalanced acrosgipants. In thenonpredictive condition, targets
appeared at each of the six target positions \wghsame likelihood(17%); by contrast, in thgredic-

tive condition, targets appeared with a likelihood of 80% atedkact gazed-at position and a likelihood

of 4% each at one of the other five positions.
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Procedure

Figure 1B illustrates the sequence of events arak Trials started with the onset of a centrahfion
cross. 400 ms later, a face with blank eyes wasepted. After a random interval of 700—1000 ms,
pupils appeared within the eyes looking at onehef gix target positions (Figure 1A). Following the
cue, a target dot appeared at one of the six taggtions at a stimulus onset asynchrony (SOAQ6f

ms. Schematic face, pupils, and target remainetherscreen until a response was given or 1200 ms
had elapsed. Participants were asked to determsést and accurately as possible, whether targets
were presented on the left or right side of theaer pressing the “D”- or “K"-key with their leftro
right index finger for a target on the left or righide, respectively. The inter-trial-interval (JTwas

680 ms.

Participants were veridically informed about thedictivity of the gaze cuesnstruction 1
informed that gaze direction was not predictiveh# location of the upcoming targétistruction 2

informed that the target would appear with a higalihood at the gazed-at position.

Analysis

The specificity of gaze cueing was assessed ip@ated-measures analysis of variance (ANOVA) on
the gaze-cueing effects, with the factgeze positior{top, center, bottomjarget position(top, center,
bottom), andpredictivity (low, high)! Cueing effects were calculated as the RT-diffeechetween a
validly cued position (gaze direction and targdesinatched) and the respective invalidly cued pwsit
(gaze direction and target side did not match)h@ensame horizontal axis. For instance, cueing &ffec
for the top-position (60° in the upper quadrant)tbe left side were calculated as the RT difference
between trials on which this position was validhed (i.e., gaze directed to the left) comparedhemw
this position was invalidly cued (i.e., gaze diegtto the right). For the ANOVA, cueing effects wer

collapsed across the two hemifiel@pecific cueing effects would manifest as a sigaifit interaction
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between gaze position and target position, witbngfer cueing effects for the gazed-at position than
for the other positions in the same hemifield. Bytcast, nonspecific gaze cueing would yield equal
facilitation for all positions in the cued hemifie{i.e., main effect of validify in the absence of a gaze
position x target position interaction on the gameing effects). If predictivity influenced the spei-

ty of gaze cueing, the interaction among predittivjaze position, and target position should lge si
nificant, with the interaction between gaze positamd target position being significant only foe{pr

dictive cues.

Results

Anticipations (defined as responses with latency08 ms, 1.29%), misses (defined as responses with
latency > 1200 ms, 3.69%), and incorrect respo(s&€9%) were excluded from analysis. Figure 2
presents the cueing effects for predictive and rexfiptive trials as a function of gaze position and
target position. Mean RTs and Standard Errors &idvand invalid trials are reported in the Sl-g&tt
(see Table S1); and results of the ANOVA with taetdrs validity, gaze position, target positiond an
predictivity are summarized in Tables S2 and S& rEsults of the ANOVA on the gaze-cueing effects

are reported below.

The ANOVA of the cueing effects revealed the gezeing effects to be overall larger with

predictive cuesArpT = 61 ms) than with nonpredictive cuesg = 11 ms) [predictivity:F(1,11)=
44.716,p< .001,n2: .803]. Moreover, the spatial distribution of #gze-cueing effects was dependent
on the relation of the gazed position to the actaiglet position in the cued hemifield [gaze positk

target positionF(1,11)= 44.716p< .001,112: .803]. Importantly, however, the spatial disttibn of

cueing effects differed significantly between potide and nonpredictive cues [predictivity x gaze

position x target positior=(4,44)= 15.265p< .001,112: .581]. All other effects were non-significant

(all Fs < 2.543, alps > .101).
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Figure 2. Gaze-cueing effects as function of gaze and targsition for (A)high actual andinstructed predictivity; for (B)
low actual andinstructed predictivity. Depicted error bars represent staddarors of the mean adjusted to the within-
participants design (Cousineau, 2005).

To statistically test whether the spatially specdomponent manifested only with predictive,
but not with nonpredictive, cues, the cueing effegere examined in follow-up ANOVAs with only
the factorggaze positior{top, center, bottom) artdrget position(top, center, bottom), conducted sepa-
rately for each of the predictivity conditions. Wionpredictive cues, the cueing effects were aif-co

parable size for all target positions in the cuednifield [gaze position x target positioR(4,44)=

1.078,p= .379,112: .088]; see Table S3 for the main effect of v&yidBy contrast, with predictive

cues, the size of the gaze-cueing effect dependedeocongruency of the gazed-at and the target pos

tion [gaze position x target positioR(4,44)= 18.309p< .001,n2= .625]. All other effects were non-

significant (allFs < 1.973, alps > .163).

To examine the deployment of attention with resgegparticular positions in the gaze-cued
hemifield for the predictive condition, cueing effe were compared between the exact gazed-at posi-
tion and the other two locations (averaged togegtimethe cued hemifield; this comparison confirmed
the gaze-cueing effects to be significantly lafgerthe exact cued position than for the other loaa-

tions Agcexact-other 61 Msi(11)= 6.111p< .001,two-tailed.”
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Discussion

Experiment 1 investigated whether attentional anenis influenced by explicit information abouteth
predictivity of gaze behavior. The results showeat forpredictive cuesgaze cueing was significantly
stronger for targets that appeared at the exa@dgaizposition, relative to targets at one of ttieep
two positions in the cued hemifielNonpredictive cuedy contrast, generated significant gaze-cueing

effects (see Table S3) that were equally strongidarget positions within the cued hemifield.

The finding that predictivity influences both thize and spatial distribution of gaze-cueing ef-
fects raises an interesting question, namely: ésdbserved pattern mediated by instruction-induced
expectations, or does it emerge as a result ofimzhexperience with cues of various degrees of pre
dictivity? The results of Experiment 1 cannot ansts question, as the experienceadteia) and
believed (#nstructed predictivity were always congruent. In order teashtangle the effects of experi-
ence versus belief, instructed and actual predigtimust be varied orthogonally: With highly predic
tive cues, participants would be told that the geze is nonpredictive; with nonpredictive cues, by

contrast, participants would be told that the aulighly predictive.

Experiment 2

In Experiment 2, the effects of actual and beliepeedictivity were contrasted. Participants recdive
eitherlnstruction 1: they were told that the cue was highly predigtiveen it actually was nonpredic-
tive (actual predictivity 17%; instructed predictivity 80%); orlnstruction 2: they were told that the
cue was nonpredictive, when it actually was higirgdictive actual predictivity 80%,instructed pre-
dictivity: 17%). The order of instruction was counterbaldnaeross participants. In order to examine
the influence of experienced vs. believed predistion gaze cues, we compared conditions i

same actual budifferent instructed predictivities between expemts in a mixed four-way ANOVA on
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cueing effects with the within-participant factayaze position(top, center, bottom)arget position
(top, center, bottom), arattual predictivity(high, low), and the between-participant fac@periment

(Exp.1: experience congruent with instruction, Exgxperience incongruent with instruction).

Method

Methods in Experiment 2 were the same as in Exmerim, with the only exception of congruency

between actual and instructed predictivity (congtue Experiment 1, incongruent in Experiment 2).

Participants

Twelve new volunteers (10 women; mean age: 25 yeange: 20-28 years; all right-handed, all with
normal or corrected-to-normal visual acuity; alvimg given written informed consent) participated i

Experiment 2, either for course credit or paym@&g¥lf).

Results and Discussion
Anticipations (0.82 %), misses (0.09 %), and inectrresponses (3.86%) were excluded from analysis.

Mean RTs and Standard Errors for valid and invalals are reported in the Sl-section (see Table S4

ANOVA-effects of interest are reported below; coatplresults are summarized in Table S5.

The ANOVA of the cueing effects revealed the alctuge predictivity to influence the alloca-
tion of spatial attention induced by gaze cues &gere 3): cues with high actual predictivity gaise
to larger cueing effects than nonpredictive cuesufa predictivity: F(1,22)= 64.975p< .001,12=
.803]. Moreover, highly predictive cues generateéing effects specific to the gazed-at positioijac
al predictivity x gaze position x target positidf(4,88)= 15.130p< .001,n2= .407], with significant

differences between the exact cued versus the pts#tions: alts> 2.295ps< .031 two-tailed.
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Figure 3. Gaze-cueing effects as function of gaze and tgrgsition for (A)high actual predictivity andlow instructed
predictivity; for (B) low actual predictivity andhigh instructed predictivity. Depicted error bars represent cdaedc
standard errors of the mean adjusted to withinigppénts design (Cousineau, 2005).

Crucially, this pattern was modulated by beliepeedictivity [experiment x actual predictivity
X gaze position x target positioR(4,88)= 5.419p= .001,n2= .198], that is: the allocation of spatial
attention in response to the experienced (i.euadictue predictivity was top-down modulated by ex-

pectations based on the believed (i.e., instructed)predictivity — see Figure 4.

In subsequent analyses, the spatial specificityaale cueing and its modulation by instructed
predictivity were analyzed for each actual predlitticondition separatelyNonpredictive cues gener-
ated spatially nonspecific cueing effects when ipigdnts believed that the cue was not predictive
(Exp.1), whereas the same cues produced spedéictefvhen participants believed the cues were pre-
dictive (Exp.2) [experiment x gaze position x targesition: F(4,88)= 5.649,p< .001,n2= .204].
Planned comparisons revealed the cueing effedie wignificantly larger for the exact gazed-at posi
tion than for the other positions within the cuenhifield when participants were told that the caes

predictive (EXp.2Azccued-other 17 MS), compared to being told that they are remtiptive (Exp.1,
AGceuedother 3 Ms); (21)= 3.478,p= .002, two-tailed]; see Figure 4ASimilarly, believed predic-

tivity modulated the spatial specificity of gazeemg forpredictive cues [experiment x gaze position X
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target position F(4,88)= 2.583p= .043,12= .105]: the spatially specific component was digantly

stronger for cues believed to be predictive (EXAdgcyed-other 61 Ms) compared to cues believed to
be nonpredictive (EXp.2Agccued-othar 32 MS), {(21)= -2.216,p= .037, two-tailed; see Figure 4B.

Complete results are reported in Table S6.

120 120 ——believed
predictivity high
-8 believed

12 ey predictivity low
— 80 - 80
wu
E
£
2 60 60
Q
2
]
g
o 40 40
=3
O
&
S 20 20
0 0
exact other exact other
actual predictivity low actual predictivity high

Figure 4. Comparison between ExperimentsGaze-cueing effects as function of target posif{exact gazed-at position
vs. other positions in cued hemifield), believeddictivity (high:solid line, low: dashed line) and actual predictivity (high:
left side, low: right side). Note that the bigger the difference (the stediperdepicted line) between gaze-cueing effects for
the exact and the other positions in the cued helahifthe more specific the allocation of attentiorthe gazed-at position.
Depicted error bars represent corrected standesdseadjusted to within-subject designs (see Caagin2005).

2.2.4. General Discussion

The goal of the present study was to investigatetisdr fundamental mechanisms of social cognition

such as orienting of attention in response to giaetion are influenced by context information abo
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the predictivity of gaze behavior. Information abguedictivity was provided either explicitly by-in
struction, or could have been inferred from acggegde behavior. Actual predictivity either did (Ekp.
or did not match instructed predictivity (Exp.2)h@h actual and instructed predictivity matched; spe
cific cueing effects for the gazed-at location werpected in the predictive condition; and cueifig e
fects for the whole gazed-at hemifield were expbatethe nonpredictive condition. When actual and
instructed predictivity did not match, believed gictivity was presumed to modulate the spatialcaio

tion of gaze-cueing effects evoked by actual ptedig.

This pattern of results was predicated on Wiesal.efin press), who showed that a general
gaze-cueing effect for the whole gazed-at hemifeeldld be complemented by a cueing effect specific
for the gazed-at position, though only in condisam which peripheral position placeholders we pr
sented that could be referred to by the centraé.gblzis pattern led the authors to propose a two-
component model of gaze cueing, according to whpdtially specific gaze-cueing effects are mediat-
ed by a context-dependent top-down component shategrated with a bottom-up component produc-

ing a general directional bias towards the gazel tiemifield.

The present findings provide further support fus tview, however, with context referring not
to external, visual information, but to the intdriastructed / experienced) reliability of the cuéor-
mation: with predictive cues, RT benefits were 8igantly larger for targets that appeared at thace
gazed-at position relative to targets at the otiwer positions within the cued hemifield; nonprenliet
cues, by contrast, gave rise to facilitation efect equivalent magnitude for all positions withire
cued hemifield. Importantly, the effects of expaded predictivity were modulated by expected pre-
dictivity: that is, nonpredictive cues believed lie predictive caused cueing effects specific to the
gazed-at position, compared to when nonpredictives avere veridically instructed to be nonpredictive
(Figure 4, left). In contrast, specific gaze-cuegffipcts caused by actually predictive cues wegnifi

icantly reduced when the cue was believed to b@maiictive (Figure 4, right).
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Thus, the present results extend previous findiygshowing that gaze-cueing effects may not
only be up-, but also down-regulated dependinghencontext information that is provided about the
predictivity of the cues: a specific cueing effeatised by actually predictive cues is reducedsispi-
tial specificity when participants believe that thee is nonpredictive; by the same token, spatiadhy-
specific gaze-cueing effects induced by actuallgpnedictive cues yield increased spatial specyficit
when participants are told that the cue is predic{Figures 2, 3, and 4). This is consistent wité t
view that top-down modulation of the spatial distition of gaze cueing effects can be induced by var
ious types of context information: visual infornmatiprovided in the scene (e.g., placeholders) ce-pu

ly verbal information (provided by instruction) alimbserved behavior.

The observation that explicit knowledge abatib we are interacting with does influence basic
attentional processes involved in social interadis consistent with Frith and Frith (2006) andifée
et al. (2010), who have suggested that bottom-ignting to gaze direction can be top-down con-
trolled by contextual information about the gaZzeur results are also in line with empirical evidenc
showing that background information based on famtly with the gazer (gender effect for women
only: Deaner et al., 2007) or stereotypical infotiora about the gazer (member of a political party:
Liuzza et al., 2011) modulate the size of gazermyeifects. Only Bayliss and Tipper (2006) reported
findings that might be interpreted as being atarase with the present results: they did not obsarve
modulation of gaze-cueing effects by cue predittivin their paradigm, different faces (randomized
across trials) indicated the target location witifiedent validities, and the association of fadgagntity
with cue predictivity had to be learned over therse of the experimentThe lack of a predictivity-
related modulation of gaze cueing in their studghhhave been due to the fact that information abou
the predictivity of gaze behavior was coupled widcial identity. Critically, Hoffman and Haxby
(2000) have shown that the interpretation of gamection and facial identity are subserved by diffe

ent neural networks and that these componentsngggrated only at later stages of information pro-
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cessing. Given that spatial cueing produces retifast-acting effects on attentional orientingisi
likely that cueing studies fail to disclose effeofsslower-acting facial identity information onethie-

sponse to gaze cues.

In summary, our findings show that early operaiohspatial attention are highly penetrable by
cognitive processes related to social context. inkelvement of a context-modulated mechanism in
gaze cueing is very plausible, as gaze-triggerechar@sms of attention are specifically sensitivéht
social relevance of the environment within whiclkeyloperate: the bottom-up component assures a
general preparedness for social signals conveyeatt®r people, while the top-down mechanism al-
lows a flexible adaptation to the social contexaafcene. The present findings reveal that in rateg
ing context information within social attention rhenisms, humans tend to incorporate what they are

told about others into their own experience anceolagion.
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Footnotes

1. Note that we also ran an ANOVA on mean RTs with fdeorsvalidity (valid, invalid), gaze
position (top, center, bottom}arget position(top, center, bottom), anaredictivity (low, high),
in order to examine whether the basic cueing effeatre significant. Mean RTs, standard er-
rors, and ANOVA results are reported in Tables 8d 82 in the Supplementary Materials sec-
tions. Results of post-hoc ANOVAs on RTs with thetbrsvalidity (valid, invalid),gaze posi-
tion (top, center, bottom}arget position(top, center, bottom) for each predictivity sepaira
are reported in Table S3.

2. All t-tests were Bonferroni-corrected for multiglemparisons.

3. In our paradigm, facial identity was not variedatinghout the experiment (the same schematic
face was used in all conditions) and cue predigtiwias blocked. Further, participants were
provided with explicit information about the obsetvgaze behavior via instruction. Our results
indicate that although knowledge acquired througbedence with given gaze behavior influ-
ences the interpretation of social scenes, expimivledge is essential to modulate early atten-

tional processes involved in gaze cueing.
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2.2.6. Supplementary Materials

Table S1.Mean Response Times and Standard Errors (in msfoal and instructed predictivity high vs. low Exp. J).

actual and instructed predictivity high actuadl anstructed predictivity low

Gaze top Gaze central Gaze bottom Gaze top Gamenl Gaze bottom

Target top valid
invalid

Target central valid
invalid

Target bottom valid
invalid

279 (10) 339 (24) 378 (16) 323)(1 328 (14) 335 (13)
381 (10) 378 (21) 398 (10) 333(12) 342X 341 (12)

306 (11) 261 (15) 320 (13) 0812) 304 (10) 312 (12)
378 (12) 354 (17) 365 (16) 318 (11)  310Y 323 (11)

355 (12) 325 (24) 273 (10) 302) 323 (12) 314 (13)

368 (19) 380 (21) 382 (10) 333(12) 333 328 (12)
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Table S2. F-and p-values for the four-way ANOVA &Ts with the factors: validity, gaze position, targesition and

predictivity (actual and instructed predictivityrgruent,Exp.J).

F-value p-value effect size12
validity F(1,11)= 109.437 p< .001 n2=.909
target position F(2,22)= 49.954 p< .001 n2: .820
gaze position F(2,22)= 1.090 p=.354 n2: .090
predictivity F(1,11)= 1.057 p=.326 n2=.088
validity x target position F(2,22)=2.543 p=.101 n2: .188
validity x gaze position F(2,22)= .526 p=.598 n2: .046
validity x predictivity F(1,11)= 44.716 p< .001 n2=.803
gaze position x target position F(4,44)= 14.766 p<.001 n2: 573
gaze position x predictivity F(2,22)= .778 p=.472 n2: .066
target position x predictivity F(2,22)= 1.247 p=.307 n2: .102
validity X gaze pos x target pos F(4,44)= 18.716 p<.001 n2: .630
validity x gaze pos x predictivity F(2,22)= .647 p=.533 n2: .056
validity x target pos x predictivity F(2,22)= 1.268 p=.301 n2: .103
gaze pos X target pos x predictivity F(4,44)= 8.560 p< .001 n2: .438
validity X gaze pos x target pos x predictivity F(4,44)= 15.265 p< .001 n2: .581
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Table S3.F-values and p-values for the post-hoc ANOVASRIS with the factors: validity, gaze position, andjetr

position for each actual predictivity condition aegtely Exp.J).

actual and instructed predictivity high

actual and instructed predictivity low

F-value p-value effect sizen2 F-value p-value  effect sizen2
validity F(1,11)= 79.447 p<.001 n2=.878 F(1,11)= 19.413p= .001 1%=.638
target position F(2,22)= 20.016 p<.001 n2=.645 F(2,22)= 32.301p< .001 12=.746
gaze position F(2,22)= .948 p=.403 n2=.079 F(2,22)= 518 p=.603 n2=.045
validity x target position F(2,22)= 1.973 p=.163 n2=.152 F(2,22)= 1.126 p=.342 n2=.093
validity x gaze position F(2,22)= .346 p=.711 nzz .031 F(2,22)=1.864 p=.179 n2: .145
target position x gaze position F(4,44)=12.276 p<.001 nzz 527 F(4,44)=5.470 p=.001 n2: .332
validity x gaze pos x target pos F(4,44)= 18.309 p< .001 n2: .625 F(4,44)=1.078 p=.379 n2: .089
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Table S4.Mean Response Times and Standard Errors (in msackoial predictivity lowbelieved predictivity high vs.
actual predictivity highbelievedpredictivity low Exp. 2.

actual pred. low/ believed pred. high actuabptegh/ believed pred. low
Gaze top Gaze central Gaze bottom Gaze top Gatenl Gaze bottom
Target top valid 280 (13) 321 (20) 338 (19) 315)(1 330 (14) 339 (13)
invalid 358 (11) 361 (13) 381 (15) 345 (12) 343) 345 (12)
Target central valid 292 (15) 275 (12) 301 (18) 1 g13) 306 (14) 312 (11)
invalid 357 (12) 358 (10) 363 (11) 333 (13) 330) 333 (10)
Target bottom valid 337 (22) 312 (19) 273 (13) 883) 332 (14) 309 (12)

invalid 360 (12) 361 (11) 349 (10) 342 (12)  340) 342 (10)
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Table S5. F-values and p-values for the four-way ANOVAgawze-cueing effectsvith the factors: gaze position, target

position,actual predictivity and experimenir(structed predictivity, Exp. 2.

F-value p-value effect size12
actual predictivity F(1,22)= 64.975 p<.001 n2: 747
target position F(2,44)= 7.581 p=.001 n2: .256
gaze position F(2,44)= .092 p=.913 n2: .004
experiment F(1,22)= 222 p=.642 n2=.010
actual pred x experiment F(1,22)=1.146 p=.296 n2: .049
actual pred x gaze position F(2,44)= .047 p=.954 n2: .002
actual pred x target position F(2,44)= 3.715 p=.032 n2: 144
experiment x gaze position F(2,44)= .612 p= .547 n2: .027
experiment x target position F(2,44)= 1.278 p=.289 n2: .055
gaze position x target position F(4,88)= 29.955 p< .001 n2: 577
actual pred x gaze pos x target pos F(4,88)= 15.130 p< .001 n2: 407
experiment x gaze pos x target pos F(4,88)= .634 p=.639 n2: .028
actual pred x experiment x gaze pos F(2,44)= .766 p=.471 n2: .034
actual pred x experiment x target pos F(2,44)= .097 p=.908 n2: .004
actual pred x experiment x target pos x gaze pos F(4,88)=5.419 p=.001 n2: .198
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Table S6.F-values and p-values for the post-hoc ANOVAgjaze-cueing effectsvith the factors: gaze position, target
position, and experiment (instructed predictiviity) each actual predictivity condition separatétyf.2.

actual predictivity high actual predictivity low

F-value p-value effect sizen2 F-value p-value effect sizen2
experiment F(1,22)= .080 p=.780 n2: .004 F(1,22)=7.051 p=.014 n2: .243
target position F(2,44)=6.291 p=.004 n2: 222 F(2,44)=2.968 p=.062 nZ: 119
gaze position F(2,44)= .024 p=.976 n2=.001 F(2,44)= 401 p=.672 n2=.018
experiment x target position F(2,44)= .595 p= .556 n2: .026 F(2,44)= 2.153 p=.128 nZ: .089
experiment x gaze position F(2,44)= .469 p=.629 n2: .021 F(2,44)= 2.152 p=.128 nZ: .089
target position x gaze position F(4,88)= 24.200p< .001 n2: .524 F(4,88)= 11.728 p< .001 n2: .348

experiment x gaze pos x target pos F(4,88)= 2.583 p=.043 n2: .105 F(4,88)=5.649 p< .001 n2: .204
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2.3. Study 3
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2.3.1. Abstract

The ability to understand and predict others’ bébrais essential for successful interactions. When
making predictions about what other humans will we, treat them as intentional systems and adopt
theintentional stancei.e., refer to their mental states such as desingl intentions. In the present ex-
periments we investigated whether there beliethat the observed agent is an intentional system i
fluences basic social attention mechanisms. Weepted pictures of a human and a robot face in a
gaze cueing paradigm, and manipulated the liketihafoadopting the intentional stance by instruction
in some conditions, participants were told thaythere observing a human or a robot, in otherg, tha
they were observing a human-like mannequin or atrelhose eyes were controlled by a human. In
conditions in which participants were made to haithey were observing human behaviatgntion-

al stance likely gaze cueing effects were significantly largecasipared to conditions when adopting
the intentional stance was less likely. This efigas independent of whether a human or a robot face
was presented. Therefore, we conclude that adogimgtentional stance when observing others’ be-
havior fundamentally influences basic mechanismsaifial attention. The present results provide
striking evidence that high-level cognitive proesssuch as beliefs, modulate bottom-up mechanisms

of attentional selection in a top-down manner.

Keywords

Gaze Cueing, Intentional Stance, Social Attentidreory of Mind, Human-Robot-Interaction

2.3.2. Introduction

Can we design machines that think? This old questas not yet been settled, despite the progress in
the fields of artificial intelligence and cognitigeience. For us humans, however, equally important

questions are: would we be inclined to treat tmgkartificial systems equally to other humans, and
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would we be ready to engage in social interactigitls non-human agents that have minds? Alan Tu-
ring postulated that observed behavior is the @olyrce of information based on which we ascribe
minds to others (Turing, 1950). Accordingly, fortasengage in social interactions, it would beieait

that weperceiveother agents as thinking, whether or not taetpally have a mind.

In this paper, we ask a fundamental question, hameuld themere beliethat an agent has a
mind be sufficient to engage in interactions wittnimer in a social way, compared to if he/she was
believed to be just a machine. The belief thatganahas a mind might lead us to adoptitihentional
stance(Dennett, 2003) towards him/her, which involve®éting the object whose behavior you want
to predict as a rationalgentwith beliefs and desires and other mental staf@shnett, 2003, p. 372).
Dennett argues that the intentional stance is &%t predictive strategy, given that the system whos
behavior we want to predict is truly intentionahrdughout our lifelong experience with other humans
we have learned that humans are truly intentiopstiesns in this sense — and, therefore, adopting the
intentional stanceowards human agents should be more successfuledlicting their behavior as

compared to adopting other strategies (e.g., tegder the physical stance).

Importantly, adopting the intentional stance ta¥ganther agents might not only be a successful
predictive strategy, but also play a decisive ffoleone’s own readiness to engage in social interac
tions. For instance, if | believe that you are pioig to a location with the intention of showing me
something, | will be likely to direct my attentidhere; but | will be unlikely to attend to wherdeaer
of a broken machine is pointing, as | will not mueet the lever’'s behavior as conveying communica-
tive content (Grice, 1975; Tomasello, 2010). Thespnt study was designed to investigate the funda-
mental issue of whether a belief concerning thedsiiaf others has an impact basic mechanisms

underlying social cognition.
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Understanding others’ behavior in social interactims

On the neuronal level, interpreting others’ intens is supported by a system consistingietlial pre-
frontal cortex(mPFC),superior temporal sulcuéSTS),orbitofrontal cortex(OFC),amygdalaandan-
terior insula(Adolphs, 1999; Brothers, 1990; Frith & Frith, Z)OFurthermore, activation in ttzente-
rior paracingulate cortexhas been reported to be related specifically ¢oatthoption of the intentional
stance (Gallagher, Jack, Roepstorff & Frith, 20@2)the cognitive level of description, Baron-Cohen
(Baron-Cohen, 1995) has postulated that higher-lpraresses of mental-state attributidiéory of
Mind, ToM) are informed by low-level perceptual meclsams: thdntentionality DetectofID) and the

Eye-Direction Detecto(EDD).

Although the interpretation of social scenes inesl low-level perceptual processes, it is un-
likely that information is fed forward uni-directially to higher-level processes of mental-statebatt
tion, as everyday interactions require mechanismasrhodulate perceptual information accordinggo it
social relevance. For these reasons, Teufel €Talifel, Alexis, Todd, Lawrence-Owen, Clayton et al
2009; Teufel, Fletcher & Davis, 2010a; Teufel, AtexClayton & Davis, 2010b) proposed that low-
level processes not only inform higher-level preessbut are themselves modulated by the lattdr, tha
is: specifying particular mental states requiresititegration of bottom-up information provided thy
stimulus and top-down information reflecting vasatontext variables. In support of this view, Téufe
and colleagues (2009) reported that adaptatiorare glirection depended on whether participants be-

lieved that the observed person could actuallyooitdcnot see through a pair of goggles.

Reading out others’ mental states based on gaze éation
Gaze direction provides the basis for making infees about the other’s focus of interest, and ancou
ages the observer to shift attention to the comedimg location (for review: Frischen, Bayliss &pTi

per, 2007). Attention shifts triggered by gaze dign are typically investigated using a gaze-cgein
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paradigm (Friesen & Kingstone, 1998), in which hesnatic face is presented centrally on the screen
that gazes either straight ahead or to the lefighit. Targets appearing in the gaze-cued hemited

detected, localized, and discriminated more rapgidiypared to targets in the uncued hemifield.

Orienting attention in response to perceived ghmtion has traditionally been regarded as a
reflexive, bottom-up process involved in makingermginces about the other's mental states (Num-
menmaa & Calder, 2009). In line with this view,ldrén as young as three months have been found to
attend more quickly to peripheral objects that gaiged at by a human face compared to objects not
directly gazed at (Hood, Willen & Driver, 1998). k&mver, adult participants have been found to re-
flexively orient attention in the direction of ahet’s gaze even when gaze cues are counterpreglictiv
of the target location (Driver, Davis, RicciardgKidd, Maxwell et al., 1999), whereas they voluitya
orient away from counterpredictive arrows (FriesRistic & Kingstone, 2004) or extended tongues

(Downing, Dodds & Bray, 2004).

However, although gaze-cueing has been shown todgered in a bottom-up fashion, a grow-
ing body of evidence suggests that attending torevbthers gaze is not purely reflexive, but caheat
be modulated by higher-level cognitive processes.itstance, Ristic and Kingstone (2005) presented
participants with an ambiguous stimulus that cdwddperceived as either a car with wheels or a face
with a hat, and manipulated their beliefs by indfian; the stimulus was found to cue participants’
attention only when they believed that they weikiog at a face, rather than at a car. Similafg;
wai (2011) found that schematic faces caused gagmg effects only when participants believed that

a potential target was visible to the gazer, baitwtten it was occluded.

Aim of study

The present study was designed to address a modarhental issue, namely, whether adopting the

intentional stance based on a mere belief concgithie observed agent would affect basic mechanisms
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of social attention. In classical studies examinihg processes involved in inferring others’ mental
states (Leslie & Frith, 1988; Wimmer & Perner, 198&articipants are typically observimgtentional
agents and asked to provide a description of tleatagbehavior making use of mentalistic vocabulary
Similarly, in the studies of Teufel and colleag2809, 2010a, 2010b), participants have always been
observing intentional agents exhibiting particutantal states (such as being either able or urtable
see through a pair of goggles). However, infernpagticular mental states from observed behavior
presupposes that the agent is construed as artiomainsystem that isapableof having intentions.
Given this, based on the previous studies on tpat tone cannot decide whether basic mechanisms of
social perception and attention were influencecdbgpting the intentional stanper se rather than by
processes of reasoning abgatticular mental states of others. For resolving this funelatal issue, it

is important to examine whether the likelihood dbpting the intentional stanger se(i.e., assuming
that the observed agent has mental states) hdteaha one’s own social cognition.

Thus, critically, we distinguish between processementalizingabout others’ internal states
andadopting the intentional stanc&he former involves an active process of reagpainout mental
states that underlie particular behavior, wherbaddtter is, fundamentally, a result of activatanget
of pre-existing representations of what it meanbdd'a human”, which contains — amongst others —
properties likehaving a mindor being capable of having intentianBy contrast, a representation of a
mechanistic device (such as a robot) is probablideof mind-related characteristics. Thus, when
predicting and/or explaining behavior of observgstams, humans either adopt the intentional stance
or use other predictive strategies (such as thgmles physical stances), dependent on the activate
representations. In sum, adopting the intentiotaalce is based on a decision as to whether ormot a
observed agent is capable of having intentions;tatiemg, by contrast, is concerned with reasoning
about what specific intentions are underlying bédradisplayed by an agent that has already been

classified as having a mind.
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2.3.3. Experiments

In three experiments, we investigated whether satiantion is modulated by the likelihood of adopt
ing the intentional stance. To this end, we useal different types of gazers to orient participarats’
tention in a gaze-cueing paradigm: either a hunaaa br a robot face (s€egure 1A. The likelihood

of adopting the intentional stance was manipuldétgdhstruction rather than by the appearance of the
gazer (see Gallagher et al., 2002) Eixperiment 1, participants were instructethgtruction ) that
they would observe either a humamténtional stance like}yor a robotifitentional stance unlike)yIn
Experiment 2, Instruction 2informed participants that they were observingiman or a robot whose
gaze behavior was controlled by a humiaeftional stance likelyjn both cases), while imstruction

3 participants were told they would be observingumnan-like mannequin or a robantentional
stance unlikelyn either case). In both experiments, participdas to perform a target discrimination
task. To ensure that variations of gaze-cueingceffeould not be attributed to physical differences
between stimuli, the same stimuli were used foegfierimental groups. On the intentional-stance hy-
pothesis, we expected to find stronger gaze-cueffegts for stimuli representingtentional agents
(Experiment. Lhuman Experiment 2, Instruction Ziumanandrobot) relative to stimuli representing
agents who were less likely to be treated as iitteak systems (Experiment fobot, Experiment 2,
Instruction 3:humanandrobot). Please note that our paradigm did not involvealcsocial interaction.
That is, participants observed photographs reptegeeither intentional or non-intentional agents.
Yet, we believe that it is still possible to addip¢ intentional stance towards virtual humans. ésor
ample, when one watches a movie, one predicts bwhafvcharacters depicted in that movie by adopt-
ing the intentional stance, even though one isactially interacting with the characters. At thensa
time one might not adopt the intentional stance tartual robot due to pre-existing representatiohs

what a robot is.
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Experiment 3 examined whether the effects in question are gdéimable to tasks with different
attentional demands. The pattern of results redeal&xperiments 1 and 2 was replicated in Experi-
ment 3 (localization task), which is reported ie Bupporting information (Sl) section. Please dse a

Figure SlandTable S1

Materials and Methods
Participants

24 participants participated Experiment 1 (15 women; mean age: 25 years (M=25.25, rang&2)9-
two left-handed). IrExperiment 2, 48 participants were randomly assigned to twagsowith differ-

ent instructionsinstruction 2(human — human controlled robot): 16 women; megn a3 years (M=
23.17, range: 18-30) ardstruction 3(human-like mannequin, robot): 18 women; mean a8eyears
(M=22.58, range: 18-30). Participants reported raror corrected-to-normal visual acuity. Testing
time was about 40 minutes. One participant hacetexcluded from Experiment 1 because of signifi-
cantly increased error rates compared to othercgaahts (M=16.7% compared to M=4.7%); one par-
ticipant was excluded from Experiment 2 (Instruct) because the participant did not complete the

experiment.

Ethics Satement

The experiments were conducted at the DepartmeBkpérimental Psychology at the LMU Munich,
where all experimental procedures with purely b&rav data collection (e.g., RTs and error ratds) o
healthy adult participants, that do not includeasive or potentially dangerous methods are approved
by the ethics committee of the Department of Pskpa LMU Munich, in accordance with the Code

of Ethics of the World Medical Association (Declioa of Helsinki). Data were stored and analyzed
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anonymously. Participants gave their informed cohs&d were either paid or received course credit

for participating.

Apparatus

Stimuli were presented on a 17-in. Graphics Se&&@8fB monitor with the refresh rate set at 85 Hz.
RT measures were based on standard keyboard respdterticipants were seated approximately 57
cm from the monitor, and the experimenter ensunatl participants were centered with respect to the

monitor. The experiment was controlled Byperiment Builde(SR Research Ltd., Ontario, Canada).

Stimuli

In the human condition, digitized photos of a feenf@ce (F 07) were used as stimuli, chosen from the
Karolinska Directed Emotional Facemtabase (Lundqvist, Flykt & Ohman, 1998). We haaeeived
written informed consent (as outlined in the Plo8sent form) from Karolinska Institute (Department
of Clinical Neuroscience, Section Psychology) te tiee photograph (F 07) for experimental investiga-
tion and illustration of the stimuli in publicatisnin the robot condition, photos of a humanoidotob
(EDDIE; developed by TU Munighvere used. Stimuli were 6.4° wide and 10.0° hdgpicted on a
white background and presented in full frontal otaion with eyes positioned on the central horizon
tal axis of the screerFigure 1A. For left- and rightward gaze, irises and pupilthe eyes were shift-
ed with Photoshog and deviated 0.4° from direct gaze. The targetidtiswas a black capital letter
(F or T), measuring 0.8° in width and 1.3° in heighargets appeared on the horizontal axis, located

6.0° from the center of the screen.

Procedure

Figure 1Billustrates the sequence of events in the presqrgraments. The beginning of every trial
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was signaled by a fixation cross at the centehefscreen. 1000 ms later, a face with straight gpze
peared on the screen while the fixation cross reethin its position. After a random time intervél o
700 to 1000 ms, gaze either remained straight srshidted left- or rightwards. Following the gazesc
with a SOA of 500 ms, the target letter appear#teeion the left or the right side of the scree@AS
was measured as the interval between the onséeafdze shift to the onset of the target. Face and
target remained on the screen until a responsegivaa or after 1200 ms had elapsed. The inter-trial

interval (ITI) was 680 ms.

until
response*

700 - 1000 ms

*  ortimeout
1000 ms after 1200 ms

Robot Human

Figure 1. Stimuli and trial sequence: Pictures for the Radoad Human Gazer are shown in (A). The sequeneverits
within a trial is shown in (B). The human face (F)Gs taken from the Karolinska Directed Emotiofaces (KDEF)
database (Lundgqvist et al., 1998). We have recenditen informed consent (as outlined in the PlaoBsent form) from
Karolinska Institute (Department of Clinical Neucsnce, Section Psychology) to use the photograpteXperimental
investigations and illustration of the stimuli inlgications. The picture of the robot face is magd.SR (TU Munich) and
depicts the research robot EDDIE (made by LSR, Tuhigh).

At the beginning of each session, participantseweld to fix their gaze on a centrally presented
cross. They were also instructed that after thatifox cross a photo of either a human or a robatlavo
appear in the center of the screen but that theyldlstill keep their eyes fixated on the fixationoss.
Further, participants were advised that afterritgal presentation the face gaze could remaingitta

or shifted left- or rightwards, subsequently foledvby a target letter. Participants were askedto r
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spond to target identity as quickly and as acclyate possible. For half of the participants F \aas
signed to the “D” key and T to the “K” key on theyboard, for the other half of the participantsnsti
lus-response mapping was reversed. The key labaris govered with a sticker to prevent letter inter-
ference effects. All instructions were given in ttemn form and the experimenter was not informed

about the purposes of this experiment.

Each session of the experiment was composed otr&§, with a block of 20 practice trials
preceding 10 experimental blocks of 48 trials e&dwe direction (straight, left, right), targetesideft,
right), target identity (F, T) and cue identity than, robot) were selected pseudo-randomly and every
combination appeared with equal frequency. Gaztion was manipulated orthogonal to target posi-
tion: that is, in one third of the trials, gaze vdr®cted to the side on which the target appe@raidd),
in another third of the trials to the other sidevélid) and in another third of the trials, the face was

gazing straight aheaddutral).

Analysis

Gaze-cueing effects were examined by comparingl wadi invalid trials, i.e., in terms of costs-plus-
benefits (invalid-valid) rather than benefits (rraisvalid) and costs (invalid-neutral) with respexthe
neutral condition. This was done because the latiadition may not provide an adequate baseline
measure for the separate assessment of cueingsgfleaides & Mack, 1984). In fact, in all condits

of the present study, neutral trials were foundlicit longer RTs than valid and invalid trials er ftwo
likely reasons: (i) straight-ahead gaze might hevelding effect on attention (George & Conty, 2008
making it difficult for the target onset to diseggaattention and summon an orienting responseéngn |
with Senju & Hasegawa, 2011); (ii) with straighteald gaze being maintained in the neutral condition,
there was no similar temporal warning-signal eftecthat induced by the gaze shift in valid andainv

lid conditions. In this regard, gaze cueing paragigwith naturalistic faces differ from those with
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schematic faces (Friesen & Kingstone, 1998): inlaier, trials typically start with face-like stut in
which the eyes contain no pupils; pupils appeay tatker, so that also straight-ahead gaze involves
visual change that can serve as a temporal wasigmgl. This is not done with naturalistic faceayB
liss & Tipper, 2006), as empty eyes without pupils thought to be emotionally disturbing, potetial

interfering with attentional orienting.

Results
Experiment 1

Missed (0.69%), and incorrect responses (3.69%)edlsas RTs deviating by more than £2.5 SD from
individual participants’ means were removed primiahalyses. The statistical analyses focused on the
conditions of interest: mean RTs on valid versuslid trials as a function of cue type (human s. r
bot). Results of statistical analyses for all ttigdes (neutral, valid, invalid) are presentedrable 1
along with Mean RTs and Standard Errdfggure 2 depicts the corresponding gaze-cueing effects
(ArTinvaiid-valid) for both types of cue; for the results of Expesnhl, see the top row fable l1and the

left-hand side oFigure 2

Table 1.Mean RTs and SEM (in ms) as a function of cueditgliand instruction, for human and robot cues.

Humar Robo Statistic
Valid Invalid Neutra Valid Invalid  Neutra Cue type x ‘alidity

Instruction : 447 (10 461 (11 479 (10 451 (11 456 (12 481 (11 F(2,44)=3.7,p<.05
Instruction : 454 (12 469 (13 482 (12 453 (1) 467 (12 484 (12  F(2,44)=0.1,p>0.8
Instruction : 451 (11 455 (12 474 (12 450 (11 454 (11 477 (13  F(2,46)= 0.4, p> 06

A two-way repeated-measures analysis of variaAbEO\VA) of mean RTs with the factors cue

validity (valid, invalid) and cue-type (human, rapoevealed the main effect of validity(1,22)=
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22.131,p< .001,77p2: .501] to be significant: valid trials yielded faster resges than invalid trials
(449 ms vs. 458 ms). Importantly, the interacticgtween validity and cue-type was significant
[F(1,22)= 14.113p< .002,77p2:.391]: undeid nstruction 1, gaze-cueing effects were twice as strong for
the human Agr= 14 ms [t(22)= -5.954 p< .001]) as for the robot\gr= 5 ms [t(22)= -2.211p<.04]),
though reliable in both conditions. The main effettue-type (454 ms for the human vs. 453 ms for

the robot) was not significanf(1,22)=.017> .8,17p2= .001].

40 CHuman

M Robot

(98]
(9]

w
o

J

N
o

Gaze Cueing [in ms]
[ =Y
Ui

=
o

Human - Robot Human - Human controlled Robot Mannequin - Robot

Instruction

Figure 2. Size of gaze-cueing effects as function of CueeTgpd Instruction. Error bars represent standaxatseof the
mean adjusted to within-subject designs (see Ceasin2005). * p < .05, ** p< .01.

Experiment 2

Experiment 2 was designed to further investigageittluence of adopting the intentional stance on

gaze-cueing, independently of the physical charaties of the stimuli. To realize this, stimuli vee
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kept the same across conditions, while instructvas manipulated:nstruction 2 — human versus ro-
bot controlled by humarintentional stance likelJyandlnstruction 3 — human-like mannequin versus
robot (ntentional stance unlikely The setup was comparable to Experiment 1, with eéxception: in
order to investigate the temporal dynamics of &éteal orienting in response to gaze cues, theustim
lus onset asynchrony (SOA) between cue and tamgseptation was varied: SOA was either short

(250 ms) or long (600 ms).

Missed (0.44%) and incorrect responses (4.20%)eabkag outliers (2.5 SD from individual
participants’ means) were excluded from analysis.tRe results of Experiment 2, see the middle (In-
struction 2) and bottom (Instruction 3) rowsTiable 1and the middle (Instruction 2) and right-hand
sides (Instruction 3) ofFigure 2 Mean RTs were examined in a mixed-design ANOVAhwhe be-
tween-subject factor instruction (Instruction 2sthuction 3) and the within-subjects factors SOBQ2
ms, 600 ms), validity (valid, invalid), and cue-&yfhuman, robot). Results of statistical analysesli
trial types (neutral, valid, invalid) are summadaza Table 1 As SOA did not interact with any effects

of interest, alFs < 1.3ps > .2, data were collapsed over this factor.

Again, there was a main effect of validity(L,45)= 33.790p< .001,17p2 = .429], with shorter
RTs for valid relative to invalid trials (452 ms.v&1 ms), and no main effect of cue type (457 ons f
the human vs. 456 ms for the robot, [F(1,45)= .6)4>1,4,17p2 = .014]). Most importantly, the interac-
tion between validity and instruction was signifit§(1,45)= 11.087p< .003,;1p2 = .02]: gaze-cueing
effects were larger when adopting the intentiotehse was likelyAgrr =14 msfor the human andgrr
=15 msfor the robot) compared to when this was unlikglgr = 4 msfor the human and for the ro-
bot). Note that this effect was independent of e, as evidenced by a non-significant interaction
between instruction, validity, and cue-typg1,45)= .012 p> .9,77p2< .001]. No other effect reached

significance F< .02,p> .8].
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Comparisons across Experiments

To compare gaze-cueing effects among all threeuictsdbns and cue-types, post-hoc t-tests (Bonferro-
ni-corrected for multiple comparisons) were conddctComparisons confirmed that the size of the
gaze-cueing effect was not influenced by the cpe-8s such (human vs. robot), but only by theilikel
hood of adopting the intentional stance towardscilne provider. In more detail, gaze-cueing effects
did not differ between human and robot in condgiam which participants believed they observed ei-
ther human behavior (Experimentiyman: Arr =14 ms vs. Experiment 2, Instruction Bobot: Agr
=15 ms;[t(44)=-.094 p> .9]) or non-human behavior (Experimentr@hot: Agr =5 ms vs. Experi-
ment 2, Instruction uman: Agt =4 ms;[t(45)=.328 p> .7]). But the same cue-type elicited cueing
effects ofdifferentsizes depending on whether or not the intentistaice was likely to be adopted
towards the cue provider (Experimenthiiman: Agrr = 14 ms vs. Experiment 2, Instruction Bu-
man: Art = 4 ms[t(45)=2.727 p< .01]; Experiment 2, Instruction 2pbot: Agrt =15 ms vs. Experi-

ment 1,robot: Agr =5 ms;[t(44)=2.644 p< .02]).

2.3.4. General Discussion

The present study investigated whether riiere beliefthat the observed stimulus is representing an
agent with a mind influences basic social attentitechanisms, as measured by gaze-cueing effects.
Rather than solely manipulating perceptual aspefdise cue provider (Admoni, Bank, Tan, Toneva &
Scassellati, 2011; Bayliss & Tipper, 2006; Quadiflislason & Macrae, 2004), we varied participants’
beliefs about the gazer through instruction (wkeping the stimuli constant). We hypothesized that
gaze-cueing would be increased when adopting tleational stance was likely, whatever the identity

of the gazer.

Our findings clearly support this hypothesis: whidoth human and robot induced attention

shifts to gazed-at positions, cueing effects wered as large when adopting the intentional stance
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towards the gazer was likely, as compared to whismtas unlikely. In particular, gaze-cueing effect
were significantly smaller for the robot than faethuman when no explicit instruction was provided.
Importantly, however, the same stimuli elicited g@neing effects to varying degrees when different
beliefs were induced: the human face conditiondg@élreduced cueing effects (comparable to the robot
condition) when it was believed to represent a regoim, while the robot face elicited enhanced cue-
ing effects (comparable to the human condition) mihevas believed to be controlled by a human. The
results of Experiment 3 show that this patterrolsust, generalizing to other tasks with very défar

attentional demands, such as target localizatiosr{er & Cohen, 1984).

This pattern of results shows that basic socianéitin mechanisms are modulated by the ob-
servers’ beliefs, induced solely by instructionpabwhether or not the cue provider representsan i
tentional system. That is, social attention mectrasi are modulated fundamentally by the observer
adopting the intentional stance towards otherggerathan simply by attributing particular mentaltes

(Kawai, 2011; Teufel et al., 2009, 2010a, 2010b).

Reflexive behavior under the control of beliefs

The present results provide evidence that attealtiorenting in response to gaze direction is notp

ly reflexive, but prone to top-down modulation iéd by higher-level cognitive processes. That is,
gaze direction triggers social attention mechanibaged on a combination of two components: a bot-
tom-up component that reflexively directs attentiorwhere others are looking, and a top-down com-
ponent that incorporates social context informatielating to the observed scene into attentional-gu
ance. In the present study, the bottom-up compgm@aiuced a weak attentional bias towards stimuli
at the gazed-at location, whether or not partidip@onstrued the cue provider as an intentionahtage
(in line with: Admoni et al., 2011; Quadflieg et,a2004). The top-down component came into play in

conditions in which adopting the intentional stana&ards the cue provider was likely. Thasten-
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tional mechanisms involved in low-level processésarial perception not only influence, barte
themselves influenced by beliefs humans hold abogial stimuli they observe (in line with: Teufel e
al., 2009, 2010a, 201Qknteractions between lower- and higher-level peses are also supported by
neuroimaging evidence: while the STS appears ggéri bottom-up responses to social signals, top-
down control of these responses is thought to raitgi from the mPFC, adapting the system to the so-

cial context of the scene (Grezes, Frith & Passang2004a, 2004b; Saxe & Wexler, 2005).

In this context, it is important to distinguishtieen i) reflexive vs. top-down modulated shifts
of attention on the side of the observer; andeflexive vs. intentional shifts of gaze on the sidi¢he
gazer. As discussed, the present data show tleatiatial shifts on the side of the observer aretdwse
reflexive mechanism that can be modulated by toprdoomponent. At the same time, one needs to
note that the gaze shifts on the side of the gaaemlso be either reflexive (due to attentionadrding
to a salient event in the periphery) or intentiomnal, carrying social communicative content (tfazer
shifts his/her gaze to the periphery in order tomgwnicate a certain intention to the observer). The
manipulation in the present study was concerndteratith the latter, as there was no salient eirent
the periphery that the gazer could reflexively s#dze to. Therefore, we discuss the results ircome

text of intentional gaze behavior on the side efghzer.

Humans do not engage in social interactions with gt any agent

The finding that social attention processes areutaveld by adopting the intentional stance when ob-
serving others’ behavior raises a fundamegtadstion: why does the belief that another ageinis
intentional system influence the way we allocaterdional resources? Clearly, an attentional system
that is sensitive to social context informatiorhighly advantageous from an evolutionary perspectiv

it permits adaptation to the social relevance efgbenario in which an interaction takes placeoaut-

ing attention to where another person is attendarges the purpose of establishggred intentional-
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ity (Tomasello, 2010), which enables us to engage liabmrative activities by sharing goals, inten-
tions, knowledge, and beliefs with others. The @nésesults suggest that humans opt to engage in
shared intentionality only with those who are bedigd to have intentions and are expected to display
predictable, goal-oriented behavior. Given thismhaas might be reluctant to adopt the intentional
stance when observing a robot as compared to bthmeans. Importantly, what is crucial for adopting
the intentional stance and, as a result, for remdino engage in social interactions is not wheter
observed agergctually has mental states, but whether the agemlisvedto have mental states.

Interestingly in this context, there have been sdvweports (Abell, Happé & Frith, 2000; Cas-
telli, Happé, Frith & Frith, 2000; Heider & Simmdl944; Klein, Zwickel, Prinz & Frith, 2009; Zwick-
el, 2009) that humans tend to provide mentaliséiscdptions of the behavior of simple geometrical
figures in dynamic motion scenarios. However, pgénts in those studies may not have actually
adopted the intentional stance towards the obsestreuili, but only described behavior using mental-
istic vocabulary — similarly to when one says “noymputer did not want to start”. Alternatively, pest
ipants may have adopted the intentional stancedatihg the geometric figures epresentation®of
intentional agents — in a similar way to the préssndy where the robot was instructed to be con-
trolled by a human. Hence, the novelty of our stiglthat through instruction manipulation, we trig-
gered the activation of preexisting representatiminghe observed agents: the representation of-a hu
man as being an intentional agent, versus thatrobat being a mechanistic, non-intentional object.
These representations in turn modulated the degreghich social attention mechanisms were em-
ployed.

Consequently, if humans tend not to adopt the tideal stance towards robots, they would as-
cribe lesssocial relevance to its behavior compared to that diggayy humans. Hence, the present
findings are not only of theoretical interest, lané also of significance tapplied domains in which

artificial systems are to be involved in interan8avith humans (e.g., social robotics). If attribatof
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mental states is a crucial factor for enablingcégfit social interactions, social robotics migheeeo

address the issue of humans being hesitant to #uepitentional stance towards a robot.

Concluding remarks

The present findings indicate theatnere beliethat the observed agent represents a human sigiger
concept of anntentional agentand encourages adopting the intentional stanoecentrast to when
the observed agent is believed to represent a mestitasystem (e.g., a roboff.onsequently, social
attention mechanisms are more readily employed wherintentional stance is adopted. This seems
plausible, especially given that two types of iti@ms are communicated through gaze behavior that
leads to directing others’ attention (Tomasellol@0Oreferential— what is the object of attention; and
social— why do | direct your attention to this objectah observer believes that the latter component
Is missing and is not convinced that the obsengshtis capable of communicating social intentions,
he/she might allocate attention to a lesser detgréiee gazed-at object. On this basis, we propose t
adopting the intentional stance plays a pivota¢ riol basic attention mechanisms involved in social
interactions. For us humans to recruit these meshm) it seems not to matter whether the observed

agents camctuallythink — but rather whether veelievethey do!
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2.3.6. Supplementary Materials

Experiment 3

Experiment 3 was conducted to examine whether attenm of results revealed in Experiments 1 and 2
(discrimination task) would generalize to otherdymwf task that make different demands on atteaition
processing resources. To this end, we selecte@edsd target localization task, as this type & tais
typically used in gaze cueing studies (Friesen &gsione, 1998) and known to be sensitive to picking

up small cueing effects.

Method and Materials

Experiment 3 was methodologically the same as Exgerts 1 and 2 (instruction was varied between
participants, while SOA, cue type, and cue valigigre varied within participants), except for task
participants had to perform: participants were ddkdocalize the target as fast as possible bygmg

the “D” key for targets presented on the left sadd the “K” key for targets on the right side.

Participants, Apparatus, Stimuli, Design and Prooed

72 volunteers participated in Experiment 3, theyenandomly assigned to three experimental groups
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with 24 participants eacl@roup 1 (20 women; mean age: 25 years (M=25.00, rang&1)9two left-
handed) receivethstruction 1(human, robot)Group 2 (19 women; mean age: 25 years (M=24.79,
range: 21-36); two left-handed) receiviedtruction 2(human, human-controlled robot); aGdoup 3
(16 women; mean age: 25 years (M=24.71, range:220e80 left-handed) receivddstruction 3(hu-
man-like mannequin, robot). None of the particigams taken part in either Experiment 1 or Experi-
ment 2. One participant from Group 1 (Instructignwhs excluded from analysis because of signifi-

cantly increased error rates compared to otheicgaatts (M= 11.46% compared to M=1.38%).

Ethics Statement

The experiments were conducted at the DepartmeBkpérimental Psychology at the LMU Munich,
where all experimental procedures with purely b&rav data collection (e.g., RTs and error ratds) o
healthy adult participants, that do not includeasive or potentially dangerous methods are approved
by the ethics committee of the Department of Psipa LMU Munich, in accordance with the Code
of Ethics of the World Medical Association (Decléwa of Helsinki). Data were stored and analyzed
anonymously. Participants gave their informed cohs&d were either paid or received course credit

for participating.

Table S1.Mean RTs and SEM (in ms) as a function of cue utglighd instruction, for human and robot cues

Human Robot Statistics

Valid Invalid Neutral Valid Invalid  Neutral Cue type x Validity

Instruction 1 322 (13) 349 (13) 359 (13) 324 (13) 343(13) 357(13)  F(2,44)=3.4, p<0.05
Instruction 2 306 (10) 335(11) 355(10)  305(10) 335(10) 353(11) F(2,46)=0.3, p>0.75
Instruction 3 333 (10) 340 (11) 369 (10)  333(10) 342(10) 363(9)  F(2,46)=2.1, p>0.13
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Results

Missed responses (0.34%), incorrect responses¥d,thd outliers (2.5 SD from individual partici-
pants’ means) were excluded from analysis. MeanaR@isStandard Errors for neutral, valid, and inva-
lid trials are presented ifable Slas a function of validity, cue type, and instraotiFigure Sldepicts
gaze-cueing effects as a function of cue type asttuction. As SOA did not interact with validity
[F(1,68)= .197p> .6,77p2: .003], and did not have an influence on the adgon between instruction
and validity F(2,68)= .058p> .9,;7p2: .002] or the interaction between validity, cupdyand instruc-

tion [F(2,68)= .304p> .7,17p2: .009], data were collapsed over this factor tdysequent analyses.
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Figure S1.Size of gaze-cueing effects as function of CueeTgpd Instruction. Error bars represent standawisof the
mean adjusted to within-subject designs (see Ceasin2005). p< .05, ** p< .01.

As can be seen frofigure S1(and Table S}, Experiment 3 closely replicated the results of
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Experiments 1 and 2. In more detail, valid cueddgié overall faster mean RTs than invalid cues
[F(1,68)=67.471p< .001,;7p2: .498]. When no further instruction was givéngruction 1), the robot
condition elicited smaller cueing effects than tioenan conditionf(1,22)= 9.821p< .006,77,,2: .309].
However, when both were believed to represent hubsdravior (nstruction 2), gaze-cueing effects
for the human and robot condition were of similaagmitude F(1,23)= .296,p> .5, ;7,,2: .013] and
comparable to that in the human condition with naher instruction f{45)= -.478,p= .635, two-
tailed]. Similarly, when both agents were believed toreepnt non-human behavidngtruction 3),

the gaze cueing effects were also comparable e[B{4,23)= .076p> .7,77p2: .003] and even smaller
compared to the robot condition with no furthertiastion {(45)= 2.271,p< .03, two-tailed. This
overall pattern of results mirrors the findingskofperiments 1 and 2, showing that the essentiaCtf

are independent of the type of task.
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2.4. Study 4

Beliefs about the minds of others influence our amind! An EEG study on the modulation of

sensory gain control by higher-order cognition.

Agnieszka WykowsKa, Eva Wies&, Aaron Prossér & Hermann J. Muiller?

'Ludwig Maximilian University, Munich Germany

“Birkbeck College, University of London, UK

Author contributions: AW, EW, HIM designed research; AW programmed arpent; EW, AP
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conceptualized the study. AP formalized study witihie predictive coding framework.

Wykowska, A.*,Wiese, E.* Prosser, A. & Miller, H.J. (under review). B&i@bout the minds of
others influence our own mind! An EEG study on thedulation of sensory gain control by

higher-order cognitionJournal of Neuroscience.

*equal contribution
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2.4.1.Abstract

Sensory gain control allows for improved processihgttended stimuli relative to ignored stimuldan
has been examined by manipulating spatial attertigdtyard et al., 1998). Furthermore, amplificatio

of sensory processing has also been found witlhifedtased attention (Zhang & Luck, 2009). This is
the first study, however, to examine the impadbigher-order social cognitiomn sensory gain control.
With the use of a paradigm in which attention waglgd to a location by the gaze of a centrally
presented face, we manipulated participants’ leelafout the gazer: gaze behavior was believed to
result either from operations of a mind or from acmne. In Experiment 1, beliefs were manipulated
by cue identity (human or robot), whereas in Experit 2, cue identity (robot) remained identical
across conditions, and beliefs were manipulateglyola instruction, which was irrelevant to theka
ERP results and behavior showed that participattshtion was guided by gaze only when gaze was
believed to be controlled by a human. Specificalig P1 was more enhanced for validly cued versus
invalidly cued trials only when participants bekelvthat the gaze behavior was the result of a mind,
rather than of a machine. This shows that sensairy @ntrol can be influenced by higher-order (task
irrelevant) beliefs about the observed scene. Wpgse an interdisciplinary model of social attemtio
the Intentional Stance Model (ISM), which concepiags social cognition’s influence on the sensory

gain control within the predictive-coding framewdfkiston, 2005).

2.4.2. Introduction

Directing attention to a location improves the gsging of stimuli presented at that location. Araku
mechanism underlying this phenomenon has beenifieéenas sensory gain contro{Hillyard et al.,
1998; Mangun et al., 1993), which increases thaatitp-noise ratio (SNR) for stimuli at attended,
relative to other, locations (Hawkins et al., 1984jller & Findlay, 1987). Sensory gain control has

been examined using a variety of methods: singiequeurophysiology (Luck et al. 1997), neuro-
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imaging (Corbetta et al., 1990), and psychophyflits & Dosher, 1998), with all studies providing
converging evidence for the notion that attentidiuences sensory processing by amplifying stimulus
related neuronal signals. Based on the event-tejatéential (ERP) technique of scalp-recorded EEG,
the P1-N1 complex at posterior-occipital electrattes has been identified as the ERP index of the
sensory gain control. For example, Mangun and aglies (1993) observed that when spatial attention
was deployed to a location, stimuli subsequentBsented there elicited more enhanced P1 and N1
components relative to stimuli at other locatiof®e sensory gain mechanism has been studied
extensively with a variety of procedures desigredbdulate spatial attention: exogenous cues (Luck
et al., 1994), central cueing (Eimer, 1994; Man&uHillyard, 1991); sustained attention (Mangun et
al., 1993),or with the use of more naturalistic cues, sucliaass with directional gaze (Schuller &
Rossion, 2001). Sensory amplification has also lwdmserved with feature-based attention (Corbetta,
1990; Zhang & Luck, 2009; though see Hillyard et 4B98, for an interpretation of feature-based
attention effects in terms of sustained bias). Herethe actual sources of attentional control over
sensory processing and the question of whethepsgegain is sensitive to task-irrelevant highereard
cognitive processes remain to be examined.

The aim of the present study was to investigatethdreor not task-irrelevant beliefs about the
observed scene can modulate sensory gain comntrolrl paradigm, attention was guided to a location
by the gaze direction of a centrally presented,faoel we manipulated beliefs regarding whether the
face’'s gaze behavior resulted from the operatidns mind or of a machine. Crucially, these beliefs
were irrelevant to the task, and were manipulaidteeby cue identity (Experiment presenting a
human or robot face) or solely by instruction, witle identity remaining identical across conditions
(Experiment 2presenting only a robot face but informing partgifs that its gaze behavior was either
human-controlled or pre-programmed). We reasonatidtientional control over sensory gain would

be enhanced when the gaze behavior was believeduti from the operations of a mind, rather than a
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machine, as attending to locations gazed-at byntantional agent is adaptive from the social and
evolutionary perspective (Tomasello, 2010).

Given this, the present study is the first to exaarthe social source of attentional control over
the sensory gain mechanism, and whether sensamycgaibe governed not just by intrinsically visual
factors (e.g., spatial or feature-based selectiouf,also by higher-order cognitive processes, agh

beliefs about the observed scene.

2.4.3. Experiments

Materials and Methods

Stimuli and apparatus

Stimuli were presented on a 17-inch computer scnettna 100-Hz refresh rate, placed at a distarice o
80 cm from the observer. In the human-face conditibExperiment 1, a digitized photo, 5%%.7° of
visual angle in size, of the face of the same femmadlividual, chosen from the Karolinska Directed
Emotional Faces (KDEF, Lundqvist et al., 1998) Hat®, was used in the human condition. In the
robot-face condition of Experiments 1 and 2, a phaitan anthropomorphic robot (EDDIE, LSR, TU
Minchen), of the same size as the human face, weasmted. See Figure 1 for example stimuli.

Both human and robot faces were presented frontdatlyout changes in head orientation. To
produce gaze direction cues, irises and pupilsinvitre eyes were shifted (using Photoshgpeft- or
rightwards to deviate by 0.2° from straight-aheadeay in both the human and the robot condition.
Stimuli were presented centrally on a white backgdh with eyes positioned on the central horizontal
axis of the screen. The midpoints of the humanrabdt faces were positioned 0.2° and, respectively,
1.1° below the central horizontal axis; this slighfference in positioning with respect to the ysax
ensured that the peripheral target letters weraydvpresented at the same level as the eyes biithe

man or robot face on the central horizontal axis.



Studies on individual research questions 133

Figure 1. The human face (left) and the robot face (rigisgd in Experiment 1. In Experiment 2, only theotdlace (left)
was presented.

The target stimulus was a black capital letter (A 0.2°% 0.2° in size, which was presented
on the central horizontal axis at an eccentricft$.@° with respect to the screen center (Figurel a)-
get positions (left or right) were determined psewahdomly such that targets appeared with equal
frequency at either of the two positions.

Gaze direction was not predictive of target positithat is: in Experiment 1, on target-present
trials (80% in total), gaze was directed eithetht® side on which the target appeared (valid {r238o
of target present trials) or to the other side dlid/trials, 33% of target-present trials), oremained
gazing straight-ahead, with targets equally likabypearing on either side (neutral trials, 33% ojdt
present trials). The neutral condition was intraetlg order to examine for possible differentideefs
related to physical dissimilarities between the homand robot conditions. In Experiment 2, neutral
trials were not included in the design. That ig, féice could gaze to only the left or the right%b0i-
als with each direction, in target-present trialgith the target presented either on the right rottee
left side of the screen. In both experiments, 2@%llotrials were catch trials (no target preseited
These target-absent trials were introduced to pgesuofitraction of the EEG signal on target-absent tr
als from that on target-present trials, so asitaieate ERP potentials elicited by the cue, whigkre

lapped with potentials related to the target.
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Participants

Sixteen volunteers took part in the Experiment Ww(nen; mean age: 24 years; age range 20 to 30
years; all right-handed; and all with normal orreated-to-normal vision; none of the observers had
taken part in an experiment with such a paradigforbg and twenty-eight volunteers in the Experi-
ment 2 (19 women; mean age: 24.4 years; age réhge 34 years; 7 left-handed; and all with normal
or corrected-to-normal vision; none of the obsesvead taken part in Experiment 1 or any other exper
iment with such a paradigm); they received an hamom for their participation. The experiments
were conducted with the full understanding andtemitconsent of each participant. In Experiment 1,
the data of two participants had to be discardedltduechnical problems during recording of the EEG

data.

Procedure

Participants were seated in a dimly lit chambehwitkeyboard under their hands. A trial startedh \ait
fixation point (2 pixels) presented for 850 ms. Seduently, a face with gaze directed straight-ahead
(in the direction of the observer) appeared onstreen for 850 ms, while the fixation dot remained
visible (in-between the eyebrows of the face). $traight-ahead gazing face was followed by a gaze
shift (cue) to the left or the right (valid and aiid trials), or the gaze remained straight (ndutrals)

for another 600 ms. Next, the target letter wasgmeed on either the left or the right side ofgbeeen,

at a fixed stimulus onset asynchrony (SOA) of 6@0relative to the onset of the gaze cue. Following
this event, the face and target remained on theeador another 30 ms only, in order to minimize ey
movements in the critical time window. Participantsre then asked to respond as quickly and accu-
rately as possible to the identity of the targéele(F or T) using the ‘0’ or, respectively, ‘iek on a
standard keyboard (all other letters were removadl the o/i letters were covered with green/blue

stickers), with response assignment (o=F/i=T vsI/o=F) counterbalanced across participants. The
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keys were to be pressed with the index finger efléft and the right hand, respectively. The digpla
was blank for the duration of response. Upon respoanother trial started with the presentatiothef
fixation dot in the screen center. On target-absaais, no response was required and the triatigon

ued (blank screen) for another 800 ms. For antifition of the trial sequence, see Figure 2.

until response

30 ms

Figure 2. A trial sequence. Participants first fixated ofixation dot for 850 ms. Subsequently, a roboheman face (Ex-
periment 1) or always a robot face (Experiment &g straight-ahead was presented for anothem&WNext, the gaze
direction changed to either the left or the right &dnother 600 ms, which was then followed by tapgesentation (30 ms)
either at the gazed-at location (valid-cue trial}lee opposite location (invalid-cue trials). Pepants were then asked to
respond to target identity, with a blank screerspntéed until the response. On catch trials, thelajsvith a face gazing to
the left/right was presented for another 30 ms.

Experiment 1 consisted of 900 trials and all candg were randomly mixed within 10 blocks
of 90 trials each. In Experiment 2, there weregdtber 960 trials, split into 2 sessions with tviffed-
ent instructions (on the same day, with a 15-30 bmaak in between). Each of the participants re-
ceived both instructions (Instruction 1: human-colféd, Instruction 2: pre-programmed), with order

counterbalanced across participants.
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EEG recording

EEG was recorded with Ag-AgCl electrodes from 6dcebdes of an active electrode system (Acti-
Cap, Brain Products, GmbH, Munich, Germany). Hartaband vertical EOG were recorded bipolar
from the outer canthi of the eyes and from abow lz&low the observer’s left eye, respectively. All
electrodes were referenced to Cz and re-refereafflide to the average of all electrodes. Electrode
impedances were kept below 8 kSampling rate was 500 Hz, with an online highaf@ifilter of 125

Hz.

Data analysis

We hypothesized that the directional gaze shiftld/guide attention to the gazed-at location. Hence,
we expected validity effects (superior performarasel enhanced amplitudes of the P1-N1 ERP com-
plex, for valid- vs. invalid-cue trials). Moreovexge expected the validity effects to be modulatgd b
cue type (Experiment 1) and instruction (Experin&nt the rationale being that gaze following makes
more sense if the gaze potentially conveys comnatine content, relative to when it only reflects
mechanistic behavior. In sum, the main factorsntérest for all our analyses were: validity (val&l
invalid) and cue-type (human vs. robot: Experimenor, respectively, instruction (human-controlled
vSs. pre-programmed: Experiment 2). The analysesstedt on valid and invalid trials, as neutral trials
of Experiment 1 did not constitute a proper bagelowing to the fact that in gaze cueing paradigms
with naturalistic stimuli, neutral, straight-ahegalze towards the observer is special due to proguci
an arousal effect and/or having a holding effecatiantion, making it difficult to disengage atient
(the central, straight-ahead gazing face) and ghiftperipheral targets (George & Conty, 2008)j8e

& Hasegawa, 2005; Wiese, Wykowska et al., 2012utidétrials were only analysed with respect to a
main effect of cue type in Experiment 1, in ordeekamine for differential effects related to plogsi

dissimilarities of the cue stimuli.
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EEG data

The data were averaged over a 700-ms epoch inguwi200-ms pre-stimulus baseline, with epochs
time-locked to target onset. Trials with eye movetaend blinks on any recording channel (indicated
by any absolute voltage difference in a segmeneediog 80uV or voltage steps between two sam-
pling points exceeding 50V) were excluded from analyses. Additionally, chelsnwith other arte-
facts were separately excluded if amplitude excged® uV or any voltage was lower than 04\

for a 100-ms interval. Only trials with correct pesises were analyzed. One participant in Experiment
1 and three participants in Experiment 2 were aegdufrom analyses due to extensive eye blinks, and

one participant was excluded due to abnormal aghaity (Experiment 2).

Target-locked early sensory effects (P1, N1)

Analyses were conducted on correct target-pres@ats with ERPs time-locked to target onset. The
two types of target (F and T) as well as the sideresentation (left and right) were averaged toget
Target-absent (catch) trials were subtracted frarget-present trials, to eliminate overlapping pete
tials related to gaze cue onset and, thus, extragbotentials related to the targets. The sulitragtas
conducted on epoched data, separately for eachofypge (human vs. robot), each gaze direction (lef
vs. right), time-locked to target onset. For thePEfata, too, the analyses focused on the comparison
between valid and invalid trials. The EEG signakwaeraged for the two validity conditions (val&l v
invalid) and the two types of cue (human vs. robldgan amplitudes in the typical time window of the
P1 component (100-140 ms, i.e., £20 ms from thentat of the grand average peak amplitude (120
ms) in the 100-150-ms time window in the humandvatindition, in which P1 was most pronounced;
regarded as the typical P1 time window, in linehwitick, 2005) in Experiments 1 and 2; as well as in
the subsequent N1 component (150-190 ms in Expetilh@nd 170-210 ms in Experiment 2; i.e.,

+20 ms from the latency of the grand average peailitude in the 140-200-ms time window in the
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robot valid condition, in which N1 was most pronoed) for the lateral posterior-occipital electrodes
(01, 02, PO7, POB8) were subjected to ANOVAs with thactorselectrode(O1, O2, PO7, PO8gue
type (human vs. robot), antlie validity(valid vs. invalid). Where appropriate, statistiesre corrected

according to Greenhouse-Geisser for potential noarspty.

Behavioral data

Prior to the reaction time (RT) analysis, trialshwiesponse errors or RTs faster than 150 ms angd lo
er 1200 ms were excluded. Median RTs and mean etes were computed for each participant. The
statistical analyses focused on the comparisondsstwalid and invalid trials. Individual median RTs
and mean error rates were submitted tx2 @nalysis of variance (ANOVA) with the factage type
(human vs. robot, Experiment ifjstruction (human-controlled, pre-programmed, Experimentr) a
cue validity(valid, invalid). The same participants whose E#&#%a were analysed were subjected to

behavioral analyses.

Results

Experiment 1

P1. The Z%2x4 ANOVA with the factorscue validity(valid vs. invalid),cue type(human vs. robot),
andelectrode(O1, 02, PO7, PO8) for the mean amplitudes inRhdime window (100-140 ms) re-
vealed the cue type x cue validity interaction éoslignificant,F (1, 12) = 6.596p = .025,/7p2= .355,
with a more positive P1 amplitude for valid triéld = 1.13 uV,SEM= .48) than for invalid trials =
.88 uV,SEM= .43) in the human face condition; in the rolautef condition, by contrast, his pattern
tended to be reversed: the P1 amplitude was glidgdk positive for valid trialsM = .21 pV,SEM=
A7) relative to invalid trialsM = .73 pV,SEM= .39); see Figure 3. This interaction was stalol®ss
all four electrode sites (three-way interactionhwetectrodep = .31). The main effect of cue type was

not significant,F (1, 12) = 1.04p = .35. Subsequent analyses conducted separatdlyefdiuman and
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robot faces showed that in the human-face conditfmvalidity effect interacted with electrodessk
(1.6, 19.5) = 5.598) = .016,/7p2: .318, with a significant validity effect for thigght electrodes (02,
PO8),F (1, 12) = 6.545p = .025,/7p2= .35, and a non-significant effect for the lekarodes (O1 and
PO7),p = .79. The robot face condition, by contrast, md yield any significant effects or interactions

of interest (validity effectp = .08; validityx electrode interactiomp = .42)".

N1. An analogous analysis for the later time windd@®0-190 ms) of the N1 ERP component revealed
a main effect of cue validitys (1, 12) = 8.032p = .015,7,°= .401, with valid trials eliciting a more
negative mean amplitudé(= -2.33 uV,SEM= .5) compared to invalid triald= -1.7 pV,SEM=

.58). This effect was not influenced by the typewd,p = .79, or by electrode sitp,= .24; Figure 3.

Behavior

Error rates. The 22 ANOVA with the factors otuetype (human vs. robot face) analidity (valid

vs. invalid) revealed a significant interactionweén cue type and validiti, (1, 12) = 5.902p = .032,
/7p2: .33, with the validity effect being more pronoaddor human face\ER= 2 %) than for robot
faces AER= -0.4%). Planned comparisons showed that fohtimean-face condition, error rates were
significantly lower for valid trialsNI = 3.8 %,SEM = .8) relative to invalid trialsM = 5.7%,SEM =
9),t(12) = 2.44p = .031, two-tailed; by contrast, there was noaléhce between these two types of

trial in the robot-face condition (valit¥l = 5.2%; invalid: 4.8%, p = .706).

RTs An analogous analysis on the median RTs reveadedignificant main effects or interactions.

Numerically, RTs were slightly faster on valid tsgM = 404 ms SEM= 11) compared to invalid tri-

1 Note that visual inspection of the grand-averagB&® waveforms suggested a differential effecttima window
preceding that of the P1 component, on the negdtflection of the waveform; see Figure 3. Howestatistical
analysis on this time window (60—-100 ms) failediteld any significant effects, in particular, theteraction of cue and
validity was nonsignificant: = .009,p = .926 (cue typeF = 1.609,p = .229, and validity,F = .031,p = .862).
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als M = 410 ms SEM= 10), main effect of validityF (1, 12) = 3.46p = .088,/7p2: .224, and the dif-
ference was numerically larger for the human fg€€8,4i¢= 405 ms; Rfvaiac= 411 ms) than for the
robot faces (Rikig= 404 ms; Rvaia= 408 ms), though not reliable statistically (cyeetx cue validi-

ty interaction:F (1, 12) = .421p = .529).
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Figure 3. Left: Grand average ERP waveforms time-locked éotéinget onset for the pool of 01/02/PO7/PO8 abelets as

a function of cue validity (solid lines: valid ti&a dashed lines: invalid trials) and type of cuevder (red: human faces,
green: robot faces), in Experiment 1. The two typetargets (F and T) as well as left/right sidésisual field were aver-

aged together. The displayed ERPs are the suldraaeeforms (target present—target absent) aretdit with a 30-Hz

high cut-off filter (Butterworth zero phase, 24 @gt) for illustration purposes. Right: Topographiceaps of voltage dis-
tribution for the time interval 100-140 ms, presehfrom posterior view; the human condition is deg in the upper
panel, the robot condition in the lower panel. Meanplitudes are presented on the left for validigriand on the right for
invalid trials.

Inverse Efficiency Scores (IES)Vhen both behavioral measures (RTs and accurkaesd combined
into a single dependent variable, namely: “InveEffeciency Scores (IES)” (see Bruyer & Brysbaert,
2011; Townsend & Ashby, 1978; Townsend & Ashby, 39®y dividing individual median RTs by
individual accuracy scores (percentages of comesgionses), ax2 ANOVA with the factorcuetype
(human vs. robot face) analidity (valid vs. invalid) revealed a marginally signditt interaction be-
tween cue type and validit§, (1, 12) = 4.536p = .055,/7p2= .274, with the validity effect being more
pronounced for human faceART= 15 ms) than for robot faceART= 3 ms). Planned comparisons

showed that for the human-face condition, the clelity effect was significant, (12) = 2.739p =
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.018, two-tailed; by contrast, there was no sigatfiit effect in the robot-face conditivif12) = .507p

=.621.

Neutral trials (gaze-straight ahead). In order to examine whether physical dissimijabetween hu-
man and robot cues as such has an influence oantbitude of the early sensory P1 component, we
compared the neutral-trial P1 mean amplitude betwebot and human faces. A2l ANOVA with

the factorselectrode(O1, O2, PO7, PO8) amlie type(robot vs. human) revealed no main effect of
cue typeF (1, 12) = .131p =.723, and no interaction with electrode(2, 24) = .671p = .521. The
behavioral data, too, showed no indication of défgial processing on neutral trials between ratvat
human facest (12) = .422p = .68 for the error rates, andl2) = .628p = .542 for the median RTSs;

see Table 1 for the mean RTSs, error rates, andriplitade in the neutral condition.

Table 1. Mean RTs, error rates and mean amplitude of thedPiponent (100-140 ms time window) for the neutrad
condition (gaze straight-ahead) as a function pét9f cue provider (human vs. robot).

Median RTs Mean error rates Mean P1 amplitude
Human 425 ms 4.10% 1.123 pv
Robot 427 ms 3.80% 1.204 pVv

Experiment 2

Experiment 2 was designed to eliminate the posibiiat physical differences between the two types
of cue providers were responsible for the pattdraffects observed in Experiment 1, rather than dif
ferences in mind-attribution. This alternative exgtion is unlikely, given that: (i) a comparisdrttee
human versus the robot condition did not reveal siggificant P1 effects; (ii) valid trials were cem
pared with invalid trials within each of the twoectype conditions (robot, human) rather than across
conditions; and (iii) a main effect of cue type wadsserved neither in the P1 nor in the N1 time win-

dow, indicating that the amplitudes of those congmts were not influenced by the type of stimulus as
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such. Nevertheless, it is important to clearly slibat the modulation of the sensory gain contralus
solely to the higher-order belief that the gazeavetur was the result of the operations of a miadl,
ther than of a machine. Thus, we needed to istiédeop-down modulation to rule out the alternativ
explanation of the P1 effect. To do this, we usely one, physically identical cue provider acrolis a
conditions while manipulating participants’ beliefi& instruction. Specifically, participants wereep
sented with the same robot face (gazing to theoletihe right; see Figure 1 right) across all ctiods;
crucially, in one experimental session, they weskl tthat the robot's gaze behavior was pre-
programmed (Instruction 1), and in the other sesdioey were told that the eyes of the robot were

controlled by a human (Instruction 2).

P1. The Z2x4 ANOVA on the mean amplitudes in the P1 time wind@00-140 ms) with the factors
cue validity(valid, invalid), instruction (human-controlled, pre-programmed), aldctrode(O1, O2,
PO7, POB8) revealed a significant interaction ofdral and instructionfF (1, 23) = 5.566p = .027,/7p2

= .195, with a more positive P1 amplitude for vdlidls M = 1.45 pV,SEM= .28) than for invalid
trials M = 1.247 uV,SEM= .29) in thehuman-controlleccondition, and a slightly less positive ampli-
tude for valid trials ¢ = 1.45 pV,SEM= .4) versus invalid trialsM = 1.526 pV,SEM= .39) in the
pre-programmedondition (Figure 4). This interaction was staateoss all four electrode sites (three-
way interaction with electrod€&(1, 23) = .434p=.694). Subsequent analyses conducted separately f
the human-controllecand pre-programmednstructions revealed the validity effect to bgngiicant in
the human-controlledcondition,t (23) = 1.794,p =.043, one-tailed, but not in th@e-programmed

conditiont (23) = .652p = .26, one tailed.

N1. An analogous analysis on the mean amplitudesar\tl time window (170-210 ms) revealed no
main effect of validityF (1, 23) = .099p = .756, and no significant interaction of validégd instruc-

tion, F (1, 23) = 1.021p = .323.
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Figure 4. Left Grand average ERP waveforms time-locked to tawgset for the pool of 01/02/PO7/PO8 electrodes as
function of cue validity (solid lines: valid triglslashed lines: invalid trials) and instructiondireuman-controlled, green:
pre-programmed), in Experiment 2. The two typesaodets (F and T) as well as left/right sides suai field were aver-
aged together. The displayed ERPs are the suldraageforms (target present-target absent) anerditt with a 30-Hz
high-cutoff filter (Butterworth zero phase, 24 dBtDfor illustration purposefight Topographical maps of voltage distri-
bution for the time interval 100—140 ms, preseritech posterior view; the human-controlled conditisrdepicted in the
upper panel, the pre-programmed condition in tinefogpanel. Mean amplitudes are presented on théotefalid trials and
on the right for invalid trials.

Behavior. A 2x2 ANOVA on median RTs with the factoigstruction (human-controlled, pre-
programmed) andue validity(valid, invalid) yielded a significant interactidoetween instruction and
cue validity,F (1, 23) = 4.269p = .05,/7p2= .157. Planned comparisons revealed that irhtiman-
controlled condition, validly cued targets elicited signifntly shorter RTsNl = 406 ms,SEM= 9.5),
compared to invalidly cued targetd € 409 ms,SEM= 10.6),t(23) = 1.805p = .042, one-tailed); in
the pre-programmeccondition, by contrast, the validity effect wast segnificant,t = .785,p = .22,
one-tailed, with slightly longer RTs for valid tisaM = 410 ms SEM= 10) relative to invalid triald\{

= 409 ms,SEM= 10.6). An analogous analysis of the error rage®aled no significant effects or in-
teractions, alFs< 2,ps> .2. Numerically, the error pattern reinforced RIT and ERP data: valid trials

yielded slightly fewer errorsM = 6.1% in thehuman-controlledcondition and 6.7% in there-



Studies on individual research questions 144

programmedcondition) than invalid trialsM = 6.6% in thehuman-controlleccondition and 7.1% in

the pre-programmedatondition).

2.4.4. General Discussion
The purpose of the present study was to examinghwheensory gain control can be modulated by
higher-order cognitive processes, such as beligdsitathe observed scene. In our paradigm, attention
was guided by gaze, and beliefs about the obseyaeer were manipulated either by the identity ef th
face (Experiment 1) or solely by instruction, witle gazer’s identity remaining identical acrossdion
tions (Experiment 2). We hypothesized that atterai@ontrol over the sensory processing (the sgnsor
gain control) would be enhanced when observergwedi that gaze (which guided their attention to a
location) was controlled by a mind, rather thanachine. Our reasoning followed Tomasello’s (2010)
distinction between two types of intention commuated through gazeeferentialandsocial The first
concerns thebjectof attention, the seconthy attention is directed to this object. The ideth&t gaze
behavior is often only informative when it origiratfrom a mind, because mental states not onlyecaus
gaze behavior, but they also give meaning (the "Wty it. Therefore, if an observer believes that a
agent with a mind is directing gaze to a locatibe, observer may expect something relevant for com-
munication at that location, and thus allocate# thigention there as well. By contrast, if the ebher
believes that a machine is directing “eyes” to @tmn, the observer may not allocate their atbenti
there because the machine’s gaze behavior lackenoarative content, for it is not attributable et
operations of a mind.

Our data supported this hypothesis, showing tieattentional control over sensory processing
can be modulated by higher-order beliefs aboutolheerved scene. In two experiments, the target-
locked P1 was more enhanced for the valid-cuestraiiative to invalid-cue trials, but only when the

gazer’s behavior was believed to result from openatof a mind. This ERP effect was paralleled by
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the behavioral data: target-related performance lvedier on valid-cue, relative to invalid-cue, Igia
when participants believed the gazer had a mindwaxinot a machine. The ERP and behavioral data
are particularly intriguing because participantsliéfs about the gazer were completely irrelevant t
the discrimination task they performed.

Interestingly, the N1 validity effect was not moali@d by cue type in Experiment 1, and no va-
lidity or instruction effect on the N1 was obseniacExperiment 2. The P1 and N1 components have
previously been proposed to reflect different mooiesontrol over sensory gain: the P1 has been ar-
gued to reflect a suppression mechanism for igntweations, whereas the N1 indexes enhanced and
discriminative processing of stimuli at the atteshdiecations (Hillyard et al., 1998; Luck & Hillyard
1995; Mangun & Hillyard, 1991). Given this, thefdiential effects between the P1 and N1 component
suggest that when target stimuli are presented veejly, higher-level cognitive processes influenc
only the earlier, suppression-related mechanisindease the SNR, but not the later, discriminative
processes at the attended locations.

In sum, this is the first study to show that sepggain control can have a social source and that
higher-order, task-irrelevant beliefs about theenbsd scene can influence early sensory procebsing
modulating stimulus-related neuronal activity, degent on whether the stimulus location has been
signaled by a meaningful social cue (gaze direabioan agent with a mind) or not (gaze directioraof

machine).

Theoretical considerations

The present findings can be interpreted in theecdntf the idea that humans adopt various “stances”
in order to predict and understand behavior oforeisystems with which they interact: the physical
stance, the design stance, orititentional stancéDennett, 2003). Based on experience, humans know
which stance works best for which system. For exanwhen explaining the workings of a machine, it

is best to adopt the Design Stance (DS) and uradetsts behavior with reference to how it is desitjn
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to behave. In contrast, when explaining other hugriaghavior, the most efficient strategy is to egega
in mentalizing(Frith & Frith, 1999): predicting and understarglimehavior with reference to particular
mental states (e.g., beliefs, desires, intentions).

However, we argue that before one can engage irtatieng processes (i.e., refer to any
particular mental state), one needs to assumetlieaentity whose behavior one is explaining is
actually capable of having mental states. Restaiad, needs to adopt thHetentional StancglS)
towards the observed entity by assuming that thigyes anintentional systenfa system with a mind).
Our findings show that attentional control over s@y processing (sensory gain control) is exerted
depending on whether or not one adopts the IntealtiStance towards an observed entity.

To account for the findings, we propose th&ntional Stance Mod€ISM) of social attention
(Figure 5). The basic idea is that the brain usebabilistic (generative) models to make prediciion
about the world’s causal structure, which are tesigainst sensory data to update the brain’s Belief
about this structure (Friston, 2005; 2010). Accogdio the ISM, when the brain adopts the IS (which
most likely occurs in the anterior paracingulatetexq cf. Gallagher et al., 2002), a generative ehod
M(x,%¥) is activated which predicts the likelihop@V|x) that the observed behavigrof an entity is
caused by an intentional systelH)( rather than another system (ed), Here,W and® are drawn
from a set of representatiods{ ®,W,I,...}, where® = mechanistic systemi) = intentional system,
etc. This likelihood is computed by combining tlieelihood p(x|¥) of receiving a sensory input

given that the entity is &, and the prior probabilityp(W) of adopting IS towards this system. The
likelihood of interpreting an observed behavioinraentional is therefore given by Equationpl{%/|x)
< p(X¥)p(¥).

If the predictions of the generative mod#(x, %) (i.e., adopting the IS) are correct (i.e., low or

no error), the brain can begin to construct speafodelam(x, Y;) about specific mental statep;( -,
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Y3) in order to mentalize about particular instanaelsehavior displayed by the entity. However, i th
model’s predictions yield a high error, the bramtivaates a different model, such @&, @). Here,D(X,

@) corresponds to adopting the Design stance (D&lowing the same logic, when the predictions of
the generative mod&(x, @) are correct, other specific model§x, ¢;) referring tomechanistic states
(o1, @2, p3) are constructedh order to explain particular instances of behavitius, the same behavior
(e.g.,A gazes at an apple) can be explained with referenegher specific mental states \{ants to
eat the applaj,) if predictions ofM(x,%) are correct (e.g., eye behavior generally socrakaningful),
or to specific mechanistic state®q machinery shifts the camera lens arouml:if the predictions of
M(x, %) yield a high error (e.g., eye behavior does natycsocial meaning).

Previous research has shown that mentalizing inflee perceptual processing (Teufel et al.,
2010a). For example, the magnitude of gaze-guittedtsonal effects has been found to be modulated
depending on whether observers believed that thergauld see through a pair of goggles (Teufel et
al., 2010b). Teufel and colleagues (2010a) proptisedo-callegherceptual mentalizing mod@?MM)
to account for these mentalizing-dependent efféatsording to PMM, when observers perform a gaze
cueing task, brain areas implicated in mentalizewg;h as the medial prefrontal cortex (mPFC) and
temporo-parietal junction (TPJ), generate signaischv modulate neural activity in social perception
areas, such as the superior temporal sulcus (SH8)STS in turn interacts with the parietal ati@mti
mechanisms of the intraparietal sulcus (IPS) ireotd shift attention in the direction of the gdme
increasing the commitment of neural resourcese@tred-at location.

One major limitation of the PMM, however, is thatdoes not account for the impact of
adopting the Intentional Stance on sensory proegs#is described above, mentalizing logically and
functionally presupposes adopting the Intentiortah&, because the brain must first assume that the
observed entity is actually capable of having mesitstes before it can infer mental states undeglyi

particular behaviors.
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Figure 5. The Intentional Stance Model (ISM) of social atiem. A visual stimulus (the robot face, bottompi®cessed in
the visual pathway from the lowest-level (earlynabkareas box) to higher-level areas (e.g., STB. Attentional network
(IPS) is involved in orienting attention to thenstilus (the F) that is cued by the gaze. One otdthme claims of ISM is that
mentalizing is dependent on the Intentional Stgii$g because it logically and functionally presapes the adoption of
the 1S. When the brain adopts the IS (which méstyioccurs in the anterior paracingulate corteall&her et al., 2002), a
generative moddli(x,¥) is activated which predicts the likelihopfd¥|x) that the observed behavierof an entity (e.g.,
robot gazing left or right) is caused by an intenél system'¢). Conversely, the Design Stance (DS) predictshikaavior
x is caused by a mechanistic systeh). (Mentalizing, which constructs specific modeigxy;) of specific mental states,
only occurs once the brain activatdéx,$#).The IS and DS predictions feed-back into the palrigtentional mechanisms,
subsequently modulating the sensory gain contréhénextrastriate visual areas (right). When olisgran entity's gaze
behavior while adopting the IS, this higher-ordedidf modulates the sensory gain control in therasttiate areas,
increasing the priority of an item cued by the géepresented by a higher peak of neural actiuititree right; the other
peak depicts an invalidly cued object). This addiél prioritization does not occur when the brailo@ts the DS. Thus,
beliefs about the mind of others influence one’sianind. LGN = lateral geniculate nucleus, V1 = m@imvisual cortex,
STS = superior temporal sulcus, IPS = intraparistdtus, mPFC = medial prefrontal cortex, TPJ =pem-parietal
junction. Processes of social cognition and peroaphat are the focus of this paper and are eisédot the core claims of
the ISM are highlighted in black and color, whileng boxes represent other processes of social menéognition that
are not in the focus of this paper.

The Intentional Stance Model of social attentioesented here accounts for this limitation,
because specific generative models of specific ahestates J;) are constructed only when the IS is
adopted. If so, it follows that the Intentional i&ta is functionally independent and presupposed by
mentalizing. Finally, unlike the PMM, the ISM spies the neuro-cognitive machinery by which

adopting the Intentional Stance and mentalizingtettesir top-down influences on social attention.
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When the IS predictions feedback to lower levelshef processing hierarchy, it modulates sbasory
gain control Accordingly, the IS modulations seem to reacHoas as the extrastriate visual areas,
where stimulus coding is modulated by the sensany gnechanism (Hillyard et al., 1998).

To concludethe present study showed that a general perceggiesition mechanism — sensory
gain control — is governed not just by intrinsigalisual factors, such as spatial or feature-basdet-
tion, but is sensitive to higher-order task-irraet/beliefs about others. This implies that belafsut

the minds of others influence our own mind.
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3.1.Synopsis of results

The goal of the presented PhD-project was to canawomprehensive series of experiments that in-
vestigate whether and how context information ifices basic mechanisms of social attention. We
showed that gaze-cueing effects were modulatedobilscontext information in all experiments. In
particular, we provided evidence thésual (placeholders)yerbal (instructions) an@mpirical (experi-
ence) context information affected the size andsfyaial distribution of gaze-cueing effects. God#

ings suggest that the context-sensitive modulatfogaze cueing originates from top-down influences
on the early P1 ERP-component, which is refleciirggnsory gain control mechanism suppressing the
processing of stimuli at unattended locations. Wk tthis pattern to indicate that bottom-up and top
down mechanisms interact to induce gaze-cueingtsfnd exert a combined influence on the alloca-

tion of spatial attention following gaze cues.

3.1.1. Context information modulates the spatial &cation of social attention
In the first two series of experiments, we investisgl whether the allocation of attentional resasirce
following changes in gaze direction is influenceadtie context in which the gaze cues are presented:
Social context was either provided in form of refeze objects (i.e., placeholders) in the periphery
which gaze direction could be linke8tgdy 1) or by supplying information about the predictywtith
which gaze direction indicated target positi@tudy 2). In both cases, we expected to find general
cueing effects for the whole cued hemifield whenaomtext information was provided and gaze-
cueing effects specific to the exact gazed-at pwsiwhen context information was available.

In Study 2, we additionally investigated how information abexperienced (i.e., actual) and
expected (i.e., believed) cue-predictivity is imegd in order to guide attention to the most {ikiair-
get position: When experienced and expected cugigingty matched, we expected to observe specif-
ic cueing effects for the exact gazed-at locatiothe predictive condition, and nonspecific cuesfig

fects for the whole cued hemifield in the nonpradeccondition. When experienced and expected pre-
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dictivity did not match, we presumed the allocatmattern of cueing effects induced by experienced
predictivity to be modulated corresponding to wivaiuld have been expected based on the believed
predictivity of the gaze cues.

Our results showed that the allocation of spatitantion following gaze cues can be modulated
by both sources of social context information: pnesence of reference objects in the peripherytlzad
predictivity of the cues. IStudy 1, we found nonspecific cueing effects if there weoeobjects in the
periphery to which gaze direction could refer. Theneral cueing effect was independent of set size,
task type and of whether attention was shifted twer overtly. However, if reference objects were
present in the periphery, gaze induced an additiomaing effect specific to the gazed-at positilm.
Study 2, we showed that the reliability of observed gaekavior modulated the spatial specificity of
gaze cueing: with predictive cues, cueing effeatsensignificantly larger for targets that appeaaed
the exact gazed-at position relative to targeth@bther two positions; nonpredictive cues, bytiast,
gave rise to facilitation effects of equivalent megde for all positions in the cued hemifield. Mos
importantly, the effect of the experienced (i.etual) predictivity was modulated by the expectiesl (
instructed) predictivity, that is: nonpredictiveesubelieved to be predictive caused additionalnguei
effects specific to the gazed-at positions, congpémenonpredictive cues believed to be nonpredictiv
(which caused general cueing effects for the whelaifield). In contrast, specific gaze-cueing efec
caused by actually predictive cues were signifigar@duced when the cue was believed to be nonpre-
dictive, compared to when it was believed to beljoteve.

Based on the results of the first two studiesppiears that attentional orienting to gaze always
induces a general cueing effect for the whole dwedifield in abottom-upmanner. When social con-
text information is provided, a cueing effect issetved that is specific to the gazed-at positidmgc
over and above the general cueing effect by caustog-downmodulation of the stimulus-triggered

allocation of attentional resources. However, base8tudy 2, it seems that a specific component may
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not simply be added to a general cueing effectchatrather be up- and down-regulated depending on
the beliefs participants have about the observedescthe spatial specificity of cueing effectsas r
duced, if participants believe that gaze directioes not inform about the most likely target positi
whereas it is enhanced in cases when participaitsvied that gaze direction is guiding them to the
most likely target position. Hence, the first twadies extend previous findings by showing thatfa t
down modulation of orienting to gaze direction t@ninvoked by various types of context information,
namely visual information provided in the sociatse (placeholders), verbal information (instruction
about observed behavior and empirical informatiedutible from experience with observed gaze be-

havior.

Findings from Study 1 and 2 allow the integratidrdidferent theories of spatial attention with
regard to their validity for social attention menflsns. On the one hand, they are in line with the a
sumptions of the general-region theories of atbentsuch as thmeridian-boundary mod€Hughes &
Zimba, 1985, 1987), by showing that changes in glzetion cause spatially nonspecific cueing ef-
fects under conditions when no context informatsprovided. On the other hand, the results alsp co
firm the predictions of the specific-location thesr of attention, such as taeom-lens mod€Eriksen
& Yeh, 1985) or thegradient modele.qg., Downing & Pinker, 1985) — by showing thdeational re-
sources can be allocated to specific regions oviteal field when the observed scene is embedded
within a social context created, for instance, logspnting reference objects in the periphery or by
providing information about the gazer that allowtentionality to be attributed to observed gaze be-

havior.

3.1.2. Readiness to engage in social interactionspegends on attributing the mind to others

In Study 3and4, we investigated whether thelief that the observed stimulus is representmggent

with a mind has an influence on the readiness ga@®a in social interactions with that agent. The de
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gree of attentional engagement was measured aszthef the gaze-cueing effects that were induced
by the observed agent (human or robot). Importardiyer than manipulating perceptual aspectsef th
cue provider, we varied participants’ beliefs thgbunstruction (while keeping the physical appeaean
of the stimuli constant). We hypothesized that gamsing effects would be increased when attributing
the mind towards the gazer was likely and that éfffisct would be independent of the gazer’s idgntit

(i.e., physical appearance).

The results oStudy 3 support the intentionality hypothesis: while btite human and the robot
face induced attention shifts to the gazed-at mosicueing effects were twice as large when attrib
uting the mind to the gazer was likely (i.e., whesre movements were believed to be caused by a hu-
man) compared to when it was unlikely (i.e., whga emovements were believed to be mechanistic).
Importantly, the same stimulus elicited cueing &feo varying degrees depending on which belisf ha
been induced by instruction: the human face yieldsiliced cueing effects (comparable to the robot
face) when it was believed to represent a mannegquiile the robot face elicited enhanced gaze-
cueing effects (comparable to the human face) vitheas believed to be controlled by a human. This
pattern has been shown consistently in all experismend generalized from quite complex discrimina-

tion tasks to other tasks with different attenticsemands (i.e., target localization).

In Study 4, the EEG/ERP-method was used to identify the nearaelates underlying the top-
down modulation of gaze-cueing effects by attribgitthe mind towards the gazer. We showed that
attribution of intentionality imposes a modulat@&fyect on early components of perceptual processing
such as the sensory gain control mechanism. Thehamesm improves perceptual coding by increas-
ing the signal-to-noise ratio by enhancing the pssing of stimuli presented at attended locations
and/or suppressing processing at other, interfddogtions. In particular, we found larger gazetsge
effects for intentional relative to mechanistic @aige indicating that attribution of the mind to ebged

agents modulates social attention mechanisms glisatie very early stages of perceptual processing
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Taken together, these findingslicate that changes in gaze direction believdaetanechanistic
are followed to a lesser degree than eye movenhbetissved to be intentional. In line with the fitato
studies, the bottom-up component involved in gaming produced a general attentional bias towards
stimuli in the cued hemifield, whether or not peigants construed the gazer as intentional agant (i
line with Bayliss et al., 2006; Quadflieg et alQ02). However, the top-down component came into
play only in conditions in which attributing the mdi to the gazer was likely. Thus, attentional mecha
nisms involved in low-level processes of sociatmtibn not only influence, but are themselves influ
enced by beliefs about observed social agentsr@with Frith & Frith, 2006; Teufel et al., 2009,
2010).

The assumption of gaze-cueing effects being calbgéuteractions between bottom-up and top-
down processes is further supported by evidenaa fmeuroimaging studies showing that while the
STS triggers bottom-up responses to social sigttastop-down control of these responses originates
from the mPFC, thereby adapting the system to db&lkscontext of the scene (Grezes et al., 2004 a,b
Saxe et al., 2005). A modulation of gaze cueingatiabution of intentionality to observed behavisr
very plausible, as attending to where another agtands is beneficial only if gaze direction aasri
informative content. However, changes in gaze toeare informative only if they reflect the inten
tions/goals of another agent or are generally tiegufrom actions of the mind, and thus help predic
ing and interpreting behavior in a meaningful wag @reparing appropriate action responses.

Why does the belief that an observed agent isi@mtional system influence how we allocate
attentional resources? Being sensitive to cont#gtination when attending to the behavior of others
is highly advantageous as it permits adaptatidhécsocial relevance of the scenario in which &erin
action takes place. Furthermore, allocating atbento where another person is attending serves the
purpose of establishing shared intentionafiigmasello, 2010), and enables us to engage initaesi

with others by sharing goals, intentions, knowledwel beliefs. Our findings suggest that humand ten
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to engage in shared intentionality only with theg® are believed to have intentions and are exgecte
to display predictable behavior. Given this, itrasghat what is crucial for attributing the minddor
engaging in social interactions is not whetherdhgserved agent actually has mental states, buhehet

the agent is believed to have mental states.

3.2. Context effects on spatial attention — an inggative two-component model of gaze cueing

The present findings argue in favor of the ided gae cues can initiate both a general and afgpeci
component of attentional orienting, dependent enavailability of context information: If no contex
information is provided, only a general directionaknting effect is inducedttom-up that causes a
global, but small cueing effect for the whole gaped hemifield. By contrast, if context informatiisn
available, a spatially specific component is evolted induces a facilitation effect for the exaared-

at position and/or suppression for the other (udrpesitions in the cued hemifield. However, based
on the available data, it is not entirely clear thiee the context-dependent modulation of gaze guein
is caused by an interaction of top-down and bottgmeomponents or is rather due to a top-down ef-
fect that is purely additive to the general bottomeffect.

Whatever the exact relationship between bottomnagptap-down components is, one can clear-
ly conclude that specific gaze-cueing effects cawmlserved under conditions with context inforntatio
but only a general cueing effect for the cued hihaifwithout context information. The specific arte
ing component, however, is likely to result frome tbombination of two separate sources of infor-
mation: the linking of social context informationtlvdirectional information deduced from the gager’
eyes. Interestingly, our results show that thikitig is independent of the modality in which corttisx
provided: visual, verbal and empirical informatibave all been shown to influence the size and/or
specificity of gaze cueing.

Based on these findings, we postulate an integratwo-component model of social attention

that combines the influences of the bottom-up apddown components-igure GD1): The bottom-
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up component induces an orientation of attentiothéogaze-cued hemifield, and is carried out by a
network consisting of visual areas (i.e., V1), S8l IPS (Nummenmaa & Calder, 2009, for review).
The top-down modulation of the signal that has bgemerated bottom-up is exerted via connections
with the mPFC (e.g, Grezes et al., 2004 a,b; Saaé,e2005) and the anterior cingulate (Gallagkter
al., 2002) which weight attentional deployment pedfic locations in the cued hemifield according t
the social relevance of the cue. Due to this wéaightattentional resources are allocated in a way t
objects/events that are relevant for the sociaradtion are prioritized.

Our conclusions are in line with previous postigatethe literature. That is, the proposal that
visual information from the eye region and the jpleery are integrated when processing gaze direction
is in line with findings of Lobmaier and colleagu@906), who have shown that objects in the visual
field can cause systematic biases in estimatingevtie other is looking. The observation that expli
knowledge about our interaction partners does emite basic social attention processes is consistent
with Frith and Frith (2006) and Teufel and colleag{2010), who have suggested that bottom-up ori-
enting to gaze direction can be top-down controigacontext information about the gazer. Our result
are also in line with empirical evidence showingttfamiliarity with the gazer (gender effect for nvo
en only: Deaner et al., 2007) and stereotypicalrmftion about the gazer (member of a politicatypar
Liuzza et al., 2011) modulate the size of gazergeifects.

Taken together, findings presented in this PhBitheeveal a degree of flexibility in the gaze-
cueing system that allows for the integration ofltiple sources of information to guide attention:
whenever context information about the social retee of the scene is missing, attention is diretded
a broader area, whereas attention shifts are spézithe cued location when a relation betweeregaz
direction and context information can be estabtisigis context-dependent flexibility is adaptiue,
that it facilitates detection of relevant socidbimation (e.g., objects of interest) in a condtachang-

ing environment.
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Figure GD1. Bottom-up orienting to gaze cues is carried ouabyetwork consisting of visual areas (i.e., V1),
STS and IPS (iblug), which causes a standard gaze-cueing effectafgets presented in the cued hemifield.
The top-down modulation of bottom-up signals isreeak via connections with the mPFC @range. The top-
down mechanism weights the deployment of attentioesources to specific locations in the cued higlif
according to the social relevance of the cue, tiaguin stronger gaze-cueing effects in conditiarigen social
context information is provided.

3.3. Conclusions
Over the course of evolution, social signals suchead and body orientation, pointing gesturesimnd
particular gaze direction have acquired a specedmng in peer-to-peer communication, as they tend
to indicate the location of important objects oemts in the environment (Emery, 2000). In order to
interpret gaze direction in a meaningful way, hoarewne needs more information about the context in
which eye movements are performed/observed: whioeigyazer, where is the gaze direction referring
to, how is the gazer feeling about the attendedatigvent and why is the gazer interested in what h
or she is looking at? The more information we haleut the social context of the scene, the better w
are able to make predictions about what the gazetanning to do next, which in turn provides the
basis for preparing appropriate action responsesbking engaged in interactions with him/her.

In support of this notion, the present findings\pde evidence that the readiness to engage in

social interactions and the efficiency with whiclentions and action goals of others can be indeise
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significantly modified by the availability of conteinformation. That is, the degree to which ati@mt

is allocated to the gazed-at object/event critycd#pends on whether or not observed behavior ean b
explained in a meaningful way. For instance, wbite is hesitant to follow the gaze of a mechanistic
system or gaze that is directed towards empty spaeeis more willing to do so, if an agent capatfle
having intentions is gazing at objects/events enghriphery. We showed that the modulatory efféct o
context information on how we process social infation is a very profound mechanism that exerts its
influence already on early sensory processing compts, such as P1. Thus, on the basis of the pgresen
findings, we propose that social attention mechmasiare not only influencing higher-order cognitive

processes (i.e., mentalizing), but are also inteerby beliefs we hold about the observed gazer.

3.4. Future Directions
The findings presented in this PhD-work have sdverglications for further research. First, givérat
gaze direction is not the only cue used to comnataimformation about internal and external states
social interactions, it would be interesting toastigate whether the context variables discussedeab
also have an influence on the interpretation oéo#ocial signals that provide spatial informatikbran
interaction between directional information conweysy the cue and context information about what is
observed were specific to social scenarios, toprdmwdulation of attentional orienting should al€o b
found for other social cues (i.e., pointing); imtm@ast, cues that transmit nonsocial informatioa. (i
arrows) should not interact with contextual infotima. Such dissociation between the functionality o
social and nonsocial cues would support the assamiitat the human brain is specifically sensitive
the processing of social information resulting @egder processing of the context in which the oleskrv
scene takes place.

Second, future studies would need to identifyHfertcontextual factors that influence the spatial
allocation of attention following gaze cues. Onetda that may have an impact on the spatial secifi

ty of gaze-cueing effects is the facial expressiocompanying observed eye movements. In particular,
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facial expressions that indicate potential dangehe environment (fear, anger) or potential sosiafe
joy (happiness, surprise) might induce highly sfieaittention shifts, whereas faces with a newtsal
pression might give rise to spatially nonspecifiifts. Identifying further context factors woulduih
help understanding the mechanisms that underlimlsaitention processes, while also supporting the

notion that gaze is special with regard to cuepagial attention.

Third, the present findings are not only of thelaadtinterest, but are also of significanceain
plied domains in which artificial systems are inxeal in interactions with humans (e.g., social rebot
ics). The problem is that, if humans tend not to attebilte mind towards robots, they would ascribe
lesssocial relevance to the robot’s behavior compared to digtlayed by humans. However, since
attribution of mental states is a crucial factor @rabling efficient social interactions, social atibs
needs to address the reluctance of humaattribute the mindo robots by equipping robots with the
capability of showing intentional behavior. A firstep in that direction would be to provide robeith
a model that can be used by the robot to intergaee direction of human interaction partners and to

display meaningful (i.e., action-congruent) gazleawsor itself.

Fourth, the presented research has implicationddeeloping training applications for clinical
populations, in particular for people with autispestrum disorder (ASD). It has been shown thatethes
patients have reduced abilities to parse socialgvant information in the environment (Baron-Cahen
1995; Dawson et al., 1998; Klin et al., 2002) arHdileit reduced mentalizing skills: that is, theywha
difficulties inferring mental states from observeehavior (e.g., Baron-Cohen, Leslie & Frith, 1985).
However, as the presented research suggests teatliay to gaze direction and being able to infer
mental states reciprocally impact each other inthgandividuals, the question arises of how these
capabilities are causally linked in patients witBIX that is, are both abilities equally impairedior
rather the inability to mentalize causing impairtsen following eye gaze? If attending to otherszg

direction was possible in ASD-patients under cartaicumstances, remaining gaze processing skills
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could be used in order to increase the functionalitthe whole mentalizing network. Based on the
assumption that people with ASD do not follow hungaze because they are unable to explain the
observed behavior in a meaningful (i.e., intentipnay, one would admittedly predict that they wabul
be able to follow the gaze of a mechanistic sysfiem, robot), whose behavior does not have to be
explained by attributing intentionality, but cath@ar be understood based on analytical reasoning us
systematic rules (i.e., in a mechanistic way). Thyigen that people diagnosed with ASD have intact
systemizing skills (Baron-Cohen, 2002), it is resgde to assume that they would follow the gaza of
robot and that their orientation to robot gaze ddug used to train them to link observed changes in

gaze direction to making predictions about behavior
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