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Contents
Abstract

Object of this cumulative dissertation is the experimental investigation of dynamical properties of three dimensional complex plasmas. Complex plasmas are low temperature plasmas containing microparticles. These microparticles are highly charged by collecting plasma ions and electrons. Flows, oscillations and waves in complex plasmas are analyzed on the hydrodynamic level as well as the kinetic level of the motion of individual particles.

In the first part of the dissertation dissipative dark solitons are discussed. These are rarefactive solitary waves propagating in a highly dissipative complex plasma. Experimental studies were conducted in radio frequency and DC discharges. The propagation time of the waves was measured to be much longer than the dissipation times. The theoretical background is presented to describe the wave properties in detail. The results of the investigations were published in Physical Review Letters (PRL) [1] and in Europhysics Letters (EPL) [2].

In the second part of the dissertation the fundamentals of the heartbeat instability of complex plasmas are presented. When the instability occurs the particle system starts to pulsate rhythmically in radial direction. A series of experiments performed onboard the International Space Station was analyzed and the dynamics of the instability is described in detail. The occurrence of the instability is studied in a wide range of parameters and the correlations between the particle motion, the plasma glow intensity and the electrical signals are analyzed. A dynamical model explaining the heartbeat oscillation cycle is presented. The results of the experimental investigations are published in Physics of Plasmas (PoP) [3] and in New Journal of Physics (NJP) [4].

In the third part of the dissertation a Rayleigh-Taylor instability, developing at the interface of two complex plasma flows, is examined. Single particle dynamics and hydrodynamics of the flows are described. The opportunity to observe such an instability allows the exploration of the micro-structure of the flow at the transition from a laminar to disordered and turbulent state. The results are published in Europhysics Letters (EPL) [5].
1 Introduction

1.1 Plasma

Plasmas are ionized gases that contain a significant amount of electrical charged particles, enough to change its electrical properties. They possess a high electric conductivity and a strong interaction with electric and magnetic fields. A gas gets ionized when enough heat or other kinds of energy is supplied to separate some or all electrons from their atoms. The atoms that lost their electrons become positively charged ions. If enough atoms are ionized the gas becomes a plasma.

The term plasma was first applied to an ionized gas by Irving Langmuir in his publication “Oscillations in Ionized Gases” in 1928 [6]. He studied different types of mercury-vapor discharges and named the not glowing part close to the walls of the container “sheath” and the main body “plasma”, referring to the term “blood plasma”. The term was chosen because of some similar properties described by the Greek word plasma (πλασµα) which means “moldable substance”. Unfortunately the double meaning of the term plasma causes misconceptions up to today.

Physical plasmas can have a very different characteristics depending on the types of atoms, the ratio of ionized to neutral atoms and the particle energies. This leads to a wide spectrum of natural occurrences and a large number of different applications. Plasmas are found in the sun and other stars [7] and in the intergalactic medium [8] in very different densities. On earth they are produced in lightnings and exist in the ionosphere, a layer of partially ionized gas in the upper atmosphere which reflects radio waves.

Plasmas are also used in a variety of industrial application for example in fluorescent lamps [9] and in plasma processing of semiconductors [10]. More recently the new field of plasma medicine developed where plasmas are used for sterilization of medical products and even the sterilization of living tissue [11, 12]. In the future plasmas may play an important role for energy production from nuclear fusion [13].

1.2 Linear screening

To describe the important properties of a plasma it is useful to introduce the model of the ideal plasma similar to the ideal gas model. Within an ideal
plasma the interaction of electrons and ions is described by global fields instead of pairwise collisions. This is the case if the coupling parameter is much smaller than one, $\Gamma = \frac{E_{\text{pot}}}{E_{\text{kin}}} \ll 1$. Here the potential energy between the constituents is much smaller than their kinetic energy. This condition simplifies important calculations and is the base of the linear response formalism that describes the linear screening.

If a test charge is introduced in a plasma its potential will be exponentially screened. The screening is due to the change of the surrounding electron and ion distribution in the plasma. E.g. a negative test charge will attract ions and repel electrons. So the Coulomb potential $\Phi_c(Q, r) = \frac{1}{4\pi\varepsilon_0} \frac{Q}{r}$ of the test charge in vacuum is exponentially suppressed. The resulting potential

$$\Phi(Q, r) = \Phi_c e^{-\frac{r}{\lambda_D}}$$

is called Debye-Hückel or Yukawa potential. The important parameter

$$\lambda_D = \frac{\lambda_{D_e}\lambda_{D_i}}{\sqrt{\lambda_{D_e}^2 + \lambda_{D_i}^2}}, \quad \text{with} \quad \lambda_{D_{e,i}} = \sqrt{\frac{k_B T_{e,i}}{4\pi n_{e,i} e^2}}$$

is the screening length which is the distance where the potential is reduced by $e^{-1}$. $\lambda_D$ depends on the temperature $T_{e,i}$ and the density $n_{e,i}$ of the electrons and ions. In typical discharges used in this work the temperature of the electrons in much higher than the temperature of the ions ($T_i \ll T_e$). This means that ion screening length is much smaller $\lambda_{D_i} \ll \lambda_{D_e}$ and so the ion screening is determining the screening length $\lambda_D \approx \lambda_{D_i}$. In an ideal plasma the screening length is small compared to the system dimensions ($\lambda_D \ll L$) and the number of particles in a sphere with radius $\lambda_D$ is much bigger than unity.

A spontaneous separation of charges in a plasma is only possible on a length-scale comparable with $\lambda_D$ because a separation on a bigger scale would create very strong electric fields that would pull the electrons and ions back together. So on a large scale an ideal plasma is quasi neutral that means that the number of ions $n_i$ is approximately equal to the number of electrons $n_e$ or $Z_i n_i n_e \approx 1$, where $Z_i$ is the average ion charge in the case of multiple ionization.

### 1.3 Complex plasma

Complex plasmas are plasmas that contain additionally to ions, electrons and neutral atoms also charged macroscopic particles. Because of their typical size in laboratory experiments of $0.5 \mu m - 20 \mu m$ these particles are often called microparticles. A photograph of a typical complex plasma experiment is shown in figure 1.1. The introduction of the microparticles in the plasma offers unique experimental possibilities. Due to their high charge of several thousand elementary charges the microparticles can form a strongly coupled system. That
Figure 1.1: Photograph of a complex plasma in the PK-3 Plus chamber [14]. An orange glowing neon plasma is ignited between two rf-electrodes. The electrodes have a diameter of 6 cm and are surrounded by 1.5 cm wide grounded rings. A dense cloud of particles with a size of $3.42 \, \mu\text{m}$ is levitated in the bulk plasma and is illuminated by a green laser diode ($\lambda = 532\, \text{nm}$). Each of these microparticles attains a large electric charge of over $-4000\, e$.

means that the Coulomb interaction energy between the particles can be much bigger than the kinetic energy of the particles. The coupling parameter $\Gamma$ is much bigger than unity:

$$\Gamma = \frac{q_p^2}{\Delta 4\pi \varepsilon_0 k_B T_p} \gg 1.$$  

Here $q_p$ is the particle charge, $\Delta$ is the interparticle distance and $T_p$ is the temperature of the particle system. Above a critical value of $\Gamma$ the particle system gets highly ordered and crystallizes [15, 16, 17]. The critical value depends thereby on the mean interparticle distance $\Delta$ that can be naturally normalized to the screening length $\lambda_D$:

$$\kappa = \frac{\Delta}{\lambda_D}.$$  

By changing the control parameters it is possible to trigger a phase transition in the particle system.
The big advantage of complex plasmas is that it is easy to analyze the kinetic motion of every single particle simply with the use of laser illumination and a camera. This makes it possible to study fundamental physical principles of a strongly coupled system at an atomistic level. Examples for already studied phenomenons are phase transitions \([18, 19]\), wave propagation \([20, 21]\) and hydrodynamic instabilities \([22]\).

Complex plasmas occur also naturally, then they are called “dusty plasmas” for example in planetary rings \([23]\) and in the process of star formation \([24]\). They also occur in industrial applications like etching plasmas for semiconductors \([25, 26]\). Controlling and understanding complex plasmas is therefore also important to understand these phenomenons.

1.3.1 Charging

The charge of a microparticle in a plasma depends on the fluxes from or to the particle. Important contributions can be ion- and electron collection currents, photo emission, thermonic emission or field emission. For typical complex plasma experiments the emission fluxes can be neglected. Additionally the electron collision frequency \(\nu_e\) is much higher than the ion collision frequency \(\nu_i\) for an uncharged sphere because of the higher electron temperature \((T_i \ll T_e)\):

\[
\nu_{e,i} \propto \sqrt{\frac{8k_B T_{e,i}}{\pi m_{e,i}}},
\]

where \(m_{e,i}\) is the electron/ion mass. This leads to a negative surface potential on the microparticle due to the bigger electron flux.

The magnitude of the charge can be estimated using orbit-motion-limited probe theory by Langmuir and Mott-Smith \([27]\).

**Orbital motion limited (OML) theory**  The assumption for the model is that the microparticle has no interaction with the plasma particles (ions and electrons) outside of a sphere with the radius of the screening length \(\lambda_D\), the so-called Debye-sphere. Inside the Debye-sphere electrons and ions are collisionless. This implies that the mean free path of ions and electrons is bigger than \(\lambda_D\). In the model the plasma particles are deflected by the Coulomb potential of the microparticle, screening is not considered. The limit for the collection of a plasma particle is a particle trajectory that is tangential on the microparticle surface. By using the momentum and energy conservation it is possible to calculate the cross-section for the absorption of the plasma particle \([28]\):

\[
\sigma_{e,i} = \pi r_p^2 \left(1 - \frac{2q_e \Phi_p}{m_{e,i} \nu_{e,i}}\right).
\]
1.3 Complex plasma

here \( r_p \) and \( \Phi_p \) are the radius and the surface potential of the microparticle and \( m_{e,i}, v_{e,i} \) and \( q_{e,i} \) are the mass, speed and charge of the electron or ion. The fluxes on the particle surface can be calculated by integrating over the velocity distribution:

\[
I_i = \pi r_p^2 n_i e v_T (1 - \frac{e\Phi_p}{k_B T_i})
\]

\[
I_e = -\pi r_p^2 n_e e v_T \exp \left( \frac{e\Phi_p}{k_B T_e} \right),
\]

where \( v_T = \sqrt{\frac{8k_B T}{m_e}} \) is the mean of the magnitude of the velocity. In steady state the ion and electron currents equilibrate \( (I_i = I_e) \). The resulting equation of the type \( A - Bq_p = \exp(Cq_p) \) needs to be solved numerical. From this transcendental equation it is possible to calculate the particle charge. The obtained charge is approximately proportional to the particle radius and the electron temperature,

\[
q_p \propto r_p T_e. \quad (1.1)
\]

**Collisionality parameter** The applicability of the OML theory for complex plasmas is limited to low neutral gas pressures since ion neutral collisions are neglected in the model. [29] At higher gas pressures the ions in the vicinity of the microparticle can collide with neutral atoms. Charge exchange collisions and momentum loss increases the ion flux to the microparticle and decreases the absolute value of the particle charge. As demonstrated in [30] collisionality can be considered by introducing the collisionality parameter \( \xi \):

\[
I_i = \pi r_p^2 n_i e v_T \left( 1 - \frac{e\Phi_p}{k_B T_i} \right).
\]

\( \xi = 1 \) is the collisionless case and corresponds to the OML limit. However the factor \( \xi \) introduced in [30] is only valid for very high collisionality:

\[
\xi = \sqrt{\frac{2\pi}{3} \lambda_n / r_p}, \quad \lambda_n < \frac{1}{3} \lambda_D,
\]

where \( \lambda_n \) is the mean free path for ion neutral collisions. The applicability has been extended by fitting the correction parameter to simulation data in [31], known as the drift motion limited (DML) approximation:

\[
\xi = \sqrt{\frac{2}{3} \pi \lambda_n / r_p + r^*}, \quad r^* = \sqrt{\frac{2}{3} \pi \lambda_n^2 / 3\lambda_D + \lambda_n}, \quad \lambda_n > 0.1\lambda_D.
\]

The particle charge calculated with DML are up to 50% lower than the one calculated with OML [31, 32].
Havnes parameter Another important influence on the microparticle charge is the microparticle density \( n_d \) in a complex plasma. The captured electrons on a particle reduce the electron flux to a second particle. This reduces the absolute magnitude of the particle charge. The captured electrons have also to be taken into account for the neutrality condition:

\[
  n_i = n_e + Z n_d, 
\]

where \( Z = \frac{q_p}{e} \) is the particle charge number. The relationship is often rewritten to:

\[
  H = \frac{Z n_p}{n_i}, 
\]

where \( H \) is introduced as the Havnes parameter [33].

1.3.2 Forces

The particles in a complex plasma are negatively charged and their field is screened by the plasma electrons and ions as it was described above. In turn the particles interacting with the plasma have a feedback on the plasma itself. To simplify the description the particles of a complex plasma are sometimes treated as a homogeneous and isotropic one component Yukawa liquid. The model is also used in the description of very high density matter and numerical simulations [15, 34].

Isotropy can be destroyed for example by gravity or by streaming ions. Streaming ions can lead to a wake potential behind the particles. The wake potential is a positive space charge that introduces an attractive component in the interparticle interaction. This can lead for example to chain formation [35].

Global electric force The particle system is embedded in the plasma potential which changes on a much bigger scale than the particle separation. The background plasma potential acts as a global confinement for the particles. As described in Sec. 1.4 the bulk plasma is field free and the main potential drop is situated in the plasma sheath. In the case of low plasma density \((10^6 - 10^8 \text{ cm}^{-3})\) the sheath width can be up to 1 cm and can occupy a significant part of the plasma vessel. In this case electrical fields can penetrate far into the system. The global electric potential has then a quadratic shape in first approximation. An example can be seen in Fig. 1.2. Here the electric potential calculated with a MD Simulation (Siglo-2D [36]) of neon plasma in the PK-3 Plus chamber (the setup will be described in a later chapter) is shown.

Neutral gas drag The neutral gas drag dissipates the kinetic energy of single particles. This paves the way for the creation of strongly coupled states where the potential energy of the particles is bigger than the kinetic energy and the
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Figure 1.2: Electric potential in the plasma chamber calculated with a MD simulation (Siglo-2D [36]). This potential acts as a global confinement for the particle system. In first approximation the potential has a quadratic shape along the main axes.

The particle system is able to crystallize. The neutral gas drag is also the main reason for the damping in collective particle phenomena like wave propagation and can suppress some types of instabilities like the Kelvin-Helmholtz instability. In the Epstein limit [37] of small relative velocity $v_p$ compared to the thermal velocity of the gas atoms ($\frac{v_p}{v_a} \ll 1$) and particles with a diameter $d_p$ much smaller than the atom mean free path ($\frac{d_p}{\lambda_a} \ll 1$) the force can be approximated by:

$$ F_N = \gamma m_p v_p; \quad \gamma = \delta \frac{4}{3} \pi \frac{n_a m_a}{m_p} \sqrt{\frac{8 k_B T_a}{\pi m_a r_p^2}}, $$

(1.2)

where $m_p$ and $r_p$ is mass and radius of the microparticle and $m_a$, $n_a$ and $T_a$ are the mass, the number density and the temperature of the gas atoms. The value of the coefficient $\delta = (1 + \eta \frac{2}{\pi})$ depends on the model of the interaction of the gas atoms with the particle surface. $\eta = 0$ stands for specular reflection, $\eta = 1$ for diffuse reflection [37]. Experimentally a value $\eta = 0.66$ of has been measured [38].

The drag coefficient $\gamma$ is inverse proportional to the particle radius for particles with a constant mass density:

$$ \gamma \propto \frac{r_p^2}{m_p} \propto \frac{1}{r_p}. $$
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Kinetic energy $E_{\text{kin}}$ is dissipated in the system with $E_{\text{kin}} \propto e^{-\gamma t}$. Because of that the use of bigger particles is profitable for experiments with dynamical effects to avoid overdamping.

Equation 1.2 shows that the neutral gas drag force is proportional to the squared radius of the particle:

$$F_N \propto r_p^2$$

and proportional to the neutral gas pressure $p$:

$$F_N \propto n_a \propto p.$$  

**Thermophoresis** Thermophoresis is an important tool for complex plasma experiments in a ground based laboratory since it can be used to counteract gravity. The source of the thermophoretic force is a temperature gradient in the gas surrounding a microparticle. The gradient leads to a slightly higher average kinetic energy of the gas atoms on the warmer side of the particle. So the average momentum transfer from collisions of the atoms with the particle is higher from the warmer than from the colder side. That results in a net force on the particle that points in the direction of the temperature gradient. So if the lower electrode of the plasma chamber is heated and the upper electrode is kept cool then the resulting thermophoretic force can compensate the gravitational force acting on the particle. The magnitude of the force can be calculated using the following empirically obtained formula [39]:

$$F_T = -3.33 \frac{k_B r_p^2}{\sigma} \frac{dT}{ds},$$

(1.3)

here $r_p$ is the radius of a spherical particle, $\sigma$ is the cross-section for atom – atom collisions and $\frac{dT}{ds}$ is the temperature gradient. The thermophoretic force is proportional to the surface of the particle:

$$F_T \propto r_p^2.$$  

Gravity can be properly compensated in the PK-3 Plus setup for particles with a radius smaller than $3 \mu$m where a temperature gradient of less than 500 K/m has to be set between the electrodes. The use of bigger particles is eligible for many experiments since the neutral gas drag is smaller and the whole system less dissipative. The high temperature gradients that are needed for these particles are difficult to establish homogeneous enough e.g. there is always an additional gradient to the cold windows of the plasma chamber that are needed for observation. Additionally the temperature gradient can drive gas fluxes in the chamber either by normal convection or by gas creep along the chamber walls that also occurs at lower gas pressures [40]. For this reasons experiments with heavier particles are performed in microgravity on board the international space station or in parabolic flights.
**Ion drag force** Electric fields in a discharge cause ion currents. These ion fluxes create a force, the ion drag force, due to the momentum transfer between the ions and the microparticle.

The ion drag force has a deep impact on the structure and shape of the particle system. In particular the ion drag force might result in the appearance of the void, a particle free region in the center of an rf discharge (Sec. 1.3) and plays a central role in the heartbeat instability mechanism (Sec. 5). The exact theory of the ion drag force is still an open question with important advancements since 2002 [41, 42].

In the classical approach the momentum to a point like test-charge is transferred due to collisions between the ions and the particle [43]. With the assumption that the microparticle velocity $v_p$ is negligible and that the ion mean free path is much larger than the screening length ($\lambda_i >> \lambda_D$) for a collisionless plasma the resulting force is:

$$ (F_i)^{\text{classical}} = n_i v_s m_i v_i 4\pi b_{\pi/2}^2 \Lambda, \quad (1.4) $$

here $n_i$ is the ion density, $m_i$ the ion mass, $v_i$ the velocity of the ion current, $v_s$ is the mean speed of the ions $v_s = \sqrt{v_T^2 + v_i^2}$, where $v_T = \sqrt{\frac{2k_BT}{m_i}}$ is the mean of the magnitude of the velocity and $\Lambda$ is the Coulomb logarithm.

The impact parameter with the asymptotic orbit angle $\pi/2$ is:

$$ b_{\pi/2} = \frac{e^2 Z}{4\pi \epsilon_0 m_i v_s^2}, $$

where $Ze$ is the particle charge, normally negative in an RF complex plasma.

The Coulomb logarithm $\Lambda$ can be obtained by integrating the transport scattering cross-section

$$ d\sigma_t = 2\pi (1 - \cos \Theta) b \, db = 2\pi b(\Theta) \left[ \frac{db}{d\Theta} \right] (1 - \cos \Theta) d\Theta, $$

where $\Theta$ is the scattering angle and $b(\Theta) = \frac{b_{\pi/2}}{\tan(\Theta/2)}$. It is convenient to rewrite $d\sigma_t$ as:

$$ d\sigma_t = 4\pi \frac{b \, db}{1 + \left(\frac{b}{b_{\pi/2}}\right)^2} $$

To obtain the momentum transfer cross-section, this expression has to be integrated over a limited range from $b = 0$ to $b = b_{\text{max}}$. (At $b \to \infty$ the cross-section diverges.)

$$ \sigma_t = \int_0^{b_{\text{max}}} d\sigma_t = 4\pi b_{\pi/2}^2 \ln \left[ 1 + \left(\frac{b_{\text{max}}}{b_{\pi/2}}\right)^2 \right]^{1/2} $$
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in the classical case the “cut-off” radius is suggested to be $b_{\text{max}} = \lambda_D$ assuming that there is no scattering at $b > \lambda_D$. The calculation is valid for $b_{\pi/2} < \lambda_D$.

$$\Lambda = \frac{1}{2} \ln \left[ 1 + \left( \frac{b_{\text{max}}}{b_{\lambda D}} \right)^2 \right].$$

For a microparticle with finite radius absorption of the ions reaching the particle surface has to be taken into account [44]. With orbit-motion-limited (OML) theory the impact factor for the ion collection can be calculated as:

$$b_B = r_p \left( 1 - \frac{2e(\Phi_p - \Phi_s)}{m_i v_s^2} \right)^{\frac{1}{2}},$$

here $r_p$ is the particle radius, $\Phi_s$ is the plasma potential and $\Phi_p$ is the surface potential of the particle. Each impacting ion transfers its momentum $(m_i v_i)$ to the particle. This results in the force:

$$F_B = n_i v_s m_i v_i \pi b_B^2.$$  

The collection of ions changes the value of $\Lambda$ in equation 1.4. It is now integrated over $[b_B, \lambda_D]$. This results in:

$$\Lambda = \frac{1}{2} \ln \left( \frac{\lambda_D^2 + b_{\pi/2}^2}{b_{\lambda D}^2 + b_{\pi/2}^2} \right).$$

The total ion drag force obtained by Barnes et al. [44] is the sum over both contributions:

$$F_I^{\text{Barnes}} = F_I^{\text{classical}} + F_B = n_i v_s m_i v_i \pi \left( b_B^2 + 4b_{\pi/2}^2 \Lambda \right) \quad (1.5)$$

The first component $b_B^2$ is proportional to particle radius and charge, $b_B^2 \propto r_p q_p$, while the second component $b_{\pi/2}^2$ is proportional to charge squared, $b_{\pi/2}^2 \propto q_p^2$. Assuming that the charge is proportional to the radius $q_p \propto r_p$ (cf. section 1.3.1) the ion drag force is proportional to radius squared:

$$F_I^{\text{Barnes}} \propto r_p^2. \quad (1.6)$$

The theory was further improved by Khrapak et al. [41] by considering scattering with the impact parameters $b > \lambda_D$ in a Yukawa potential. This changes the value of the Coulomb logarithm to:

$$\Lambda_K = 2 \int_0^\infty e^{-x} \ln \left( \frac{2\lambda_D x + b_{\pi/2}}{2r_p x + b_{\pi/2}} \right) \, dx.$$
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Compared to Barnes formula, this correction results in a one magnitude stronger ion drag force:

\[
(F_I)^{Khrapak} = \frac{2\sqrt{2\pi}}{3} m_i v_s m_i v_i b_i^{2/3} \Lambda_K.
\]

Even without the consideration of ion collection, the estimated force is strong enough to explain the existence of the void, the particle free region in the center of the discharge [45]. Further improvements of the theory will have to consider more than one microparticle, in particular the case when the ion mean free path is bigger than the interparticle separation \((\lambda_i \gg \Delta_p)\) where the assumption of a single isolated microparticle is not valid anymore.

Gravity  The gravitational force \(F_G\) plays an important role in experiments with bigger particles \((> 1 \mu m)\). The gravitational force of the particle is:

\[
F_G = m_p g = \rho_p r_p^3 g.
\]

The force is proportional to the volume of the particle for a constant mass density \(\rho_p\):

\[
F_G \propto r_p^3.
\]

The gravitational force pushes the particles in the sheath where the force is compensated by electrical forces.

\[
F_G = F_E, \quad mg = Ze E.
\]

The charge of the particle \(Ze\) is proportional to its radius according to the OML theory (see equation 1.1):

\[
Ze \propto r_p.
\]

The stronger dependence on \(r_p\) is the main reason why it is difficult to levitate heavier particles under gravity conditions also if particles with the very low density of melamine formaldehyde are used. If the electric field \(E\) for levitation is increased for example by increasing the discharge power also the outwards pointing ion drag force increases. As shown above the ion drag force is proportional to the particle surface (see equation 1.5):

\[
(F_I)^{Barnes} \propto r_p^2.
\]

This limits the levitation of bigger particles further.

The neutral gas drag coefficient is proportional to the surface of the particle:

\[
F_N \propto r_p^2.
\]

Also the thermophoretic force that is often used to compensate gravity is proportional to the particle surface:

\[
F_T \propto r_p^2.
\]
Figure 1.3: Photograph of a neon plasma in the PK-3 Plus plasma chamber with a frequency shift probe in the center. The circular metal plate is the lower electrode with the surrounding grounded ring.

In summary the gravitational force has the strongest dependence on the particle radius and dominates for large particles. This makes for some experiments microgravity conditions necessary.

1.4 Discharges

In the plasma reactors that are used in the experiments within this work a plasma is created by applying electric fields that accelerate electrons which then ionize atoms by collisions. For a DC discharge this can be achieved by applying a high DC voltage to two electrodes in a vacuum chamber filled with the working gas. Here primary electrons are accelerated and start an electron avalanche. The breakdown voltage that needs to be applied to start the discharge depends primarily on the gas pressure $p$, the distance between the electrodes $d_e$ and the gas type. The breakdown voltage $V_b$ can be calculated with Paschen’s law:

$$V_b = \frac{Apd_e}{\ln(pd_e) + B}.$$

The coefficients $A$ and $B$ are empirically determined and depend on the gas type and the electrode material. This type of discharge is used in the PK-4 setup, that is described in section 2.7. For these experiments the operating
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Figure 1.4: Simplified circuit of an inductively coupled discharge. The dashed box contains the equivalent circuit of the plasma. The RF-generator is connected to a coil ($L_1$). The plasma acts as the second coil ($L_2$) of a transformer.

Voltage is usually around 1 kV. This is in the range of a normal glow discharge and well below the arc discharge regime that starts at much higher voltage.

Instead of a DC-voltage also alternating voltage can be used to drive the discharge. These discharges are often operated at radio frequency (rf) and then called rf-discharges. If the frequency of the voltage is high enough the massive ions cannot follow and the applied power is mainly absorbed by the free electrons. The oscillating electrons acquire enough energy to ionize other atoms by collisions.

The discharge can be driven inductively or capacitively. For an inductively coupled discharge the electrons are excited by an alternating magnetic field. The impedance of the plasma acts as a second coil of a generator. The high frequency coil [46] that drives the plasma can be situated outside of the plasma vessel. The oscillating inductive electric field heats the electrons which then ionize the atoms. A simplified electrical circuit for a inductively coupled discharge is shown in Fig. 1.4. Electrically the plasma is equivalent to a coil with ohmic resistance in this case.

The plasma can also be capacitively coupled to electrodes with a varying electric field driving the plasma. A simplified circuit for a capacitively coupled discharge is shown in Fig. 1.5. In this circuit the RF-Generator is connected to the electrode via a blocking capacitor ($C_1$). This allows for the collection of charges on the electrode and so its possible to measure its self bias. The equivalent circuit of the plasma itself consists of the two capacitances for the plasma sheaths ($C_1$ and $C_2$) and the ohmic resistance ($R_1$) of the plasma.

In the configuration shown in figure 1.5 only one electrode is driven the other one is grounded resulting in an asymmetric discharge. The plasma chambers of PKE-Nefedov and PK-3 Plus that are described in section 2.2 have two parallel plate electrodes that are symmetrically driven in a push pull mode. That means that the same power is applied to both electrodes but there is a 180° phase shift between the voltage on the electrodes. This results in a symmetric discharge.

Independent on the ionization mechanism all plasmas share some common physical properties. One of them is the before mentioned plasma sheath. It
1 Introduction

Figure 1.5: Simplified circuit of a capacitively coupled discharge. The dashed box contains the equivalent circuit of the plasma. $C_2$ and $C_3$ are the capacitances of the plasma sheath. The RF-generator is connected to the electrode by the blocking capacitor $C_1$.

is the transition zone from the bulk plasma to the walls. The lighter electrons have a higher mobility than the ions and leave the plasma faster and get lost to the chamber walls. This electron loss leads to an electric potential that restrains the electrons from leaving the plasma and accelerates the ions towards the walls.

The width of the plasma sheath is of the order of the screening length and the sheath is not quasi neutral. The potential drop from bulk plasma to the walls happens mainly in the sheath. In low temperature RF plasmas with electron densities $n_e = 10^6 - 10^8 \text{ cm}^{-3}$ the sheath width is $1 - 10 \text{ mm}$. 
2 Setup

The experiments presented in this thesis have been performed with four different complex plasma laboratories. For experiments with wave propagation large homogeneous complex plasmas are favorable. For this reason the soliton experiments, described in chapter 4 are performed in the PK-3 Plus laboratory on ground and the PK4 laboratory in parabolic flights. The experiments for interface instabilities shown in chapter 6 have been conducted in the PKE-Nefedov laboratory because its better suited for the excitation of vortex flows and stable interfaces between motionless and streaming complex plasmas. The heartbeat experiments described in chapter 5, have been performed under microgravity onboard the ISS in the PK-3 Plus laboratory, because it allows to use bigger particles and so the experiments can cover a much wider parameter space. Additionally probe measurements have been performed in the PK-3 Plus laboratory on ground to compliment the other experiments and to contribute to future experiments in this successful laboratory.

This makes in total four setups that are described in the following: PKE-Nefedov on ground, PK-3 Plus onboard the ISS, PK-3 Plus on ground and PK-4 in parabolic flights. The PK-4 differs strongly from the others and is described separately at the end of the chapter.

Figure 2.1: Schematic of the PKE-Nefedov plasma chamber.
2 Setup

2.1 PKE-Nefedov

The PKE-Nefedov laboratory [47] has been designed at the Max-Planck Institute for extraterrestrial physics to be used in microgravity for longterm investigations of complex plasmas. The laboratory has been used on the International Space Station (ISS) from 2001 to 2005. Heart of the laboratory is a symmetrical driven rf-plasma chamber. The sidewalls of the vacuum chamber are made of a single quadratic glass cuvette. Top and bottom of the chamber are metallic flanges (see Fig. 2.1). Included in the flanges are the rf-electrodes which are mounted in a parallel plate configuration and are driven in a push-pull mode.

Particle dispensers are mounted in the center of the electrodes to inject particles into the plasma. The electrodes are surrounded by a grounded guard ring. The experiments presented in chapter 6 have been performed in a modified version of the PKE-Nefedov plasma chamber with a wider guard ring (10mm wide). Four Peltier devices are used to control the temperature gradient between the upper and lower electrode. They are used for the control of the thermophoretic force on the microparticles (see section 1.3.2). The vacuum system (described in section 2.3) and the electrical feeding (described in section 2.4) also differ from the one used on the space station and are the same that are used for the experiments with the PK-3 Plus plasma chamber.

2.2 PK-3 Plus

The PK-3 Plus laboratory [48] is an enhanced version of the PKE-Nefedov laboratory and its successor on the ISS. It has been developed to obtain more homogeneous complex plasmas especially useful for crystallization experiments. Additionally it provides improved hardware, software and diagnostics which makes it more versatile. The main differences are the wider electrodes and the wider grounded guard ring. Additionally a new type of particle dispensers
2.3 Gas control system

The gas control system consists for all experiments of two main parts, the gas supply and the vent line with the vacuum pumps. The vent line consists of a membrane pump that creates a pre vacuum for the turbo molecular pump. On the space station the membrane pump is replaced by a connection to the vacuum of space. The turbo molecular pump is connected to the plasma chamber via a pressure controller that allows to set the base pressure for the experiments. In the experimental setup on the space station the gas is supplied via a dead volume of a three way valve. By rotating the valve a small gas portion enters an expansion volume and finally enters the plasma chamber through a capillary. For the ground based experiments the gas is supplied by an automatic mass flow controller. The pressure in the plasma chamber is measured by capacitance manometers.

2.4 Electric feeding

An RF-generator that operates at 13.56 MHz with 4 W maximal output is connected to the electrodes via a matching network. The matching network is used to minimize the reflected power. The impedance-matching is done once at nominal operating conditions. A servo-loop corrects small mismatches that occur if the operating conditions are changed, for example, a different rf-power or gas pressure. Forward and reflected power are measured within the generator and are part of the housekeeping data that are analyzed in the following chapters. A new matching is necessary if the plasma chamber is changed like for the experiments in chapter 6 where the PK-3 Plus chamber is replaced by the PKE-Nefedov chamber.

In both chambers top and bottom electrodes are symmetrically driven e.g. they receive the same power. They are operated in push-pull mode so their phases are shifted by 180°. The connecting circuit of the PK-3 Plus chamber is shown in Fig. 2.6.

An important component of the circuit is the bridge compensating for the

has been introduced and they are no longer mounted in the electrodes but in the guard rings. Another new feature of the PK-3 Plus laboratory is the low frequency function generator that is connected to the electrodes. It allows to apply voltages up to ±55 V with different waveforms overlayed on the rf-signal. It was used for the wave excitation in the experiments described in chapter 4. Several resistors below the ground plate are used for the temperature control in the ground setup. They are connected to a furnace temperature control system and are used for experiments with thermophoresis.
Figure 2.3: RF-current measurement in a bridge configuration. $C_1$ is the capacitance of the electrode towards the structure. The discharge is capacitively coupled and parallel to $C_1$. $C_2$ is a tunable capacitor. $L_1$ and $L_2$ are coils. The current towards the electrode flows through $L_1$. The voltage measured in A is reduced by an auxiliary current through branch $L_2C_2$. This compensates the voltage generated in $L_1$ by the losses from the current flowing through $C_1$. The bridge is nulled by adjustment of $C_2$ in the plasma-off condition. In the plasma-on condition meter A reads a voltage $U_p = \omega L_1 I_p$, where $\omega$ is the angular frequency and $I_p$ is the current fraction due to plasma dissipation only. The measured current is part of the housekeeping data and is used to classify the discharge.

capacitance of the transmission lines and electrodes (see Fig. 2.3). These additional capacitances cause leak currents. With the help of the bridge-circuit these leak currents are subtracted at the current measurement. The measured root mean square values of current and voltage are favorable for characterizing the discharge. Since the discharge has an almost linear response at low power it is also common to use the forward RF-power for the discharge characterization. The forward RF-power gives only the matched output power of the generator but is not corrected for the leak currents.

To determine the fraction of the input power that reaches the plasma also the nonlinear response of the system has to be taken into account. Nonlinear effects further decrease the power factor $\eta$, which is introduced by:

\[
P_{\text{rms}} = \eta \cdot I_{\text{rms}} U_{\text{rms}} \\
P(t) = I(t)U(t)
\]
2.4 Electric feeding

Figure 2.4: Time resolved measurement of current and voltage on the electrode and calculated power (marked with numbers and vertical lines). The power is sinusoidal at low input powers (upper panel, RF set point 100) which gives a high power factor. For high input power (lower panel) the plasma has a strong nonlinear response that results in a low power factor. The picture is taken from the technical documentation of PK-3 Plus. (Note: RF set point 4095 is equivalent to 4W output power.)

Here $P$ is the power, $I$ is the current, and $U$ is the voltage. The linear reactive components of the circuitry (reactive impedance) lead to a phase shift between current and voltage that also reduces the power factor. In the PK-3 Plus setup phase shift is compensated by the matching network. However the nonlinear effects that can change the waveform of the current cannot be compensated. These distortions reduce the power transferred to the system, hence lower the power factor.

Fig. 2.4 shows the measured $U(t)$, $I(t)$ and $P(t)$ for two RF-power set points. At higher power the current deviates strongly from a sinusoidal form resulting in a lower $\eta$ value (lower panel in Fig. 2.4). Most experiments have been performed at an RF set point below 500 where the estimated $\eta$ is between 0.8 and 0.4 (Fig. 2.5).

The electric measurements are an important tool to analyze complex plasma experiments and to classify the discharge. The most important are the forward rf-power, the rms-current and rms-voltage. Analysis of these measurements included in all parts of this work in chapters 4 – 6, they are especially important for the heartbeat experiments (chapter 5) where the housekeeping data can be
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Figure 2.5: Power factor $\eta$ for the PK-3 Plus setup for three gas pressures. $\eta = \frac{I_{\text{rms}} U_{\text{rms}}}{P_{\text{rms}}}$ Most experiments are performed at an RF set point below 500 where $\eta$ is between 0.8 and 0.4. The picture is taken from the technical documentation of PK-3 Plus.

correlated to particle oscillations.

2.5 Particles

The microparticles that are injected in the plasma for the experiments are melamine-formaldehyde (MF) particles that are commercially available. The particles are monodisperse and have a mass density of $1510 \text{ kg/m}^3$. The used particles have a diameter between $1 \mu m$ and $16 \mu m$. 
Figure 2.6: Circuit diagram of the external electric wiring for one electrode. Identical circuits are installed on both electrodes. One of the two symmetrical generator outputs is connected via capacitor C3 to a current sensor in bridge configuration (see Fig. 2.3). The measurement signal is conducted to a SMA-type connector labeled “Wirkstrom”. Also shown are measurement ports for rf-voltage (labelled “Amplitude”) and for harmonics in the current (labelled “Oberwellen”). Each of these are connected by a 50 Ω cable to a 50 Ω quadratic detector in the experiment electronics (not shown). The quadratic detectors provide the effective values: $I_{\text{eff}}$ and $U_{\text{eff}}$ used throughout the dissertation. The fifth port (“Funktionsgenerator”) is for the connection of a function generator that can add a DC-bias or low frequency modulations on the electrodes. The diagram is an altered version from the technical documentation of PK-3 Plus.
2.6 Laser illumination and camera system

The cloud of microparticles embedded in the plasma is optically thin so it is possible to illuminate the particles with a laser without occultation through shadowing. With the use of laser optics only a thin slice of the particle cloud is illuminated the scattered light from the particles is recorded with a camera at an angle of 90\(^\circ\). The recorded images are then analyzed to determine the particle kinetics (see section 3.1). An example of a recorded image from an experiment is shown in figure 2.8.

For this work a illumination system was constructed with a green laser diode with a wavelength of 532 nm and 200 mW output power for the ground setup of PK-3 Plus and PKE-Nefedov. A scheme of the laser optics is shown in Fig. 2.7. The diode has a beam diameter of 130 \(\mu\)m and a full angle divergence of 11 mrad.

On the space station a red laser diode with a wavelength of 686 nm is used and a power of 40 mW. The laser optics are more compact but function is a similar way. A measurement of the laser profile is presented in chapter 3.3.

The main reason for the higher laser power in the ground based experiments is that there a high speed camera is used with much shorter exposure time. The CMOS camera has a frame rate of 1000 Hz at a resolution of 1024x1024 pixels. For the ISS experiment CCD cameras with a frame rate of 50 Hz are used. Here three cameras are installed with different fields of view and a fourth camera for the observation of the plasma glow. On the cameras for the particle observations filters are used to remove the plasma radiation.

2.7 PK-4

The PK-4 setup differs substantially from the other setups, as mentioned above, since its used for DC-Discharges. The plasma chamber is a U-shaped glass tube with electrodes on both ends. The complex plasma experiments are performed in the positive column of the electric glow discharge. It is situated in the base tube which is 35 cm long and has a diameter of 3 cm. The microparticles in the
Figure 2.8: Example of a typical image recorded during an experiment in PK-3 Plus. A thin slice of the three dimensional particle cloud is illuminated by a laser diode and the scattered light from the particles is recorded with a camera at an angle of 90°. The white line below the particles stems from reflections on the lower electrode.

The base tube can be illuminated with a laser through flat windows at the sides of the tube.

The gas control system of the PK-4 setup is similar to the one used in the ground setup of PK-3 Plus. Two pumps are connected to one end of the tube, a turbo molecular pump and a membrane pump for the pre-vacuum. The working gas inlet is on the other side of the tube. The gas stream in the tube can be used to manipulate the particles. The inlet is operated by a flow controller. Microparticles can be injected by gas jet dispensers in the arms of the tube. The generator regulates the discharge current to 1.0 mA the voltage depends on the gas pressure and is usually around 1000 V. The longitudinal electric field has been measured to be ≈ 2 V/cm [49] independent of the gas pressure in the range between 15 Pa and 150 Pa. The electron density $n_e$ and the electron temperature $T_e$ were measured with Langmuir probe measurements [49, 50]. Typical conditions are $n_e = (1 - 2) \cdot 10^8 \text{ cm}^{-3}$ and $T_e = 5 - 7 \text{ eV}$.

The setup can be operated in pure DC-conditions as well as a low-frequency discharge regime. This is done by changing the polarity of one electrode while the other electrode is grounded. Typical operation frequency is 1 kHz. The
duty cycle of the polarity switching can be adjusted which results in an average electric field in the discharge. The effective longitudinal force on the particles from the electric and the iondrag force can be used to manipulate the particle cloud. For a 50% duty cycle the net force is zero and the particles can be trapped in a steady state position. Additionally a coil mounted around the glass tube which can be powered by an RF-generator at 13.56 MHz and 81.36 MHz. This gives the possibility of mixed DC-RF-discharges. The coil can also be used for particle manipulation by applying DC voltage. This is used in the soliton experiments described in chapter 4.

The PK-4 setup is especially well suited for the investigation of particle flows and wave dynamics. The length of the tube allows for much longer propagation length compared to the other setups. The PK-4 setup is scheduled to succeed PK-3 Plus on the International space station. It is planned to continue the very successful complex plasma experiments under microgravity conditions.
3 Analysis methods

3.1 Particle kinetics

The determination of the microparticle position is a fundamental step in the analysis of complex plasma experiments. As described in section 2.6, the microparticles are illuminated by a laser and their scattered light is recorded by a CCD-camera. The brightness distributions provided by the camera consists of the signal from the particles, a background and noise. The process of the determination of the particle kinetics can be divided in several steps: particle detection (segmenting the image), determination of position of the center and the tracking of the particle from frame to frame. All processes are usually accomplished by applying programmed routines and algorithms. In principle there are two possible sequences for the algorithms: segmenting → positioning → tracking or: segmenting → tracking → positioning. Examples for both sequences are given below.

3.1.1 Particle detection (segmenting)

The difficulty of this task depends on the signal to background ratio, the ratio between the brightness of the particle and the brightness of the background and on the signal to noise ratio. If both ratios are larger than 50% a simple threshold method can be used to detect the particles. The method can be improved by removing the systematic background for example from plasma radiation. Such a background can be caused by measurements with no optical filters where the plasma glow is also recorded. The background can be determined by averaging over time or by applying smooth filters. The particle detection routine fixes the total amount of particles and outputs approximate positions for the position determination routine.

3.1.2 Position determination

A simple algorithm to determine the particle position is the center of intensity method. In this method first the pixels $p_i$ are selected that belong to the particle and then the position vector $r_p$ of the center of the intensity is
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calculated:
\[ \vec{r}_p = \frac{\sum_i \vec{r}_i s_i}{\sum_i s_i}, \quad s_i = I_i - b \]

where \( \vec{r}_i \) is the position vector of pixel \( p_i \) and \( I_i \) is its intensity. \( s_i \) is the signal of the particle with subtracted background \( b \). A difficulty in this method is that the background has to be determined precisely. If it is overestimated than a part of the signal is cut. This increases the error from noise.

If it is underestimated the calculated position of the particle is shifted compared to the true location because of pixel locking [51, 52]. The position is shifted in direction of \( \vec{r}_b \): the center of intensity of the not subtracted background \( b_n \).
\[ \vec{r}_b = \frac{\sum_i \vec{r}_i b_n}{\sum_i b_n}. \]

\( \vec{r}_b \) can have only values of:
\[ |\vec{r}_b| \mod 1 = 0 \]
for an even amount of pixels and constant \( b_n \) or
\[ |\vec{r}_b| \mod 0.5 = 0 \]
for an uneven amount of pixels. An example of the pixel locking effect can be seen in Fig. 3.1. If the true positions of the particles are evenly distributed within a pixel then pixel locking causes a concentration around \( \vec{r}_b \). Another problem of the method is the selection of pixels that constitute the particle image. For example if a pixel is selected that belongs to a neighboring particle the calculated center of intensity is shifted because a pixel far away from the center of intensity has a big lever.

To avoid many problems of the center of mass method a new model fit method for the position determination has been developed for the analysis of the experiments of this work. In this method the intensity profile of a single particle in the image is assumed to be Gaussian with locally constant background.

\[ h(\vec{r}) = A_0 \exp \left[ \frac{1}{2} \left( \frac{|\vec{r} - \vec{A}_1|}{A_2} \right)^2 \right] + A_3 \]

The fit provides the position of the particle \( \vec{A}_1 \), the maximum intensity \( A_0 \) and the full width at half maximum \( 2\sqrt{2\ln(2)}A_2 \). Another advantage of the method is that the local background level is determined and can be cross checked with other background determination methods. This naturally avoids the pixel locking effect. Moreover bright pixels in the tail of the Gaussian do not shift the position as much as in the center of intensity method. The used fit routines provide also error estimates for the position. The main error source is the noise on the pixels close to the center of the Gaussian.
3.1 Particle kinetics

![Figure 3.1: Particle positions with strong pixel locking. Shown is a 2D histogram of the particle positions $r_p$ modulo 1 pixel of $1.4 \cdot 10^6$ particles. Color coded is the natural logarithm of the number of particles per bin. Without pixel locking the positions are equally distributed.](image)

3.1.3 Particle tracking

After the position of every particle in all relevant frames is determined the particles have to be identified in consecutive frames. Only then it is possible to analyze the particle kinetics. The choice of the algorithm to track the particles depends on the specific experiment. For slow moving particles (for example particles in a crystalline state) the next position can be searched in the proximity of the previous position. This is possible if the particle velocity $v_p$ per frame rate (fr) is smaller than half of the mean interparticle separation: $\frac{v_p}{fr} < \frac{1}{2} \Delta$. If the particle velocity is higher but predictable, for example in a laminar particle stream, then the next position can be searched in the proximity of the extrapolated position in the next frame. Still the algorithm can lead to lost particles or wrong identification.

For this reason a new algorithm has been developed that is based on the connection of the lightpath of the particle. In this method first the pixels
are identified that belong to a particle. This is done by an image filter that is adapted to the image conditions. Every pixel in the filtered “image” has the value zero or one. The pixels with the value one belong to a particle, pixels with the value zero do not belong to a particle. Then connected regions are labeled. Next connected or overlapping regions in the consecutive frame are identified and the labels are transferred. Finally the original regions are passed on to the position determination algorithm that used the model fit. From this information the tracks are constructed. The sequence for the light path algorithm is: segmenting $\rightarrow$ tracking (by lightpath) $\rightarrow$ positioning.

The lightpath algorithm only works if the dead time between the exposur times of consecutive frames is small enough. This is almost always the case for the cameras used in complex plasma experiments. The lightpath algorithm is specially suited for experiments where the particle velocity is so high that they produce strongly elongated images. That is if the particle moves more than the diameter of its image $d_i$ while the exposur time $\frac{1}{f_r}$: $v_p > d_i f_r$. The proximity algorithm often fails in this case.

### 3.2 Density determination

An important parameter to describe a complex plasma is the particle density $n = \left(\frac{4\pi a_{ws}^3}{3}\right)^{-1}$, where $a_{ws}$ is the Wigner-Seitz radius [53] and the mass density $\rho_m = mn$ of the particle system, here $m$ is the mass of one particle: $m = V_p \rho_p$, where $V_p$ is the particle volume and $\rho_p$ density of the used material. So the mass density assuming spherical particles can be calculated to:

$$\rho_m = \rho_p \left(\frac{d_p}{a}\right)^3$$

where $d_p$ is the particle diameter (usually between 1 and 10 $\mu$m) and $a = 2a_{ws}$ is the mean particle separation (usually between 100 and 1000 $\mu$m). Most experiments are performed with melamin formaldehyde particles which has a density of 1510 kg/m$^3$. Typically $\rho_m/\rho_p$ is between $10^{-6}$ and $10^{-3}$.

The main problem is to determine the three dimensional (3D) particle density $n$. Since, as described in section 2.6, only a small slice of the entire particle cloud is illuminated by the laser and only a two dimensional (2D) projection recorded by the camera is available for analysis, this is a difficult task.

To demonstrate the different methods and to derive the proper geometric factors simulation data are used. Below an example of such a simulation is presented. In the simulation the particle cloud is in a liquid (disordered) state as it was in the most experiments discussed in sections 4, 5 and 6.

The MD simulation with periodic boundary conditions and Yukawa type interparticle interaction was performed for $N_{3D} = 36000$ particles in a cubic region. The simulation data set are the 3D positions of the particle cloud at
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Figure 3.2: (left) 3D positions of the particles obtained from the MD-simulation [54] and (right) the projection of a slice onto the x-y plane. All distances are normalized to the interparticle separation $a$.

a fixed time moment (cf. Fig. 3.2). The simulations have been performed by Dr. Jiang. The simulation method has been published in [54].

Slices of different width $d$ were taken at the center of the data set and projected in the normal direction of the slice to simulate certain aspects of the density calculation. This represents taking a picture of the slice of particles and then determine the (2D) position of the particles within the picture. That means only x and y coordinates of the particles in the slice were used for the 2D calculations. The width of the slice is equivalent to the thickness of the laser sheet in the experiment.

To obtain a reference value, the 3D density $n_0$ was calculated with $n_0 = \frac{N_{3D}}{V}$, where $V$ is the volume of the particle cloud. The interparticle separation $a = 2a_{ws}$ was calculated by $a = \left( \frac{6 \pi V}{N_{3D}} \right)^{\frac{1}{3}}$.

The particle coordinates are normalized to $a$. This is a natural choice because only the ratio $a/d$ between the interparticle separation and the laser sheet width is the most important parameter. To determine whether it is possible or not to restore a 3D distribution having at hand only 2D projections is the main goal of this chapter. There are a few known methods that will be discussed in the following.

3.2.1 2D mapping method

The simplest approach to calculate the 3D density is to assume that the interparticle separations $a_{2D}$ in the 2D projection is the same as $a_{3D}$ in 3D. $a_{2D}$ can be calculated by $a_{2D} = \left( \frac{4 \pi}{3} \frac{S}{N_{2D}} \right)^{\frac{1}{2}}$, where $S$ is the area of the studied projection and $N_{2D}$ is the number of particles in $S$. The area per particle is the area of
a circle with radius $\frac{1}{2}a_{2D}$, the 2D Wigner-Seitz radius. The 3D density can be calculated as:

$$n = ka_{2D}^{-3}, \quad k = \frac{6}{\pi},$$

or directly from the 2D area density $n_{2D}$:

$$n = \xi n_{2D}^{3}, \quad \xi = \frac{3\sqrt{\pi}}{4}, \quad n_{2D} = \frac{N_{2D}}{S},$$

$k$ and $\xi$ are the geometric factors that depend on the actual structure of the particle cloud. A few examples are given in Sec. 3.2.3. The main disadvantage of this method is that the density is strongly overestimated if $d > a$ (that is if the laser is broader than the interparticle separation) and underestimated for $d < a$. This is illustrated in Fig. 3.3. Method 1 gives only the correct value if $d/a \approx 0.7$.

### 3.2.2 Uniform density distribution

The density estimate can be improved if $d$, the laser sheets thickness is known. Then one can assume that all particles that are visible in the 2D projection ($N_{2D}$) are located in the particle cloud with the volume $S \times d$ where $S$ is the
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area of the picture taken for analysis. The density can be calculated by:

\[ n = \frac{N_{2D}}{Sd} \]

under the assumption that all “projected” particles are recognizable in the 2D image. Since \( d \) is known in the simulation and also no particles are lost due to overlapping, this method gives the true value within statistical variations. This variations can be seen in Fig. 3.4 where the calculated density is plotted for different slices of the simulated data. The standard deviation

\[ \delta = \left( \frac{1}{N-1} \sum_{j=0}^{N-1} (x_j - \bar{x})^2 \right)^{\frac{1}{2}} \]

depends on \( d \) and is smaller than 1% for \( d > a \) (cf. Fig. 3.5).

The problem of this method is that \( d \) is not always known in the experiment. The effective illuminated slice width depends on many different factors. Among them are the complicated shape of the laser beam profile and the laser profile, the “cutting level” used in the particle detection technique and on the amount of light scattered by every particle. The scattered light intensity depends on particle size. Therefore the true shape of the projected volume has to be determined for every combination of laser, particle size and detection software. Additional errors are introduced by the “shadowing” effect: the observed particle images are finite in size and can overlap in the 2D image. It will reduce the calculated density.

3.2.3 Pair correlation function

It would be preferable to use a method to estimate the density in a way that is insensitive to the geometry of the laser illumination. This can be done assuming that the particles in a complex plasma are not randomly distributed but are structured. To analyze this structure in the simplest way the pair correlation function \( g(r) \) can be applied. For a random point distribution \( g(r) = 1 \) for all \( r \). If the distribution has a lattice structure or is hexatic or liquid like then \( g(r) \) has a first maximum at the most probable distance \( a_g \) of the next neighbor. By knowing the structure the density can be calculated from the packing density.

\[ n = ka_g^{-3} \]

here \( k \) is the structure factor that depends on the volume attributed to a single particle in the structure. Different values of \( k \) are shown in table 3.1. The values of \( k \) are 1.27 for the random distribution described in method 1 and \( k = 1 \) for a simple cubic lattice. The more realistic structures have values from 1.3 to 1.4. So that even without knowing the exact structure the density can be calculated from \( a_g \). The important question is whether it is possible to determine \( a_g \) having only a 2D projection of the actual 3D structure. Figure 3.6 shows the
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Figure 3.4: Particle density of a simulated particle cloud calculated from 2D projections with fixed width \((a/d = 0.25)\) at different positions (marked with crosses) normalized to the density \(n_0\) (black line). The method is described in section 3.2.2.

Figure 3.5: Deviation of the calculated density relative to the density \(n_0\) for different projection width \(d\) normalized to the interparticle separation \(a\). The position of the slice is fixed at the center of the volume.
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<table>
<thead>
<tr>
<th>Structure</th>
<th>( n )</th>
<th>( a_g )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>simple cubic</td>
<td>( s^{-3} )</td>
<td>( s )</td>
<td>1</td>
</tr>
<tr>
<td>body centered cubic</td>
<td>( 2s^{-3} )</td>
<td>( \frac{\sqrt{3}}{2} s )</td>
<td>1.3</td>
</tr>
<tr>
<td>face centered cubic</td>
<td>( 4s^{-3} )</td>
<td>( \frac{s}{\sqrt{2}} )</td>
<td>1.41</td>
</tr>
<tr>
<td>simulation</td>
<td></td>
<td></td>
<td>1.27</td>
</tr>
</tbody>
</table>

Table 3.1: Structure factors for cubic structures. \( n \) is the number density, \( s \) is the lattice spacing.

Figure 3.6: Pair correlation functions obtained from the simulated data in 3D (black line) and in 2D projections with different slice width \( d \). The distances \( r \) and \( d \) are normalized to the average interparticle separation \( a \). The position of the first peak is \( a_g = 0.85 \) and has almost no dependence on \( d \).
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$g^{3D}(r)$ in comparison with the $g^{2D}(r)$ obtained for different slice width. Due to the projection the probability for small distances ($<a_g$) increases noticeable through the appearance of a wing on the left side of the first peak, that increases with $d/a$. Additionally the height of the first peak decreases for increasing $d/a$ indicating a stronger disordering. However the position of the first peak is actually the same for 3D or 2D and does not depend on $d/a$.

This makes pair correlation function analysis a very powerful tool to determine the density of a complex plasma cloud from a recorded 2D image.

3.3 Determination of the laser profile

The PK-3 Plus setup allows a tomographic scan of the particle system by moving the laser and camera relative to the plasma chamber. This is usually used to analyze three dimensional crystal structures. But the scans can also be used to analyze the profile of the illumination laser. This is accomplished by griding the field of view of the camera and determining the average track length of the particles in the grid cell during the scan.

The results of such an analysis can be even more useful than a direct measurement of the laser with a photo diode since it contains not only information about the laser but also about the sensitivity of the camera and it also depends on the particle detection algorithm. Hence the obtained profiles could also be called “profile of the particle detection depth”. Since the biggest influence on the shape of the profile is the laser power distribution it is valid to call it “laser profile”. Another contribution to the profile is the particle size because smaller particles have a smaller detection threshold than bigger particles.

In the PK-3 Plus setup onboard the ISS two illumination laser are available and the intensity of the laser can be tuned by changing its duty cycle. So for precise measurements the profile has to be obtained for all combinations of particles and laser intensity. Due to limited experimental time on the ISS this was not possible up to now. It has also to be mentioned that the whole field of view of the camera has to be filled with particles to be able to make this measurement. This limits the possibility to conduct the measurement under gravity conditions.

The profile shown in Fig. 3.7 are obtained from an experiment with particles with 6.81 $\mu$m diameter. The maximal track length of 170 $\mu$m has been measured on the left side of the field of view, the side where the laser source is mounted. The shortest tracks are on the right side (80 $\mu$m) close to the focal line of the laser.
Figure 3.7: Profile of the illumination laser obtained from three dimensional scans. The measurements were made for the field of view of the “quadrant view” camera of the PK-3 Plus setup in microgravity on-board the ISS. The color indicates the width of the laser-illuminated volume. In particle free regions the width cannot be measured.
3 Analysis methods
4 Dissipative dark soliton

4.1 Theory

The history of solitons started 1834 when John S. Russell observed a “wave of translation” on the Union Canal in Scotland. He wrote about his observation:

“I was observing the motion of a boat which was rapidly drawn along a narrow channel by a pair of horses, when the boat suddenly stopped – not so the mass of water in the channel which it had put in motion; it accumulated round the prow of the vessel in a state of violent agitation, then suddenly leaving it behind, rolled forward with great velocity, assuming the form of a large solitary elevation, a rounded, smooth and well-defined heap of water, which continued its course along the channel apparently without change of form or diminution of speed. I followed it on horseback, and overtook it still rolling on at a rate of some eight or nine miles an hour, preserving its original figure some thirty feet long and a foot to a foot and a half in height. Its height gradually diminished, and after a chase of one or two miles I lost it in the windings of the channel. Such, in the month of August 1834, was my first chance interview with that singular and beautiful phenomenon which I have called the Wave of Translation” [55]

Important features of the observed wave were that it was stable over a very long distance without changing the shape. After his observation Russel conducted the first experiments in a water channel. For his experiments he inserted a plate vertically into the water channel and pressed it slowly forward. The displaced water in front of the plate formed a heap that traveled to the other side of the channel. [55]

With this experiments he was able to determine some more properties of the wave that is that the speed of the wave depends on the amplitude of the wave and on the water depth. He also found that two waves do not merge so that a bigger wave overtakes a smaller one.

The importance of solitons in modern physics is based on the finding that it is possible to explain the phenomenon by a balance of dispersion and nonlinear effects that can maintain a localized solitary wave and that integrable model systems exist that have soliton solutions. Most prominent systems are described by the Korteweg – de Vries (KdV) equation and the nonlinear Schrödinger (NLS) equation.

In general a soliton can be described as a traveling wave packet that consists of a superposition of waves with different frequencies. Their composition can
be analyzed by Fourier transformation. In a dispersive medium waves with
different frequencies travel with different speed so the wave packet dissolves
with time. Nonlinear effects in the medium can at the same time transform
waves of different frequency into each other. For a particularly shaped wave
packet these two effects can cancel each other out and the wave can travel
unperturbed through the medium.

Different media can have different nonlinear effects so the soliton solutions
can have different shapes.

The first analytical soliton solution was found for the Korteweg – de Vries
equation:

$$\partial_t \Phi + \partial_x^2 \Phi + 6\Phi \partial_x \Phi = 0. \quad (4.1)$$

It is a mathematical model for waves on shallow water surfaces.

A solution of this equation that describes a wave with fixed shape is:

$$\Phi(x, t) = \pm \frac{1}{2} c \cosh^{-2} \left[ \frac{\sqrt{c}}{2} (x - ct - b) \right] \quad (4.2)$$

The wave travels with the phase speed $c$ through the medium and speed of
the wave depends on the amplitude, $b$ is an arbitrary constant.

The solution can be obtained by the inverse scattering transform which is not
only a method for solving the KdV equation but also many other non–linear
partial differential equations. The inverse scattering transform is a non–linear
generalization of the Fourier transform which is used to solve linear partial
differential equations. With the inverse scattering transform the term soliton
can be more restricted as a class of reflection less solutions of equations that
are integrable via that method.

One important representative of this kind of equations is the nonlinear Schrö-
dinger equation which is a classical field equation with numerous applications
for example in optics and in water waves. The nonlinear Schrödinger equation
is:

$$i\partial_t \Psi + \frac{1}{2} \partial_x^2 \Psi + \left( V(x) + k |\Psi|^2 \right) \Psi = 0. \quad (4.3)$$

As in the kdv equation $\frac{1}{2} \partial_x^2 \Psi$ is the dispersion term, $V(x)$ is the potential energy
and $k$ relates to the strength of the nonlinearity. The sign of $k$ depends on the
type of interaction between the particles that is described with the model. For
$k > 0$ the inter-particle forces are repulsive for $k < 0$ the forces are attractive.

Depending of the sign of $k$ the NLS has two families of soliton solutions. For
repulsive particles ($k > 0$) the solution is given by a bright soliton. Here the
traveling wave consists of a local maximum in the density distribution $|\Psi|^2$. A
bright soliton has the following form:

$$\Psi(x, t)_{\text{bright}} = A \sinh[A(x - vt)] \exp \left[-i(vx + \frac{1}{2}(a^2 - v^2)t)\right] \quad (4.4)$$
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Here $A$ is the amplitude and $v$ is the speed of the wave. $A$ and $v$ are here independent which is a main difference to KdV solitons.

For attractive particles ($k < 0$) a new type of stable solution appears: the dark soliton. It has the form:

$$
\Psi(x, t)_{\text{dark}} = A \tanh[A(x - vt)] \exp \left[-i(v x + \frac{1}{2}(a^2 - v^2)t)\right] \quad (4.5)
$$

A dark soliton is a traveling local minimum in the density distribution $|\Psi|^2$.

The soliton described in this work is also of the refractive type which means it is also a dark soliton but it can not be described by equation 4.5.

The main reason for this is that three dimensional complex plasmas are dissipative systems because of the neutral gas drag (see. Sec. 1.3.2). The NLS does not contain a damping term.

There are two principal effects of dissipation in a physical system. The first is that dissipation affects the behavior of phenomena that also occur in conservative systems. Here damping is responsible for energy loss and can be treated as a perturbation. This implicates that in dissipative systems the classical concept of solitons can still be used at least at short time scales where the loss of energy can be neglected.

Second, dissipation can also play a more fundamental role and can be the cause of new structures that do not exist in conservative systems. These structures disappear if dissipation is switched off [57]. This gives rise to a new class of solitons where dissipation is essential for the formation and the stabilization of the soliton. This new type of solitons - dissipative solitons - can exist for unlimited time even with strong damping. This is only possible in open systems where energy or matter can flow into the system. If this flow is stopped the soliton disappears. These important properties are certainly fulfilled in the case of 3D complex plasmas. The high damping rates make them strongly dissipative and the constant energy input from the generator to sustain the plasma makes them open systems with the potential to support these types of structures.

The general idea behind dissipative solitons is much wider than the strict definition of classical soliton solutions obtained only by the inverse scattering
transform. Dissipative solitons are also allowed to change in time or to be stationary like spots or pulses. This more general definition makes the concept much more applicable in real physical systems but makes them much harder to describe mathematically. Many systems that are capable of producing dissipative solitons cannot be described by a mathematical model employing a single equation. But in some cases this is possible, one example is the Burgers equation.

\[
\partial_t \Phi = \partial_{xx} \Phi - \Phi \partial_x \Phi = \frac{d}{dx} \left( \partial_x \Phi - \frac{1}{2} \Phi^2 \right),
\]

which has a special type of diffusion on the right hand side and still has a soliton solution:

\[
\Phi = b \exp \left( \frac{1}{2} b(bt - x) \right) \cosh^{-1} \left( \frac{1}{2} b(bt - x) \right)
\]

The search for similar simple mathematical description of complex plasmas is one of the key stones in complex plasma research. This makes the experimental discovery and description of solitons a very important task. In the publication “Dissipative Dark Soliton in a Complex Plasma” [1] the discovery of a new type of solitons in complex plasmas is described and a detailed description of the phenomenon is presented. Relations with previous findings of similar experiments in our field and in other fields is also shown.

The finding was strongly supported by the discovery of a very similar wave in completely different discharge type. The first observation occurred in an RF discharge of PK-3 Plus described in Sec. 2.2 and the second in a DC-discharge in PK-4 (see Sec. 2.7).

The observed wave in PK-4 is described in “Dissipative dark solitons in a dc complex plasma” [2]. All details of the analysis methods and the experimental setups are described in the previous sections.

4.2 Experiments and results

4.2.1 Dissipative dark solitons in a rf complex plasma

In the following publication which is attached to this thesis the dynamics of nonlinear solitary waves in a complex plasma is described and analyzed.


The wave propagation was observed in a high density, three dimensional microparticle cloud. The microparticles were embedded in a neon rf gas discharge.
The most significant property of the wave was that it was dominantly rarefactive. That means that the particle density within the wave is decreased not increased. Based on the comparison of the wave with theoretical predictions and due to the rarefaction it was possible to identify the wave as a dark soliton. Furthermore the medium in the experiment was highly dissipative, the damping time is much shorter than the wave propagation. This leads to a more precise classification of the wave as a dissipative dark soliton (DDS). Previous publications about solitons in complex plasmas cover experiments with bright solitons in 2D complex plasmas consisting of a single mono layer of microparticles \cite{58}. In these experiments the solitons were excited by a voltage pulse to a wire that was placed inside the plasma chamber slightly below the plane of microparticles. Experiments with solitary waves in 3D complex plasmas are reported in \cite{59, 60, 61}. The described wave phenomena are large amplitude dust acoustic waves and compressive shock-waves that were excited by gas-dynamic impacts and electromagnetic impulses. The waves were analyzed using image intensity profiles. The analysis of individual particle kinetics could not be presented. To our knowledge there are no previous publications about dark soliton experiments in complex plasmas. The majority of dark solitons experiment in other fields concern optical solitons that are associated with wave envelopes \cite{56, 62}. Acoustic type dark solitons are reported in Bose-Einstein condensates \cite{63}.

**Experimental setup and conditions** For the experiments a modified version of the PK-3 Plus setup described in section 2.2 was used. The experiments were performed in the laboratory on ground. Thermophoresis was used to partially compensate the gravitational force on the particles. The temperature difference between top and bottom electrode was set to 15 K. Since dissipation plays an important role in the wave formation and wave propagation the choice of the working gas and pressure is important. Because of that we compared argon and neon and finally analyzed a series of eight experiments with neon at different pressures in a range from 20 Pa to 35 Pa. Below 20 Pa the particle system gets perturbed by self excited waves \cite{64}. Above 35 Pa the neutral gas damping is so strong that the wave propagation is prohibited. For the reported experiments the effective rf-voltage on the electrodes was set to 13 V. For the microparticles we chose 3.42 $\mu$m melamine-formaldehyde particles. The particle motion was recorded with a high speed camera with 1000 frames per second. The camera had a resolution of 1024 x 1024 pixels. The used optics allowed for a spatial resolution of 26.8 $\mu$m per pixel.

**Wave excitation** A dc bias of 8.6 V has been applied to both electrodes with the use of a function generator. The bias compressed the particle cloud vertically. The wave propagation was trigged by switching the bias off.
Description of the wave  The wave propagates from top of the particle cloud to the bottom. Particles within the wave in the depletion zone are accelerated upwards and then decelerated in a sedimentation front. The particle motion is opposite to the direction of propagation. The wave is visualized in the publication by snapshots and diagrams of the tracked particle position. The waves dynamics is illustrated by a time-plot that shows the vertical particle density distribution against time.

The temporal sequence of the wave formation after switching of the voltage bias starts with the acceleration of the first particle layer into the empty region above the particle cloud followed by the second and further layers. The fast moving particles with average velocities up to 45 mm/s form the rarefaction zone. The particles are stopped suddenly in a sedimentation front. At higher gas pressure ( > 24 Pa) the particles settle layer by layer. At lower pressures the accelerated particles penetrate the sedimentation front up to five layers deep resulting in a bidirectional flow and a change in the particle number distribution $N_y(t)$. The propagation speed of the wave was $\approx 20$ mm/s.

Wave properties  The tracking of individual particles allowed us to resolve the wave at the kinetic level. With this it was possible to derive physical quantities that are hard or impossible to observe in other physical systems. For example it was not only possible to derive the propagation speed of the wave but also the complete velocity distribution of the constituting particles. In the publication we presented the measurements of the particle number distributions that have been calculated for all time-steps (frames) and all experiments and compare them with the undisturbed distributions. We also presented the particle velocity distributions and compare them with theoretical predictions. All notable features of the distributions are described in the publication.

We identified three parameters that characterize the soliton at any moment: the amplitude of the velocity distributions, the width of the velocity distributions and the instantaneous propagation velocity. The initial amplitude of the DDS depended strongly on the neutral gas damping. The highest value was measured at the lowest gas pressure 20.4 Pa with 45.0 mm/s. At higher pressures (> 30 Pa) the initial amplitude was smaller than 5 mm/s. The amplitude of the wave changes during propagation with a constant rate. For pressures below 20 Pa the amplitude increases with time. This indicates a weak instability of the wave which may be connected to nonlinear global modes [64, 65]. At pressures around 22 Pa the wave propagates without changing the amplitude. At higher pressures the amplitude decreases with time but its damping rate is still much lower than the Epstein damping rate for the given pressure.

The width of the wave was independent of pressure and has an average value of approximately 0.7 mm. The propagation speed of the wave was also independent of the gas pressure and had an average value of 20 mm/s. Additionally we
determined the “grayness” of the dark soliton that is the decompression ratio defined by the ratio of the number density within the rarefaction zone to the density of the undisturbed particle cloud. The highest value measured was a factor of 7.8.

All mentioned parameters and distributions were calculated for every time-step of $10^{-5}$s in all eight experiments. This yields about 500 measurements per parameter per experiment. Most of the values presented in the publication are averaged values over the 500 single measurements.

Many more experiments with dark solitons were conducted since the publication on ground and also in parabolic flight experiments and on the International Space Station which confirms a very good repeatability. One of these experiments of particular interest was the observation of a dissipative dark soliton in PK-4. This is significant because it means that these type of waves can not only be created in rf-discharges but also in a dc complex plasma. The experiment is described in the next section.

4.2.2 Dissipative dark solitons in a dc complex plasma

In the following publication which is also attached to this thesis a dissipative dark soliton is described that has been observed in a DC-discharge in the PK-4 setup.


The experiment series has been performed during a DLR Parabolic flight Campaign onboard the A-300 ZERO-G plane. The wave was excited in a dense three dimensional complex plasma in a neon gas discharge. The reduced gravity provided a huge homogeneous particle cloud that was not compressed on the chamber walls as it would be in a ground bases experiment.

Experimental setup and conditions The experiments were performed in the PK-4 setup described in section 2.7. For the experiment the gas pressure was set to 18 Pa. Previous to the experiment the gas was continuously renewed with a flow rate of 0.3 sccm while the experiment the flow was switched off. The used melamine formaldehyde particles had a diameter of 3.43 µm, the same size as in the RF-DDS experiment (see section 4.2.1). The neutral gas damping rate for this pressure and particle size was calculated to $\gamma = 41$ s$^{-1}$. The injected particle cloud was hold in place by polarity switching at a frequency of 1 kHz with a 50% duty cycle. In this experiment a diode laser with an output power of 20 mW and a wavelength of 686 nm was used to illuminate an approximately
100 \mu m thin sheet of the particle cloud. The scattered light was recorded with a CCD-camera with a framerate of 60 Hz and a resolution of 640 x 480 pixels. The used optics allowed for a resolution of 33 \mu m per pixel.

The setup made it possible to determine the position of the particles and to track the particles from frame to frame. On average 2650 \pm 120 particles were registered per frame. The mean particle density was \( < n_d > = (7 \pm 1) \cdot 10^4\) cm\(^{-3}\). With the plasma parameters shown in description of the PK-4 setup in section 2.7 the particle charge \( Z \) was estimated to be in the range between 5000 and 7000 elementary charges using the DML approximation (cf. section 1.3.1).

**Soliton excitation** The soliton was excited by a short voltage pulse on the electrical manipulative (EM) electrode that is mounted around the glass cylinder. After the excitation the wave propagated in horizontal direction parallel to the glass tube.

**Description of the soliton** The observed wave has similar properties to the soliton observed in the RF-complex plasma (section 4.2.1). The particles entering the wave are accelerated and constitute the rarefaction zone. Then they are decelerated forming a sedimentation front and relax in their new equilibrium position. The soliton propagation is visualized in the publication with the help of snapshots from the recorded movies and space-time plots. These plots illustrate the soliton width and the propagation speed.

The map of the longitudinal velocity distribution of the particles versus time illustrates the single particle kinetics. The velocity distribution inside the soliton at a fixed time moment has the shape of an inverse squared hyperbolic cosine:

\[
V = A \cosh^{-2} \left( \frac{x - x_0}{\delta L} \right),
\]

where \( A \) is the amplitude, \( 2\delta L \) is the width and \( x_0 \) is the position of the soliton. The shape is similar to classical soliton solutions.

The damping rate of the soliton amplitude in the analyzed experiment has a decay rate of \( \gamma_{\text{damp}} = 3.1 \pm 0.6\) s\(^{-1}\). The damping of the amplitude of the soliton is 14 times smaller than the damping from the neutral gas. In fact the frictional kinetic energy dissipation rate is approximately 10 times bigger than the change rate of the kinetic energy in the soliton. In this overdamped case it is possible to derive the effective force on the particles:

\[
ma = \sum_i F_i,
\]

where \( m \) and \( a \) is the mass and the acceleration of the particles. The known component of the forces \( F_i \) is the friction force. All other forces can be approx-
imated with an effective electric field $E_{eff}$

$$ma = -m\gamma v + eZE_{eff},$$

where $v$ is the velocity and $eZ$ the charge of the particle. If the acceleration is small compared to $\gamma v$ it can be neglected:

$$m\gamma v = eZE_{eff}$$

This means that the velocity distribution of the particles $v(x)$ is proportional to the effective electric field:

$$v(x) \propto E_{eff}(x)$$

In the given experiment this means that the electric field inside the soliton can be derived from the measured particle velocity profile.

In the publication the main author applies the same reasoning to the whole cloud and derives as first approximation a parabolic confinement for the whole particle cloud. The confinement field is characterized by the confinement frequency $\Omega$. The calculated $\Omega$ from the particle kinetics changes between $7\,\text{s}^{-1}$ to $13\,\text{s}^{-1}$ indicating a slightly asymmetric confinement.

The anomalously low damping of the solitons amplitude compared to the neutral gas damping is already known from the soliton in rf-complex plasma. Also the propagation speed of the soliton was comparable in this experiment it was measured to $C_{DDS} = 15 \pm 1\,\text{mm/s}$

The similarities of the dissipative dark soliton in dc- and rf-complex plasma are surprisingly detailed, in spite of the very different discharge condition resulting in a totally different global particle confinement. The experiment in rf-conditions was performed with thermophoresis the dc-experiment was performed in micro gravity conditions.

### 4.3 Conclusion

A new type of wave in three dimensional complex plasmas has been observed and described. The observation of the dissipative dark soliton has sparked interest in the field of complex plasmas and also in other fields.

It has been connected to the theoretical investigation of nonlinear dust acoustic waves [66, 67, 68] and the theoretical and numerical investigation of soliton solutions of the nonlinear Schrödinger equation with a dissipative term that arises due to dust charge variations [69]. It has also been used as an example in the experimental investigation of other dissipative phenomena like lane formation and phase separation [70] and for the investigation of nonlinear synchronization of self-excited dust density waves [71].
Our observation of the dissipative dark soliton in complex plasmas was also recognized in other fields for example the investigation of dark solitons in Bose-Einstein condensates [72] and also in the field of quantum fluids where dark solitons have been observed in dissipative polariton gas [73].

Future investigations on the subject are already enroute, experiments for the excitation of DDS were performed in micro gravity conditions in parabolic fights and on the International space station with the PK-3 Plus setup. The results of the investigations will give a broader view on the new topic.
5 Heartbeat

In many experiments that were performed with the PK-3 Plus setup on board of the International Space Station the so called heartbeat instability could be observed. Under microgravity conditions the microparticles in a complex plasma arrange themselves in a vast cloud that spreads nearly all over the available inter-electrode space. In the middle of the plasma chamber a void is often formed. The void is completely free of particles. Under certain conditions the complex plasma becomes unstable and rhythmically pulsates in the radial direction. In given experiments the instability has been observed in a wide parameter range. Detailed knowledge of the heartbeat instability is vital for the planning and conducting of experiments in microgravity and in the laboratory. The appearance of heartbeat prevents other experiments for example it hinders the formation of crystalline structures.

5.1 Experiments and results

Eighteen experiments are discussed and analyzed in the following publication which is attached to this thesis.


The measurements where performed with MF particles of different diameters from 6.81 µm to 15 µm in Argon as well as in Neon plasma at different discharge powers. The gas pressure varies between 8Pa and 100Pa. The frequency of the observed oscillation ranges from 0.8Hz to 7Hz. The oscillation frequency increases linearly with plasma power and with the neutral gas pressure. The correlation of the particle motion and the recorded plasma parameters is discussed.

In the second publication on this subject which is also attached to this thesis one of the experiments from the first publication is discussed in greater detail.

5 Heartbeat


In this second paper the emphasis is on “oscillons” a wave like phenomenon in the complex plasma cloud that is connected to the heartbeat oscillation.

5.2 Interpretation of the observations:
a dynamical model of the heartbeat oscillations

The observation results obtained over a wide range of experimental conditions with the PK–3 Plus setup discussed in both publications allows to draw important conclusions on complex plasma dynamical features. In particular, they enable to formulate a model with the intention to describe the dynamics of the heartbeat oscillations. In the following chapter the phases of the heartbeat are discussed and connections with physical parameters are made. Followed by a comparison with the experimental results. Predictions from this model are shown to agree well with experimental findings.

5.2.1 Main phases of the heartbeat oscillation cycle

In short, the “heartbeat” sequence can be described as follows. Each cycle of the stable heartbeat oscillation begins with an enhanced plasma glow in the central area (corresponding plasma glow measurements are shown in the publication). Then the microparticles start to accelerate towards the center, entering the void; the plasma glow diminishes. Inside the void region the microparticles decelerate, until, after some advance, they turn around and start leaving the void area again. While the microparticles approach their starting positions, the glow intensity increases again, and the cycle restarts [48, 74]. It is convenient to divide this cycle into four phases (A to D).

A – enhanced ionization At the beginning of phase A the cloud is in the “maximal open void” configuration. At the void boundary the confining force $Z|e|E$ exerted on each microparticle from the global electric field $E = E_c$ is compensated by the ion drag force $F_i$. An enhanced glow appears in the central region while the glow intensity at the cloud edges decreases (see section III. C. “Plasma glow measurements” in 7.3). It is known, that an increase of the glow intensity is associated with an enhanced ionization [75]. Thus the change in glow intensity directly relates to a global alteration of the ion and electron densities, enhanced in the center. The increase of the density gradient is responsible for an enhanced ambipolar electric field $E = E_c + E_h(t)$. The rise-time of $E_h(t)$ is of the order of
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the electron diffusion time $\tau_{De} \approx 10 \, \mu s$. This results in a force imbalance $Z|e|E > F_i$ at the void boundary, effecting the microparticle acceleration and their advance into the void.

We designate as $\tau_{E_0}$ the duration of this active stage of the enhanced ionization. This time is shorter than the video frame exposure time of the glow camera, giving an upper limit of $\tau_{E_0} < 1/50 \, s$.

**B – decay of $E_h(t)$** During this phase the microparticles accelerate into the void. There, by capturing electrons, the microparticles lower the electron density and thereby decrease the ionization rate. The timescale for the charging of the microparticle is in the order of a few $\mu s$ [76].

The electric field $E_h(t)$ decays due to the ion (ambipolar) diffusion in

![Diagram](image)

(a) (b) (c) (d)

**Figure 5.1:** The different phases of a heartbeat oscillation. a) The Cycle starts with enhanced glow in the void center that leads to a higher ion and electron density. b) The microparticles are accelerated towards the center in the ambipolar electric field. By doing so they decrease the ionization rate. c) Ion drag is pushing the microparticles outwards. d) The absence of microparticles leads to a higher electron density which triggers a higher ionization rate and so phase A starts again.
the time $\tau_{Di} \approx 1 - 20$ ms. Still the microparticles continue to accelerate towards the center. Although $\tau_{Di}$ is short, the affected microparticle velocities and displacements are not negligible. At the end of this phase the ambipolar field enhancement $E_h$ vanishes.

**C – enhanced ion drag** The ion drag force is now stronger than the confining force, becoming the main force component acting on the microparticles. By inertia, the microparticles continue their advance into the void region, steadily decelerated by the ion drag force and neutral gas friction. The microparticles eventually reverse the direction of motion and drift outwards. The smaller the total force, the lower the microparticle drift velocity in this phase. Therefore the reopening time is imposed by the difference between the strength of the confining field and the ion drag force.

**D – restoration of initial conditions** As the microparticles approach the starting positions which they occupied at the beginning of phase A a significant amount of microparticles has left the void. Electron losses to the microparticle surface decreases, the electron density increases, and finally the conditions triggering an explosion of the ionization rate in an avalanche process reappear, restarting the cycle again with phase A.

## 5.2.2 Dynamical model of microparticle motion

As described in the introduction (section 1.3) the microparticle dynamics is determined by the electric forces, the ion drag force and the neutral gas drag force (the Epstein drag force [37]) acting on the microparticles. Therefore it is straightforward to describe the motion of a particle, vibrating at the void boundary, by the following model equation:

$$\frac{dv_d}{dt} = -\frac{Ze}{m_d} (E_h(r, t) + E_c(r)) - \gamma v_d + \frac{F_i(r, t)}{m_d},$$

where $v_d$ is the microparticle velocity, $Ze$ the microparticle charge, $e$ the elementary charge, $m_d$ the microparticle mass. $\gamma$ is the damping rate of the Epstein drag force, and $F_i(r, t)$ is the ion drag force. The electric field can be divided into two parts: a time independent global confinement field $E_c(r)$ and the pulsating electric field enhancement $E_h(r, t)$ that arises due to the instability.

In the following the one dimensional motion of one single test microparticle is discussed. The particle is initially located in the vicinity of the void boundary.

The x-axis is pointing away from the void center and its origin is given by the initial microparticle position before the instability. To further simplify the problem a parabolic confinement of the microparticles in the plasma is assumed, so that $E_c(x) = (x + x_0)E'$, where $E' = \text{const}$ characterizes the strength of the confining field and where $x_0$ is the position of the test microparticle before the
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Table 5.1: Modeling parameters for the calculated trajectories shown in Fig. 5.2 and 5.3.

<table>
<thead>
<tr>
<th>Nr.</th>
<th>$E'$ V/cm²</th>
<th>$\gamma$ s⁻¹</th>
<th>$Z$</th>
<th>$E_0$ V/cm</th>
<th>$\tau_{Di}$ ms</th>
<th>$\tau_{E_0}$ ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>15.2</td>
<td>57</td>
<td>9800</td>
<td>2.33</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>II</td>
<td>8.3</td>
<td>57</td>
<td>9800</td>
<td>3.33</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>VI</td>
<td>5.1</td>
<td>11</td>
<td>9000</td>
<td>2.5</td>
<td>1</td>
<td>20</td>
</tr>
</tbody>
</table>

instability starts. As a model assumption, we assume that the ion drag force $F_i$ varies only very little in space and time. Therefore this force component is considered to be constant. Its value can be estimated from the force balance on the onset of the instability: $F_i = Z |e| E_c(0)$. The electric field enhancement at the void boundary is approximated by

$$E_h(x, t) = E_h(t) = \begin{cases} 
E_0 & 0 \leq t < \tau_{E_0} \\
E_0 e^{-t/\tau_{Di}} & \tau_{E_0} \leq t < \tau_{E_0} + \tau_{Di} \\
0 & \tau_{E_0} + \tau_{Di} \leq t 
\end{cases}$$

representing the phases A – C.

This model has two free parameters: $E'$ the scale of the confining electrical field, and $E_0$ the amplitude of the enhancement $E_h$. Both can be determined from the comparison of the model predictions to the observed microparticle trajectories. Note that $E'$ is determined primarily by the frequency of the oscillation, whereas $E_0$ is directly related to the amplitude of the microparticle vibrations. These are two independent measurements. Hence $E'$ and $E_0$ are well-defined, as a few examples discussed in the following section demonstrate.

5.2.3 Comparison with experiment

In the following section the dynamical model is compared with the microparticle motion during one cycle of the heartbeat oscillation. Numerical simulations were carried out for the parameters of experiments I, II and IV from the publication.

The modeling parameters $E'$, $\gamma$, $E_h$, $Z$, $\tau_{Di}$ and $\tau_{E_0}$ can be found in Table 5.1. Fig. 5.2 and 5.3 show a comparison of the motion of a single microparticle with the predicted motion derived from the model (equation 5.1).

As can be seen in Fig. 5.2 and 5.3, the model is able to reproduce the main features of the microparticle motion: a fast motion towards the center of the void and a slower motion back to the equilibrium position.

It is worth noting that the value of $E'$ can also be deduced from the frequency of the breathing mode (cf. according section in the publication). For
Figure 5.2: Comparison of the observed and simulated microparticle trajectories for (a) experiment I and (b) experiment II. The panels show cuts from the time-space plots, representing a complete oscillation of one microparticle. The dashed lines represent trajectories calculated with equation 5.1 for the parameters given in table 5.1.

Figure 5.3: Comparison of the simulated microparticle trajectories (dashed line) with the tracked microparticle positions for experiment VI. Experimental parameters are listed in Table 1 in the publication. The microparticle trajectory taken in the middle of the cloud agrees better with the simulation than the trajectory at the void boundary.
experiments I, II and IV, \( E'/E'_{bn} = 1 \pm 0.3 \). This confirms the importance of confinement for the frequency of the heartbeat oscillation.

There are however some discrepancies which can be explained as followed: no precise measurements of plasma parameters exist and our calculations were based on estimates; the time \( \tau_{E_0} \) of enhanced ionization in the void could not be measured accurately due to a too low frame rate during the experiments; a harmonic confinement was assumed; and variations of the ion drag force were completely neglected. The change in ion drag might be the reason behind the slightly different dynamics for microparticles on the void boundary and microparticles in the middle of the microparticle cloud (cf. Fig. 5.3).

Nevertheless it is worth noting that our simple model explains the microparticle dynamics fairly well in the case of weak heartbeat oscillations (as in experiment I and II, Fig. 5.2)) as well as in experiments with a strong (nonlinear) heartbeat oscillation with auto-oscillations (cf. VI, Fig. 5.3).

5.3 Outlook

More research needs to be done to fully understand the heartbeat instability. The presented model can already describe the oscillation itself. The next step is the explanation of the onset of the instability.

On the experimental side more investigations in ground based laboratories are needed with a higher framerate for the analysis of the particle motion. To resolve the fast contraction in the heartbeat cycle a framerate of 2000 to 3000 fps is required. Additionally a detailed mapping of the instability threshold is necessary. Specially the dependence of the threshold on the microparticle density. Promising experiments are already conducted although the excitation of the instability under gravity is complicated since the particles have to fill up a great part of the chamber volume for the instability to occur.

Several groups work at the moment on the theoretical description of the onset of the instability. An article with a possible explanation will be published from our group shortly. Such publications will open the next round for experimental research to confirm the theoretical predictions.
5 Heartbeat
6 Interface Instability

The goal of the experiment discussed in this chapter is to use complex plasma as a model system for two interacting fluid flows and to analyze the micro-structure of the flows on the atomistic level. This is accomplished by studying the kinetics of the constituent particles of a liquid complex plasma under shear. Of particular interest is to study the transition from laminar flow to disordered and turbulent flow. Additionally the properties of the interface between two flows, for example between resting and streaming fluids can be analyzed. In the phase of laminar flow the particles stream in parallel layers which do not intermix. In the turbulent flow the streams are disordered and the flow is chaotic. Vortices formed, interpenetration of the streamlines and lane formation occurred. By following single particle tracks in the transition zone between the two flow phases it is possible to determine the forces acting on the particles and to obtain dynamical quantities like the divergence of the velocity field of the fluid, the kinetic energy distribution and the enstrophy distribution within the transition zone. With these quantities it is possible to learn more about the cause of the breakup of the laminar flow. The experiments are reported in the following publication which is attached to this thesis.


6.1 Theory

To characterize the liquid and the instability it is important to compare the forces acting inside the liquid. Of special interest is the relationship of the inertia forces to the viscous forces, that is the Reynolds number $Re = \frac{\bar{v}L}{\nu}$, where $\bar{v}$ is the velocity, $L$ is the important scale length and $\nu$ is the kinematic viscosity. To calculate the Reynolds number the viscosity has to be measured. In the experiment in question this was possible to obtain from the spatial dependents of the vorticity ($\Omega = \Delta \times \bar{v}$) at the interface in the complex plasma. The spatial dependence of $\Omega$ can be derived from the momentum transport equation:

$$ \frac{\partial \vec{v}}{\partial t} + (\bar{v} \vec{\nabla}) \bar{v} = \nu \vec{\nabla} \times (\vec{\nabla} \times \bar{v}) - \frac{\vec{\nabla} p}{\rho} - \gamma \bar{v}, \quad \vec{\nabla} \cdot \bar{v} = 0 \quad (6.1) $$
where \( \nu \) is the kinematic viscosity, \( \rho = \text{const.} \) is the density and \( p \) the pressure of the liquid. For constant \( \rho \) and \( \langle \vec{v} \nabla \rangle \vec{v} = \nabla \frac{\rho}{\rho} - \vec{v} \times \vec{\Omega} \) one gets by taking the curl of both sides of relationship (6.1):

\[
\frac{d\vec{\Omega}}{dt} - \vec{\nabla} \times (\vec{v} \times \vec{\Omega}) = -\nu \vec{\nabla} \times \vec{\nabla} \times \vec{\Omega} - \gamma \vec{\Omega}.
\]

The equation can be simplified for the flow pattern illustrated in figure 6.1. There is no flow perpendicular to the \((x,y)\)-plane which reduces the problem to two dimensions. In two dimensions equation 6.2 is equivalent to:

\[
\frac{d\Omega}{dt} = \frac{\partial \Omega}{\partial t} + (\vec{v} \nabla) \vec{\Omega} = \nu \Delta \Omega - \gamma \Omega, \quad \Omega = \text{curl}_z \vec{v} = \frac{\partial v_y}{\partial x} - \frac{\partial v_x}{\partial y}.
\]

In the given experiment the vorticity distribution does not change along the interface, that is in \( y \) direction. So we assume \( v_y \frac{\partial}{\partial x} \Omega = 0 \). Additionally the flux at the interface is directed in the \( y \)-direction. So we assume \( v_x = 0 \rightarrow v_x \frac{\partial}{\partial x} \Omega = 0 \). Also the vorticity distribution is steady state yielding \( \frac{d\Omega}{dt} = 0 \). With that, the equation can be simplified to \( \frac{d^2}{dx^2} \Omega = \frac{\gamma}{\nu} \Omega \). This can be solved yielding:

\[
\Omega = A \exp(-\sqrt{\frac{\gamma}{\nu}} x).
\]

This relationship implies that the kinematic viscosity can be determined by measuring the vorticity profile in the particle cloud. For the kinematic viscosity in the particle component of the complex plasma we obtained from the experimental data:

\[
\nu \approx 10 \frac{\text{mm}^2}{\text{s}}
\]
Note that in two dimensional complex plasmas the kinematic viscosity has been measured to be 1 mm²/s by Nosenko et al. [77] and 130 mm²/s by Gavrikov et al. [78, 79]. To derive the vorticity and divergence of the particle velocity field in the particle system one has in principle two options. The first one is to generate a regular gridded velocity field from the discrete velocities of the particles and then to calculate the spatial derivatives \( \frac{d\vec{v}}{dx} \) and \( \frac{d\vec{v}}{dy} \). A problem arises in the method by performing the gridding by either binning or by interpolation from the choice of the proper grid size. Especially if one is interested in obtaining the values on the scale of the inerparticle separation. The second option is to define and calculate a discrete vorticity and divergence of the particle velocity field. This is the route followed in this work. Starting from the definition of divergence at a point P:

\[
\text{div} \, \vec{v}(P) = \lim_{V \to 0} \int_{\partial(V)} \vec{v} \cdot \frac{dS}{V},
\]

where \( V \) is a volume around P and \( \partial(V) \) its surface and \( \vec{n} \) is the unit normal to the surface. For the case of two dimensional particle distributions we define a discrete definition of divergence by the relative radial motion of the nearest neighbors of one particle relative to its separation. We introduce:

\[
(\text{div} \, \vec{v})_i = \frac{1}{n_i} \sum_{j=1}^{n_i} \frac{\vec{r}_{i,j} \cdot \vec{v}_{i,j}}{r_{i,j}^2}.
\]

where \( \vec{r}_i = x_i \vec{e}_x + y_i \vec{e}_y \) are the particle positions in every frame, \( \vec{r}_{i,j} = \vec{r}_j - \vec{r}_i \) are the vectors to the nearest neighbors derived by Delauney triangulation. \( i=1 \ldots N \), where \( N \) is the number of particles in a frame and \( j=1 \ldots n_i \), where \( n_i \) is the number of the nearest neighbors. The relative velocity \( \vec{v}_{i,j} \) to the nearest neighbors is projected in radial direction \( \frac{\vec{r}_{i,j}}{|r_{i,j}|} \) and divided by their separation \( |r_{i,j}| \).

The vorticity is calculated similarly. The relative velocity is projected at the tangential direction \( \vec{r}_{i,j}^\perp = \vec{e}_z \times \vec{r}_{i,j} \) which is orthogonal to \( \vec{r}_{i,j} \), where \( \vec{e}_z = \vec{e}_x \times \vec{e}_y \). Finally we define the discrete vorticity:

\[
\Omega_i = \vec{e}_z \cdot (\text{curl} \, \vec{v})_i = \frac{1}{n_i} \sum_{j=1}^{n_i} \frac{\vec{r}_{i,j}^\perp \cdot \vec{v}_{i,j}}{r_{i,j}^2}.
\]

In this definition the vorticity is positive for counterclockwise rotation. With the help of (6.4) and (6.5) we can attribute a value for the local expansion, contraction and the local rotation to every particle in every frame on the natural scale of the interparticle separation. An integration of these values yields a description of the fluid at any larger scale. For example it can be used for the calculation of the kinematic viscosity or the calculation of the rotational part of the kinetic energy of the particles. To be able to measure the vorticity in a complex plasma it is necessary to determine the particle positions with high enough precision to be able to calculate the second derivative.
6 Interface Instability

6.1.1 Instabilities

In the experiment the interface between a flow and a stagnation zone in a complex plasma is analyzed and an instability rapturing the interface has been found. Possible reasons behind the breakup of the interface is the Kelvin-Helmholtz instability or the Rayleigh-Taylor instability. The dispersion relation describing the growth rate of the linear Kelvin-Helmholtz modes is:

$$\omega^2 - \left(2kv_r \frac{\rho_r}{\rho_r + \rho_s}\right) \omega + \frac{\rho_r}{\rho_r + \rho_s} k^2 v_r^2 = 0, \quad (6.6)$$

where $\omega$ is the oscillation frequency, $k$ is the wavenumber, $\rho_r$ and $\rho_s$ is the densities of the resting and the streaming microparticle cloud and $v_r$ is their relative velocity. The "classical" instability is driven by the pressure decrease that develops if streaming liquid has to flow around a "hump" growing at the interface: the flow velocity locally increases and the pressure decreases. This pulls the perturbation further into the stream.

In the conditions of the experiment in question the background damping is not negligible. Additionally interfacial surface tension stabilizes the short wavelength perturbations. Damping can be taken into account by replacing $\omega$:

$$(\omega - kv_r)^2 \to (\omega - kv_r)((\omega - kv_r) + i\gamma),$$

where $\gamma$ is the damping rate coefficient and $i$ is the imaginary unit. The generalized dispersion relation is:

$$\omega^2 + \left(i\gamma - 2kv_r \frac{\rho_r}{\rho_r + \rho_s}\right) \omega + \frac{\rho_r}{\rho_r + \rho_s} (k^2 v_r^2 - i\gamma kv_r) - \frac{\alpha_r + \alpha_s}{\rho_r + \rho_s} |k|^3 = 0, \quad (6.7)$$

where $\alpha_{r,s}$ are the surface tension coefficients. To test whether this type of instability is the main agent leading to the interface breakup, it is necessary to compare the observed increment of the instability with the maximal possible increment defined by (6.7). The increment is maximal at the wavenumber:

$$k_{\text{max}} = \frac{2}{3} v_r^2 \frac{\rho_r \rho_s}{(\rho_r + \rho_s) (\alpha_r + \alpha_s)}.$$

With this the maximal increment can be calculated yielding:

$$\Im \omega_{\text{max}} = \frac{1}{3} \frac{k^2 v_r^2}{\gamma} \frac{\rho_s}{\rho_r} \left(\frac{\rho_s}{\rho_r} + 1\right)^2.$$

Substituting the experimental measured parameters, $v_s, \gamma, \rho_{r,s}$ and $k = 3 \text{mm}^{-1}$ corresponding to the maximal growth rate it is found that $\Im \omega_{\text{max}}$ is 1–2 orders of magnitude less than expected [5]. Therefore the interface breakup can not be explained with this type of instability in our conditions. Experimentally it
was also found that increasing \( v_r \) does not make the interface more unstable which supports this result qualitatively.

Another possible explanation for the interface instability is the Rayleigh-Taylor type instability. Let us assume that the interface between the two liquids is destabilized by an effective acceleration acting perpendicular to the interface and that it is stabilized by surface tension. The dispersion relation of the Rayleigh-Taylor instability including damping is:

\[
\Re \omega \approx v_r k, \\
\Im \omega \approx ka \left( \frac{\rho_r - \rho_s}{\rho_r + \rho_s} \right) - k^3 \frac{\alpha_s + \alpha_r}{(\rho_s + \rho_r) \gamma},
\]

(6.8)

where \( \Re \omega \) and \( \Im \omega \) are the real and imaginary part of the oscillation frequency, and \( a \) is the effective acceleration. The necessary strength of the acceleration can be calculated by substituting all measured parameters from the experiment. It was found that for the observed instability increment only an acceleration of \( a = 0.3 \text{ m/s}^2 \) is needed.

The effective acceleration can stem from the density difference in the two liquids and also a charge difference (see section 1.3.1). Then a small electric field in the discharge can cause the acceleration. Centrifugal forces of the flowing particles in the vortex can also be a destabilizing factor. The experimental determination of the acceleration source is challenging and an issue for future investigations. Nevertheless the calculation shows that a Rayleigh-Taylor type instability is a plausible cause of the observed interface breakup. Additionally it is worth noting that the Kelvin-Helmholtz instability, while not powerful enough for the long wavelengths, can result in growth of shorter wavelengths. Neglecting surface tension, the dispersion relation for this instability resolved for the wavenumber \( k \) is:

\[
k = \sqrt{\frac{3 \omega \gamma (\rho_r + \rho_s)^2}{v_r^2 \gamma - \rho_r \rho_s}}.
\]

(6.9)

It gives under our experimental conditions:

\[
\lambda = \frac{2\pi}{k} \approx 0.4 \text{ mm} \approx 3\Delta,
\]

as a typical length-scale, assuming \( \Im \omega^{-1} \approx 1 \text{ s} \) as a typical time-scale. This is approximately three interparticle separations \( \Delta \). At this scale kinetic effects are important and assumptions made based on hydrodynamics leading to 6.9 become questionable.

This example shows once more that complex plasma experiments can play an important role in revealing physical phenomena that are at the boundary between hydrodynamics and kinetics where the discreteness of the medium plays an important role.
6 Interface Instability

6.2 Experiments

An extensive amount of experiments has been conducted to study different kinds of complex plasma flows. The main difficulty while conducting the experiments is the topology, the orientation and structure of the particle fluxes, that have no simple dependence on the control parameters.

Even if the cloud is homogeneous enough the flow of the particles can be broken apart in smaller vortexes with small interfaces.

The best topology that is most suited for the analysis of the basic features of the interface and flow transitions is one with huge vortices and therefor extended interfaces. A very beneficial way to achieve this in the PKE-Nefedov laboratory is with a huge toroidal particle flow where the poloidal diameter of the flow is almost as big as the gap between the electrodes. This flow patterns are shown in Fig. 6.2.

An important advantage of this type of flow patterns is that they are steady state. That means that the flows can be observed for hours or in principle indefinitely long.

For a given flow topology the interfaces between streaming and resting particles can be very different. For example the interface can be completely laminar with almost no interaction between the two complex plasmas. Or on the contrary the mixing area can be very broad with almost no clear interface. An important result of the comparison of the different experiments is that the mixing strength between the flowing and resting complex plasmas does not strongly depend on the speed of the flowing particles at the interface.
6.2 Experiments

Figure 6.2: Overlay of 30 images recorded at 90 frames per second. The experiment was performed with particles with a diameter of 1.28 µm in argon plasma at 55 Pa with an RF power of 1 W. The image shows the central cross-section of a toroidal vortex stream. The stream is visible due to the elongated particle tracks forming the concentric structures in the left and the right part of the image. The particle free void in the top center of the toroidal stream is an obstacle to the flow and a stagnation zone of resting particles is formed below the void. The interface between the streaming and the resting particles is laminar at the beginning close to the void and breaks up further downstream where turbulent mixing occurs.
6 Interface Instability

6.3 Outlook

With the results of the analysis of the experiment it is possible to almost certainly rule out a Kelvin-Helmholtz type instability as a cause for the breakup. In fact the results can be fairly well explained by a Rayleigh-Taylor instability.

The observation of a Rayleigh-Taylor instability in a dusty plasma as described in our publication [5] has inspired other experimental work. For instance the group of Bob Merlino from the University of Iowa [80] has reported an experiment with this instability at the interface between large scale vortex flows in the microparticle cloud. Unfortunately the image quality in their experiment did not allow for single particle tracking so the analysis is based on the analysis of the brightness distribution from the whole particle cloud. This forestalls the description of the instability on the kinetic level.

The second difference to our experiment is the completely different plasma chamber. The experiment was conducted in a dc-discharge with an axial magnetic field. The discharge was formed by applying a 300 V bias to a 3.6 cm diameter anode disk with respect to the grounded walls of the cylindrical discharge chamber. The vacuum chamber had a diameter of 60 cm and a length of 100 cm. The axial magnetic field of 3 mT confined the electrons and produced an elongated anode glow in which the microparticle cloud was confined. The appearance of the same phenomenon in such different conditions emphasizes the universality of the observed instability.

Experimental investigations of shear flows and shear viscosity are also important as a test for simulations. For example the million-particle equilibrium molecular dynamics simulations performed by Budea et al. [81]. They determined the shear-viscosity in the 3-dimensional Yukawa liquid.
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The observation of a dark soliton in a three-dimensional complex plasma containing monodisperse microparticles is presented. We perform our experiments using neon gas in the bulk plasma of an rf discharge. A gas temperature gradient of 500 K/m is applied to balance gravity and to levitate the particles in the bulk plasma. The wave is excited by a short voltage pulse on the electrodes of the radio frequency discharge chamber. It is found that the wave propagates with constant speed. The propagation time of the dark soliton is approximately 20 times longer than the damping time.
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We address the dynamics of nonlinear solitary waves which are impact excited in a dense complex plasma using a neon rf gas discharge at pressures 20–35 Pa. Complex plasmas are low pressure, low temperature plasmas containing microparticles. These microparticles are highly charged up by collecting plasma ions and electrons. They can be visualized individually with scattered light from a laser beam, which is recorded with a CCD camera.

The solitary wave structures we observe propagating in the complex plasma cloud are dominantly of a rarefactive type, hence resemble so called dark solitons (or holes, or gray solitons if mobile) important in a number of applications such as optical fibers, waveguides, laser beams, mechanics of discrete systems, etc. [1–4]. The physical mechanism determining the behavior of rarefactive solitary waves is still under debate [5]. Therefore, the search for physically realistic systems that can support stable solitary holes or dark solitons is of considerable interest [6]. Complex plasmas provide an excellent experimental system for such nonlinear structures.

There are two important points to be considered. First, nonlinear wave patterns observed in given experiments are highly dissipative. Therefore we will call them dissipative dark solitons (DDSs). Dissipativeness is ubiquitous, e.g., in granular media [7] which also can support solitary waves [8]. Second, DDSs are known to be weakly structurally unstable with a tendency to self-organize a shelf around the pulse wings [1]. In our case these are two asymmetric compressions that form the contour of the solitary wave. The backward one is a sedimentation front (similar to evaporation-condensation [9] or moisture wave fronts [10,11]). Here particle motion quickly damps and the cloud tends to restore its former quasuniform structure. Note that the dissipative fronts are known as stabilizing factors for DDSs [6].

Travelling rarefactive structures are associated mostly with wave envelopes (as in examples with optic and waveguide applications cited above). Sound-like rarefactive waves are believed to be unstable. Nevertheless, a stable existence and propagation of compact rarefactive pulses is possible in multicomponent and nonisothermal plasmas, i.e., in conditions quite similar to those of our experiments. For example, rarefactive ion acoustic solitary waves have been observed in auroral plasmas [12], and in multicomponent plasmas with negative ions [13]. Soliton formation both of potential hill and potential dip type have been predicted to exist in multicomponent self-gravitating molecular clouds consisting of, for example, a hydrogen gas and a dust component or a mixture of normal matter and dark matter [14,15]. Especially for dust acoustic waves the opportunity to observe the rarefactive pulses has been discussed in [16,17]. Parameters of these waves were predicted to be strongly dependent on anisotropy, nonisothermality and gas pressure. Recently it has been shown that rarefactive longitudinal solitons in complex plasmas can be described by the extended Korteweg–de Vries equation [18,19]. Dissipative solitons, existing in open systems, are considered a natural extension of the soliton concept in conservative systems. Compared to classical solitons, they may evolve (i.e., change their shape [20]) during propagation.

Compressive solitons in 2D complex plasmas were observed and studied in [21]. These waves were excited by an electric pulse to a wire located approximately in the plane of the particle monolayer. Large amplitude dust acoustic waves and compressive shock like excitations in a 3D complex plasma were studied in [22–24]. Excitation was achieved using gas-dynamic impacts, or an electromagnetic impulse [24]. The complex plasma was confined by the strong electric field of dc discharge striations, and the observations used image intensity profiles.

We use a modified version [25] of the PK-3 Plus design [26] currently installed on board the International Space Station. Discharge pressures (20–35 Pa) were chosen in the under critical domain to avoid autowave excitations [25]—at a pressure below 20 Pa. This allowed us to achieve a stable single-wave regime (Fig. 1) involving no complications caused by the interaction of solitary and self-excited waves. Above 35 Pa the wave was too strongly damped to be observable. The rf effective voltage was set to 13 V, a very low value, just high enough to sustain the discharge.
Spherical monodisperse melamine-formaldehyde particles with a diameter of $3.42 \pm 0.06 \text{ mm}$ were injected into a neon plasma. To situate the particle cloud in the bulk plasma, slightly below the center, we used thermophoresis to almost balance gravity. The lower chamber flange was heated to establish a temperature difference of $15 \text{ K}$. A neon plasma was generated by a dc offset of 8.6 V externally applied to electrodes. The center of the plasma chamber is at 15 mm.

An approximately $100 \mu \text{m}$ thick vertical slice through the center of the complex plasma was illuminated by a diode laser. The scattered light was recorded under 90° by a high-speed camera with a frame rate of 1000 Hz. The resolution is $1024 \times 1024$ pixels. The used optics allowed us to observe an area of $27.4 \times 27.4 \text{ mm}^2$ which resulted in a spatial resolution of $26.8 \mu \text{m/px}$.

This camera and optics in combination with newly developed software allowed us to track the full motion of 95% of all particles during the experiment. This was impossible in earlier experiments [21–25]. To generate the dark soliton, the complex plasma was first compressed by a dc offset of 8.6 V externally applied to both electrodes.

Switching off the dc offset triggers a solitary rarefaction wave. Particles are accelerated inside the wave, then decelerate forming a sedimentation front where the particles relax into a new equilibrium configuration (Fig. 1).

Figure 2 illustrates the propagation of the dark soliton through the particle system. In our recorded images the dark soliton propagates vertically (y direction), and the particle distribution in horizontal x direction is almost homogeneous (Fig. 1). The local particle density is proportional to the local visible brightness in the images. For each image the brightness is averaged in x direction resulting in a line showing the vertical brightness distribution. The periodgram is constructed by stacking these lines together, representing the temporal evolution of the vertical brightness distribution in the recorded images, and thus the density of the particle cloud. The dynamical scenario of the wave pattern formation is as follows: first, immediately after switching off the negative voltage offset, the particles are at rest; next, the top layer accelerates into the empty region above the particle cloud, quickly followed by the second and further layers. These fast moving particles constitute the rarefaction zone. They are stopped suddenly, forming a sedimentation front. At low pressures ($<24 \text{ Pa}$) the fast particles can penetrate through the sedimentation front for up to five particle layers, resulting in a bidirectional flow. From tracked particle trajectories we calculate the particle number distribution $N_x(t)$ using a sliding window technique. The particles are counted in a window $1024 \times 8.5 \text{ pixel}^2$ centered around a given point y. This window is shifted in y direction in 2 pixel steps. As a reference for these particle number distributions we determined the distribution of particle numbers in the undisturbed cloud $\langle N_x \rangle$, at the same discharge conditions. The reference distribution is obtained by averaging over a time interval of 1 s (i.e., over 1000 frames). $N_x(t)$ and $\langle N_x \rangle$, are shown in Fig. 3(a).
The particle number distributions have three distinct large scale features: two maxima and one minimum. Close to the maxima the cloud is evidently denser compared to the reference distribution $\langle N_y \rangle$. These maxima are easy to identify: The first one (at lower $y$ values) is the initial compression, which forms before the wave starts to propagate. The second one (at higher $y$ values) corresponds to the sedimented part of the cloud, slowly relaxing into the new quasi-equilibrium position. We identify the rarefaction zone between the maxima as the dark soliton. The rear edge of the dark soliton is steeper than the front edge.

To characterize the strength of the wave using these particle distribution functions, we determine the average maximum decompression ratio $D$. First we calculate the ratio $d(y, t) = \langle N_y \rangle / \langle N_y \rangle_{\text{init}}$, from which we select the maximum for each frame, and then average the result over the whole image sequence. With increasing pressure the decompression ratio decreases (Fig. 4). So the wave gets weaker with higher pressure, which is expected because of the higher neutral gas drag.

Averaged vertical particle velocity profiles $v_y(t)$ are shown in Fig. 3(b). Note that inside the wave the particles accelerate upwards, that is in the opposite direction compared to the soliton propagation direction. Using these profiles we define three parameters of the wave (see Fig. 5): amplitude, speed, and width.

The shape of the dark soliton depends on the neutral gas pressure. The highest observed initial amplitude is $A_{\text{init}}(20.4 \text{ Pa}) = 4.50 \pm 0.03 \text{ cm/s}$. In the range of 20–30 Pa the initial width of the wave is independent of pressure and has an average value of $\langle W_{\text{init}} \rangle = 0.69 \pm 0.05 \text{ mm}$. The shape of the wave changes while it propagates through the cloud. For different neutral gas pressures the deformation dynamics varies. During the short
time (~0.3 s) that we observe the propagating waves their amplitude and width vary approximately at a constant rate $R_A = \frac{dA}{dt} = \text{const}$, $R_W = \frac{dW}{dt} = \text{const}$, these constants are dependent on pressure. The relative variations $R_A/A_{\text{init}}$ and $R_W/W_{\text{init}}$ normalized by the initial values of the amplitude and the width, determined shortly after the instant of wave excitation, are shown in Fig. 5(b).

Surprisingly for $p < 22$ Pa the amplitude rate is positive, and the amplitude of the wave increases with time. The relative width variation is negative in this interval. Hence, the soliton’s shape gets steeper. Since the complex plasma cloud is globally stable, this weak instability could be due to the nonlinear global modes [25,28]. Note also a well pronounced correlation of variations in the cloud density associated with DDS and in the plasma glow (Fig. 6). Note also that the enhanced discharge glow in the regions of the reduced particle number density favors the ionization instability [29,30].

At pressures above 22 Pa the soliton amplitude decreases rapidly during the propagation time, exactly as one would expect for waves propagating in any dissipative medium. However, the soliton amplitude decay rate is at least 10–25 times lower than the Epstein damping rate [31]. Such an anomalously low wave damping rate has also been found in plasma crystals previously [32,33]. It is thought to be due to a collective effect but an explanation is still outstanding.

To conclude, a rarefactive strongly nonlinear solitary wave has been excited in a dense complex plasma cloud compensated for gravity by thermodynamics. The rarefaction zone was observed traveling at a speed ~2 cm/s. We identify this wave as a dissipative dark soliton (with decomposition factor as large as 7.8). We observed that the DDS could self-support its propagation for as long as tens of dissipation times at least. The excitation and free propagation of this nonlinear dissipative structure can be observed because the complex plasma is in an active undercritical state for the pressure range used in the experiments.

This research was funded by DLR/ BMWi Grant No. 50WP0203. Special thanks to Dr. Konopka and Peter Huber for continuous support in data analysis and programming, and Dr. Rothermel and Dr. Konopka for valuable help with planning and building the experiment.
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  (including parametric effects, mode coupling, ponderomotive effects, etc.)
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Abstract – The observation of dark solitons in a three-dimensional dc complex plasma is presented. The experiments are performed using neon gas at a pressure of 18 Pa and melamine-formaldehyde particles with a diameter of 3.43 µm. The waves are excited by a short pulse produced by the circular electrical-manipulative electrode built inside the discharge glass tube. The wave speed is measured to be of the order of 15 mm/s. The propagation time of the observed dark soliton is approximately 10–15 times longer than the damping time.

Introduction. – Stable dark solitons (or holes) have a number of well-known applications in optics [1–3], laser beam dynamics [4], in mechanics of discrete systems [5] and many others [6]. These waves are also interesting from another point of view — as an indicator of the peculiar properties of dispersion and nonlinearity of the medium in which they propagate [1,6]. Recently rarefactive-type solitary waves, the dissipative dark solitons (DDS), have been observed and studied in a 3D complex plasma in an rf discharge [7]. (Complex plasmas are low-pressure, low-temperature plasmas containing microparticles. Due to their special properties, complex plasmas provide an excellent system to study fluid flow dynamics including solitons, multi-soliton excitations, self-excited wave ridges, on the most detailed scale, namely on the scale of individual particles. The microparticles are highly charged up by collecting plasma ions and electrons. They can be visualized individually with scattered light from a laser beam.) In plasma physics the term hole — electron hole, ion hole, plasma hole — is generally associated with particularities (a depression) in the particle distribution functions (see, e.g., [8–11]).

Traditionally an envelope of waves is called a dark soliton [1]. Nonetheless solitary rarefactive nonlinear waves are also interesting in many applications [12–15]. Recently, the opportunity to observe these waves in complex plasmas has been discussed theoretically [16–18].

Although the complex plasma used in these experiments was shown to be highly dissipative, the nonlinear wave patterns were not overdamped and clearly detectable. This, of course, is not very surprising — dissipation is ubiquitous, and in many cases even an inherent attribute of the self-supporting nonlinear structures [6,19].

At higher pressures it is normally a decay caused by friction. Still, the amplitude decay rate does not necessarily follow the decay law valid for individual particles [7].

In the present study we address the dynamics of nonlinear solitary waves which are impact-excited in a dense complex plasma using a neon dc gas discharge at a pressure of 18 Pa. The experiments were conducted using a parabolic-flight version of the PK-4 design [20–23] which is planned as a long-term research facility on the International Space Station. The experiments were performed during the 11th DLR Parabolic-Flight Campaign within 25 parabolas on Day 3 (November 2007) on board the A-300 ZERO-G plane. Experiments under microgravity have the advantage that the microparticle distribution becomes homogeneous enough for precision measurements.

The elongated form of the PK-4 discharge tube provides a unique experimental design for studying the propagation of different kinds of dust waves. Such waves can be either self-excited or initiated by an external source. In this work solitary waves were investigated using an excitation by an “electrical plunger” (electrical manipulative (EM) electrode) in a pulse mode. This way of excitation actually...
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Fig. 1: (Color online) The heart of the PK-4 experimental setup. The main elements are: The “Π”-shaped discharge chamber which is filled with neon. The cathode and the anode of the discharge are situated at the end of the “legs” of the tube. The particles are injected into the discharge plasma by dispensers localized at the cathode side (one of them is schematically shown). The recording system consists of an extended laser illumination sheet and a CCD camera. The particles injected from the dispenser stream towards the electrical plunger (EM electrode). They are then stopped by an effective confinement barrier caused by polarity switching at a frequency of 1 kHz, forming a dense particle cloud. The particle cloud can be stimulated by a series of short-time pulses provided by the plunger fed by the dc generator.

is similar to gas-dynamic impacts, or electromagnetic impulses used in [24,25] but in sharpness and localization of the impacts it has certain advantages compared to the latter.

Experimental procedure. – The experiments were conducted in the “Plasmakristall 4” (PK-4) experimental device that uses the positive column of a high-voltage dc discharge to produce complex (dusty) plasmas. A simplified sketch of the experiment geometry is drawn in fig. 1. The glass tube provides very good access for observation, diagnostics, and manipulation of the particles. The main part of the tube has a length of 35 cm and an inner diameter of 3 cm. Two optical ports allow access for laser illumination and manipulation, four particle dispensers allow the use of different microparticles (for the sake of simplicity in fig. 1 only one of them is shown). A gas supply system with adjustable gas flow ensures the purity of the gas (neon) and offers an additional way of introducing controllable flow to the complex plasma. Two CCD cameras record the microparticles.

Two dc cylindrical electrodes are installed at the ends of the tube. The dc discharge is operated with a regulated current of $I_{dc} = 1.0 \text{ mA}$, corresponding to a voltage of about $U_{dc} = 1000 \text{ V}$ or less depending on the gas pressure. The plasma parameters, i.e., electron temperature and density and the longitudinal electric field in the positive column of the dc discharge, have been determined by Langmuir probe measurements in ground-based laboratory experiments in the absence of particles. It was

Fig. 2: (Color online) Top: a set of housekeeping data of the discharge in neon. After setting up the gas flux and the pressure, the dc discharge was ignited and the particles were injected into the tube. In order to “capture” the particle cloud, the discharge regime was changed to polarity switching at a frequency of 1 kHz. (In the plot this time instant is marked by the vertical arrow.) The short-time stimulation pulses are clearly identified as sharp peaks in the current of the electrical plunger (otherwise the current is set to zero). The pulse time durations were varied to choose the optimal regime. From left to right: $\frac{1}{2}$ s, $\frac{3}{8}$ s, $\frac{1}{8}$ s, $\frac{7}{12}$ s. Shorter pulses gave more reproducible results (see fig. 3). Bottom: a typical oscillogram of a polarity switching regime (neon, pressure 100 Pa, 0.2 sccm gas flow) with a 1.6 mA discharge current. Four signals are measured (in volts) and displayed on the oscilloscope screen shots: yellow: the high-voltage (HV) current control signal and green: the housekeeping current parameter, measured internally and returned by the HV-source (the conversion coefficients are 0.32 mA/V in both cases); magenta: the voltage drop at the 1 kOhm series resistor, a measure for the real plasma discharge current (the conversion coefficient is 1.0 mA/V); red: the discharge voltage across the plasma discharge tube. The discharge voltage changes with fairly steep transitions ($\approx 40 \mu s$) between +450 V and −450 V. The discharge current alternates between plus and minus 1.6 mA more or less ideally.
found that the longitudinal electrical field is given by \( E \simeq 2 \text{ V/cm} \) independent of the pressure (between 15 and 150 Pa) at a dc current of 1.0 mA [22].

The experimental facility can be operated in a pure dc as well as in a low-frequency discharge regime by applying polarity switching at a frequency of 0.1–5 kHz and at a variable duty cycle (see fig. 2). The polarity switching is a well-suited method for controlling the net averaged longitudinal electrical field in the positive column of a plasma discharge. At typical polarity switching frequencies of 1 kHz, microparticles act on this averaged field only and can therefore easily be manipulated. This leads to an effective “potential well” sufficiently deep to trap the particles and to create a stable and extended particle cloud with a fixed position within the plasma chamber in case of a vanishing net field.

**Experimental conditions.** – In the present work DDS were investigated under microgravity applying an excitation by the electrical plunger operated in a pulse regime. A controlled gas pressure was chosen at a level of 18 Pa and a flow rate of 0.3 sccm (see fig. 2). Monodisperse melamine formaldehyde particles with a diameter of 3.43 ± 2% \( \mu \text{m} \) and a mass \( m = 3.2 \cdot 10^{-11} \text{g} \) were injected into the dc discharge plasma in the vicinity of the cathode. After injection the particles first rapidly drifted in the direction of the anode (driven by the dc electric field of the discharge and by the gas flow). The speed of the particles 80–90 mm/s observed at this stage is limited by the gas friction. The gas damping rate is estimated to be \( \gamma_{Eps} = 41 \text{s}^{-1} \) [26]. Shortly before the streaming particles reached the plunger, the gas flow was stopped and the discharge was changed to the polarity switching regime at a frequency of 1 kHz (50% duty cycle). This frequency is more than an order of magnitude higher than the dust-plasma (response) frequency, so that the effective longitudinal force on the microparticles (electric plus ion drag) averages to zero leading to a trapping of the particles (fig. 3).

A short-duration pulse is applied to the electrical plunger and disturbs the particle cloud. This is a rather convenient method to trigger and study propagating density waves: By changing the polarity of the applied pulse it is possible to obtain a rarefactive wave (which we study here) or a compression (shock) wave, either. Details on the shock excitations will be published elsewhere.

The particle cloud was illuminated by a laser sheet (wavelength: 686 nm, output power: 20 mW) of 100 \( \mu \text{m} \) FWHM and recorded by a CCD camera (JAI Progressive Scan) at a frame rate of 60 fps with an image resolution of 640 \( \times \) 480 px\(^2\) and an image exposure time 8 ms per frame. The camera field of view (FoV) was 21 \( \times \) 16 mm\(^2\) at the tube axis. The spatial resolution of the video recording system was about 33 \( \mu \text{m/pixel}.\) On average over 2650 particles (±120) were tracked in each frame and traced from one frame to another to calculate the particle velocity.

During the experiments the injected particles formed an elongated quasi-uniform cloud with a diameter of \( \sim 0.9 \text{cm} \) and a mean particle density of \( \langle n_d \rangle = (6–8) \cdot 10^4 \text{ cm}^{-3} \). The electron density \( n_e \) and the electron temperature \( T_e \) were diagnosed by a Langmuir probe in laboratory investigations [22,23]: \( n_e = (1–2) \cdot 10^8 \text{ cm}^{-3} \) and \( T_e = 5–7 \text{ eV} \) for the dc mode. There are some indications that the low-frequency polarity switching does not significantly change the plasma conditions [27,28].

Assuming no complications due to a possible interaction of solitary and self-excited waves, the discharge pressure was chosen to lie in-between the unstable and the overdamped regime. This forestalls the formation of self-excited waves [29] and ensures that solitary waves are not overdamped and therefore barely detectable. Examples with a few stable wave ridges obtained at 18 Pa are shown in figs. 3 and 4.
Fig. 4: Three consecutive snapshots of the particle cloud, demonstrating the wave dynamics. The neon gas pressure is 18 Pa. The cloud is illuminated by a laser beam extended to a sheet with average thickness of 100 µm. The field of view is 2 × 21 mm². The brighter, growing stripe on the left of each image is the initial relaxed part of the cloud. It is followed by the rarefaction zone, nearly free of particles. The maximal particle speed observed there was 11–12 mm/s. Also two more much weaker rarefactive zones can be seen to the right of the first one. The particles then relax back to the original state (right). From top to bottom: Δt = 0.27 s, 0.37 s, 0.47 s after the instant of excitation. The images were noise-filtered and gamma-corrected to enhance the contrast.

Following [30] and using the parameters listed above, we estimate the particle charge to be in the range of $Z ≃ 5000–7000e$.

**Results and discussion.** – Figure 3 shows the periodogram that illustrates the propagation of the dark solitons through the particle system. The periodogram is assembled in the following way: first, a narrow horizontal band of 2 × 21 mm² is isolated from the center of each frame, next, all pixel intensities are added vertically resulting in a single line showing the central horizontal pixel intensity distribution. These lines are finally stacked in sequence, representing the temporal evolution of the horizontal brightness distribution in the recorded images, and thus (to some extent) the density of the particle cloud.

The dynamical scenario of the individual wave pattern formation is clearly seen in fig. 4: the particles are accelerated inside the wave, constituting the rarefaction zone, then decelerated forming a compression front where they relax into a new equilibrium configuration. This behavior is similar to that observed in rf complex plasmas [7].

Figure 5 shows the detailed dynamical pattern as indicated by the pixel intensities and the particle velocity distributions. The shape of the wave changes significantly as it propagates through the cloud. Actually there is a onesoliton regime at the time $Δt = 0.72s$ after the ignition. The shape of the wave becomes modified mainly because of neutral gas damping. At this particular moment the soliton amplitude is approximately $|V_1| = 1.1$ mm/s compared to $|V_2| ≃ 9–12$ mm/s immediately after the trigger. The soliton amplitude damping rate can be estimated then roughly as

$$\gamma_{damp} = (Δt)^{-1} \ln(|V_2/V_1|) ≃ 3s^{-1}.$$  \hspace{1cm} (1)

The rough estimate (1) of the soliton damping rate agrees well with that obtained from the asymptotics of the DDS (see the insert in fig. 5).

It is approximately

$$\frac{\gamma_{EpS}}{\gamma_{damp}} ≃ 14$$  \hspace{1cm} (2)

times less than that predicted by the Epstein formula [26]. Hence, as in [7], soliton damping is anomalously low. This is thought to be due to a collective effect [7,31,32] but a full explanation is still outstanding.

Note that the observed damping rate is stronger than that reported in [7], in spite of the same particle size.

The wave structure (the particle velocity profile) fits well with the “classical” soliton shape

$$V = V_{drift} - |V|_{sol} \cosh^{-2} \left( \frac{x-x_0}{\delta L} \right).$$  \hspace{1cm} (3)

Taking the parameters $V_{drift} = -2$ mm/s, $|V|_{sol} = 1.1$ mm/s, $x_0 = 8.32$ mm, and $δL = 1.1$ mm, we obtained the wave shape shown in fig. 5. Good agreement is evident. The soliton width is estimated to be a few ion screening lengths, $δL/λ_{di} ≈ 5–7$. The weak asymmetry of the wave is due to the spatial inhomogeneity of the cloud.

The main results of the present study agree fairly well in many respects with those obtained in [7]. Indeed this is a very surprising fact. These two series of experiments (a rf-discharge plasma compared to a low-frequency...
discharge plasma) were different not only with respect to the discharge conditions, and hence the global particle confinement, but also the particle dynamics conditions were different. The particle cloud was lifted by thermophoresis in ground-based experiments [7] whereas in the recent study the cloud showed a freely relaxing after-shock in microgravity conditions. Moreover, in the given experiments it was possible to study the DDS at lower pressures (18 Pa) for which the waves are unstable in rf-plasmas [7].

Another interesting peculiarity of the present experiments is the particle drift affected by the relaxation process. For instance, \(|V_{\text{drift}}| = \langle V \rangle \approx 2\,\text{–}\,2.5\,\text{mm/s}\) at the particular moment specified in fig. 5. On average the DDS speed is as large as \(V_{DDS} = 12\,\text{–}\,12.5\,\text{mm/s}\). Hence, the absolute wave speed can be estimated as

\[
C_{DDS} = V_{DDS} + |V_{\text{drift}}| \approx 15 \pm 1\,\text{mm/s},
\]

in fairly good agreement with that measured in [7]. As in [7], the wave speed is less than the speed of the dust acoustic waves. For our set of parameters the theory [17] predicts \(C_{DAW} \approx 20\,\text{–}\,25\,\text{mm/s}\).

Note that the individual particle dynamics is indeed overdamped. To verify that this is true let us compare the frictional kinetic energy dissipation rate

\[
\tilde{W}_f = m\gamma_{Eps} \langle \dot{V}^2 \rangle \approx 1 \frac{1}{2} m\gamma_{Eps} V_{\text{max}}^2,
\]

where \(V_{\text{max}}\) is the maximal absolute particle velocity inside the wave, to the rate of change of the kinetic energy defined as

\[
\tilde{W}_{\text{kin}} = \frac{1}{2} m \frac{V_{\text{max}}^2}{\delta L} \approx \frac{m V_{\text{max}}^3}{2 \delta L},
\]

where \(\delta L\) is the soliton front width. For the case chosen in fig. 5 the ratio of the rates is

\[
\frac{\tilde{W}_f}{\tilde{W}_{\text{kin}}} = \gamma_{Eps} \frac{\delta L}{2 V_{\text{max}}} \approx 10 \gg 1.
\]

Apparently, the frictional losses are dominating in the balance. Under the given conditions it seems quite reasonable to assume that the main components of the in-wave balance are friction and the electrical force. (In this way the particle tracks themselves are treated as a probe of the interior of the DDS which otherwise is difficult to study.) Based on the balance condition \(m\gamma_{Eps} \dot{V} = ZeE_s\) and making use of the relationship (3) it is possible to restore the inherent structure of the DDS electrical field \(E_s = E_s(x, t)\), and hence the mutual polarization. It immediately follows (to leading order) that in this sense the DDS is a double-layer-like structure with negative charge ahead, accelerating the particles downwards. (A double layer in a plasma is a structure consisting of two parallel layers with opposite electrical charge.)

Another interesting issue found from the analysis is the drift of the particle cloud accompanying the after-shock relaxation (see fig. 6). Quite recognizable are at least three main phases of the drift: active acceleration, even more active deceleration, and relaxation oscillations of the cloud. During the acceleration-deceleration stages the drift velocity profile is surprisingly simple: The velocity varies approximately at a constant rate. By analogy with [33] this allows us to explore more closely the structure of the forces, confining the particles. Starting from the balance equation:

\[
m\gamma_{Eps} \langle \dot{V} \rangle = ZeE_{\text{conf}} = ZeE'_{\text{conf}} \langle V \rangle,
\]

where \(\langle V \rangle\) is the particle drift velocity, \(E_{\text{conf}}\) is the local strength of the electric field (it is assumed that \(E'_{\text{conf}} \approx \text{const}\)), \(Ze\) is the particle charge, and defining the \textit{confinement frequency parameter} \(\Omega_c\), as

\[
\left| \frac{ZeE'_{\text{conf}}}{m} \right| \equiv \Omega_c^2,
\]

we arrive finally at the relationship

\[
\Omega_c^2 = \gamma_{Eps} \frac{\langle V \rangle}{\langle \dot{V} \rangle}.
\]

This relationship allows the estimate of typical values of the confinement parameter. Assuming that \(\langle V \rangle = 2\,\text{mm/s}\) (see fig. 5), for the data set shown in fig. 6 it follows that \(\Omega_c^{(\text{acc})} \approx 7\,\text{s}^{-1}\) at the acceleration stage, whereas \(\Omega_c^{(\text{dec})} \approx 13\,\text{s}^{-1}\) is approximately twice as high during the deceleration stage. This enables the rough reconstruction of the confinement forces.

\textbf{Conclusion.} – The message we want to communicate in this letter is rather simple: A dc strongly coupled complex plasma provides a promising tool to study dissipative nonlinear structures—in particular the dissipative dark solitons—at the kinetic level. For the first time

![Fig. 6: Drift of the cloud. There are at least three well-recognizable main stages of the drift dynamics: an acceleration, a deceleration, and finally rather weak relaxation oscillations. The dashed and the dotted lines show the rms linear fits to the first two stages with \(a_1 = -2.4 \pm 0.2\,\text{mm/s}^2\) and \(a_2 = 8.1 \pm 0.5\,\text{mm/s}^2\).]
we have observed recognizable DDS in a dc complex-plasma cloud and characterized them. We found that under our experimental conditions the DDS traveled at a speed of about 15 mm/s. We observed that the DDS could self-support its propagation for much longer times than dissipation would imply. The reason for this “anomalous behavior” is not clear yet.

We explored the after-shock relaxation patterns and demonstrated that this could be a promising way to reconstruct the particle confinement parameters.

The observed results represent a first step towards understanding the fascinating property of dc complex plasmas with respect to self-sustained regular dissipative solitary dynamical patterns.
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Heartbeat oscillations in complex plasmas with a broad range of fundamental frequencies are observed and studied. The experiments are performed with monodisperse microparticles of different diameters in argon as well as in neon plasmas. The oscillation frequency increases with increasing rf power and neutral gas pressure. At the lower frequencies, oscillations are strongly nonlinear. The microparticle pulsations, the variation of the electrical discharge parameters and the spatially resolved changes in the plasma glow are proven to be strongly correlated. Heartbeat oscillation dynamics is associated with global confinement modes. © 2011 American Institute of Physics. [doi:10.1063/1.3574905]

I. INTRODUCTION

In this article, a comprehensive experimental study of the heartbeat oscillations observed in a complex (dusty) plasma is reported. This study has been performed over 8 months in the PK-3 Plus laboratory on board the International Space Station (ISS).1 PK-3 Plus uses a capacitively coupled radio frequency (rf) plasma chamber. The microparticle component of the complex plasma consists of monodisperse plastic beads a few micrometers in diameter. These particles are injected into a low temperature noble gas plasma. Every particle acts as a sphere for the electrons and ions surrounding it. Due to higher electron mobility, the particles acquire a negative net charge roughly proportional to their diameter. The resulting surface potential is shielded by the positive space charge of the plasma ions.

The negatively charged particles repel each other. Being trapped in the plasma potential well, they self-arrange themselves under microgravity conditions to homogeneous three-dimensional clouds, albeit commonly containing a void—a region free of microparticles—in the center.2 Several mechanisms have been proposed explaining the existence of the void, e.g., Goree et al.,4 suggested: “In the presence of electron-impact ionization, a positive space potential develops, creating an outward ambipolar electric field that drives ions outward, applying an outward ion drag force, which can maintain a void.” First experimental evidence of the void and for void dynamics was published by Morfill et al.,2 and Samsonov and Goree.4 A few theoretical models explaining the formation and stability of the void were proposed, among them Tsytovich,5 Tsytovich et al.,6–8 Avinash et al.,9 and Vladimirov et al.10 First numerical studies on void formation have been conducted by Akdim and Goedheer11 and Tribeche et al.12 The stability of the void itself is frequently explained by the counteraction of a confinement force and the ion drag force. Conclusive experimental, numerical, and theoretical investigations were done by Kretschmer et al.,13 We suggest that the confinement force is caused by the ambipolar field.

Complex plasma is a state of soft matter comprised of a dense microparticle cloud embedded in a plasma. The higher the density of the microparticle cloud, the more likely it is to observe instabilities that are unique to complex plasmas. As the microparticle cloud becomes denser, the microparticle interactions become stronger and particle motions are strongly correlated to each other and to the local and global plasma parameters. Experimentally observed auto-oscillations and instabilities can be regular,14 as well as irregular with a wide spectrum of excitations.4,15–18 One of these phenomena is the so-called “heartbeat”: Under certain conditions, the complex plasma configuration becomes unstable and the microparticle cloud starts to pulsate.5 We divide this heartbeat phenomenon into two stages. Starting from a stable plasma and particle configuration, an instability occurs and the system switches into a stable auto-oscillation mode. We shall call the transition phase heartbeat instability and the following stable oscillation phase heartbeat oscillation. In general, the heartbeat instability and the heartbeat oscillation must be treated as a collective phenomenon of the complex plasma,19 i.e., taking into account all constituents and their interactions. It cannot be explained as a collective (wave-like) motion of strongly coupled microparticles alone. Our

4Electronic mail: heidemann@mpe.mpg.de.
experiments can resolve the microparticle dynamics and the rearrangement of the plasma glow. A complete theoretical explanation of this phenomenon is still missing.

The article is organized as follows. In Sec. II, we describe the experimental setup and define the parameter range for our experiments. In Sec. III, we report the general conditions in the complex plasma cloud and give estimates for complex plasma parameters that cannot be measured directly. The dynamical features of the complex plasma auto-oscillations are determined in Sec IV, and the heartbeat phenomenon is described in detail. The changes in the plasma glow are shown, and they are associated with changes in ionization. The microparticle kinetics and dynamics are correlated with electrical measurements. The dust-plasma frequency and the frequency of the breathing mode are calculated for our parameters and compared to the heartbeat oscillation frequency. In Sec. V, the heartbeat instability, which is the transition from a stable cloud to a stably oscillating cloud, is discussed. We also discuss limits to the parameter space where the heartbeat instability occurs. In Sec. VI, the obtained results are summarized and the main conclusion is presented.

II. EXPERIMENTAL PROCEDURES AND MEASUREMENTS

A. Experimental setup

The PK-3 Plus setup (see Fig. 1) has been constructed to perform experiments with complex plasmas under micro-gravity conditions. The plasma is produced by an rf generator of 4 W maximum at 13.56 MHz, which is capacitively coupled to the electrodes via an RC-matching box. The electrodes are mounted in parallel plate configuration and are driven in push–pull mode. They have a diameter of 6 cm and are 3 cm apart. Each electrode is surrounded by a grounded ring of 1.5 cm width. Due to a directional coupler in the rf generator, we feed the chamber with constant power. It is possible to use either argon or neon as working gas, under a given forward rf power and gas pressure, the ionization rate is

\[ \frac{\text{IAr}}{\text{INe}} = \frac{\text{I}}{\text{Ne}} = \frac{\text{I}}{\text{Ne}} \]

The optical particle detection system consists of a laser illumination system and a recording system, containing four progressive scan CCD-cameras. The illumination system is based on two laser diodes, with a wavelength of 686 nm and a continuous wave optical power of 40 mW, the light of which is focused to a thin sheet. This laser light sheet has a full width at half maximum of about 80 μm at the focal axis. The cameras with different magnifications and fields of view record the light scattered by the microparticles at 90°. To analyze the microparticle motion, we used the “glow camera” with a slightly extended field of view of 58.6 mm × 43.1 mm. It shows the entire microparticle cloud between the electrodes. The plasma glow is filtered out. To observe the plasma glow dynamics, we used the “glow camera” with a slightly extended field of view of 68.6 mm × 50.1 mm. The cameras follow the PAL standard with a resolution of 768 × 576 pixels. Each camera provides two composite time interlaced video channels with 25 Hz frame rate. For each experiment, only four of the possible eight camera channels can be recorded on to hard disks. If both video channels from one camera are selected for recording, they can be combined to a 50 Hz progressive scan video.

B. Experimental conditions

The heartbeat experiments were performed for a set of 18 different experimental conditions (see Table I). The experiments were performed in argon and neon and designed to cover a broad range of pressures (8–100 Pa), microparticle sizes (6–15 μm), and forward rf powers (24–483 mW).

Note that argon plasmas give the best conditions for a homogeneous complex plasma with a small void, while neon plasmas result in a bigger void.1 Argon has a smaller ionization potential: The first ionization potential of argon is \( I_{\text{Ar}} = 15.76 \text{ eV} \), whereas it is \( I_{\text{Ne}} = 21.56 \text{ eV} \) for neon.20 At a given forward rf power and gas pressure, the ionization rate of argon is higher than in neon, hence the plasma is denser.

There are two main differences compared to experiments presented in Refs. 17, 18, 21, and 22. In our experiments, the monodisperse microparticles are larger than 6.81 μm. Each single particle can be identified in the camera recordings. This allows us to track the motion of individual particles and thus to analyze their kinetics. Unlike in experiments with grown particles, no contaminating components (cyclic particle growth from sputtering or chemically reactive plasmas) affected the discharge.

C. Electrical signals measurements

With PK-3 Plus, it is possible to record low-frequency (4–10 Hz) electrical signals: the root mean square (rms) rf voltage (\( U_{\text{rms}} \)) and rms rf current (\( I_{\text{rms}} \)), the rms of the harmonics in the rf current (rms harmonics), the dc current to the electrodes which is proportional to the dc self-bias, and
the forward rf power ($P$) and reflected rf power. These measurements are synchronized to the optical recordings with an accuracy of 0.3 ms. This enables us to cross-check independently the low frequency data extracted from the time-space plots (cf. Sec. IV). The measurement errors of $\bar{U}_{\text{rms}}, \bar{I}_{\text{rms}}$, and the rms harmonics are in a range of ±2%. For all rf power measurements, the errors are in a range of ±1%.

The average rms rf voltage ($\langle \bar{U}_{\text{rms}} \rangle$) and the average rms rf current ($\langle \bar{I}_{\text{rms}} \rangle$) versus average forward rf power ($\langle P \rangle$) for all the experiments in Table I are shown in Fig. 2. The time average ($\langle ... \rangle$) is calculated over several heartbeat oscillation periods. These dependencies turn out to be simple: they are fitted well with the scaling laws $\langle \bar{U}_{\text{rms}} \rangle \propto (P)^{0.3}$ and $\langle \bar{I}_{\text{rms}} \rangle \propto (P)^{0.35}$. This naturally simplifies the estimation procedure.

III. COMPLEX PLASMA CONDITIONS

A. Volume and density of the microparticle clouds

In different heartbeat experiments, the volume of the microparticle cloud varied in the range $V = 10$–40 cm$^3$. This value was found using the following method: the geometric cross section of the microparticle cloud was directly obtained from the recorded images. We assumed that the cloud (and the void) shape approximated an axially symmetric oblate spheroid (see Fig. 6), the volume of which can be calculated as $V = \frac{1}{2} \pi abh^2$, where $a(b)$ is the horizontal (vertical) semi-axis. The “net” microparticle cloud volume was calculated as $V' = V_c - V_v$, where $V_c$ is the volume of the entire cloud and $V_v$ is the void volume.

The density of the microparticle cloud varies in the range $n_d = 0.2 - 2 \times 10^4$ cm$^{-3}$. The smallest values were always detected in the experiments with the biggest particles. The averaged “2D-density,” $n_d^{(2D)}$, was obtained by detecting the particle positions inside the individual recorded images. The “3D-density,” $n_d$, is derived from the relationship: $n_d = \frac{\zeta}{R} (n_d^{(2D)})^{1/3}$, where $\zeta \approx 1$ is the geometric factor. The total number of microparticles in different experiments was estimated as $N_d = n_d V_d = 0.4 - 7 \times 10^5$.

B. Estimated plasma parameters

The plasma temperature and the plasma density were not directly measured in the experiments. Because they are

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Gas</th>
<th>Diam. ($\mu$m)</th>
<th>Power (mW)</th>
<th>Press. (Pa)</th>
<th>$f$ (Hz)</th>
<th>$f_{\text{rms}}$ (Hz)</th>
<th>$f_{\text{hi}}$ (Hz)</th>
<th>$n_d$ (cm$^{-3}$)</th>
<th>Mission date</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Ar</td>
<td>6.8</td>
<td>483</td>
<td>35</td>
<td>5.96</td>
<td>23.4</td>
<td>4.5</td>
<td>$2.1 \times 10^4$</td>
<td>16.01</td>
</tr>
<tr>
<td>II</td>
<td>Ar</td>
<td>6.8</td>
<td>290</td>
<td>36</td>
<td>3.31</td>
<td>17.9</td>
<td>4.3</td>
<td>$1.1 \times 10^4$</td>
<td>16.01</td>
</tr>
<tr>
<td>III</td>
<td>Ar</td>
<td>6.8</td>
<td>94</td>
<td>9</td>
<td>4.30</td>
<td>17.6</td>
<td>4.2</td>
<td>$1.5 \times 10^4$</td>
<td>16.01</td>
</tr>
<tr>
<td>IV</td>
<td>Ar</td>
<td>9.19</td>
<td>483</td>
<td>11</td>
<td>2.65</td>
<td>15.1</td>
<td>3.2</td>
<td>$1.1 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>V</td>
<td>Ar</td>
<td>9.19</td>
<td>288</td>
<td>10</td>
<td>3.33</td>
<td>11.5</td>
<td>3.1</td>
<td>$6.0 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>VI</td>
<td>Ar</td>
<td>9.19</td>
<td>288</td>
<td>9</td>
<td>2.81</td>
<td>11.7</td>
<td>2.4</td>
<td>$1.4 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>VII</td>
<td>Ar</td>
<td>9.19</td>
<td>194</td>
<td>9</td>
<td>2.48</td>
<td>16.0</td>
<td>2.5</td>
<td>$1.9 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>VIII</td>
<td>Ar</td>
<td>9.19</td>
<td>192</td>
<td>9</td>
<td>2.71</td>
<td>11.7</td>
<td>2.3</td>
<td>$1.4 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>IX</td>
<td>Ar</td>
<td>14.9</td>
<td>192</td>
<td>35</td>
<td>0.83</td>
<td>6.6</td>
<td>1.5</td>
<td>$0.3 \times 10^4$</td>
<td>14.08</td>
</tr>
<tr>
<td>X</td>
<td>Ne</td>
<td>6.8</td>
<td>96</td>
<td>63</td>
<td>4.22</td>
<td>14.0</td>
<td>3.0</td>
<td>$1.7 \times 10^4$</td>
<td>16.01</td>
</tr>
<tr>
<td>XI</td>
<td>Ne</td>
<td>6.8</td>
<td>96</td>
<td>101</td>
<td>2.81</td>
<td>13.6</td>
<td>3.0</td>
<td>$1.2 \times 10^4$</td>
<td>16.01</td>
</tr>
<tr>
<td>XII</td>
<td>Ne</td>
<td>6.8</td>
<td>48</td>
<td>101</td>
<td>1.08</td>
<td>13.7</td>
<td>2.7</td>
<td>$1.3 \times 10^4$</td>
<td>16.01</td>
</tr>
<tr>
<td>XIII</td>
<td>Ne</td>
<td>9.19</td>
<td>288</td>
<td>35</td>
<td>5.38</td>
<td>12.5</td>
<td>2.5</td>
<td>$1.7 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>XIV</td>
<td>Ne</td>
<td>9.19</td>
<td>192</td>
<td>102</td>
<td>6.95</td>
<td>11.9</td>
<td>2.2</td>
<td>$1.1 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>XV</td>
<td>Ne</td>
<td>9.19</td>
<td>96</td>
<td>102</td>
<td>2.81</td>
<td>12.9</td>
<td>1.9</td>
<td>$1.6 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>XVI</td>
<td>Ne</td>
<td>9.19</td>
<td>80</td>
<td>102</td>
<td>2.15</td>
<td>11.3</td>
<td>1.9</td>
<td>$1.3 \times 10^4$</td>
<td>19.08</td>
</tr>
<tr>
<td>XVII</td>
<td>Ne</td>
<td>14.9</td>
<td>30</td>
<td>65</td>
<td>2.48</td>
<td>5.8</td>
<td>1.4</td>
<td>$0.6 \times 10^4$</td>
<td>14.08</td>
</tr>
<tr>
<td>XVIII</td>
<td>Ne</td>
<td>14.9</td>
<td>24</td>
<td>102</td>
<td>1.08</td>
<td>4.9</td>
<td>1.4</td>
<td>$0.2 \times 10^4$</td>
<td>16.01</td>
</tr>
</tbody>
</table>
directly related to the discharge regime, these parameters can be estimated based on recently published results.\textsuperscript{1,23}

Probe measurements\textsuperscript{24} and simulations\textsuperscript{1,24} show that the plasma density is basically proportional to the gas pressure and the discharge voltage and that the plasma species temperatures are roughly constant:

\[ n_e = \frac{n_{e0}}{p_0 U_0}, \quad T_e = T_{e0} = \text{const}, \quad T_i = T_{i0} = \text{const}. \]

(1)

This is approximately true in the range of parameters, which is of interest in the given study. Additionally, it was found that the presence of microparticles leads to a decrease of the electron density in the microparticle cloud and that the electron density in the void is significantly higher.\textsuperscript{23}

The values of the electron density obtained with Eq. (1) are quite reasonable, as the latter is close to room temperature for the low forward rf power we operated with.

The estimation of the electron temperature values is more demanding. The electron temperatures simulated in Ref. 1 were found to be in the range \( T_e = 5 - 6 \text{eV} \) for neon and \( T_e = 3 - 4 \text{eV} \) for argon. Compared to the probe measurement data,\textsuperscript{24} the 2D simulation code used in Ref. 1 overestimates the real temperatures. Note also that the experiments in Ref. 24 have been performed in the IMPF device that differs from the PK-3 Plus device in design. It is, however, possible to rescale data as proposed in Ref. 25. The set of scaling parameters determined is shown in Table II.

<table>
<thead>
<tr>
<th>Gas</th>
<th>( n_{e0} ) (cm(^{-3}))</th>
<th>( p_0 ) (Pa)</th>
<th>( U_0 ) (V)</th>
<th>( T_{e0} ) (eV)</th>
<th>( T_{i0} ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>( 10 \times 10^8 )</td>
<td>60</td>
<td>14</td>
<td>2 - 3</td>
<td>0.03</td>
</tr>
<tr>
<td>Ne</td>
<td>( 1.5 \times 10^8 )</td>
<td>60</td>
<td>17</td>
<td>3 - 4</td>
<td>0.03</td>
</tr>
</tbody>
</table>

This results in the heartbeat oscillation. The blue curves show the minimal intensity in the reopening phase of the oscillation. The time-averaged distribution is shown in black. The dashed curves show the intensity deviation from this averaged value. Note that there is a stagnation zone with approximately constant glow intensity located at 14–16 mm from the center (at 0 mm).

### IV. DYNAMICAL PROCESSES OBSERVED IN THE COMPLEX PLASMA

The heartbeat oscillation is a succession of contractions and expansions of the void defined by the microparticles.\textsuperscript{18} In the beginning, it manifests itself as an instability accompanied by a fast contraction of the microparticles toward the geometrical center of the discharge chamber. Then the glow stays on an intermediate value for up to 1 s, then the cycle restarts. The glow dynamics can be correlated with the particle kinetics (see Sec. V).

#### D. The particle charge

The experimental setup used in this study does not allow us to measure the microparticle charge directly, but for a wide range of complex plasma parameters, the charge can be estimated using model assumptions. For instance, in many complex plasma studies, it has been shown that each microparticle gains about 1000 electrons per 1 \( \mu \text{m} \) diameter for a typical laboratory plasma with electron (ion) density \( n_{e(i)} \approx 10^8 - 10^9 \text{ cm}^{-3} \) and electron temperature \( T_e \approx 2 - 4 \text{eV} \).\textsuperscript{27,28}

This is a convenient “reference value” useful as a test for model predictions.

In the given study, the microparticle charge \( Z e \), where \( e \) is the elementary charge, was estimated using the drift motion limited (DML) method explained in Ref. 29. For all the cases listed in Table I, the value of the specific charge \( Z e/d \) is in the range \( Z e/d \in [1000, 1400]e \), where \( d \) is the particle diameter measured in micrometers. For instance in experiment II, \( Z \) was estimated as \( Z = 9800 \) and in experiment IX as \( Z = 22700 \).

For comparison: in the orbital motion limited (OML) model \( Z \approx 1400a T_e \), where \( a \) is the particle radius in micrometers and \( T_e \) is the electron temperature in electronvolts.\textsuperscript{30} This results in \( Z/d \approx 700 T_e = 1400 \) for \( T_e = 2 \text{ eV} \). That gives an upper limit for the specific particle charge estimate.

In Sec. IV E, the above estimates of the particle charge are cross-checked using measurements of the dust acoustic waves (DAW) propagating in the complex plasma.
Microparticles drift outward restoring their initial position while the oscillation cycle restarts.

The observed heartbeat oscillations can be weak (linear stage) where almost the whole cloud oscillates synchronously. It can also be strongly nonlinear, with complicated oscillation patterns (Fig. 4). We observed such kinds of behavior in experiments IV–VIII. Here, the heartbeat oscillations are accompanied with other instabilities like self-excited waves,25 that are connected to ion- and dust-acoustic instabilities in dusty plasmas.31,32 These instabilities can occur in our experimental conditions.33 Such secondary waves can themselves have profound nonlinear features like spatial frequency clustering.34 The pattern realized in our experiment was strongly dependent on the discharge regime, in particularly on the forward rf power.

A. Observed oscillation patterns

In this section, the complicated oscillation patterns excited by the heartbeat oscillation are illustrated using experiments VI and VIII. The patterns consist of three main elements: Self-excited waves on the outer edges of the microparticle cloud, heartbeat oscillations close to the center, and oscillons in the transition region. The patterns are visualized in Fig. 4 using time-space plots. The preparation of time-space plots is discussed in Sec. IV B.

Self-excited waves were present at the edge of the cloud. They are visible as oblique bright stripes in the left part of the panels (b)–(d) shown in Fig. 4 and emphasized in the contrast enhanced region 1 in panel (c). These waves are not caused by the heartbeat oscillations and their frequency is not correlated with that of the heartbeat oscillation.25

Heartbeat oscillations occur at the center of the cloud, in the right part of Fig. 4(a) and in panels 4(b)–4(d). The regular contractions during experiment VI [panels 4(b) and 4(c)] can be seen as alternating narrow bright and dark lines. Also compare the contrast enhanced region 3. The oscillations were stable over 83 s, which is more than 230 oscillation cycles. The pattern remained stable even under an external disturbance caused by a set of short-time pulses (changes of the dc offset on the electrodes), visible as bright horizontal stripes in Fig. 4(b). After the perturbation the restoring time of the oscillation pattern was less than the oscillation period of 0.36 s. At lower rf power, the heartbeat oscillations became unstable and irregular [experiment VIII, see Fig. 4(d)]. The oscillations stopped abruptly and a large void appeared. This phase can be recognized as large dark areas in the right part of the panel. After a short time, the void collapsed again and the regular heartbeat oscillations were restored.

The heartbeat oscillation excites the propagation of oscillons.14 In the time-space plots, the oscillons are visible as slightly slanted bright lines in the central part, see region 2 with enhanced contrast. The internal structure of the oscillons consists of vibrating particles. The oscillation periods of the microparticles in the oscillons are strongly correlated with the heartbeat frequency.

It is an interesting question whether the oscillation patterns in complex plasmas show universal properties under different experimental conditions. From our measurements and from previously published data,4,14,17,35,36 it is evident qualitatively that some simple dependencies should exist. For instance, it follows directly from the data listed in Table I that the oscillation frequency increases with decreasing particle size and with increasing forward rf power. The trend for fundamental frequencies to grow with the forward rf power remains true for the data available from a variety of experimental setups and conditions (cf. Fig. 5).

The dependence of the fundamental frequency on other parameters is less evident, either because the parameter space has not yet been mapped sufficiently by experiments or because some parameters could neither be measured nor be estimated. The latter is especially true in experiments with grown particles where the information about particles—like size distribution, density, charge, kinetics—is missing, and the discharge itself is modified uncontrollably by the products of the growth process.
B. Frequency analysis: Method of time-space plots (periodgrams)

To demonstrate the analysis methods, let us consider the example shown in Fig. 6. It shows a snapshot of the microparticle cloud obtained in experiment II (cf. Table I). The experimental conditions were argon gas with a pressure of 36 Pa, MF particles with a diameter of 6.81 μm, 290 mW forward rf power at a peak-to-peak voltage of 32 V, and an (I_{rms}) = 3.5 mA. The microparticle dynamics were recorded at a frame rate of 25 fps.

Beyond the small central void the cloud is homogeneous with an averaged interparticle separation Δ ≈ 450 μm and a mean particle number density n_p ≈ 10^4 cm^-3. The whole microparticle cloud was continuously oscillating, indicating a rather weak instability (cf. Sec. IV A).

Time-space plots are used to measure the line density evolution and thereby illustrate the dynamics of the microparticle cloud in a straightforward way. These plots are assembled as follows: Inside a narrow horizontal band of well-defined width (see below) taken close to the center of each frame (cf. Fig. 6), the pixel intensities are summarized vertically, resulting in a single line representing the horizontal pixel intensity distribution. These lines are stacked in sequence. The resulting image shows the temporal evolution of the horizontal brightness distribution in the recorded images, and thus (to some extent) the temporal evolution of the line density of the microparticle cloud.

The resulting (t, x) map (prepared from several hundred images) is decomposed into its constituent frequencies and wave numbers \( \sim e^{-\omega t + ikx} \), with \( \omega = 2\pi f \) and \( k = 2\pi/\lambda \), where \( f \) is the frequency, \( k \) is the wave number and \( \lambda \) is the wavelength of the line density variations. The spectra calculated with the help of discrete Fourier transform (DFT) are shown in Fig. 6 (top inset) and Fig. 9(d). There the wave numbers are normalized by the interparticle separation Δ. The maximal inaccuracy of the measured positions of the spectrum lines is estimated to be less than 30%. It is important to note that in order to obtain a good Fourier spectrum, the width of the band has to be chosen carefully: if it is too narrow, only a few particles will contribute to the time-space plot and consequently no pertinent information can be extracted concerning the cloud dynamics; if it is too wide, the intensities of several particles will overlap across the band and pixel intensity variations will only reflect microparticle density variations at a long wavelength scale while the fine details will be lost. A generally good choice for the band’s width is when three–four layers of microparticles are included.

C. Correlation of the particle oscillation periods and the electrical signals oscillations

The heartbeat oscillations also cause variations in the measurements of the electrical signals. These measurements...
are related to the global discharge characteristics. At this global scale, the results of electrical signal measurements agree reasonably well with those obtained from particle dynamics measurements.

In Fig. 8, we compare the trajectory of an individual particle with the electrical signals recorded in experiment IX, Table I. Note that the time moments when the particles gain momentum from the plasma correlate well with the sharp increase shown by the oscillating dc-current.

Moreover, the base frequency of the particle vibration matches the base frequency of the variations of rms rf voltage ($U_{rms}$) and current ($I_{rms}$). For instance, a comparison of the oscillation frequency of the microparticles and of the recorded electrical signals during the phase of stable oscillations of experiment VI (cf. Fig. 4) is shown in Fig. 7. The measured frequencies agree well (for more details see Ref. 14). Figure 9 presents the housekeeping data (pressure and several electrical measurements) and the time-space plot for experiment IX. A reasonably good agreement between not only the fundamental frequencies but also their higher harmonics is evident from the derived Fourier spectra.

**D. The dust-plasma frequency and the breathing mode frequency**

From a physical point of view, the heartbeat oscillations must arise from oscillations ubiquitous in complex plasmas. One could expect that the frequencies must be proportional, e.g., to the dust-plasma frequency. The regular microparticle oscillations can also be associated with the global modes affected by plasma confinement. To decide which mechanism of plasma oscillations can be employed, the frequencies of these oscillations are calculated from plasma parameters (cf. Sec. III B).

The dust-plasma frequency is defined by

$$f_{dust} = \frac{1}{2\pi} \sqrt{\frac{4\pi(Ze)^2 n_d}{m_d}},$$

where $Ze$, $n_d$, and $m_d$ are the microparticle charge, the microparticle number density, and the microparticle mass, respectively.

This is not surprising as the oscillating microparticles visibly do not behave like individually “caged” particles but reveal a collective motion typical for complex plasma global modes. This is one of the important features of the instability discussed: a breathing mode is primarily excited. The breathing mode and its first harmonics are easily identified in the spectra shown in Figs. 6 and 9. In our case, it is actually a “classical” variant of the breathing mode with essentially “radially polarized” particle vibrations. Noteworthy is the correlation of the particle vibration frequency with the frequency of oscillations of the dc current, the low frequency modulation of rms harmonics as described in Sec. IV C. The
correlation of the horizontal oscillation of one individual particle with the rms rf and dc current oscillations is emphasized in Fig. 8. In the context of breathing mode oscillations, the particle-energizing mechanism can be naturally explained as a temporary enhancement of the radial confinement strength followed by a short-time degradation. The detailed theoretical explanation of the feedback mechanism is still outstanding.

It is well known that the breathing mode is determined primarily by the confinement conditions, that is, by the strength of the electric field caging the cloud. Assuming that the horizontal voltage drop $\delta U \approx U$ (see Ref. 1), the radial component of the electric field strength can be estimated and the oscillation frequency is given by

$$f_{\text{bm}} \approx \frac{2}{\pi D} \sqrt{\frac{2Z|e|U}{m_{d}}},$$  \hfill (3)

where $D$ is the horizontal diameter of the microparticle cloud. The estimated values of $f_{\text{bm}}$ are listed in Table I. They agree well with those observed experimentally.

The ratio of the breathing mode frequency to the dust-plasma frequency is shown in Fig. 10(b) versus the reduced rms rf voltage. Surprisingly, all data points concentrate well around $f_{\text{bm}}/f_{\text{dust}} \approx 1/5$. This frequency ratio can be interpreted also in a different way. From the relationships (2) and (3), it follows that $E_{\text{bm}} / 4\pi \rho_{\text{dust}} = 1/8(f_{\text{bm}} / f_{\text{dust}})^2$, where $\rho_{\text{dust}} = Z_{\text{ne}}n_{d}$ is the total microparticle charge density, $E_{\text{bm}} = U/R^2$ is the scale of the electric field strength variation, and $R = D/2$. Because $E_{\text{bm}} \approx \delta \rho$, where $\delta \rho$ is the charge decompensation inside the complex plasma, we come to the important conclusion:

$$\delta \rho / \rho_{\text{dust}} \approx 0.5 - 1.5\%.$$

Therefore, the smallness of the ratio $f_{\text{bm}}/f_{\text{dust}} \approx 1/5$ evidences the global quasineutrality of the entire complex plasma cloud.

E. Self-excited waves and “dust sound”

Additionally, intense heartbeat oscillations can give rise to collective modes also detected in the particle excitation spectra, e.g., the dust acoustic mode. The traces of the “dust sound” are seen, for instance, in the spectra shown in Figs. 6 and 9. The fundamental harmonic along with its resonant super-harmonics form a peculiar pearl-necklace-like pattern in $(k, \omega)$ space, visibly aligned, and therefore unmistakably indicating an acoustic-like dispersion relationship, $\omega \sim k$.

The slope of the line highlighted by the pearl-necklace-like pattern gives us the speed of sound. For instance, it is $C_s = 5.1 \pm 2.5$ mm/s in the spectrum of experiment IX shown in Fig. 6, while it is $C_s = 2.6 \pm 1.1$ mm/s in the spectrum for experiment IX shown in Fig. 9.

Both estimates agree fairly well with the theoretical expectations of the dust acoustic wave speed:

$$C_{\text{DAW}} = \sqrt{Z^2 T_i / m_d (n_i + Z_{ne})},$$  \hfill (4)

Using our charge estimates as described in Sec. III D, we obtain for experiment II ($n_i = 1.1 \cdot 10^4$ cm$^{-3}$) an estimated $C_{\text{DAW}} = 6.4$ mm/s and for experiment IX ($n_i = 3 \cdot 10^3$ cm$^{-3}$) $C_{\text{DAW}} = 2.5$ mm/s. As mentioned in Sec. III D, we can also use the measured dust acoustic wave speed to cross-check the estimate of the particle charge. For the whole set of experiments in Table I, we get on average $Z_{\text{DAW}}^2 / Z_{\text{DML}}^2 = 1.0 \pm 0.2$, where $Z_{\text{DAW}}$ is the value of the particle charge obtained with Eq. (4) and the experimentally measured speed of sound, while $Z_{\text{DML}}$ is the value obtained using the method from Ref. 29.

As mentioned in Sec. IV A, self-excited wave-ridges may start to propagate at the edges of the microparticle cloud in some cases. A good example for such an event is seen in Fig. 4, where these waves are generated well in the periphery part of the microparticle cloud, far away from the void in the center. These waves are not sound-like, and they are never spread out all over the entire cloud.

V. THE ONSET OF INSTABILITY

The study of the heartbeat oscillations would not be complete without even a brief discussion of the microparticle dynamic aspects directly related to the onset of the instability. They can be explored directly in the given experiments, even quantitatively, especially in the domain of low frequency oscillations. For example, in the conditions of the aforementioned low-frequency experiment IX (Table I) the time-resolved measurements provided such kind of detailed information. There is a unique opportunity to demonstrate
whether there is any relation between some of the important experiment parameters and the occurrence of the instability, e.g., whether a minimum dust density, critical rf power, or neutral gas pressure are required.

Figure 11(a) shows the tracked particle positions during the transitions phase from a microparticle cloud with stable void to a stable heartbeat oscillation. The changes in the important parameters, rf power, pressure, and particle density $n_{D0}/S = N/S$ are shown together with the measured dc current in Fig. 11(b). The heartbeat instability in the given experiment occurred as the forward rf power was dropped down. The total change in the forward rf power amounts to 22%. Already at $t \approx -5$ s, low amplitude particle oscillations started at the void boundary and dc current oscillations appeared. From all electrical measurements, dc current seems to be the most sensitive to heartbeat oscillations. At $t \approx 0$ s, a gas puff is increasing the neutral gas pressure by approximately 15% and the void disappears. The stable heartbeat oscillation is fully developed from $t \approx 10$ s. A smaller void establishes from $t \approx 15$ s. The average particle density after $t = 0$ s is reduced by $\approx 4\%$ from the initial value. It is important to note that in all experiments in Table I, the rf power was stepped down before the onset of the instability. Yet, not all transitions contained a gas puff and the average density of the microparticle cloud stayed almost constant (going down marginally). We could also determine a general trend that the higher the neutral gas pressure the higher the critical value of forward rf power at which the heartbeat instability arose. Also note the second gas puff at $t \approx 62$ s recorded for experiment IX, Table I (Fig. 9). The restoration time of the heartbeat oscillation is 10 s, the same as for the gas puff at $t \approx 0$ s. In this experiment, $C_{DAW} \approx 2.5$ mm/s (see Sec. IV E). Hence, dust acoustic waves need $\approx 12$ s to travel through the shown part of the cloud $[\Delta t \approx 30$ mm, see Fig. 11(a)]. The particles in the cloud oscillate mainly in phase, i.e., basically no waves are propagating through the cloud during the steady state of the heartbeat oscillation.

The experimental setup on board the ISS limits the possibility to conclude on the mechanism of the instability itself by a few reasons. The PK-3 Plus laboratory cannot provide information below the time scale of 20 ms for the particle cloud dynamics and below 100 ms for the housekeeping signals measurements. Hence, the time resolution is not enough to resolve the dynamics of the plasma ions—the leading agent of the instability. For the conditions of our experiments, the ion (ambipolar) diffusion time can be estimated as $\tau_{Di} \approx 1 - 20$ ms (Ref. 20) or even less.3,15–18 There are still several open questions concerning the heartbeat instability and oscillations, most importantly a complete theoretical model and the mapping of the heartbeat instability in terms of discharge parameters and microparticle number densities. As long as no quantitative model for the occurrence of the heartbeat instability exists, it is not clear which “canonical” variables control this phenomenon and how they are related to experimental parameters. Therefore mapping of the parameter space is not feasible.

VI. CONCLUSION

In our experiment, the heartbeat instability has been observed at a particle number density of $n_p = 0.2 - 2 \times 10^6$ cm$^{-3}$. In this survey, the transition from a cloud with stable void to heartbeat oscillations was accompanied by only a marginal variation of the cloud density. In all cases we explored the instability sets in after decreasing the forward rf power. The heartbeat phenomenon occurs for a wide range of experimental parameters as it is obvious from our experiments and previous publications.4,35,36 We conclude that the instability conditions depend on the interplay of local ionization rate, particle charge, and cloud density.
The possibility to resolve the microparticle dynamics at the kinetic level is crucial for understanding the heartbeat phenomenon. In addition, the measurement of the microparticle kinetics allows to probe plasma parameters and to cross-check the estimates of experiment parameters that had to be calculated using theoretical predictions. For instance, the microparticle charge was calculated using the DML and OML theories and could be cross-checked using measurements of the dust acoustic wave speed. It was found that the discrepancy between these three estimates is less than 20%. The frequency of the heartbeat oscillation has been measured independently from the time-space plots (periodograms) depicting the temporal evolution of line density, the direct tracking of the particle positions, and the housekeeping data. We showed that the acceleration of microparticles is strongly correlated with changes in the electrical signals—especially the dc current related to dc self-bias of the electrodes—and found significant agreement between the DFT spectra of particle motion and electrical signals. Additionally by comparing the predictions for the dust-plasma frequency and the breathing mode frequency for our parameters, a fixed relation, global quasineutrality of the entire complex plasma cloud can be deduced. Combining measurements and estimates, it was possible to relate the heartbeat oscillation to a global breathing mode of the microparticles.
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Abstract. Experimental results on an auto-oscillatory pattern observed in a complex plasma are presented. The experiments are performed with an argon plasma, which is produced under microgravity conditions using a capacitively coupled rf discharge at low power and gas pressure. The observed intense wave activity in the complex plasma cloud correlates well with the low-frequency modulation of the discharge voltage and current and is initiated by periodic void contractions. Particle migrations forced by the waves are of long-range repulsive and attractive character.
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1. Introduction

The ability to self-sustain oscillations is typical for auto-oscillation systems with inertial self-excitation such as the Helmholtz resonator, well known in acoustics [1].

Hydrodynamic (or hydrodynamic-like) systems provide other examples of oscillatory patterns fed by streaming in the system: a flow-acoustic resonance [2], hydrothermal [3] and plastic deformation flows [4], mobile dunes [5], surface tension auto-oscillations [6], oscillating domains in planar discharges [7], self-excited dust density waves [8] and many others.

The usual assumption is that auto-oscillations are maintained by a sufficiently powerful instability allowing recirculation (hysteresis) in phase space [9, 10].

In this paper, we discuss self-sustained oscillatory and wave patterns observed in complex plasmas with the PK-3 Plus setup on board the ISS [11]. These active experiments (including as an item wave excitations [12]) have been performed recently in a particularly wide range of plasma parameters [11].

Complex plasmas are low-pressure low-temperature plasmas containing microparticles. These particles can be visualized individually with a laser beam, the light of which is scattered by the particles and then recorded with a CCD camera. Under microgravity conditions in experiments on board the ISS [11] or in parabolic flight experiments [13], the recorded particle clouds are essentially three-dimensional structures that are more or less homogeneous, albeit commonly containing a void—a ‘visibly empty region’ free of particles—at the center [14, 15].

By providing investigations of microparticle migrations at the atomistic level, such experiments may help us to understand the fundamental nature of inanimate auto-oscillations and the intrinsic dynamics of highly dissipative nonlinear structures. In particular, we will show that for fluid systems a range of processes may occur (at the microscopic level), which all play a role in the self-organization and finally lead to a simple auto-oscillatory pattern for the system as a whole.
Stable regular auto-oscillations have been observed for the first time in the experiments under microgravity conditions. It is still a challenging open question to explain the physics of this phenomenon. The intention of the paper is twofold:

- detailed analysis of available experimental data;
- focus attention on the physical mechanism of auto-oscillations.

The paper is organized as follows: in section 2, the observation results are collected. This includes the experimental conditions (section 2.1), the dynamical patterns shown by the particle vibrations (section 2.2), their correlation with measured low-frequency oscillatory components of the voltage and the current of the feeding circuitry (section 2.3), and the parameters of the complex plasma (section 2.4). The capability of a complex plasma to generate auto-oscillations (in this respect complex plasmas resemble many other dynamical systems) is discussed in section 3 and physical aspects of auto-oscillations in complex plasmas in section 4. We propose a simple electromechanical model description. To ensure that our simple scenario is valid, we check the local consistency of the time and space scales (section 4.1), the charge balance (section 4.2), the momentum and the energy balance (4.3), and possible trigger (section 4.4) and driving (section 4.5) mechanisms for oscillations. In section 5, the results are briefly summarized.

2. Observation results

2.1. Experimental conditions

The PK-3 Plus chamber, a parallel plate capacitively coupled rf discharge, is symmetrically driven by two electrodes, which have a diameter of 6 cm and are separated by 3 cm (measured voltage asymmetry does not exceed $\simeq 2\%$; all measured electrical values shown below are arithmetic means). The electrodes are surrounded by a grounded ring of 9 cm diameter and 1.5 cm width. (More technical details of the setup can be found in [11].) Particle vibrations were recorded at a rate of 50 fps and a spatial resolution of 45.05 $\mu$m pixel$^{-1}$ (49.6 $\mu$m pixel$^{-1}$) in the vertical (horizontal) direction. The sample rate of the low-frequency electrical measurements was 10 Hz at the stage of stable vibrations.

The experiment we address here was performed in argon at a pressure of 9 Pa and was arranged in two stages (figure 1). In the first stage, the discharge was ignited with a peak-to-peak voltage of 37 V at an applied (rms) power of 0.181 W (the discharge power factor for the entire circuitry was estimated as about 45–60%). Melamine-formaldehyde particles with a diameter of $(9.2 \pm 1\%) \mu$m and a mass density of $1.51 \text{g cm}^{-3}$ were inserted into the chamber. They formed a cloud stretched horizontally (the aspect ratio width/height $\equiv D/H \approx 64 \text{mm}/15 \text{mm}$) with a visually pulsating elliptically shaped void. In the maximal ‘stretched’ phase the void is $\sim 7 \times 3 \text{mm}^2$. This discharge regime allows us to observe stable oscillations at a frequency of 3–15 Hz. The estimated gas damping rate, attenuating particle motion, was $\gamma_{\text{damp}} = 10.7 \text{s}^{-1}$. Unlike [16]–[18] no contaminating (sputtering) components affected the discharge.

This is one of the main differences of this experiment compared to [17]: the particles are injected, not grown in a plasma, and the particle size is larger (at least one order of magnitude).

The experiment started out with a stochastically stabilized complex plasma ($t = 0$ s in figure 1; for details of stochastic stabilization see [11]). At $t = 20$ s, the external stabilization was turned off, and after $\Delta t \simeq 1$ s delay the auto-oscillations appeared. Next at $t = 31$ s the
plasma was stimulated by a series of six short-time voltage pulses produced by the function generator. The pulses, with a negative amplitude of $-50 \text{ V}$, were applied to the bottom electrode through a $20 \text{k}\Omega$ feed resistor. This produces short-time dc voltage shifts of a few volts, which leads to shock compression of the particle cloud. After this the system was observed to freely oscillate for $\approx 83 \text{ s}$ without external forcing.

After $\approx 150 \text{ s}$ the applied power was lowered to 0.12 W, and another form of the heartbeat instability with its almost irregular large-amplitude void constrictions started. The stable oscillation phase we address here would seem to be a completely different phenomenon. Details of the unstable (heart-beat) phase will be published elsewhere.

2.2. The global dynamical pattern and oscillons

Figure 2 visualizes the dynamical activity. Surprisingly the ‘shaking’ divides the particle cloud into two counter-moving parts, which form a stagnation zone with nearly zero particle velocity at the interface. Outside the stagnation zone the particles are seen to move along the axis at nearly constant velocity (in this particular half-cycle) as if they were attracted by the void. Apparently, in this phase the void behaves like a negatively charged probe, and long-range attraction is due to the ion collection effect [19]. In the next half-cycle, as the void tends to close, the particles are repelled from the center.

Simple estimates based on particle behavior analysis show a rather weak plasma charge oscillation with maximal decompensation of the order of $\delta n/n = 0.5\text{–}1\%$ inside the stagnation zone.

The fluctuation spectrum of the oscillating particle cloud is shown in figure 3. It consists of discrete lines, indicating regular nonlinear vibration, and the dust fluctuations with a continuous spectrum $\omega \propto k$ at a mean speed of $6.4 \pm 0.3 \text{ mm} \text{ s}^{-1}$. Waves in the continuum are identified as dust acoustic waves.

The periodic auto-oscillation pattern formed by particle horizontal vibrations is shown in figure 4. For depicting the oscillation pattern, we follow a simple procedure proposed in [8].
Figure 2. Ten superimposed images shifted by one period in time are shown to reveal the global dynamical pattern of the complex plasma. The main elements are: a void (the dark elliptic-shaped area to the right, at this active open stage), a quasi-spherical halo (highlighted by the dash-dotted line) with concentric waves spreading around the vibrating void, two horizontal counter-rotating global vortices with angular velocity \( \simeq 0.2 \text{ s}^{-1} \) and horizontal radius \( \simeq 7.5 \text{ mm} \), and an edge ‘buffer’ zone to the left. The boundaries of the vortices form a ‘waveguide’ for oscillons in-between (oscillons are identified in the middle as a few brighter vertical stripes). For the given half-cycle the dominant particle motion is as indicated by the arrows. The stagnation zone with nearly zero particle velocity is located at \( x \sim 5 \text{ mm} \) (see also figure 7). The semi-transparent arrows indicate general particle drifts. The dashed lines cross at the position of the void center. The illuminating laser sheet FWHM is about 80 \( \mu \text{m} \).

From each image of the recorded sequence a narrow slab of size 35 \( \times \) 5 mm\(^2\) centered over the void’s vertical position is extracted. Then the slab is ‘compressed’ into a line by adding up the pixel intensities perpendicular to its longer side. The result is plotted (as a periodgram) for every frame as shown in figure 4, forming a \((x, t)\) map. The brighter regions of this map correspond to higher particle densities. The darkest regions are particle-free, which means that the void is maximally open. The fundamental oscillation frequency shown by the cloud is

\[
f_{\text{osc}} = 2.81 \pm 0.03 \text{ Hz.}
\]

(1)

The lines of the spectrum shown in figure 3 form a sequence of harmonics of fundamental frequency \( f_n = n f_{\text{osc}} \), \( n = 1, 2, 3, \ldots \). All harmonics up to the fourth order can be properly identified.

2.3. Correlation between particle vibrations and electrical signals

Figure 5 shows the correlation between the vertical cloud oscillations and all electrical signals. There is no correlation with the applied power. To depict the pattern of vertical oscillations the
Figure 3. Spectral characteristics of the auto-oscillating complex plasma. The spectral energy is shared between two components: (a) a sound-like continuum (dust acoustic waves) and (b) discrete spectral lines. The two bottom panels show the spatial distribution (c) of the spectral intensity of the mean particle velocity fluctuations (I) and (d) the phase variation (φ) at the fundamental frequency. Both parameters are distributed inhomogeneously along the cloud. The spectrum (a) was calculated by making use of over 2700 particle trajectories. The spectrum (b) of the density fluctuations was obtained locally (5.5 mm < x < 6.5 mm) inside the stagnation zone. Note that the dashed line in (a) with the slope $C_{\text{DAW}} = 6.4 \text{ mm s}^{-1}$ fits well to the DAW spectrum.

A comparison with the oscillatory components of the effective voltage and current (figures 5(b) and (c)) shows an almost anti-phase behavior that is typical of pattern-creating gas discharges (see e.g. [20]). The mean components of these signals (corrected for measurement offset errors) are

$$\langle I \rangle = 3.24 \pm 0.03 \text{ mA}, \quad \langle U \rangle = 12.70 \pm 0.02 \text{ V}. \quad (2)$$

From this we obtain an average ohmic discharge resistance of $\simeq 4 \text{ k}\Omega$. (Without particles the plasma resistance was $\simeq 3.4 \text{ k}\Omega$. This value agrees well with that estimated from [21].)
Figure 4. Periodgram showing horizontal oscillations of the cloud. The brighter spikes in the middle (indicating enhanced particle density) are oscillons (see also figure 2) slowly propagating towards the outer edge of the cloud (to the left) at an approximately constant speed of 0.4 mm s$^{-1}$ away from the pulsating void (the horizontal periodic dark stripes to the right). The dashed line indicates the position of the void center. The life-time of the oscillons is $\simeq 20 \text{s}$, i.e. about 200 damping times. Oscillons are ‘fed’ by the oscillatory energy. The faster edge wave-ridges (see [12]) are also clearly seen at $x > 25 \text{ mm}$.

Fitting a VI-curve (figure 6) obtained from the data shown in figure 5(b) and (c) yields (to the main order) a constant negative differential conductivity (NDC; see [22])

$$-dI/dU = 0.41 \pm 0.07 \text{ mA V}^{-1}. \quad (3)$$

Note that sharp current minima (voltage maxima) are apparently linked to the vertical cloud compression, whereas the void opening relates to a weak rise in the current. All this suggests an association with the variation of the discharge capacitance—an ‘electromechanical effect’. In this sense, the complex plasma resembles a varicap, a device whose capacitance varies under the applied voltage.

Based on this analogy and using an equivalent circuit model [21], one can show that the expected variation of the rms current is of the order

$$\frac{\delta I}{\langle I \rangle} \simeq -\eta \frac{C_{\text{cloud}}}{C}, \quad \eta = \frac{\omega^2 \tau^2}{1 + \omega^2 \tau^2}, \quad \tau = RC, \quad (4)$$

where $R$ is the discharge resistance, $C$ the discharge capacitance, and $C_{\text{cloud}}$ the cloud capacitance. Assuming $\omega \tau \simeq 1$ we estimate $C \simeq 3 \text{ pF}$. Hence, the observed oscillation amplitude would be explained if $C_{\text{cloud}} \simeq 0.4 \text{ pF}$, which is quite reasonable.

The maximal volume of the void considered as an oblate (disc-shaped) spheroid is

$$V = \frac{4}{3} \pi a^3 c \simeq 0.077 \text{ cm}^3, \quad (5)$$

where $a \simeq 0.35 \text{ cm}$, and $c \simeq 0.15 \text{ cm}$ are the corresponding semi-axes.
The geometric capacitance of such a spheroid is

\[ C = \frac{\sqrt{a^2 - c^2}}{\arccos(c/a)} \simeq 0.3 \text{ pF}. \]  

(6)

This agrees surprisingly well with the above estimate derived from current variation.

2.4. Plasma parameters

From probe measurements [23] we estimate the plasma parameters as \( n_e \sim 10^8 \text{ cm}^{-3}, T_e \sim 2–3 \text{ eV} \). The interparticle separation averaged over the entire cloud area (figure 2) is \( \langle \Delta \rangle \simeq 230 \mu \text{m} \). The highest compression occurs at the spikes (figure 4), where the interparticle separation is \( \Delta_{\text{min}} = 173 \pm 16 \mu \text{m} \). Outside the spikes compression is less; the interparticle separation is \( \langle \Delta \rangle = 300–350 \mu \text{m} \). At the kinetic level we see that particles are first accelerated
to high speeds \((v_{\text{max}} = 18.9 \pm 0.4 \text{ mm s}^{-1})\) and then they are decelerated, forming spikes—oscillons, which are clearly seen in figure 2 as vertically elongated constrictions.

The process of periodic capture and release of particles by oscillons is quite similar to that realized inside the dust density wave fronts \([8]\). Following \([8]\) and using the parameters listed above, we calculated the particle charge \(Z_d \approx 9000\). From \([25]\) it follows \(Z_d \approx 9000\).

Thus taking \(Z_d \approx 9000\), we can estimate now all other dynamical parameters. For instance, the dust sound speed is \(C_{\text{DAW}} \approx 6–7 \text{ mm s}^{-1}\), and the dust plasma frequency is \(f_{\text{dust}} = \omega_{\text{dust}}/2\pi \approx 14–20 \text{ Hz}\).

The fact that the estimated value of \(C_{\text{DAW}}\) agrees well with the measured value (see section 2.2) is worth noting. It indicates that the plasma parameters shown above are properly identified.

It is remarkable also from another viewpoint. In the general case the dust acoustic speed depends equally strongly on the particle charge and plasma density \([24]\). Hence, it is difficult to identify the dominant parameter—either the electron temperature or density—controlling the dynamics. In dense particle clouds if the Havnes parameter \(H = Z_d n_d/n_e\) is large, \(H > 1\) (exactly the case we deal with), the situation might be different. The dust acoustic speed \(C_{\text{DAW}} \propto \sqrt{Z_d(1 + H^{-1})^{-1}}\) is still strongly dependent on the particle charge but only weakly on the electron density. In our case, we estimated \(H \approx 2\); thus a \(\pm 50\%\) variation in the value of \(H\) would give only \(\approx 10\%\) variation in \(C_{\text{DAW}}\). The particle charge is roughly proportional to the electron temperature. Therefore the value of the dust acoustic speed can be a good measure for the electron temperature.

Finally, let us emphasize again that the values of both parameters \(Z_d\) and \(C_{\text{DAW}}\) are obtained from observations: charge—from the dynamics of oscillons, dust acoustic speed—directly from the fluctuation spectrum.

**Figure 6.** VI-curve of the discharge current and voltage variations indicating the negative differential conductivity in the auto-oscillation regime. The dashed line is the rms fit with the negative slope shown in equation (3) in the text.
3. Complex plasma as a dissipative system capable of auto-oscillations

The auto-oscillating cloud of the microparticles is one of the most intriguing phenomena detected in experiments with complex plasmas: the complex plasma gives rise to self-excited macroscopic motions—it sets the paradigm of a dissipative system capable of auto-oscillations. (This stable auto-oscillating complex plasma should not be confused with cyclic spatiotemporal microparticle generations \[16\], and the heart-beat instability \[17\] studied in detail in dust-forming plasmas). Depending on discharge conditions and plasma parameters, the complex plasma could be kept stable, or excited externally into an oscillatory state, which even in the presence of damping remains autonomically excited.

We associate low-frequency current and voltage self-pulsations, and the accompanying particle oscillations in complex plasmas, with the negative differential conductivity. In this sense, the complex plasma exhibits properties similar to some types of photoconductors \[22\], semiconductors \[26\], semi-metals \[27\], ferroelectric liquid-crystalline films \[28\], carbon nanotubes \[29\], nanocrystalline heterostructures \[30\] and other microelectromechanical systems \[31, 32\].

The nonlinear dissipative compact formations in the patterns seen in complex plasmas remotely resemble oscillons. These standing undulations can be produced on the free surface of a liquid (so-called Faraday’s waves \[33\]), a granular medium (in this case localized excitations can self-organize with possible assembly into ‘molecular’ and ‘crystalline’ structures \[34\]), or nonlinear electrostatic oscillations on a plasma boundary \[35\]. Oscillons ‘feed’ from external shaking of the system, and dissipation seems to be inherent for their existence, likewise in our case. There remain still many open questions in explaining the physical mechanism of oscillons.

Streaming ions may act as an activator of the instability in the complex plasma (see e.g. \[8\]). The formation of a void itself is explained frequently by the counteraction of the confinement force and the ion drag force \[18, 36\]. Void vibrations in an energized complex plasma are believed to be due to the heart-beat instability, the free energy of which may arise from streaming ions \[17\]. There are a number of direct observations of the interaction of streaming ions and dust particles \[36\]–\[38\].

Since straightforward measurements of flowing ions in complex plasmas are not possible to perform without perturbing the particle cloud structure \[39\], evidence might be extricated from the direct observations of particle vibrations. There are two possible options:

1. elucidate the long-range character of particle vibrations;
2. decode the patterns of the secondary wavefronts.

Fortunately, both options are realizable as has been proven by the given experiments.

4. Physical aspects of auto-oscillations in complex plasmas

The observations of an auto-oscillating fluid-like system at the individual (atomistic) particle level have revealed a number of different effects/processes \[40\]–\[42\]:

1. Complex plasmas are thermodynamically ‘open’ systems—energy has to be constantly provided to maintain the plasma against recombination;
2. Complex plasmas are (weakly) dissipative due to neutral friction;
3. Complex plasmas exhibit natural frequencies associated with global modes, dust acoustic wave generation, periodic flow patterns, dust plasma frequency, etc as well as characteristic frequencies due to particle confinement;

4. Self-sustained oscillations, ‘feeding’ on the free energy in the system (ultimately the external supply provided by the rf power) and driven by an instability (e.g. caused by ion–particle drift), are therefore not entirely unsuspected;

5. The ‘kinetic details’, colliding particle flows, generation of waves, oscillons, etc presumably all play the role of optimizing energy dissipation and transporting the oscillatory energy out to the edge of the particle cloud.

The surprising (global energy) result appears to be the agreement of our measurements with a simple electromechanical model description, which does not concern itself with the details and speed (rate) of energy transport (dissipation) by the various means at disposal. This suggests that the system automatically ‘adjusts’ these paths of dissipation according to the minimum action principle—without auto-oscillations free energy would build up and the system would have to expand; when it does, energy is released at a rate that could be equal to or larger than that at which it is supplied. External confinement prohibits continuous expansion as a means of equilibration; hence an oscillatory solution would appear to be the most reasonable. Such a scenario requires that the potential energy of the central region be a significant part of the available local energy—the system is clearly not overdamped. That the process occurs in the spatial regime where ion drag and electrostatic forces approximately balance strongly suggests that the free energy of the ion drift is the source of the instability required.

To assure that this scenario is valid, we must do a charge balance, a momentum balance, and an energy balance involving systematic kinetic energy, potential energy, thermal energy and energy carried away by dust acoustic waves and oscillations. A simple estimate, by restricting the considerations to only the main processes, actually is not difficult to get.

4.1. Time and space scales of the momentum transfer

The local consistency of the timescales, for instance, immediately follows from a comparison of the DAW speed (see section 2.4) and the velocity of the void boundary vibrations (see section 2.1). At each half-cycle the void shrinks in size by a factor of $k \approx 1.5$. The variation of the horizontal (maximal) void semi-axis is of the order of $\delta x = a(1 - k^{-1}) \approx 0.12 \text{ cm}$, and the mean boundary velocity is then

$$ (c) = \Delta x / \Delta t \approx 2 f_{osc} \delta x \approx 6.6 \text{ mm s}^{-1}. \quad (7) $$

This is consistent with the above estimated $C_{DAW} \sim 6-7 \text{ mm s}^{-1}$ and close to that obtained from the fluctuation spectrum of figure 3. The variation of the void volume, assuming that both axes shorten in the same proportion, can be estimated as

$$ \frac{\delta V}{V} = 1 - k^{-3} \approx 0.7, \quad \delta V \approx 0.054 \text{ cm}^3. \quad (8) $$

On average the rate of volumetric variation is a bit less than the estimate (7) predicts:

$$ (c_{vol}) \approx 2 f_{osc} \langle R \rangle (1 - k^{-1}) \approx 5 \text{ mm s}^{-1} $$

but is still of the same order. Here, $\langle R \rangle = \sqrt{\frac{3}{4\pi}} V \approx 0.26 \text{ cm}$ is the averaged size of the maximal open void.

Propagating periodic density modulations with a wavelength of 1–2 mm are clearly seen, e.g. in figure 5(a). At these scales the DAWs are dominantly responsible for the particle cloud elasticity.

4.2. A charge exchange

Every half-cycle the volume (8) should be cleared out of approximately

$$\delta N_d = \langle n_d \rangle \delta V \simeq 1060$$

particles. Here, $$\langle n_d \rangle = \left(\frac{4\pi}{3} \langle \Delta \rangle^3\right)^{-1} \simeq 2 \times 10^4 \text{cm}^{-3}$$ is the dust cloud density (see section 2.4). The total number of electrons stuck to these particles is $$Z_d \delta N_d$$. This number must be a match for the number of elementary charges that are exchanged while the ‘void-capacitor’ is recharging. According to section 2.2, this number can be estimated as

$$\delta N_{el,ch} \approx C_{\text{cloud}} R \langle I \rangle e \left(\frac{\delta C_{\text{cloud}}}{C_{\text{cloud}}} + \frac{\delta I}{\langle I \rangle}\right).$$

(11)

Numerically these two amounts are close, $$Z_d \delta N_d \approx \delta N_{el,ch} \simeq 10^7$$. This is not surprising if the charge balance is fulfilled.

4.3. Momentum and energy balance

In order to examine the global behavior, we investigate the conservation of the horizontal momentum. The momentum of the oscillating particles averaged over the entire oscillation period $$\Delta t$$ is naturally equal to zero, $$\langle \delta V \rangle_{\text{period}} = 0$$. Hence, also the impulse of the forces acting at the void interface is zero:

$$\int_{\Delta t} \delta F_x \, dt = 0.$$  

(12)

We separate the acting forces into the ‘electrostatic’ ones $$\delta F_{es}$$, and the ‘ion drag’ forces $$\delta F_{id}$$. Simplifying, we can assume that these counteracting forces play a role dominantly only in one of the consecutive half-cycles. Then the relationship (12) can be approximately rewritten as

$$(\langle \delta F_{es} \rangle - \langle \delta F_{id} \rangle) \Delta t / 2 = 0.$$  

(13)

The force $$\delta F_{id}$$ is due to the variation of the ion drift (compared to the global ambipolar ion drift component always directed outwards, i.e. towards the discharge chamber walls, see figure 2). For our parameter set (see section 2.4) it can be estimated from the relationship (see equation (11) of [43]; the relationship is valid in the limiting case of small ion drift velocities):

$$\delta F_{id} \simeq 0.02 M_d g \frac{\delta u_i}{v_{Ti}},$$

(14)

if $$M_T = \frac{\delta u_i}{v_{Ti}}$$ the ‘thermal Mach number’ of the drift velocity fluctuation is known. To get a sense of how big $$M_T$$ is, we note that far away from the void boundary where the particles move at an approximately constant speed $$|v| \simeq 4–5 \text{ mm s}^{-1}$$ (figure 7), the force (14) should be compensated for by the friction force $$\delta F_{fr} = M_T \gamma_{\text{damp}} \delta v$$. This balance yields the magnitude of the ion drift velocity fluctuation:

$$\frac{\delta u_i}{v_{Ti}} = 0.2–0.3,$$

(15)

which is quite reasonable.
Figure 7. Time–space map of the horizontal velocity of the particles. Particle positions are identified, their velocities are calculated in consecutive frames, and shown color-coded, using a narrow horizontal slab $1.2 \times 30 \text{mm}^2$ crossing the void center. The void is clearly seen to the right as the darker region with (conventionally) zero velocity. It should not be confused with the stagnation zone located at $x \sim 5 \text{mm}$ on the first and last quarters of the period, and at the middle of the period. The enhanced counter streaming advancing and retreating particle fluxes are also clearly seen there. Note that outside this region at $x > 7 \text{mm}$ the incoming and outgoing particle fluxes are formed practically simultaneously at all distances, indicating the presence of the ‘latent’ ion drift activating motion of the particles. To reduce the stochastic noise, the data points are taken and smoothed over 20 consecutive periods (the same as in figure 5).

Next, after introducing the electrostatic force by the relationship

$$\delta F_{es} = Z_d e E, \quad E \approx -\frac{\delta \varphi}{\delta x},$$

the force balance (13) allows us to estimate:

$$\delta \varphi \approx 0.03 \text{ V}.\quad (17)$$

This result is in fairly good agreement with that measured in [36].

Finally, the energy balance written in the form:

$$W_{\text{ext}} = \Delta W + 2\langle W_{\text{kin}} \rangle_{\text{damp}} \Delta t, \quad W = W_{\text{pot}} + W_{\text{kin}},\quad (18)$$

yields the work $W_{\text{ext}}$ of the external forces needed to compensate for frictional losses. Here $W_{\text{pot}} = Z_d e \delta N_d \delta \varphi$ is the electrostatic potential energy, $W_{\text{kin}}$ is the kinetic energy, and $\Delta W$ is the variation of the total energy during the time of an oscillation $\Delta t$.

In the beginning of every expansion cycle the particles first accelerate, acquiring kinetic energy, and then decelerate. Let us adopt a simple spherical model of the void of size $a$. To consider the last stage, we put for the particles’ speed a distribution

$$v = v_m \frac{a - r}{a}, \quad 0 < r \leq a,\quad (19)$$

where $v_m$ is the maximal particle velocity; particles stop at $r = a$. Initially the particle density is constant, $n_d = 4/3 \pi a^3/4$; next, at expansion it is $\sim \delta (r - a)$. The maximal kinetic
energy ‘to clear the void’ is then

\[ W_{\text{kin}} = \int_0^a \frac{1}{2} M_d n_d v^2 \, 4\pi r^2 \, dr = \frac{1}{20} M_d v_m^2 \delta N_d. \]  

(20)

At \( v_m \sim 5 \text{ mm s}^{-1} \), we have \( W_{\text{kin}} \sim 5 \text{ keV} \), that is, roughly 5 eV per particle.

The directed kinetic energy dissipation rate in every expansion–contraction cycle is \( \dot{W}_{\text{kin}} = 2W_{\text{kin}} f_{\text{osc}} \sim 30 \text{ keV s}^{-1} \). This is an elastic, ‘recoverable’, part of dissipation: The kinetic energy is returned to the particles by work done by potential forces. The average inelastic (frictional) energy loss is defined by the relationship

\[ \langle \dot{W} \rangle_\text{fr} = 2 \gamma_{\text{damp}} \langle W_{\text{kin}} \rangle, \]  

(21)

and is of the same order as \( \dot{W}_{\text{kin}} \).

In contrast, the oscillon-driving mechanism must be much more powerful because the energy dissipation rate through outgoing oscillons is higher, of the order of \( \langle \dot{W} \rangle_{\text{oscillon}} \sim 100–200 \text{ keV s}^{-1} \). This can easily be verified making use of the parameters listed above (see sections 2.2 and 2.4) and noting that the fully developed oscillon is a circular belt-shaped wave of horizontal width \( \approx 0.5–1 \text{ mm} \) and transverse cross-section \( S_{\text{oscillon}} = (2\pi R \times H)_{\text{oscillon}} \approx 5–7 \text{ cm}^2 \).

4.4. A trigger mechanism for inner oscillations

According to the general theory of nonlinear oscillations, the auto-oscillation patterns arise in dynamical systems with feedback. In order to clarify the mechanism of feedback in the complex plasma we experimented with, it is necessary to have an idea of the distribution and evolution of internal and external fields controlling particle motion. The observed behavior may be due to a different (collective) physical process that needs a different treatment. In the experimental studies discussed above such detailed measurements could not be made and for that reason the creation of a rigorous model is difficult. There is one common point, however. A possible indication of such a feedback is the ‘intrinsic non-Hamiltonianity’ of complex plasma dynamics [44, 45]. There are two aspects worth discussing: This type of feedback based on charge gradients has been used in [45] to explain self-excitations of some simple systems—a few oscillating particles, and chains of charged particles. It was mentioned that the complexity of the system is not an obstacle for auto-oscillations. Furthermore, often space- and time-dependent particle charges are considered as an inherent attribute of many complex plasmas, see e.g. [46] and references therein.

Another possibility for particles to gain energy originates from the classical tunneling effect [25]. Moving particles may slide through a cloud of similar particles, elastically deforming the cloud as they slide through it. For instance, at expansion as the central particles are pushed away outwards, forming a void, they are forced to penetrate into the rest of the particle cloud, which is still immobile. When a particle passes through the layers of a cloud, its charge changes, helping penetration. For particles of the same size possible charge variation through the ‘charge sharing process’ is \( \frac{\delta Z}{Z} \) max = 1/4 on maximum [25]. In our case, the charge variation needed to compensate for frictional losses (21) is 3–4 times less than this limit:

\[ \frac{\delta Z_d}{Z_d} = \frac{\langle \dot{W} \rangle_\text{fr}}{\langle \dot{W} \rangle_\text{fr} |e| \delta \phi \delta N_d f_{\text{osc}} \approx 0.07 < \left( \frac{\delta Z}{Z} \right)_{\text{max}}, \]  

(22)

so that this is a promising way to gain the energy.

4.5. A driving mechanism for outer oscillations

In the dynamics of auto-oscillations, not only short time and space scales of DAWs are important, but also the global ones of the size of the cloud. At distances further from the void, starting from \( \sim 5\text{–}7 \text{ mm} \) and approximately up to the edge of the cloud, the particles are seen to move as if they acquire momentum at all positions simultaneously (see figure 7). Apparently the ‘wave exciting agent’ (that is, the plasma ions), sharing the momentum with particles, must be much lighter compared to the particles themselves. At these distances the ion collection effect appears to be more important (see section 2.2). This highlights once again the crucial role of the ion drift as the source of the instability.

Undoubtedly the oscillations in the outer part of the cloud are induced by fluctuating central charges (figure 2). But what is the physics explaining why these oscillations form such a kind of ‘supersonic’ pattern?

The explanation of ‘simultaneous’ excitation is indeed simple: the particles behave this way because they are forced to by the breathing mode \([12]\). Compared to the dust acoustic mode, this one is a fast-phase mode: \( C_{bm} = f_{osc}\Delta L = 70\text{–}80 \text{ mm s}^{-1} \gg C_{DAW} = 6\text{–}7 \text{ mm s}^{-1} \). (Here \( \Delta L \approx D/2 = 25\text{–}30 \text{ mm} \) is approximately half the size of the cloud.) This naturally explains the observed simultaneous excitation: the cloud disturbance appears to be transmitted supersonically with respect to the speed of the dust acoustic waves.

Next, an important issue is to explain the value of the frequency \((1)\) involved in auto-oscillations. This frequency is difficult to calculate rigorously. However, there are several possible ways to estimate it: it is well known that the breathing mode is determined primarily by the confinement conditions, that is, by the strength of the electric field caging the cloud. As a first step, assuming \([11]\) that the radial voltage drop \( \delta U_r \sim U \) (see \((2)\)), we estimate the radial component of the electric field strength, and then the confinement parameter as (\( M_d \) is the mass of the dust particle)

\[
 f_{conf} \sim \frac{1}{\pi D} \sqrt{\frac{2Z_d|e|\delta U_r}{M_d}} \approx 1.4 \text{ Hz}, \tag{23}
\]

this explaining the breathing mode oscillation frequency. (According to \([47]\), for the breathing mode it should be \( f_{bm} \approx 2f_{conf} \approx 2.8 \text{ Hz} \) in good agreement with the experimentally observed value \((1)\)).

It is worth noting that a more detailed consideration based on the assumptions of the ambipolar model \([48]\) confirms \((23)\). It follows that

\[
 f_{conf} \sim \frac{1}{\pi D} \sqrt{\frac{2Z_d|e|\delta U_{amb}}{M_d}}, \quad \delta U_{amb} \sim \left(\frac{1}{2}D\right)^2 \text{ div} E_{amb} \approx \xi^2 \frac{T_e}{|e|}. \tag{24}
\]

Here \( \xi \approx 2.405 \) is the first root of the zeroth-order Bessel function, \( J_0(\xi) = 0 \). Numerically \( \delta U_{amb} \approx U \), and this frequency estimate agrees well with \((23)\).

Note also that a reasonable estimate of the frequency can be obtained by considering the behavior of the particles at the very edge of the cloud. The key point is that there, at the edge, the quasi-equilibria are stable because of the balance between confinement and repulsion:

\[
 E_{conf} = \delta E_{reg}^{(1)} n_{eff}, \tag{25}
\]
Figure 8. Averaged velocities $v^I, v^{II}$ (a, b), kinematic (c) and spatial (d) mutual phase portraits for inner (I) and outer (II) particles, oscillating to the left of the void boundary (see figure 2). $x^I$ and $x^{II}$ are the ‘centers of mass’ of the inner ($2.5 \text{ mm} < x < 7.5 \text{ mm}$) and outer ($7.5 \text{ mm} < x < 25 \text{ mm}$) particles. In both cases the width of the horizontal slab (centered at the height of the void center) was $\Delta y = 4.4 \text{ mm}$. The inner and outer oscillations are evidently auto-correlated, forming a type I attractor (as classified in [45]).

\[
\delta E^{(1)}_{\text{rep}} \approx \frac{Z_d |e|}{\langle \Delta \rangle^2} \left( 1 + \frac{\langle \Delta \rangle}{\lambda_{\text{scr}}} \right) \exp \left( -\frac{\langle \Delta \rangle}{\lambda_{\text{scr}}} \right),
\]

\[
\delta U_{\text{conf}} \sim \frac{1}{2} D E_{\text{conf}},
\]

where $\lambda_{\text{scr}}$ is the screening length, $\delta E_{\text{rep}}^{(1)}$ is the strength of repulsion (per particle), and $\delta E_{\text{rep}}^{(1)n_{\text{eff}}}$ is the total repulsion exerted on a given edge particle by the effective nearest neighbors $n_{\text{eff}}$, pushing the particle out of the cloud. From elementary calculations it follows that $\delta U_{\text{conf}}/n_{\text{eff}} \simeq 2-3 \text{ V}$. Hence, to obtain the expected $\delta U_{\text{conf}} \approx U \approx 13 \text{ V}$, one needs 5–6 associated neighbors. This number has to be reduced roughly by a factor 2 when the ion drag force is included in the balance.

The time–space pattern formed by the oscillating particles has a rather complicated structure (see figure 2 and 7). To simplify the analysis, we divided the cloud’s cross-section by two (not equal) subparts: the inner (I) ($2.5 \text{ mm} < x < 7.5 \text{ mm}$) and the outer (II) ($7.5 \text{ mm} < x < 25 \text{ mm}$) regions (in both cases the width of the horizontal slab was chosen as specified in the caption to figure 8). We explored the particle oscillations in these regions separately and found a surprisingly clear auto-correlation as shown in figure 8. For the particles oscillating closer to

the void, the mean kinetic energy is $\langle W_{\text{kin}}^\text{I} \rangle = 5.1 \pm 0.3 \text{ eV}$, which agrees very well with that predicted by the model (20), whereas $\langle W_{\text{kin}}^\text{II} \rangle = 15.3 \pm 0.6 \text{ eV}$ for the particles inside the outer region.

5. Conclusion

The origin of the proposed electromechanical effect could be due to the cloud stretching, multiplication or selective harmonic amplification of coupled oscillations of the particles and the electrical circuitry feeding the discharge. In the case studied here, it is a self-sustained low-frequency resonant oscillator. We conclude that the self-excitation leading to the regular repeatable constrictions of the void in the particle cloud is due to the free energy in plasma ions drifting relative to the microparticles.

Note finally that intense shaking due to the auto-oscillating breathing mode is the necessary condition of the oscillon excitations observed in our wave patterns. Hereby, the complex plasma sets a new ‘kinetically resolved’ paradigm to a variety of ‘vibro-excited’ oscillons in many other media [33]–[35].
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Introduction. – A complex plasma is a weakly ionized gas containing electrons, ions and small macroscopic particles [1,2]. In a complex-plasma microparticles are trapped and charged by a low-temperature plasma and form a one-component liquid. That offers a unique possibility to study fluid dynamics at the most fundamental kinetic level by resolving the trajectories of the individual microparticles. This makes complex plasma an ideal model system for nano fluids [3–5] to study, e.g., dynamical processes [6–9], phase transitions [10–13] and transport processes [14–16], all at the fundamental atomistic level. In this study the dynamics of the particles at an interface between a flowing and a resting complex plasma is discussed. Highly resolved studies of streaming instabilities and circulations in complex plasmas at the kinetic level are still a challenging issue [17,18]. We performed our experiments with radio frequency (rf) discharge plasmas and monodisperse spherical microparticles. The topology of the flow was organized similarly to a convection cell with a toroidal shape. In this work we study the breakup of an interface between resting and flowing particles. An instability was triggered behind an obstacle along the interface between streaming particles and resting particles in the center of the torus. This interface instability was observed at the kinetic level and connected to a hydrodynamic description by calculating macroscopic quantities like rotation, enstrophy and surface tension. From the trajectories of individual particles we reconstructed the flow pattern and estimated the complex-plasma parameters. The possible origin of the instability is discussed.

Experiment conditions. – The experiments were performed in a modified version of the PKE-Nefedov setup [19]. The discharge chamber contains a pair of parallel plate electrodes with a diameter of 6 cm surrounded by a 1 cm wide grounded guard ring. The electrodes are powered by a 13.56 MHz rf voltage applied to both electrodes symmetrically in push-pull mode. Gas is introduced in the chamber by a flow controller. The pressure in the chamber is regulated by a baratron with accuracy of 0.5 Pa. After the plasma is ignited the microparticles are injected into the chamber. The particles form a cloud inside the bulk of the discharge and can be easily visualized by laser light illumination and a video camera.

This setup allows us to perform experiments in a wide range of parameters (gas pressure, discharge power, particle number density, temperature gradient, etc.). For this step it was particularly important to optimize the experiment conditions to enable an intense stationary rotating particle flux.

For this purpose we used argon gas at a pressure of 55 Pa. The input RF Power was 1 W. Melamine-formaldehyde particles with a diameter of 1.28 μm were injected into the plasma. Additionally, thermophoresis was used to compensate for gravity. For this purpose, a temperature gradient of 320 K m⁻¹ was applied.

(a)E-mail: Heidemann@mpe.mpg.de
A 120 µm thick slice of the complex plasma was illuminated by a green (532 nm) laser diode. The light scattered by the particles was recorded with a CCD camera at a frame rate of 90 Hz with a resolution of 13.6 µm (15.6 µm) in horizontal (vertical) direction.

**Tracking.** – To study the cloud dynamics we determine the particle positions in every frame \( \mathbf{r}_i \in \mathbb{R}^2 \) of the particle cloud. On the symmetry axis of the cloud slightly above the center there is a “void”, a particle free region, which is indicated by a black arrow in Fig. 1. The black arrows indicate the direction of the particle flux.

**To validate the values of the discrete \( \text{div} \mathbf{v} \) and \( \Omega_i \), we also calculated divergence and vorticity using a regular gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning. Binning of the discrete results (1), (2) with the same gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning.

**Topological analysis.** – To study the cloud dynamics we determine the particle positions in every frame \( \mathbf{r}_i \in \mathbb{R}^2 \) of the particle cloud. On the symmetry axis of the cloud slightly above the center there is a “void”, a particle free region, which is indicated by a black arrow in Fig. 1. The black arrows indicate the direction of the particle flux.

**To validate the values of the discrete \( \text{div} \mathbf{v} \) and \( \Omega_i \), we also calculated divergence and vorticity using a regular gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning. Binning of the discrete results (1), (2) with the same gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning.

**Topological analysis.** – To study the cloud dynamics we determine the particle positions in every frame \( \mathbf{r}_i \in \mathbb{R}^2 \) of the particle cloud. On the symmetry axis of the cloud slightly above the center there is a “void”, a particle free region, which is indicated by a black arrow in Fig. 1. The black arrows indicate the direction of the particle flux.

**To validate the values of the discrete \( \text{div} \mathbf{v} \) and \( \Omega_i \), we also calculated divergence and vorticity using a regular gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning. Binning of the discrete results (1), (2) with the same gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning.

**Topological analysis.** – To study the cloud dynamics we determine the particle positions in every frame \( \mathbf{r}_i \in \mathbb{R}^2 \) of the particle cloud. On the symmetry axis of the cloud slightly above the center there is a “void”, a particle free region, which is indicated by a black arrow in Fig. 1. The black arrows indicate the direction of the particle flux.

**To validate the values of the discrete \( \text{div} \mathbf{v} \) and \( \Omega_i \), we also calculated divergence and vorticity using a regular gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning. Binning of the discrete results (1), (2) with the same gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning.

**Topological analysis.** – To study the cloud dynamics we determine the particle positions in every frame \( \mathbf{r}_i \in \mathbb{R}^2 \) of the particle cloud. On the symmetry axis of the cloud slightly above the center there is a “void”, a particle free region, which is indicated by a black arrow in Fig. 1. The black arrows indicate the direction of the particle flux.

**To validate the values of the discrete \( \text{div} \mathbf{v} \) and \( \Omega_i \), we also calculated divergence and vorticity using a regular gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning. Binning of the discrete results (1), (2) with the same gridded velocity field \( \mathbf{v}_{k,l} \) in the cell \((k,l)\) via binning.
Shear flow instability at the interface among two streams of a highly dissipative complex plasma (b)

Fig. 3: (Colour on-line) The pair correlation function \( g(r) \) (a) of the resting particles, and (b) of the streaming particles. The black lines show the Gauss fit to the first peak of \( g(r) \). The positions of the peaks are: (a) \( \alpha_r = 113 \pm 4 \mu m \) and (b) \( \alpha_s = 138 \pm 5 \mu m \). The resting part of the cloud is denser \( \frac{n_r}{n_s} \approx 1.8 \).

dynamo” [18] that drives convection in complex plasmas is one of the outstanding problems. In our case it seems natural to consider creep-induced dust convection [21–23]. The void provides an obstacle to the poloidal flow. In the wake under the void a stagnation zone of resting particles is formed. The cloud inside the stagnation zone is approximately two times denser compared to the vortex region, see fig. 3. The bottom of the cloud is terminated by the discharge sheath.

We study the interface among the poloidal stream and the “stagnation zone”. The interface is characterized by a change in the number density and a high angular velocity gradient (see figs. 2 and 4). The mean velocity of the streaming particles at the interface is \( 3.3 \text{ mm/s} \). The mean poloidal radius of the vortex flow \( \approx 15.5 \pm 1 \text{ mm} \). The interface is very sharp and stable behind the obstacle. Further downstream the interface is unstable and the width of the mixing layer between the streaming and the resting particles grows exponentially.

Particle kinetics.

Characterization of the fluids. The differences of the streaming (s) and the resting (r) fluid are in the flow velocity (v), density (n) and particle flux (j). The main difference of the two fluids at the interface is their average vertical velocity \( \langle v_y \rangle \) which is \( \langle v_y \rangle_s = -3.3 \pm 0.5 \text{ mm/s} \) for the streaming particle and \( \langle v_y \rangle_r = 0.05 \pm 0.1 \text{ mm/s} \) for the resting particles.

The pair correlation function \( g(r) \) gives a more detailed picture of the particle distributions (cf. fig. 3). The lattice spacing, derived from a Gauss fit of the first peak, is \( \alpha_s = 113 \pm 4 \mu m \) for the resting and \( \alpha_s = 138 \pm 5 \mu m \) for the streaming fluid. The more distinct second and third peak give a hint for a more ordered structure in the streaming particles. The full width at half-maximum of the first peak of \( g(r) \), \( \sigma_r = 36 \pm 11 \mu m \) and \( \sigma_s = 53 \pm 12 \mu m \), is also indicating a more disordered state of the streaming particles. The calculated number densities are \( n_r = 1.3 \cdot 10^6 \text{ cm}^{-3} \) and \( n_s = 0.73 \cdot 10^6 \text{ cm}^{-3} \). The particle flux of the poloidal stream is \( j_s = 0.24 \cdot 10^6 \text{ cm}^{-2} \text{s}^{-1} \).

Interface. The interface between the two fluids develops after the streaming fluid detaches from the void. At the beginning of the interface the flow is laminar with almost no mixing of the two fluids. Here the thickness of the interface is only one interparticle separation (cf. fig. 2). Therefore, the interface structure cannot be described hydrodynamically. A kinetic description is necessary.

Contact angle. The strong separation of the two fluids indicates a surface tension at the interface. The surface tension also manifests itself in the appearance of the contact angle \( \Theta = 20^\circ \pm 5^\circ \) where the stream detaches.
Fig. 5: Mechanism of the volatilization of enstrophy density in the mixing layer. (a) A local point at the interface (filled circle) has a high vorticity and therefore also a high enstrophy value because of the tangential motion of the next neighbors when the streams are separated. (b) When the flows mix up and streaming particles penetrate the region of the resting particles, the vorticity goes down. The straight arrows indicate the relative velocity of the particles, the curved arrow indicates the vorticity.

from the void (cf. insert in fig. 1). Using the Young equation we can derive the relation between the surface tension of the two fluids $\alpha_r$ and $\alpha_s$.

$$\cos \Theta = \frac{\alpha_r}{\alpha_s} \approx 0.94.$$  

This is valid of course only approximately because we neglected the influence of the constant particles stream.

**Development of the instability.** The laminar part of the interface is approximately $60\alpha_s = 7\text{ mm}$ long (cf. fig. 1). At a certain point downstream from the void, the particles start to interpenetrate and the laminar interface breaks down. On the onset of the instability the streamlines start to cross the boundary between the fluids as can be seen in fig. 4 (left panel).

To characterize the particle dynamics we use the enstrophy defined as the surface integral:

$$E(v) = \frac{1}{2} \int \Omega^2 \, dS,$$

where $v$ is the velocity field, $\Omega$ is the vorticity, $S$ is the surface.

To obtain the enstrophy density map we calculated the squared average vorticity within every grid cell $(k, l)$:

$$\varepsilon_{kl} = \left( \frac{1}{n} \sum_{i=0}^{n} \Omega_i \right)^2,$$

where $n$ is the number of particles in the cell.

The abrupt enstrophy density change indicates the development of the interface. At $y = 3.5\text{ mm}$ (cf. fig. 4, right panel) chains of flowing particles appear and start to penetrate into the resting particles\(^4\). The chains of particles form fingers of a width of one particle and a length of 3 to 10 particles. Also islands of a few (3–5) particles can be observed. The multi-streaming results

\(^3\)In some sense this is similar to fingering observed in solid-liquid \(^4\)He interfaces in two dimensions [24].
typical conditions that allowed us to roughly estimate the plasma parameters extrapolating recently published results [9,16,25–28]. Based on this extrapolation we estimated the plasma density as $n_e = 10^9 \text{cm}^{-3}$. The ion temperature is commonly believed to be equal to the neutral gas temperature, i.e. $T_i = 0.03 \text{eV}$. For argon discharges in our conditions the electron temperature is known to be in the range $T_e = 2–4 \text{eV}$ (see, e.g., [9]). For these parameters the estimated particle charge is of the order of $q = Z_e \approx 1000–2000 \text{e}$ depending on the applied model [29] (DML) or [30] (OML). Note that in our case the charge is dependent on dust density because of the Havnes parameter $P_{HI} > 1$ [31].

The charges are systematically lower in the stagnation zone where the particle cloud is denser. Independent of the model used to estimate the charge, the relative variation of the charge between the stagnation zone and the vortex is approximately $\frac{Z}{\langle Z \rangle} \approx 0.11–0.15$, $\delta Z = |Z_s - Z_v|$. The charge difference can trigger the mechanism of “phase separation” [32], and introduce the interfacial surface tension effects [33].

For argon at a gas pressure of 55 Pa the Epstein drag coefficient [34] is $\gamma_{Eps} \approx 470 \text{s}^{-1}$, it defines the friction force $F_{fr} = -m \gamma_{Eps} v$, where $m = 1.66 \cdot 10^{-15} \text{kg}$ is the particle mass, and $v$ is the particle velocity (relative to the gas). The ratio of the thermophoretic to the gravitational force is estimated as $F_{thp} \approx 0.9 \text{mg}$, i.e. for our experimental conditions. The remaining imbalance can be attributed to the electric field force and the ion drag force. Neglecting the latter at the center of the vortex flow, and assuming further the balance $\frac{qE}{mg} = 1 - \frac{F_{thp}}{mg}$ and $q \approx 1000–2000 \text{e}$ we get $E \approx 0.5–1 \text{V/cm}$ at the height of the vortex center.

**Origin of instability.** — To characterize the dynamics of the particle flow it is important to estimate the relative strength of different forces. For instance, the inertial forces $\alpha \left(\nu \nu V\right)$, viscous forces $\alpha \left( \nu \nu \text{L}^{-2} \right)$, Coriolis force $\alpha \left( \Omega \times \text{v} \right)$ etc.

Here $v$ is the flow velocity, $\nu$ is the kinematic viscosity, $\Omega$ is the angular velocity of the global rotation, $\text{L}$ is the characteristic length scale. The ratios of these forces allow to determine which class of instabilities can be the reason for the interface breakup.

**Reynolds number.** The measurement of the viscosity of a complex plasma is a challenging issue. For two-dimensional systems the kinematic viscosity $\nu$ is of the order of $1 \text{mm}^2 \text{s}^{-1}$ [35]. In our case we can estimate the viscosity by measuring the dissipation rate of vorticity at the interface. This yields $\nu \approx 10 \text{mm}^2 \text{s}^{-1}$. With that value we obtain for the Reynolds number of this viscous flow around an obstacle $Re = \frac{\nu D}{\nu} \approx 3$, here $L = 10 \text{mm}$ is the diameter of the void, $\nu = 3.3 \text{mm}$. Considering this low value our flow should be laminar dominated by the viscous forces that prevent the production of large scale eddies and vortices. This is also supported by the large neutral gas damping rate of $470 \text{s}^{-1}$. The instability develops along the interface in absence of large scale eddies and in fact can be better described by fingering [24]. The obtained Reynolds number is slightly less than $Re = 5–50$ given in [17].

**Rossby number.** It can be estimated for our case as $Ro = \frac{R_{int}^2 v_i^2}{\Delta R} \approx 0.3$, where $v_i \text{ and } \Delta R$ are the velocity components along and across the interface. Here $R_{int}$ is the vortex radius, $\Delta R$ is the width of the interface (cf. fig. 6). The small value of the Rossby number means that the Coriolis force is not negligible in the system and can partly balance pressure forces.

**Ekman number.** The rather large $\frac{\nu \nu}{\nu \nu} \approx 370$, here $L = 0.3 \text{mm}$ is the width of the laminar interface, means that the viscous forces in our experiment are bigger than the Coriolis force that is present for small fluctuations in the big vortex rotation.

**Kelvin-Helmholtz (KH) instability.** The KH-instability is suppressed by the strong friction force $F_{fr}$; the estimated maximal increment is less than $0.06 \text{s}^{-1}$ in our conditions. We suggest that the reason for the interface breakup is a Rayleigh-Taylor instability between the remaining and the streaming particle cloud.

**Rayleigh-Taylor (RT) instability.** The dispersion relation of a “deep water” RT-instability is $\Re \omega = v_D k, \Im \omega \approx \frac{\left( \rho_s - \rho_r \right) \alpha a}{\left( \rho_s + \rho_r \right) \gamma} - \frac{\left( \alpha_s + \alpha_r \right) k^3}{\left( \rho_s + \rho_r \right) \gamma},$ (7)

where $\Re \omega$ and $\Im \omega$ are the real and imaginary part of the oscillation frequency, $v_D$ is the drift velocity, $k$ is the wavenumber, $\rho_s = 1.4 \frac{m}{\text{cm}^3}$ and $\rho_r = 2.5 \frac{m}{\text{cm}^3}$ are the mass densities of the two liquids, $\alpha_s, \alpha_r$ are the surface tension coefficients, $\gamma = 470 \text{s}^{-1}$ is the neutral gas drag and $a$ is the effective acceleration.

The interface between the two liquids is stabilized by the effective acceleration and stabilized by surface tension.

The characteristic wavelength of the observed perturbation is $\lambda_{max} = \frac{2 \pi}{\gamma_{max}} \approx 1.8 \text{mm}$. The drift velocity is the center-of-mass motion of the two liquids $v_D = V \frac{\rho_s + \rho_r}{\rho_s + \rho_r}$, where $V = 3.3 \text{mm} \text{s}^{-1}$ is the absolute velocity of the streaming particles. With the spacial increment of the instability $L^{-1} = 4 \text{cm}^{-1}$ (cf. fig. 6) a temporal increment $\gamma' = 3 \omega = 0.44 \text{s}^{-1}$ follows.

The maximal growth rate of the instability (7) gives the relationships

$$a = 3 \frac{\rho_s + \rho_r}{2 \rho_r} \gamma' \approx 0.3 \frac{m}{\text{s}^2},$$ (8)

$$\alpha_s + \alpha_r = \frac{1}{2} \frac{\gamma' \left( \rho_s + \rho_r \right)}{k_{max}^2} \approx 1.0 \cdot 10^{-11} \frac{\text{kg}}{\text{s}^2}. (9)

With the contact angle (3) we obtain for the surface tension $\alpha_s \approx \alpha_r \approx 5 \cdot 10^{-12} \frac{\text{kg}}{\text{s}^2}$. Note that this value is approximately 25 times less than that estimated in [36]. Since it is expected that $\alpha \propto Z^2$ [33] this discrepancy can be explained by the much lower charge of the particles in our conditions.
The origin of the acceleration $a$ is still under debate. It can be caused by a radial outward thermophoretic force that is higher for the denser particle distribution at rest than for the streaming particles. Approximately 3–4% of the vertical thermophoretic force is required to explain $a = 0.3 \frac{m}{s^2}$. Note that radial temperature gradients of the order of 0.5–5% of the vertical gradient were measured in [23]. Alternatively the instability can be driven by a transverse electric field because the resting and streaming particles have a slightly different charge.

To conclude, in a complex plasma the interface blow-up accompanied by the exponential growth of the width of the mixing layer between the streaming and resting particles was observed. At the nonlinear stage of the instability the “single-layer” interface is replaced by a highly developed network of fluctuating “fingers”, “islands” or “sub-streams”, consisting of interpenetrating particles with different velocities. Development of RT-type perturbations stabilized by the interfacial surface tension is the most probable origin of the instability. The estimated surface tension coefficient agrees well with theoretical expectations.

***
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