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Abstract

The hippocampus is one of the regions in the mammalian brain that is associated with
memory of events in their spatiotemporal context. Sequences of neuronal activity in
the hippocampus are the chief candidate for a neurophysiological correlate of such con-
textual, or episodic memory. Simultaneously to replaying these behaviorally-related
activity sequences, the hippocampus engages in a powerful and fast oscillation known
as sharp-wave ripples (SWR). Ripples in turn participate in a brain-wide pattern of
activity and may orchestrate the local strengthening of memories and their broad-
casting to the cortex. In this Thesis, both memory sequences and ripple oscillations
are studied in the light of the unifying hypothesis that the coordinated activation of
a neuronal assembly represents an individual memory item in the sequences, and is
at the same time responsible for the individual cycles in the oscillations. To test the
hypothesis, we investigated SWR in vitro and in vivo in the mouse, using intracellular
recordings of currents in CA1 pyramidal cells referenced to the local field potential.
Expanding current hypotheses on SWR generation, we found powerful, well ripple-
locked and spatially pervasive but CAl-local excitatory inputs, indicative of presy-
naptic assemblies of CA1 principal neurons. Combining a novel peeling reconstruction
algorithm for synaptic currents with recordings at different holding potentials, we could
for the first time unravel individual synaptic contributions during ripples. Analysis of
the strikingly precise timing of currents demonstrated that inhibition aligns its phase
to excitation over the course of a ripple. We carried on the dissection of ripples to the
theoretical domain by incorporating the effect of inhibition into a mean field model of
sequence replay. Using this model, we inquired what are the neuronal assembly size
and inhibitory feedback strength that maximize the capacity of a hippocampal network
to store memories, so that those memories can be successfully retrieved during ripple
episodes. We found that a linearly coupled inhibitory population indeed helps increase
storage capacity by dynamically stabilizing replay in an oscillatory manner for lower
assembly sizes than in absence of inhibition. The findings about the temporal structure
of neuronal activation during ripples complement our experimental observations. Col-
lectively, they offer new insights on the physiology and function of sharp-wave ripples,
paving the way for an integrated, continuous-time model of large networks of sparsely
connected neurons that replay activity sequences concomitant to transient ensemble
oscillations.
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Part 1

Introduction






Prologue

How does our brain store memories? Does it ever exhaust its capacity for the storage
of impressions? Does it risk becoming full? How does it retrieve what it saves? And
how can it so vividly render the recollections of past events, made as they are of
sounds, odours, images, sensations in general that are so rich and deeply intertwined?
These questions have fascinated philosophers and scientists for centuries. In view of
the breathtaking complexity of the biological machinery that are brains, it may never
be possible to offer an explanation in simple terms—where all the ingredients are
spelled out at the same deep level of detail and univocal causal paths are delineated.
Notwithstanding the complexity of the global picture, the scientific community has
managed to elucidate anatomical and physiological aspects of the brains structure,
as well as facets of its functional output during learning, motor and sensory tasks.

Seldom are function and structure as intricately interlocked in a system as they are
in the brain: cell types, architecture of interconnections, chemical diversity, nouns and
verbs encoded by exquisite electrical patterns; everything in the brain seems delicately
crafted for a specific function, region by region, system by system. For how could such
a rich palette of structural expression be accounted for otherwise; one that displays
continuity across species in the course of evolution yet allows for variation to meet
needs imposed by the changing physical and social environment of individuals? We
observe everywhere in the brain how local architecture enables specific functions, as
rapid reaction, recollection of the past, integration of impressions from the senses,
comparison and assessment. At the same time, we continuously confront evidence that
the details of these tasks, even in minute timescales, are able to exquisitely sculpt the
hardware that subserves their realization. It is not only the force of evolution that makes
brains adapted, it is also the use of brains over a lifetime that hones them to machines
capable of everything that we respect and admire, everything that we fear and avoid.

This Thesis swings between form and function as it tries to offer new knowledge
about the workings of event memory. We ask here two related questions about mem-
ories and tackle them with rather different methods, as form and function relay each
other at the center of our interest. First, we want to know how already stored mem-
ories are reenacted in the brain, be it for conscious recollection or as an unconscious
maintenance process. Some of the most striking reenactments of past experience are
best visible in the hippocampus—a brain region, as it starts to pulsate electrically
in a very fast and well synchronized oscillation. How are neurons coordinated so
that they participate with the required precise timing, and what do individual cell
classes—instruments—play in the symphony at each stage during the reenactment of
memories? That is the setting for our first question, which we tackle with a descrip-
tive spirit—how are things in Nature?
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Memories unfold in time, one impression succeeding another so as to build sto-
ries, sequences of discernable events. Arguably memories would lose much of their
interest if they could not be woven into the fabric of our existence—by recalling past
sequences we predict what to expect and decide if it is worth our pursuing one or
other course of action. How does one impression give way to the next during the reen-
actment of a story? Following ideas developed from the 1970s about how memories
are associated in pairs, and pairs among them to create storylines, we enquire how
many of those storylines can fit into a neural network, and if the diversity of neural
substrates—form—could not help increase that capacity—function. That is our second
question, that we confront from a more normative viewpoint—how should simple
memory circuits be designed to fulfill their putative function?

To restate both questions with the necessary precision so that they can guide our
investigation, we shall introduce in Chapter 1 the notions of neuronal assemblies,
plasticity and storylines as sequences—function. Coming down from these abstract
concepts to a concrete realization in the brain, we shall present the anatomical and
physiological traits of the hippocampus that enable them—form.

We then shall head on to our first question on the timing of neuronal activity
during fast hippocampal oscillations. This question we address by extensive anal-
ysis of electrophysiological signals recorded from both the extracellular space and
principal cells in slices of mouse hippocampus. The presentation is divided in two
Chapters. Chapter 2 is concerned with the recordings by our collaborators in Berlin
and how they relate to previous characterizations of fast hippocampal oscillations, and
is mainly about methods. The next two Chapters present the main results of this Thesis.
Chapter 3 discusses our data analysis work based on state-of-the-art techniques in
the time domain. The results on the relative timing of excitatory and inhibitory inputs
to pyramidal cells in vitro will contribute towards the understanding of the inner work-
ings of the fast hippocampal oscillation.

In Chapter 4 we turn to the capacity of the hippocampus to hold sequences of
memories and how to improve upon it. There, we extend the mathematical model of
sequence memory by Leibold and Kempter (2006) in order to gain insight about the
role of inhibition in the replay of memories. With this biologically inspired model,
we find under what conditions an inhibitory population may stabilize the replay of
sequences and thus enhance the function of the hippocampus as a memory net-
work. Ultimately, these lines shall converge, pushed by the collective effort, towards
answering the overarching question of how biological networks operate in time to store
and recover as many sequences of memories as possible in as little brain as feasible.
In the last Chapter 5 we critically appraise our contribution in light of the published
literature and discuss the limitations of our experimental and analytical methods of
interrogation. It is our hope that those limitations will be as eloquently portrayed as
their modest achievements.



Chapter 1

Hippocampal Memory of Sequences

In the first two Sections in this Chapter we intend to present our research questions with
as little technical language as possible: we only assume knowledge of what neurons are
and how they transmit electrical signals across synapses. The reader familiar with basic
neuroscience and the Hebbian notions of assemblies and plasticity can skim through
the first Section; if additionally acquainted with the classical place cell reactivation
experiments she may skip the second altogether and head straight to Section 1.3. There
we present the anatomy of the hippocampus in its brain context, zoom down to the
region of our interest (CA1) and there concentrate on the pyramidal cell, which will
be our telescope of sorts to investigate the network activity. We complement the intro-
duction of the physical substrate with a description of one of its physiological modes
of expression: fast oscillations. These fast oscillations could subserve the replay of
memories of sequences of events.

We are at that point ready to reformulate our research question in precise terms,
which we do in Section 1.5.

1.1 A Grammar for Memory in the Brain

This Section discusses a few foundational concepts about neural network realizations
of sequence memory, without particularizing on what is the content of those sequences
or where in the brain they occur. We aim to establish a common ground with the
reader around the abstract concepts of memory, neuronal assemblies, synchrony, net-
work rhythms and plasticity to set the context for further discussion particularizing
on spatial memory as realized in the hippocampus. We shall only need to know about
the hippocampus that it is a brain structure found in vertebrates that has been widely
recognized in modern times to subserve important memory functions and to play a
central role in a number of human brain disorders, most notably epilepsy.

Memories This work seeks to provide insight on a particular aspect of the general
theme of memory. We are interested in understanding the unique features of evolved,
versus engineered, memory architectures. Memory is expressed in psychophysical
tests as a correlation between past experience and present action, often measured
as performance in a well-defined task. Memory is diverse in several ways, and in
humans numerous distinctions are made according to e.g. how long it lasts (long
vs. short-term), whether the subject is conscious of demanding its recall (explicit vs.



5 HippocAMPAL MEMORY OF SEQUENCES

implicit), or what kind of tasks it helps perform (motor programmes, reflex reactions,
forecasting and decision-making or the solution of abstract problems demanding a
relational understanding of the world). Most tasks require several of these “clear-cut”
memory types. Each variant of memory attracts considerable attention from brain
scientists often with the ultimate goal of helping overcome human memory deficits
and cognitive disorders.

Memory systems An enormous body of research has been directed at understanding
each of the types of memory enumerated above. One wants to know where, when, and
how is the imprint of the experience established and how is it read out when action
is due or recollection is commanded. All along the way the reductionistic approach
demands dissection of these broad answers down to the biophysical and biochem-
ical mechanisms involved: what changes in the electrical activity in memory-related
areas during storage, maintenance and recollection or how is the dialectic relationship
between the ephemeral electrical expression of memory and its more stable neuro-
physical substrate: the number and types of cells, their structural connectivity, the
chemical state inside them and on their membranes, and particularly where they come
in contact forming synapses; all this and more is in the limelight in memory research.
The answers feed back into the functional classification of memory and inform it struc-
turally, in a dialogue that is aimed—perhaps too ambitiously in an evolved setting—at
delineating precise boundaries for memory systems responsible of memory functions.

Memory traces in neuronal activity Any contribution to the daunting task of under-
standing memory is faced with its enormous diversity: diversity of behavioral expres-
sions and performances, diversity across species, across brain subsystems in a single
model organism, and also necessary diversity of the levels of description involved
(Craver, 2007). Clearly, focus is needed to characterize any one facet, at the likely
expense of perspective. Here is the line of reasoning leading to our research question.

The most elementary changes that can be related to memory are at the level of
synapses and even smaller structures. It is very difficult, however, to produce a picture
of those changes leading to network-level understanding, for several reasons:

e the number of synapses is exceedingly large, scaling as the square of the
number of neurons,

e their size is minute,

e their detailed state is stipulated by concentrations of chemicals and spatial dis-
tributions of membrane features changing across several time scales.

All this makes it very hard to acquire data in order to characterize memory in popula-
tions of synapses, but also to use it for modelling in search of generalization beyond
of what is measurable. Alternatively, one can address memory indirectly through the
firing activity of the cells hosting the synapses, or even their membrane potential.
Whilst still a very ambitious program, this line of attack (electrophysiology of pop-
ulations of neurons) has already produced valuable insights — of which a few will be
recounted below. If synapses change to reflect experience, they are probably informed
to do so by electrical activity of neurons as transduced from sensory organs; and their
modification is reflected back on the electrical activity transmitted across neurons.
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The electrophysiological dynamics of a network must thereby indirectly bear the trace
of the memory that was encoded as physicochemical changes in the synapses. We
thus frame this work under the wider research question: can we discover traces of
memories in the activity patterns of groups of neurons?

Neuronal assemblies Several or even many neurons must be involved in the expres-
sion of each of those memory traces, for otherwise, with unreliable, biological units, the
failure to fire of a single or a handful of neurons would threaten survival. Their activity
must be concerted in time, because downstream of them, other neurons assume the
task of processing the memory trace in a cognitive setting and eventually cause motor
action. These other neurons are known to lose track of what was communicated to
their synapses as fast as current leaks out of their membranes i.e. in only a few dozen
milliseconds, and so they demand a certain degree of simultaneity in their inputs to do
their part in the computation. In addition to this biophysical constraint, the expression
of memory traces is subject to a behavioral constraint—where memories are instru-
mental for survival, sequences of complex scenes must be recalled promptly, which
requires well-timed activity. We come thus to the concept of a neuronal assembly: a set
of neurons that by sheer number, or good synchronization, or adequate doses of both,
manage to make themselves heard in the immensity of the brain network. Following
the path delineated by Hebb (1949), we hypothesize that memory traces must be vis-
ible as synchronous activation of neurons, or neuronal assemblies (see Harris, 2005
for review).

Synchronized discharge of assemblies and brain rhythms There is in the previous
sentence an implicit assumption: that activation (firing) is the phenomenon because it
can be relayed to another cell via synaptic communication, and that the subthreshold
dynamics is only the detail of the mechanism leading to it. This may be an oversimpli-
fication promoted by our measurement instruments: intracellular recordings are limited
to a handful of neurons at a time and are thus insufficient to address the network-level
significance of subthreshold communication. Two main such channels of subthreshold
communication have been suggested: direct electrical contact between cell membranes
via gap junctions or coupling through volume conduction in the extracellular milieu
(ectopic), which has the trait of being dependent on proximity (metric, rather than
topological neighbourhood).

What is meant by synchronous? In the brain, the nearest closest analog of a clock is
provided by activity waves at the scale of brain regions. Our blunt instruments, in this
case extracellular electrodes, reveal only low frequency (<500 Hz) local oscillations of
the potential of the electric field in the extracellular milieu (local field potentials; LFPs),
but their mere existence and prominence against the noise strongly suggests already
two preconditions. First, the arrangement of the currents generating the potential is
geometrically orderly. Otherwise, e.g. with cells placed totally at random, sources
would cancel and the LFP would be flat in average. Second, that those cells act in
timely consonance (the capacity of the extracellular milieu being negligible to produce
time integration by itself). That consonance must be at the scale of the variation of
the potentials, which is the oscillation cycle. Our previous demand of synchrony of
neuronal assemblies in the timescale of a neuron membrane time constant is thereby
complemented with the knowledge that large groups of neurons must be firing at oscil-
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lation frequency for the oscillation to occur at all, and that it is likely that postsynaptic
targets sense that oscillation as increased or decreased input at certain times in the
oscillation. To what extent the assemblies that express memory directly generate the
oscillation, or whether they simply participate in it by tuning their firing to a certain
stage of a cycle to match an increased or decreased sensitivity of their postsynaptic
targets remains open.

Despite the well-founded expectations raised by the observations above, based
on the local field potential, the evidence for the existence of assemblies is still scarce.
Since firing of putatively assembly-participating cells is generally very sparse, it is
difficult to see them simultaneously active when only few cells (under 200) in a brain
area can be recorded at the same time.

Fire together, wire together We have noted above that from the point of view of an
observer, whether internal (a neuron) or external (a multielectrode array monitoring
brain activity), memories should be visible as tightly firing assemblies of neurons.
There is still one more argument to the importance of timing and cooperativity: the
establishment of assemblies (as opposed to their readout, discussed above) is depen-
dent on synaptic changes that require quasi-simultaneous but ordered firing. Two ques-
tions have to be solved: a) how do cells representative of the same memory item
bind together into an assembly (where order does not matter) and b) how do they
relay their activity to the next assembly. It turns out that the second, seemingly more
complex question may help solve the first. Consider an assembly formed in response
to a sensory stimulus (i.e., an assembly of cells tuned to a certain stimulus feature).
Other cells down the line will be driven by the extensive connectivity of this original,
ad-hoc assembly. These cells, which fire on short order, may or may not be structurally
connected. If they are close enough to be connected, they will fire in rapid succes-
sion (allowing for the randomness of axonal delays). One might produce synaptic
release, the other (postsynaptic) may experience backpropagating action potentials,
i.e. an elevation of membrane potential at the dendrites. These two requirements,
when manifested in a window of about 5 to 40 ms, can strengthen the connections
between neurons, a phenomenon that has been called synaptic time-dependent plas-
ticity (STDP). By this expedient, cells in the target protoassembly are programmed
to fire jointly above and beyond the stimulus-driven synchronization induced by their
afferents: the repetition of synchronous stimulation strengthens the connections in the
direction of information flow. This form of directed plasticity usually goes by the
name of Hebbian plasticity (Hebb, 1949). A succeeding sensory input may be encoded
into the same assembly, if it is quick enough, because convergence of sensory input
to the memory network will make the cells there establish an assembly, regardless
of the different sensory modalities of the inputs. Or it could be assigned a different
assembly of the memory network. The directionality of synaptic connections will pro-
mote the firing of the second assembly by the first. This is the hypothesized mechanism
for the formation of an association of two items. Now presentation of the first sen-
sory stimulus will trigger activation of the second, at least to a degree that makes
it stand out for a readout system. Note that it is the simultaneity of the inputs that
decides whether the sensory experience is bound into a single assembly with predom-
inantly symmetric connections within, or is rather split in several such assemblies, with
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asymmetric connectivity among them in order of activation. The asymmetric struc-
ture of chemical synaptic communication, and the conjunctive character of synaptic
plasticity (requiring pre and postsynaptic activation) are here the requisites for this
mechanism to operate the formation of associations in a memory network.

Sequences of assemblies The associations formed by succeeding sensory impressions
may be woven together into storylines represented by neuronal assemblies activated in
sequence. A central concern when contemplating such a cue-target/cue-target/cue----
scenario is robustness in the face of noise. Memory architectures that can com-
plete a defective pattern, i.e. recover a target from a damaged or incomplete cue
(Heerden, 1963; Willshaw et al., 1969; Marr, 1971), are instrumental in this setting,
even if they have to trade off capacity for robustness.

Inhibitory cooling The mechanism just described depends only on excitatory con-
nections between neurons, i.e. there is no need for cells that upon firing discourage
or block the firing of their postsynaptic partners. However, the brain contains such
neurons; they are a numerous minority (about one tenth to one fifth, depending on
the region) and they seem to have intricate designs resulting in complex brain state-
dependent firing patterns. How to account for their presence? The natural tendency
of theorists to ignore them has been solidly backed by the relative absence of data on
these cells as compared to their excitatory counterparts. Indeed, inhibitory neurons
are not only scarcer, but are also difficult to characterize extracellularly from spike
shapes, and to address intracellularly due to their generally smaller somatic size. Often,
they have been assigned a dynamical homeostasis role. Two general characteristics
contributed to this view: the short range of most of their projections (“local interneu-
rons”) and the seemingly lesser complexity of their synapses, which are directly on
the dendritic shafts of the target cell, in contrast to the membrane specializations that
form excitatory inputs (“spines”, Yuste, 2011). Further, supporting the need for a
homeostatic brake, excitatory-only recurrent networks have the tendency to explode
into epileptic-like states of whole-network activation. Inhibitory interneurons with no
particular selectivity in their projections would sense the overall activity of the network
and scale it down, introducing a stabilizing feedback loop. This regulatory role we
describe and quantify in our model for sequence retrieval from a memory network,
which is presented in Chapter 4.

.. or fading from the future? There have been theoretical proposals as well that
embed interneurons at the heart of memory sequences (Rabinovich et al., 2001).
Establishing mixed excitatory-inhibitory assemblies and asymmetric inhibitory con-
nections (stronger from the target assembly to the cue assembly than in the natural
order of activation cue-assembly) provides another mechanism for relaying activity,
one that has been suggested to underlie how locusts reliably represent complex odours
by sequences of neuronal activity unfolding with time (Wehr and Laurent, 1996).
Activity grows in the initial assembly and is progressively relayed to another ensemble,
whose interneurons shut down the incoming activity before the second assembly itself
is silenced by the interneurons in the third assembly, etc. In this setting, oscillations
increase the combinatorial space for expression of a single (but complex) memory
item by adding to identity the use of time, thus enabling a so-called spatiotemporal



9 HiprpocAMPAL MEMORY OF SEQUENCES

code. While such an architecture based on asymmetry of interneuronal connectivity
is also liable to enable transient assemblies that represent distinct memory items, no
evidence has been found of its existence in the hippocampus.

Consolidation of assemblies It is natural to ask if there may be a process to help
assemblies related to behavioral events stand out from opportunistic, coincidental,
random assemblies, or noise. Such a process would offer the advantage of demanding
less repetitions of the behavioral cues to establish the memory. This could indirectly
enable the memorization of longer sequences, which those are less frequently pre-
sented. Following the mechanistic picture we have suggested above, assemblies have
to fire in order to weld into a sequence, however now, for consolidation purposes
the sensory input is absent by definition. Therefore, for a brain network to be able
to engage into consolidation, it must be possible for it to operate in a hyperexcitable
state when sensory input is absent. In contrast, when sensory input is active, net-
work-level hyperexcitability is undesirable to the extent that activation of anything
but the strongest-driven assemblies would result into confusion.

Broadly, a systems-level state switch could be implemented either by bathing a
network in a neuromodulatory agent, or by a network-wide excitatory signal, or by
the release of an inhibitory block. Which mechanism is used defines the timescale of
the network switch. While sensory deprivation during sleep seems ideally suited for
consolidation, the pattern of network activity believed to be linked with consolida-
tion has also been observed in awake immobility, including very brief pauses during
movement. This observation would speak for consolidation not to be dependent on
neuromodulation, which is generally slow-acting.

In the excitable state, random (uncued) activation of ensembles of neurons would
occasionally have enough overlap with a recently formed assembly so as to kickstart
the sequence reproduction process. Naturally, premature termination, or a branching-
off to an unrelated sequence are possible if the connections were weakly established.
This “lifting up from the noise” that is suggested to underlie local consolidation in the
brain area where sensory inputs first converge would work just as well for systems-level
consolidation, i.e. for sending information about the sequenced firing to other brain
areas (Battaglia et al., 2011). Particularly well-established cue assemblies would start
their sequences from the random excitable state correspondingly often, and their tar-
gets outside of this memory network would mirror the sequences as described above,
eventually enabling the transfer or copy of the memory to the remote location.

1.2 Traces of Spatial Experience in the Hippocampus

In the previous Section we have introduced the notions of memory, neuronal assem-
blies, time defined by brain rhythms, sequences of activity and and Hebbian plasticity.
Here we present these concepts in practice, taking as a motivational guide the most
thoroughly researched memory system (the hippocampus), the current paradigmatic
experimental realization of episodic memory (reactivation of cells that code for space),
and the model systems of choice for its investigation (rodents).
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How these elements are woven together is at best illustrated by recounting one of
the now classical experiments on sequence memory.

1.2.1 Rat in a Linear Track: Place Cells, Reactivation and Ripples

We describe next the reactivation experiment by Diba and Buzsdki (2007). The
behavior of the animal, and the brain activity in form of oscillations and neuronal
action potentials are illustrated in Figure 1.1.

Behaviour and LFP rhythms In the study by Diba and Buzséki, a rat ran along a
linear track for water reward at either end. The track used for this kind of experiments
is itself rather featureless, but the rat can see the laboratory environment above and
around, which provides visual landmarks in addition to other sensory cues that human
observers do not easily perceive. A set of electrodes had been implanted in the brain
of the rat in order to monitor the electrical activity in the hippocampus. When the
rat was running an oscillatory pattern became apparent. It was the so-called theta
rhythm, a slow (5-10Hz) oscillation of the local field with a somewhat triangular wave
shape. The theta rhythm (6 activity) is associated with states of movement, where it
shows oscillation frequency increasing with locomotion speed, as well as with shallow
(REM) sleep phases. While not running (i.e. when grooming, resting or when in deep,
non-REM sleep), a different brain pattern sets in: most of it seems unstructured but
it is irregularly punctuated up to once per second by sudden, acute deflections called
sharp waves. A feature of these sharp waves is that they display a fast superimposed
oscillation, called a ripple. The joint phenomenon is denominated sharp-wave ripple
(SWR) and often referred indistinctly by either of its two components as a sharp wave
or aripple.

Neuronal activity The oscillatory rhythms just introduced, theta and sharp waves,
are expressed in the electrode recordings depending on the behavioral state. What do
individual cells do during them? It is in the high-frequency components of the signal
(above 500 Hz) where the neuronal firing is visible as blips or spikes. The availability
of several close-by electrodes in the probe permits one to compare and triangulate the
high-frequency signals as seen from slightly different vantage points, and assign to
each of them a putative “source identity”. The inference of which kind of neuron is
behind one of these clusters, or units, relies in often heuristic assessments of its firing
phenotype—both the thin, but not structureless, shape of the spike, and the rate and
pattern of firing, usually as seen in the autocorrelation of spike times.

Place cells and the theta rhythm Some of the identified units fire preferentially at
particular spots of the linear track, called place fields by analogy with other sensory
receptive fields. These fields are established after only a few repetitions, are stable over
the course of the experience, and fade out a few days later. They represent a neural
correlate of a higher-order sensory construct: “location” (involving vision, olfaction,
proprioception...). A spatial trajectory of an animal is thus represented by several of
these place cells firing in sequence. This has been confirmed in several studies where
the position has been reconstructed with probabilistic methods from the neural activity
alone, once the meaning of the spikes was known (by observing both positions and
spikes for some time).
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Figure 1.1. Place Cells, Replay and Sharp-Wave Ripple Complexes. A rat runs along a
linear track while the electrical activity in region CA1 of its hippocampus is recorded by an
array of electrodes. Behaviour. Speed is shown by a filled grey curve at the top panel. The
rat is practically immobile before and after running. LFP. An example trace from one elec-
trode is shown in dark grey. A rhythmic oscillation at 4-8 Hz (8) is visible during movement;
elsewhere the LFP is irregularly punctuated by Sharp-Wave Ripples (SWR; two examples
shown magnified at the flanks). Units. Units have been ordered according to their firing during
movement and their spikes are color-coded according to the region of the environment (place
field) in which they are active (see schematic of rat movement at top). Replay. Two example
instants at which the majority of cells activate quasi-simultaneously have been marked »»
and <« ; they are shown expanded at the left and right side, respectively. The magnification
shows a firing order that is correlated resp. anticorrelated with that during subsequent resp.
precedent movement, representative of many runs. Replay occurs coincident with fast (ripple)
oscillations in the LFP. SWRs. The synchronization of both forward and reverse replay events
extends to the whole dataset, as established by the crosscorrelograms at bottom. Adapted with
permission from Diba and Buzsaki (2007) and Carr et al. (2011).

Reactivation and ripples These “conjunctive sensory units” (units that activate upon
reception of the appropriate multimodal sensory stimuli) also discharge occasionally in
absence of sensory input. Usually, they fire very sparsely and with no apparent pattern.
But during hippocampal ripples that appear irregularly during awake immobility or
slow wave sleep (SWS), they activate spontaneously forming short bursts (1/10" of
a second) in an order that is highly correlated to the order in which they were acti-
vated during the previous experience. This reverberation of the run along the track is
repeated time and again both in forward and reverse order. Forward reverberations, or
reactivations, tend to happen before the animal starts running on the given direction,
and are speculated to play a role in planning and anticipation of events, whereas reverse
reactivations overwhelmingly correlate with rest at the target location and offer a poten-
tial solution to the credit assignment problem, 1.e. finding out which of the past actions
were essential for bringing about reward. Forward reactivation is presumed to rely on
synaptic mechanisms. Reverse replay, following experience rather immediately, has
been suggested to rely on an activity-based mechanism: proximate-field place cells
remain more excitable than distant-field cells upon arrival of a post-movement rising
excitation wave (SWR), thus advantaging replay in the reverse order (Buzsaki, 1989).
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The reactivation of spatial experiences in experiments with awake, behaving ani-
mals motivates our interest in the more mechanistic aspects of the architecture of
memory networks for retrieval (Chapter 4) and the synaptic underpinnings of the
retrieval-related rhythm of SWR (Chapters 2 and 3). We direct the reader further
interested in spatial reactivation to the recent reviews by Buhry et al. (2011) and
Carr et al. (2011) for discussion of aspects such as two-dimensional environments,
reactivation during other behavioral states, functional value, concurrent reactivation
of assemblies and correlated LFP activity in other brain areas, reward and motivation,
etc. In the next Section we concentrate on the concepts of neuronal assemblies and
oscillatory rhythms (defined in Section 1.1), important for the memory of sequences
in the light of the example experiment just described.

1.2.2 Ratin a Linear Track: Assemblies, Oscillations And Sequences

In order to frame our research question, we shall now recapitulate the conceptual ele-
ments that converge in this story. First, there are two dominant electrical patterns: theta
and irregular sharp-wave activity hosting fast ripples. Second, the firing of excitatory
neurons during theta is tuned to a particular position—a neural correlate of a high-
level physical variable. Third, a sufficient number of cells manifest this spatial tuning
so that even capturing only a few permitted Diba and Buszdki to show a reasonable
coverage of the linear track. Fourth, the same cells that fire in short succession during
the behavior fire at other times, either before running or after. Fifth, when they fire,
they follow the sequence expressed during running, or its reverse, with high signifi-
cance. And sixth: they precisely choose the irregularly occurring sharp-waves, outside
of theta, for their coordinated reactivation.

The abstract concepts outlined in Section 1.1 can be matched to some extent with
a concrete realization in this experiment

1. memory — place cells represent a neural correlate of a physical variable; the
experiment does not establish, however, that this correlate has a functional
value. Although this important issue has been tackled in later experiments, e.g.
Dupret et al. (2010), the leap from reactivation to memory should be taken in
this work as a working hypothesis, not an established fact.

2. memory systems — place cells are found in a particular region of the cortex, the
hippocampus; a region that is anatomically and cytoarchitecturally extremely
well defined and that is known from lesion studies from rodents to humans to
be critically concerned with the establishment of episodic memories.

3. memory traces — the sequential activation of neurons as the rat progresses
on the track is reinstated later during e.g. immobility. There is presumably a
biophysical structural substrate, likely synaptic, that supports this well-timed
reactivation, but we cannot investigate it in large scale; we content ourselves
with its imprint or frace in the spiking activity of the small fraction of the reac-
tivating cells that we can measure in an electrophysiological experiment (note
that the term trace is often used for the durable expression, perhaps synaptic,
of the memory, for which we will use rather simply the term memory).
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. assemblies — one may suggest that cells that fire together in the short temporal

framework of one sharp wave (about 0.1 s) form an assembly. Our working
definition of assembly relied, however, on the representation bearing an atomic
unit of content, a single memory item. The successive positions, at the reso-
lution of one place field, do map better to our concept of unitary, structureless
representation than the whole track as represented by the sequence. It would be
uneconomic to encode each possible trajectory in one assembly. Additionally,
studies in two dimensional environments have shown that trajectories that pass
through a certain place field do show firing of the corresponding place cell. We
take this not as evidence against assemblies, but as indication that they exist at
a finer temporal level of expression.

. rhythm-synchronized assembly expression — recordings with current multi-

electrode arrays allow to sample at most up to two hundred neurons, of which
forty percent will be place cells, only a fraction of which, in turn, will be active
in a given environment. If assemblies exist over very short time scales, the
current numbers of simultaneously recorded neurons are insufficient to prove
it. In spite of that, here is our hypothesis in this Thesis, in mnemonic form:

one spatial location (memory item) ~ one assembly ~ one ripple cycle

. consolidation — the shortened time-frame for reactivation of behavioral

sequences has been proposed to be well adapted to currently known mech-
anisms of plasticity (long-term plasticity, Buzsaki et al., 1992). The ordered
reactivation matches the needs of STDP for establishing synaptic flows for-
ward in time (for planning) and backward (for valuation, or credit assignment).

. broadcasting — beyond the immediate consolidation of the path as a rein-

forced sequence of firing cells in the hippocampus, there may be the need
of sending away the information. Two functional needs could be served by
broadcasting this information to other areas in the cortex. First, retrieval in
the hippocampus could cue sensory areas to reinstate the full flavor of the
experience (“mental time travel”, Carr et al., 2011). Second, it could sub-
serve consolidation of the memories in longer-term storage areas of the cortex
(McClelland et al., 1995). That memories become with time independent of
the hippocampus has been observed in lesion studies, most notably in humans.
It is not excluded that the replay of memories to reinstate the experience could
have as a side effect their becoming independent of the hippocampus. What
is interesting in this context is the coincidence of hippocampal reactivation
with sharp-wave ripples: ripples constitute a very strong collective activation
of the entire hippocampal network and thus are ideally suited to function as
carrier waves to hippocampal target areas. Sleep is ideally suited for separating
learning and consolidation and so prevent reinstatement to result in halluci-
nations (Diekelmann and Born, 2010).
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1.3 Anatomical Context

In this Section we present the main anatomical and physiological characteristics of the
hippocampus relevant to our work. We place the hippocampus in its wider anatomical
context in the brain in Section 1.3.1. We discuss its internal structure of layers and
pathways in Section 1.3.2, and home in subsequently on its CA1 subfield (Sec. 1.3.3)
and, further into it, on the CA1 pyramidal cell (Sec. 1.3.4).

When referring to abbreviations in any of the figures, we will use special type, e.g.
CAM, which stands for Cornu Ammonis.

1.3.1 The Hippocampus in the Brain

The hippocampus is found in all mammals with a distinctive architecture that changes
little with phylogenetic development. There are however morphological variations of
the basic elongated and curved theme from species to species (Insausti, 1993, Fig. 2;
compare macaque staining in Figure 1.2 with mouse in 1.4 and rat in 1.5).

We zoom out from the area of the rat brain where the recordings shown in
Figure 1.1 of the previous Section were obtaine. Cornu Ammonis 1, or CA1, is a field
of the hippocampus proper, which is formed by CA1, CA2, and CA3. Together with
the U- or V-shaped dentate gyrus (DG), these three fields conform the hippocampus!-!.
The hippocampus and the nearby structures subiculum (SB), presubiculum (PSB),
parasubiculum (PASB), and entorhinal cortex (ENT) constitute the hippocampal for-
mation (HF). Histologically, the hippocampal formation transitions from folded
archicortex (ancient cortex) to the modern neocortex in the medial temporal lobe (e.g.
region 36 of the perirhinal cortex; Figure 1.2), and is conventionally ascribed to the
limbic system. The limbic system forms a medial ring around the corpus callosum
and the hilus of the hemisphere. It is on the limbus, or border, of the medial surface of
the lobe and comprises several cortices. The inner ones (olfactory, amygdala, septum
and hippocampus) are simpler in construction, whereas the outer ones (subgenual, cin-
gulate, retrosplenial and parahippocampal) look more modern in architecture. While
the cortices in the parahippocampal gyrus (entorhinal and presubicular regions) are
structured in six layers much like neocortex, some of these layers have few cells, which
led to the denomination of schizocortex or “split cortex”. The term limbic system is an
important keyword for communicating about subcortical brain areas in the cerebrum,
but lately anatomists tend to eschew its use and refer to the hippocampal formation
as an independent subcortical structure (Amaral and Lavenex, 2007).

Figure 1.2 illustrates the aforementioned spatial transition from the phylogenet-
ically more modern neocortex, convolved at the right, to the older hippocampus,
housed in a fold at the left (labeled CAM and DG). The basic layout of cells and
fiber pathways of the hippocampal formation is the same across mammals (see Sec-
tion 1.3.2). In rodents, however, the shape of the hippocampus is somewhat simpler
than in primates and of more homogeneous thickness, and it takes up a much larger
fraction of the brain. Each of the hippocampi resembles a curved tube. Both are joined

1.1. Some authors limit hippocampus to the cytoarchitecturally similar Cornu Ammonis fields and consider
the DG as part of the larger hippocampal formation, which is not cytoarchitecturally homogeneous but defined by
predominantly unidirectional pathways threading through the areas involved.
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Figure 1.2. From Neocortex to Allocortex in the Macaque Brain. Nissl staining of coronal
(left) and sagittal sections (right) of the macaque brain. The six-layer cortex goes over to a
three layered architecture in the hippocampus through a transition zone. Top. Coronal sec-
tion shows right temporal (inset shows location), the area beneath the lateral sulcus (LS;
inset). From right to left, starting at the occito-temporal sulcus in the middle of the image
(OTS): temporal neocortex (TE), area TF of parahippocampal cortex (TF), and cortical area 36
(36). Entering the hippocampal formation: entorhinal cortex (ENT), parasubiculum (PASB),
presubiculum (PSB), subiculum (SB), Cornu Ammonis (CAM) and dentate gyrus (DG; the
latter two conforming the hippocampus proper). Adjacent to the hippocampus: lateral ven-
tricle (LV), caudate nucleus (CA), stria terminalis (STr) and fimbria (FI). Above: dorsal lateral
geniculate nucleus (LGd). Bottom. Sagittal section showing the elongated shape of the hip-
pocampal formation and its posterior location. The cerebellum (CB) is the salient caudal
structure. Notice again the difference in neuronal layering between neocortex and allocor-
tical or archicortical regions. Technique and source. Nissl stainings here and in Figs. 1.3,
1.4 label the whole neuronal population (and glia) but is less apt for morphology than Golgi
silver, which penetrates only a few neurons whose morphology can be well studied. Images

courtesy of brainmaps.org (Mikula et al., 2007).
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at their upper ends by the hippocampal commissure that crosses the midline under
the anterior corpus callosum (Fig. 1.3). The axis of the tube is denominated septotem-
poral because the hippocampus connects with the medial septum at its inner, dorsal
end (right panel, Figure 1.3). The radial direction is quite structured and explained
in terms of a transverse axis with positions ranging from DG-proximal to DG-distal,
and a depth axis orthogonal to it. The structure of the slices is quite similar across
the septotemporal axis, which, paired with the fact that the cylinder is quite twisted in
three dimensions, leads to coronal, sagittal and horizontal sections resembling warped
versions of each other (Figure 1.4).

The degree of self-similarity of parallel slices, especially when taken transverse to
the septotemporal axis together with the strong, cohesive longitudinal connectivity has
led to hypotheses that, under some regimes, it may support parallel processing. Despite
the existence of extensive connectivity along the septotemporal axis with defined spa-
tial patterns of efference and afference, a connectivity which is forcibly lost upon
sectioning, acute slices still display several network phenomena seen in vivo with
remarkable fidelity; a prime example to be exploited in this work is oscillations. Refer
to Wu et al. (2005b) for a brief round-up of in vivo and in vitro literature supporting
this so-called lamellar hypothesis.

Slices for experimental work are generally below 0.5 mm in thickness (but see
Wau et al., 2005b) and maintained in a heavily gassed solution (usually 95% O,, 5%
CO,) akin to cerebrospinal fluid (ACSF; artificial cerebrospinal fluid), because profuse
oxygenation is critical to tissue survival. The richness of electrophysiological phe-
nomena supported by the hippocampal slice of rodent tissue has spawned a whole
field of electrophysiology in the slice, allowing not only studies at the cellular/sub-
cellular level (e.g. synapses and plasticity, firing patterns) but also of microcircuits
(local connectivity) and mesocircuits (e.g. population activity involving several hip-
pocampal fields). The degree of detail with which cellular and local circuit physiology
is accessible in the slice, especially via long intracellular recordings, has facilitated
these extraordinary advances.

Figure 1.3. The Dissected Mouse Hippocampus. Left. Top view of both fresh hippocampi
including subiculum (strain DBA 2/J, weight of mouse 21g; weight both hippocampi ~25 mg,
whole brain ~400 mg). Hippocampi communicate by an extension of the fornix called the
fimbria; the pathway is called the hippocampal commissure. Adapted from the Mouse Brain
Gross Anatomy Atlas (Mouse Brain Library project). Right. Left hippocampus from the side
(miniature of mouse brain inset at left for reference). Nissl stainings in insets at right reflect
successive coronal sections along the septotemporal axis s-T at locations marked by vertical
lines. Calibration is 1 mm (for main image). Adapted from Lu et al. (2001) by permission.
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horizontal coronal _

Figure 1.4. Orthogonal Sections of Mouse Brain: Views of the Hippocampus. Horizontal
(from above), coronal (from front) and sagittal (from right side) whole-brain Nissl-stained
sections. The hippocampus is easily identified as the darkest stained structure after the cere-
bellum, which is at the back of the brain (not visible in coronal). The dentate gyrus is visible in
all three as the smaller, U or V-shaped, densely stained cell strip, interlocking with the Cornu
Ammonis, which is larger and of gentler curvature. Lamination is much less marked than in
nonhuman primate brains (Fig. 1.2). Images courtesy of brainmaps.org (Mikula et al., 2007).

Septo-temporal patterns of connectivity The wealth of pathways and subtle gradi-
ents of connectivity between transverse slices does not lend itself very well to verbal
description. Instead, a database where queries can be filtered by position of source and
target in 3D (septo—temporal position, proximal-distal location along the transverse
axis and superficial-deep across strata, see below) is more appropriate. The effort of
compiling that database for the rat hippocampus has recently been carried out and
the results presented in tabular form (Strien et al., 2009).12 In this Thesis we study
phenomena that are readily measurable on the slice and thus we focus on longitudinally
local circuits. For these two reasons, we direct the interested reader to the publication
by Strien et al. for connectivity across the slice planes. We shall now move on to the
intraslice connectivity, cell types and catalog of oscillations.

1.3.2 The Hippocampal Transverse Slice: Cells and Pathways

In this Section we describe how both the cells in the slice and their connections are
organized according to layers. We mainly followed Amaral and Lavenex (2007), Strien
et al. (2009), and Jones and McHugh (2011), together with some of the references
therein to prepare a summary that focuses in the main features that are important to
understand the work we present in later Chapters.

1.2. This database of connectivity is regularly updated; notices are posted at http://temporal-lobe.com.
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Hippocampal layering and pathways in comparison to cortex The hippocampus
is organized differently from cortex, which in most mammals is arranged in modular
columns with six layers. Instead, the old cortex in the hippocampus has three vis-
ible layers and intrahippocampal connectivity is not reciprocal but rather progressive,
mainly embedded in a closed loop from layer II to layers V/VI of entorhinal cortex
through the hippocampus and subiculum.

Neurons More than 80% of cells are in cortex and hippocampus are classified as
excitatory, with a roughly similar number of excitatory synapses. Principal cells show
some differences between hippocampal subfields and are rather homogeneous inside
each of them. Inhibitory cells, however, show a staggering variety in their location,
their afference and efference patterns, and their physiology.

Radial organization in layers Starting in the radial frame from the deep layers we
find first what is called in the DG the hilus and in Cornu Ammonis the alveus and
stratum oriens. It is populated mainly by incoming and outgoing axons and interneu-
rons, and in CA by the basal dendrites of pyramidal cells. Next towards the surface
is the principal cell layer, which also contains some interneurons. In DG this layer
is denominated, after its characteristic principal cells, the granule cell layer (stratum
granulare) and correspondingly in Cornu Ammonis and subiculum, pyramidal layer
(stratum pyramidale). The most superficial layer is called molecular layer in the
DG and in the subiculum. The molecular layer displays some substructure in Cornu
Ammonis, depending on the subfield. In CA3 this stratum moleculare subdivides into
three strata: lucidum (layer of afference of the DG), radiatum (hosting the apical den-
drites of the pyramidal cells just below) and lacunosum-moleculare. In CA2 and CA1
stratum lucidum is missing. Region CA?2 is small and has been little studied in the
rodent literature from a functional point of view; it has neurons similar to CA3 but
unlike CA3 it does not receive projections from the DG, it is more resistant to epilepsy-
induced cell loss and less suitable for LTP (see Jones and McHugh, 2011 for review).

Longitudinal topography The entorhinal cortex connects its superficial to its deep
layers through the hippocampus. The main pathway is comprised of four glutamatergic
synaptic relays at principal cells. The three first hops have been dubbed collectively
the trisynaptic loop, although as such, it is not a closed loop. First, granule cells of the
dentate gyrus receive excitation from the medial EC, layer II (1% synapse) through the
perforant path. They in turn project to CA3 pyramidal cells via a synaptically strong
pathway, made of so-called mossy fibers (2™ synapse). Some more lateral layer I EC
fibers bypass DG and directly impinge on CA3 principal cells. Finally, CA3 pyramidal
cells send axon collaterals (Schaffer collaterals) to CA1 cells (3" synapse). These con-
nect back to the deep layer V of entorhinal cortex, directly or through the subiculum.
Some connectivity from EC layer III pyramidal cells to CA1 neurons (temporoam-
monic pathway) proceeds in exactly the opposite direction (backprojections) to distal
superficial dendrites of CA1 pyramidal cells, but does not progress further than CA1l.
CA3 cells project back to the DG hilus and molecular layer; this pathway is stronger
at temporal levels, but in general sparse. There are also reported backprojections from
CAT to CA3 and subiculum to CA1, but they are not as well known as those enumer-
ated above (Strien et al., 2009).
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The closing of the entorhinal-entorhinal loop is provided spot-on the EC layer of
origin (IT) by the projections from CAl-innervated pre and parasubiculum to layers II
and III respectively.

Subfield connectivity These cross-field pathways are complemented by in-field con-
nectivity, such as the granule cell excitatory and inhibitory feedback loop with mossy
cells and hilar interneurons respectively in the hilus, or the important recurrent, asso-
ciative connectivity of CA3 pyramidal cells. CA1 field connectivity will be discussed
further on.

Extrahippocampal connections: cortex The superficial layers of the EC receive
sensory information from the neocortex via the parahippocampal gyrus and or the
perirhinal cortex and routes it to the hippocampus. Conversely, the deep layers of
EC route information from CA1 back to the neocortex through the same areas. Dorsal
hippocampal CA1 cells project directly to restrosplenial and perirhinal cortices (A35
and A36 in the Figure), and receive inputs from the perirhinal and postrhinal cor-
tices in stratum lacunosum moleculare; at the mid septo-temporal level they rather
project to the medial prefrontal cortex. The dentate gyrus receives direct input from
pre and parasubiculum as well.

Other extrahippocampal targets Besides this tight embedding in a loop with the
neocortex via the entorhinal cortex, there are a few other extrahippocampal pathways
of note. CA3 projects through the commissure to the contralateral hippocampus (CA1
does as well, but much more sparsely). These commissural fibers are far more relevant
in rodents than in primates. CA1, CA3 and subiculum project to the lateral septum;
the CA1 and CA3 collaterals are routed through the fornix. The ventral hippocampus
projects to the olfactory bulb, the anterior olfactory nucleus, and to nuclei in the amyg-
dala and striatum.

Other extrahippocampal inputs Amygdala, hypothalamus, thalamus, brainstem and
basal forebrain all project to the hippocampus. Brainstem inputs of special importance
are the dopaminergic fibers from the ventral tegmental area to CA1, because they can
modulate synaptic transmission. The basal forebrain and brainstem inputs may mod-
ulate the main intrahippocampal excitatory pathway according to sleep/wake cycles
or novelty. Acetylcholine (ACh) from septal nuclei, in particular, has been associ-
ated with modulation of the CA3—CA1—EC—neocortex pathway (including CA3
intrinsic connections). Reduced ACh levels during quiet states, including sleep, would
reinforce auto-associative activity and output to the cortex, thus providing a neuro-
modulatory substrate to the consolidation phase of the two-stage model of memory
consolidation (Hasselmo, 1999).

1.3.3 The CA1 Area of Hippocampus

We have seen above that CA1 is at the epicenter of the hippocampus as a connectivity
hub, receiving input directly and through DG and CA3 from the entorhinal layers that
gather information from the cortex (III, IT), but also from those that project it back
(V,V]) and in direct dialogue also with other cortical and subcortical areas.
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Figure 1.5. Hippocampal Formation and Parahippocampal Cortices of the Rat. Coronal
and horizontal caudal cross-sections of the rat’s cerebrum are presented with reference to the
3D schematic at top left. Reference frames. Schematic shows brain-wide frame (straight
arrows). The septotemporal axis is called dorsoventral by some authors. The horizontal sec-
tion is almost transverse to this axis. The transverse frame is spanned by the proximodistal
axis which is parallel to the hippocampal cell layer and starts from the dentate gyrus and,
orthogonally to it, the radial or superficial-deep axis. Fields. Dentate gyrus (DG; dark brown),
CA3 (medium brown), CA2 (not indicated), CA1 (orange), subiculum (Sub; yellow), pre-
subiculum (PrS; medium blue), parasubiculum (PaS; dark blue) and entorhinal cortex (medial,
MEA in light green and lateral, LEA in dark green) constitute the hippocampal formation.
The entorhinal cortex is described by dorsolateral to ventromedial (dl, vm in schematic respec-
tively) and rostrocaudal axes. The perirhinal cortex consists of areas A35 (pink), A36 (purple)
and the postrhinal cortex (blue-green; only visible in schematic). Strata. In the horizontal
section cortical layers are numbered I-VI from superficial to deep. In hippocampus, gl stands
for granule cell layer; luc for stratum lucidum; ml for molecular layer; or, stratum oriens;
pyr, pyramidal cell layer; rad, stratum radiatum; slm, stratum lacunosum-moleculare. Adapted
from Strien et al. (2009) with permission.

The measurements from CA1 in linear track replay experiments in vivo (see brief
account in Section 1.2.1) also contributed to our fascination for the area: pyramidal
cells there seem to code for space, and the electrical activity measured in CA1 shows a
variety of oscillations in different time scales which are clearly correlated with behav-
ioral state and undoubtedly play a role in setting the stage for the coding of episodic
memory. We find reasons thus to examine in more detail the inhabitants of CAl:
pyramidal cells and a rich zoo of interneurons, highlighting those aspects of their mor-
phology and connectivity that will be most relevant later.

The pyramidal cell layer is packed in the rat with 4-5 cell bodies and includes
some basket cells as well. Cell body counts estimate a population of a quarter to half
a million cells in this layer of the rat hippocampus (West et al., 1991), slightly above
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the corresponding numbers for CA3. In contrast to CA3, CAl has recurrent loops
of restricted septotemporal scope. This is a precious anatomical observation for any
slice model in which observations could be explained by recurrence, as the case is
ours. These recurrent connections are made in stratum oriens, sometimes en passant
towards the subiculum (Deuchars and Thomson, 1996).

Schaffer collaterals The CA3 intrinsic output pathway synapses strongly within CA3
itself before targeting CA1l both at the level of the stratum radiatum and oriens.
Schaffer collaterals are the strongest input to CA1 and have been extensively inves-
tigated, not least because the right electrical stimulation of the fiber bundle can produce
long-term potentiation (LTP). Through this pathway a single CA1 neuron may receive
thousands of contacts from CA3 cells. The topography of the connection follows the
principle of reverse distance: distal CA3 projects to proximal CA1 and proximal CA3
to distal CA1 (to further complicate things, there are differences as well in the synaptic
target layers according to proximodistal location in CA1).

Temporoammonic pathway Axons from the entorhinal cortex impinge on the distal
apical dendrites of pyramidal cells.

Subiculum and EC The projections from CAT1 to the subiculum follow again the
same reverse topographic pattern as Schaffer collaterals from CA3 to CA1, and they
respect the seemingly columnar organization of the target region.

Interneurons Interneurons have generally a confined axonal scope and use
y-aminobutyric acid (GABA), hence their longer denomination: local inhibitory
interneurons. The majority of them lack dendritic spines. A testimony to the likely
functional importance of the otherwise relatively few interneurons is how their den-
dritic arborizations and axonal plexa are clearly confined to certain strata, to the point
of being a definitory geometric feature as important as their genotype. One speaks
for example of bistratified cells because their axons arborize in the two strata above and
below stratum pyramidale, or of oriens-lacunosum moleculare (O-LM) cells, because
their dendrites are in oriens along with the cellular body, while their axon makes con-
tacts only in lacunosum-moleculare. The study of interneuronal firing patterns in vivo
is relatively recent (Klausberger et al., 2003). Since interneuronal firing patterns are
often as specific to behavioral states as their projections are to layers, and since specific
interneuron classes have privileged control over the spiking output of pyramidal cells
because of their afference sites at the soma or directly on the axon, the extension
of the present knowledge from just a few units in the anesthetized condition to popula-
tions in the behaving animal will surely shed abundant light on hippocampal function.

A final important feature of the interneuronal population at large is that there is
abundant recurrent connectivity, not only by chemical synapses but also through gap
junctions; this has led even to rescue Golgi’s syncytium as a characterization of the
resulting networks (Amitai et al., 2002). This connectivity is highly interneuron-class
specific.

Note that CA1 was initially named regio superior in the terminology of Ramén
y Cajal and later Blackstad (CA3, correspondingly, was regio inferior); we have seen
this terminology employed in the literature produced well into the 1970s.
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1.3.4 The CA1 Pyramidal Cell

In this Thesis we use pyramidal cells as a telescope to peek into network activity. We
do so by listening to the synaptic inputs they receive, both from interneurons and from
other pyramidal neurons. Here we enumerate some properties of CA1 pyramidal cells
that are relevant for this observer role.

Pyramidal cells are the dominant excitatory cell type in the mammalian cortex.
Across structures in the forebrain such as hippocampus, amygdala or cerebral cortex
they share an asymmetric, pyramidal-shaped soma and two distinct dendritic arboriza-
tions (see Fig. 1 in Spruston, 2008 for a morphological comparison of neocortical vs.
hippocampal CA1 and CA3 pyramidal cells and Fig. 1.6 below for a CA1 example).
Towards the base of the pyramid, the basal dendritic tuft branches off the several
dendrites that emanate from the soma. The apical dendritic tuft is built as ramifications
of one single apical dendrite connected to the soma, with sometimes a second principal
branch emanating from this principal dendrite close to the soma. The basal tuft is more
compact than the apical one, covering perhaps 1/4 to 1/3 of the extension of the cell
away from the soma.
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Figure 1.6. Passive Integration of Compartment-Specific Inputs to CA1 Pyramidal Cell.
Cell reconstruction and schematic of afference patterns. The axon (not shown) emerges from
the basal end of the soma and projects through the alveus chiefly to subiculum and secondarily
to parasubiculum and entorhinal layer V/VI and through the fimbria to a variety of extrahip-
pocampal targets depending on the septotemporal location of the cell. Left. The voltage seen
at the soma is predicted by cable theory (Rall, 1967) to strongly attenuate according to where
the conductance is injected into the cell (here a factor 20 between distal inputs and somatic
inputs). Color overlay on the morphology of a CA1 cell represents the somatic voltage change
that would be induced by an example conductance of 0.3 nS at each potential synaptic site of
injection. Right. Schematic of main excitatory input from nearby CA3 and entorhinal cortex
showing some of the local interneuronal circuits. Interneurons are represented by a yellow disc
positioned at the stratum where their soma is located. TA: temporoammonic pathway from
layer III of the entorhinal cortex; Schaffer/C: inputs from ipsilateral CA3 (Schaffer collaterals)
and contralateral CA3 (commissural afferents). Attenuation heat map adapted by permission
from Spruston, 2008.
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Cell bodies of CA1 pyramidal cells are smaller than those of CA3 cells. CAl
pyramids have cortical-like spines on which asymmetric synapses of excitatory char-
acter are formed, but they do not show the massive thorny excrescences characteristic
of the DG afference onto CA3 pyramidal cells. Inhibitory input forms symmetric
synapses on the shafts. This anatomical difference helps to quantify the compartmental
preference of different types of inputs. The stratification of inputs is as follows: exci-
tation is predominantly distributed on the dendritic tree while inhibition via GABA
targets also the soma and axon; CA3 input is concentrated on the near apical and
basal dendrites whereas the distal apical dendrites receive input from the entorhinal
cortex and the thalamus in anatomically almost equal proportion. Thus near-somatic
input is more local (including interneurons and recurrence) and distal input is more
extrinsic. Due to the considerable electrotonic length of the cell, a strong coalition
of distal inputs would be needed to match more proximal synaptic afference of equiv-
alent intensity at the source. The question of how diverse sources of input contribute
towards the output is still open, not least because a non-homogeneous distribution
of conductances (active or passive) could compensate for distance (“synaptic conduc-
tance scaling”, Magee and Cook, 2000), and because integration could be behavioral-
state dependent. However, any mechanism of compensation based on active conduc-
tances will be largely absent in the voltage clamp recording configuration, where the
cell voltage is held constant.

The principal excitatory neurotransmitter is glutamate, and synapses contain vari-
able amounts of NMDA, AMPA and metabotropic receptors. Of consequence for
our theoretical model below, synapses have been found that express NMDA recep-
tors but no functional AMPA receptors. These have been dubbed silent synapses.
Their repeated activation may lead to the installation of AMPARSs, one of the proposed
cellular mechanisms for long term potentiation (LTP). Both AMPA and GABA-A
synapses have fast kinetics, with current tail-offs estimated at around 2 and 4 ms
respectively.

An extensive review of pyramidal cells concentrated on CA 1 and cortical neurons
in rat was published recently by Spruston (2008). We refer the reader to that publica-
tion for a discussion of plasticity.

1.4 Physiology of Sharp-Wave Ripples

Having sketched the most salient anatomical features of the hippocampus, we change
our bearings and look at the physiological pattern at the center of our interest: sharp-
wave ripples. Before diving into their electrographic signature and the associated unit
activity, we devote a few paragraphs to the singular characteristics of hippocampal
LFPs, and to other hippocampal patterns of activity that are apparent in them beside
ripples.

1.4.1 The Interpretation and Content of Hippocampal LFP

We have seen in the previous Section that the local hippocampal tissue is a) laminated
in the radial direction, both for the location of cell bodies and their connections, b)
self-similar in the transverse or septotemporal direction and c) self-similar along the
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longitudinal or proximodistal direction. This frame is locally orthogonal and defines
two spatial axes along which the layout of neural hardware varies little (transverse and
longitudinal) and one in which it varies in an structured way (radial). The main con-
sequence is that, in the hippocampus, one can obtain information about the activities
of neural populations from local field potentials (LFPs).

LFPs reflect synaptic currents Extracellular electrodes will record similar signals
when displaced in the two homogeneous axes and changing signals when recording
in the radial direction, the change in current polarity reflecting the new relative posi-
tions of current sources and sinks as the electrode goes deeper in the radial direction.
The fast components (>500 Hz) will betray the charge sinks and sources due to
spiking activity, whereas the slow components reflect well the underlying synaptic
currents (Johnston and Wu, 1994). Most synapses being associated with pyramidal
cells, and these having to their advantage when “voting” for the LFP that they are
distributed neatly in a compact layer, it is rather likely that the LFP is heavily influenced
by synaptic currents at the pyramidal dendrites (be they of inhibitory or excitatory
nature, see Ellender and Paulsen, 2010). However, the attenuation scheme applicable
for cable conduction (Fig. 1.6) is not the same as for the volumetric current displace-
ments intervening in the formation of LFP signals, whereby the relation of LFPs with
e.g. currents observed at the soma is ill-specified as both weight differently distal
contributions (see Fig. 1.7).

The laminated structure of the hippocampus along its radial axis permits investiga-
tion of the radial structure of currents by a technique known as current-source density
analysis (CSD). CSD profiles are produced by obtaining derivatives of the measured
potential along the radial axis with the additional assumptions that the surrounding
medium is resistive, uniform and isotropic. CSDs require multiple measurement points
along the superficial-deep axis and thus is most frequently performed with shank
electrodes. Another, closely related application of radial voltage profiles is to find
LFP “generators” by applying independent component analysis (Makarova, 2011).

Oscillations are visible in the hippocampus The open geometry of the pyramidal
cell layer and the stratification of inputs around it prevent cancellations that would
result from random or spherically symmetric configurations; if neurons engage in coor-
dinated activity, this becomes readily visible extracellularly. Not only that: the LFP
is well-suited for observing fast-paced oscillations, since it roughly reflects synaptic
currents and not membrane potentials. Membrane potentials are slowed down with
respect to the currents that generate them by the membrane leak current. With a char-
acteristic time constant of e.g. 15 ms, fast synaptic phenomena on the scale of e.g. 5
ms will be seen smeared when measuring transmembrane potentials. The LFP will
reveal them, amidst other signals. The importance of LFPs in the assessment of neural
oscillations is thus undergirded not only by historical but also by structural reasons.

Oscillations in several frequency bands The hippocampus supports behaviorally-
dependent oscillations in several frequency ranges (Buzsaki and Draguhn, 2004). In
fact, with the exception of the intervals between ripple oscillations during large irreg-
ular activity (LIA) epochs, and the transitional and uncommon slow irregular activity
(STA), the hippocampus is always oscillating, and often displays nested oscillations.
Table 1.1 summarizes the most important LFP patterns and how they combine.
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Local field potential

Intracellular currents

Figure 1.7. LFP Reflects Intracellular Currents. A simultaneous measurement from the
dataset used in this Thesis evinces the parallelism between the local field potential recorded by
an extracellular electrode (black) and the intracellular currents (dark red), in this case acquired
at the reversal potential of inhibition in the voltage clamp configuration. The coordination
is particularly striking in this example of a strong oscillatory event (sharp-wave ripple; see
below); not every ripple from every recorded pyramidal cell will sample the overall synaptic
activity detected by the LFP electrode with such fidelity.

f. band (Hz) name (abbr.) LIA 0 6 7y RPL
— large irregular activity (LIA) LIA
1.5-4 Delta () 0
4—-10 Theta (6) 0 X
30—80 Gamma (y) 0%
120—200 Ripples / fast oscillation (RPL) RPL

Table 1.1. Hippocampal Rhythmical and Nonrhythmical LFP patterns in CA. LFP
patterns have characteristic frequency bands and may appear embedded one in another.
Left. Denominations and typical frequency bands of hippocampal CA LFP patterns.
Right. Compatibility matrix of LFP patterns. A marked entry (x) represents the possibility
of finding instances of the row pattern embedded in the column pattern. The table is composed
for mouse and rat in vivo after O’Keefe (2007), complemented by observations of ripples
during exploration (O’Neill et al., 2006). We have omitted the slow irregular activity pattern,
that is associated to behavioral transitions and less well investigated, as well as the beta oscil-
lation (10-20 Hz) that appears in EC or DG but not CA.

Plasticity linked to theta and gamma A hint to the functional importance of hip-
pocampal oscillations is provided by the in vitro investigation of plasticity with stimula-
tion protocols: the modulation of theta activity, with is phase dynamics (“theta preces-
sion”) has been suggested to be the in vivo nearest equivalent of the tetanic stimulation
that generates LTP. For its part, gamma oscillations, which are believed to be orches-
trated by gabaergic inhibitory “hub” neurons, render pyramidal firing most effective
in the ~10 ms windows where inhibition is at its lowest, thereby setting the stage for
another form of plasticity —spike time-dependent plasticity (STDP)—, which requires
presynaptic to be followed by postsynaptic activation in 10-20 ms. By this, gamma
would bind populations into assemblies.
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Both gamma and theta have been dissected into at least two types — gamma,
according to frequency into fast and slow gamma, and theta according to its phar-
macological resistance to cholinergic antagonists, into atropine-sensitive and insensi-
tive forms. The investigation of the functional correlates of these subtypes is still
ongoing. For our part, we shall not dwell on the behavioral-state dependence of the
diverse rhythms, their function, or their mechanisms. Suffice it to add, in prepara-
tion for the next Section, that theta is the rhythm present during exploration while
spatial memories are being built. Indeed, the firing patterns of cells during theta
can effectively be used to train a Bayesian probabilistic model of the animal’s posi-
tion that can subsequently be used to recover position it from neural activity alone
(Davidson et al., 2009). Such “theta firing patterns” re-emerge later during the faster
ripple oscillation, to which we now turn.

1.4.2 Sharp-Wave Ripples in the Local Field Potential

During about one tenth of a second, between 50,000 and 100,000 hippocampal
neurons (a 10-20% of the total in the rat hippocampus) organize an intricate neu-
ronal dance propagating from CA3 through CAIl to the deep entorhinal layers and
out of the hippocampus; a burst that qualifies as the most synchronous pattern of
activity in the brain (Chrobak and Buzsédki, 1994) and is well visible in the LFP
signal. In area CA1 this pattern is expressed as a violent high-frequency oscillation
(~200 Hz) in the pyramidal layer, dubbed ripple, that coexists with large-amplitude
LFP deflections, conforming “sharp-wave ripple complexes” (SWR, Buzsaki, 1986;
Buzséki et al., 1992, Ylinen et al., 1995). In this Section we present some of the accu-
mulated knowledge about SWR: where, when, for how long and how many times
they happen, how they are affected by common drugs, how single-neuron activity
correlates to the ripple oscillations and, finally, how SWR may ultimately relate to
performance in memory tasks.

1.4.2.1 Behavioral Correlates of SWR

SWR have been studied predominantly during the deep phase of sleep (slow-wave
sleep, SWS) and awake immobility (O’Keefe and Nadel, 1978; O’Keefe, 2007). In
recent years, a phenomenon with much the same LFP signature and pattern of unit acti-
vation has been reported to occur embedded in theta oscillations during movement or
brief pauses (<2.4 s, O’Neill et al., 2006). These movement-related SWR have been
named “exploratory SWR” (eSWR) to distinguish them from the original immobility
SWR (iSWR) and sleep SWR (sSWR).

1.4.2.2 Spatiotemporal Expression
The following notes refer to the in vivo situation in the rat, except where specified.

Duration and recurrence SWR occur irregularly at 0.01 to 3 Hz and last between 30
and 120 ms (Buzsaki, 1986). There is a tendency for SWR events to bunch together
in 100-ms separated doublets (Buzséki et al., 2003; mouse) or even longer chains
reaching up to 700 ms (Davidson et al., 2009).

The electrographic signature of SWR is dependent on the radial coordinate The
denomination “sharp-wave ripple” reflects the concurrent expression of two patterns
visible in the local field potential (LFP) at different radial levels (layers):
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The SWR depth profile is so characteristic, that it was used as one of the landmarks to
ascertain that eSWRs had indeed the physiological features of sleep/immobility SWRs
and were not a different kind of network phenomenon (O’Neill et al., 2006, Fig. 2).

Proximo-distal axis: SWR involve the whole hippocampo-subicular region SWRs
are measured from CA3 through CAl up to the subiculum and the entorhinal
cortex, where they show a lower ripple frequency and appear with a time lag.
(Chrobak and Buzséki, 1994; Chrobak and Buzsdki, 1996). It is interesting and
important for systems consolidation theories that SWRs propagate to the output struc-
tures of the hippocampus but never invade the input, superficial layers of EC (II/III).

Inside the hippocampus, while a sizable CA3 burst predates the CA1 phenomenon,
the fine structure of both oscillations is not phase-coherent. Any site in CA1 can be
an emergence site; propagation is towards the output structures (Csicsvari et al., 2000)
and preserves coherence along the longitudinal axis of CA1, at least for the most pow-
erful ripples.

Bilateral dimension of SWR SWRs are present simultaneously in both hippocampi,
but they are not phase-coherent between e.g. the ipsi- and contralateral CAl
(Buzsaki, 1996; rat; Buzsaki et al., 2003; mouse).

1.4.2.3 Unit Activity

The subthreshold potential of pyramidal cells is affected in an oscillatory manner by
the ripple. On this topic we shall have much to say in further Chapters; let us therefore
direct our attention now to the spiking output of pyramidal cells and interneurons.

Firing rates Both pyramidal cells and interneurons elevate their firing rates
during SWR. The individual unit firing rates vary considerably (see scatterplot in
Csicsvari et al., 1999b, Fig. 4) but, in average, pyramidal cell rates are boosted by
a factor six or seven to about 7 Hz and inhibitory interneuron rates ramp up by a
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factor three or four to about 40 Hz. Probabilities of unit participation in any one
SWR are at 5% for pyramids and about 20% for interneurons. More powerful
ripples recruit additional CA1 pyramidal cells more effectively than interneurons
(Csicsvari et al., 1999a).

Multi-unit synchrony and field coherence Another observation linking unit activity
and ripple is that stronger synchrony of multi-unit activity associates with more
widespread spatial coherence (Csicsvari et al., 2000). The same authors report that
unit activity correlates better to the local field at <300 um. In a previous paper
Csicsvari et al. (1999b) showed that summed interneuronal activity correlated sim-
ilarly well to the wave shapes of theta and ripples. Pyramidal cell activity correlated
similarly well to ripple wave shapes, but considerably worse to theta.

Locking of unit activity to ripples The high individual rates of interneurons, that
sometimes reach up to 200Hz during ripples (Ylinen et al., 1995) allow to obtain
statistics of locking to LFP ripple at the single-unit level. Single interneuronal units
fire phase-locked to ripple undulations. By comparison, pyramidal spikes are scarce
(often just one per ripple). But when pooling them across units, one observes strong
phase modulation as well. Concretely, the "contrast’ of the phase modulation reaches
a value of 3 both for principal cells and interneurons in the pyramidal layer. Interneu-
rons in alveus/oriens are even better phase locked, with modulation contrast values
close to 5. These levels roughly double those obtained from analyzing spike-to-theta-
rhythm coupling (Csicsvari et al., 1999b).

In-ripple phases The earlier impression from extracellular recordings that subsets
of interneurons (singled out by soma location) show different ripple-associated firing
patterns was confirmed in studies combining juxtacellular recordings with intracellular
labeling (Klausberger et al., 2003). Ripples were accompanied by increased spiking of
some basket cells as well as bistratified and trilaminar interneurons. Firing probability
was reduced in oriens-lacunosum moleculare and axo-axonic cells. These results are
based on low cell counts and anesthetized animals; ongoing experiments in the awake
behaving rat will likely sharpen the picture and highlight some differences.

1.4.2.4 In Vivo vs. In Vitro Ripples

SWREs in the slice are more regular and uniform in size than SWRs in vivo. Addi-
tionally, the activity in CA3 concurrent to the CA1 ripple is different in both settings.
While in vivo CA3 seems to send a multitude of small amplitude excitatory inputs
from distributed sources, in vitro the activity in CA3 is larger and ripple-patterned.
This is perhaps a consequence of the fact that slicing severs the transversally extended
recurrent axonal plexa of CA3 cells.

1.4.2.5 Initiation and the Role of CA3

CA3 oscillations concurrent with CA1 ripples are generally of a lower frequency (80-
140Hz); they are often classified as “fast gamma” and the reason of these two dif-
ferent oscillating modes is attributed to the different resonance properties of both areas,
when considered as voltage-controlled oscillators (Sullivan et al., 2011). Poor locking
of units to CA3 oscillations in vivo (Ylinen et al., 1995) seems to indicate that the
CAT1 rhythm emerges in response to CA3 activity but does not carry over the details
of activity there (but see Both et al., 2008 for contradicting evidence from an in vitro
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stimulation paradigm). The specific currents generating the CA1 oscillation are still
a subject of debate. Currents generating SWR in CA1 are at the center of interest of
this work. At present it is widely believed that a volley of unspecific CA3 Schaffer
collateral input generates the CA1 sharp wave which is shortly accompanied by ripples
mainly engendered by the local inhibitory populations. This view is supported by the
existence of interneurons with tight inhibitory control over the pyramidal cell soma,
such as parvalbumin- and cholecistokinin-positive interneurons, and their high firing
rates with strong ripple phase modulation.

An in vitro stimulation paradigm (Behrens et al., 2005) has shown that LTP-
inducing protocols can enhance SWR expression in vitro The induction of SWR
turned out to be NMDA-receptor dependent. However SWRs that were induced in
presence of NMDA transmission were expressed in its absence just fine. Low-fre-
quency stimulation, a protocol that is known to induce long-term depression also
reduced SWR expression. Importantly, in this experiment the sequence of excitation
and inhibition was maintained during the development of SWR in individual neu-
rons; this is in support that behind the generation of SWR are stable distributions
of synaptic weights.

1.4.2.6 Pharmacological Sensitivity of Ripples

Ripples are suppressed by several gap-junction blockers (Ylinen et al. 1995; Maier
et al., 2003; Behrens et al., 2005). These so-called uncoupling agents are rather
unspecific drugs. Some of them facilitate the disruption of the ripple without affecting
the sharp wave!? (it is concretely the case of halothane in vivo). These observations
and modeling studies, together with anatomical work have spawned the idea that the
requisite synchronization for sharp waves could be established by the networks defined
by the axons of pyramidal neurons, connected by gap junctions. The relative role and
sometimes the very existence of this form of synchronization, relative to synaptic coor-
dination or even ectopic influences remains under discussion in the community

Pharmacological blockade of slow receptors NMDA and GABAg failed to affect
SWRs (Maier et al., 2003); but impairment of fast excitation with the AMPA-receptor
antagonist CNQX extinguished them completely (Maier et al., 2003; Behrens et al.,
2005; Wu et al. 2005a). In rats anesthetized with ketamine, Ylinen et al. (1995)
observed a reduction in ripple frequency. The principal effect of ketamine (besides
affecting NMDA receptors) is to increase GABA, currents thus tilting the balance
in favor of inhibition.

Maier et al. (2003) applied gabazine and bicuculline to remove GABA AR-medi-
ated inhibition in the slice; this caused the emergence of epileptiform bursts that still
contained a 200 Hz component. To avoid those bursts, Nimmrich et al. (2005) tested
in vitro the effect of gabazine on CA1 tissue alone (a “minislice”; the bursts stay with
the CA3 remnants). They observed that in this disinhibited preparations SWR oscilla-
tions persisted if the dendrites were excited by puffs of KCI. The authors interpret these
results as establishing the need for the tonic components of excitation and inhibition
to initiate the ripples, but by elimination they attribute the fast-frequency component
to gap-junctional communication.

1.3. Differential disruption of sharp wave and ripple is an effect that has been only recently reported for
synaptic transmission by the use of the GABAAR agonists zolpidem and diazepam (see Koniaris et al., 2011 for
details on the dose-dependent effects).
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What do we make out of this confusing, sometimes contradicting evidence? Bath
application of pharmacological agents and the use of anaesthetics in vivo have shown
that slow synaptic communication is unessential for ripple expression. The extent of
the involvement of fast excitation, fast inhibition and gap junctions is much less clear,
and probably all three have a role in at least one of the different stages of triggering
the sharp wave, eliciting the ripple embedded in it and terminating the phenomenon
without it becoming an epileptic burst.

1.4.2.7 Functional Correlates of SWR

The widely accepted consolidation theory about the functional significance of SWR is
based upon

1. the correlations of unit activity observed during ripple oscillations with fore-
going or forthcoming activity patterns of spatial nature,

ii. the emerging link between SWR and performance, and

iii. the powerful expression of SWR along the hippocampal exit pathway, together
with the correlation of ripple oscillations with well-defined brain states in other
parts of the brain.

These pieces of evidence combined undergird the idea that SWR contain episodic
information that, by repetition, is solidified or consolidated in hippocampal networks
and eventually learned by target cortical networks as well. The temporal details of this
systemic consolidation are unclear, although it seems that the hippocampal “version”
of the memory is less resistant over long time spans'#. Let us briefly revisit these three
mainstays of the consolidation theory.

The sequence replay literature, of which the experiment by portrayed in Figure 1.1
is an example, has demonstrated a link between place cell activity during exploration
and sharp-wave content. The observation of episodes of remote replay, whereby the
animal reenacts trajectories in other sections of the environment, or other environ-
ments altogether, can have mixed interpretations. On the one hand, remote replay
of local trajectories may be important for decision-making and underlines the active
memory role of SWR. On the other hand, replay of remote trajectories in other envi-
ronments points at SWR subserving a memory maintenance (memory-passive) role,
i.e. as a framework for memories to be strengthened during sleep and waking. To
dissect which role is predominant, perhaps in a behaviorally dependent fashion, more
experiments will be necessary.

These roles of SWR have begun to be investigated by assessing performance
in behavioral tasks. Rats learning three hidden positions in search for food found
those goals more easily after sleep in proportion to how much the patterns of activity
coding for the goals had been reactivated during sleep ripples (Dupret et al., 2010,
Fig. 5¢). Another line of investigation is direct disruption (using electrical stimulation)
of SWRs between learning and test in a memory task (Ego-Stengel and Wilson, 2010;
Girardeau et al., 2009) . Probing the significance of eSWR in vivo will be the next step

1.4. Recently, though, one group observed that recall of remote contextual fear memories can be dependent on
hippocampal CA1 indefinitely. According to Goshen et al. (2011), previously reported detachment of recall capa-
bility from hippocampus (via lesions or pharmacological inhibition) may be actually a compensation phenomenon
that requires some time to develop.
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and likely involve the use of fast stimulation such as offered by optogenetic addressing
of specific neuronal populations.

Finally, neural activity in other parts of the brain such as the prefrontal cortex, V1
in the visual cortex, or ventral striatum has been shown to correlate to the expression of
hippocampal SWR, in particular slow oscillations in the cortex (see Buhry et al., 2011
and Battaglia et al., 2011 for references and review). This evidence builds upon the
generally acknowledged role of the hippocampus in the establishment of contextual
memories and as a non permanent store to support the general idea that the electro-
graphic correlate of hippocampal-driven systems consolidation is the SWR.

1.5 Research Goals Revisited

At the beginning we presented our interest in neuronal assemblies of coactive neurons
as the physical implementation of the memory trace. We would like to pursue that
topic at two levels of investigation, where we have identified respective knowledge
gaps. First, we wish to know if these assemblies exist. For that we need to study neural
activity potentially representative of the expression of memory traces. We need data
to inform our mental models. In view of the now established sequential reactivation of
place-coding cells during SWR, these oscillations provide an excellent framework to
address the more general question of assembly expression. SWR are a very fast phe-
nomenon, and thus we require exquisite time resolution for their investigation: we need
electrophysiological recordings. Multiunit extracellular recordings offer one avenue to
investigate the problem, and indeed they have provided strong hints already as to the
existence of assemblies and how they might operate in time. Another route, intracel-
lular recordings of currents, has the advantage of fixing the readout: we want to see
assemblies in action from the point of view of the unit of coding, the pyramidal cell.
Along the way we will look very closely at the network states that facilitate the timely
expression of coordinated activity: we wish to know how inhibition and excitation
play the tune of memory at the millisecond scale — gleaning this information from
intracellular recordings, we aim at improving the state of knowledge about the synaptic
basis of sharp-wave ripples.

Second, the underpinnings of sequence memory must be better understood from
a functional perspective. We need a model to inform further acquisition of data. How
many memories can be resident in a neural network so that the storylines in which they
are embedded replay successfully end-to-end? What is the optimal size for coactive
assemblies from this theoretical, functional perspective? Is there a role for inhibitory
activity? how would it develop in time? What factors influence the overall memory
capacity for sequences of a neuronal network of excitatory and inhibitory neurons?
We mean to answer these questions by incorporating as much as we learn from the
data collected for our first endeavor: the model must be biologically constrained, yet
tractable so that it can formulate predictions that enrich our hypothesis-making for
further data collection.

In summary, the objective of this Thesis is to better understand how the brain
stores and retrieves memories, and that at two levels — first, how it should do, provided
with a minimum repertoire of expression capabilities, in order to maximize its capacity
and, second, how does it organize the physiology of its cells as building blocks to
effectively make it possible.
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Chapter 2
Experimental Approach to Study SWR

In this Chapter we describe the electrophysiological recordings acquired to investi-
gate the synaptic basis of sharp wave-ripples (SWR). All experiments reported here
and most of the analyses have been done by collaborators in our publication Coherent
Phasic Excitation during Hippocampal Ripple (Maier, Tejero-Cantero, Dorrn, Win-
terer, Beed, Morris, Kempter, Poulet, Leibold, and Schmitz, 2011). The figures here
have been edited (sometimes substantially) with respect to the paper for clarity of
exposition in a longer format.

Our general approach to observe the activity of the network during hippocampal
Sharp Wave ripples was to record simultaneously from two electrodes. One electrode
captured the variations of the local field potential (LFP), which are believed to mainly
reflect local synaptic activity. A second electrode sampled in whole-cell patch either
the currents incoming into a nearby cell (voltage clamp configuration) or the variations
in its membrane potential (current clamp).

The field activity measured with the extracellular electrode can neither be traced
back to the individual synapses responsible for it, nor to the neurons which they con-
nect. By comparison, the target cell of the synaptic activity revealed by the intracellular
electrode is known, although we still ignore the identity of the afferents that induce it.
This intracellular electrode can operate in two modes. In voltage clamp we do not know
if the measured current is enough to fire the cell, whereas in current clamp the spiking
is apparent but little can be said about the excitatory or inhibitory composition of the
input, and thus of the types of cells that are active. In addition, in the more physiolog-
ical current-clamp configuration synaptic input is convolved with the leak conductance
kernel, which has a time constant of dozens of milliseconds and thus smears faster
details (compare Fig. 2.9 to Fig. 2.10 below). In contrast, the voltage clamp config-
uration allows to follow the very fast currents present during the extracellular SWR,
which is why we use it. On occasion, we added a second intracellular or extracellular
electrode to determine the spatial extent of the oscillatory synchronization.

We start the Chapter by providing qualitative evidence of the existence of fast
excitatory currents incoming on to CA1 pyramidal cells in vivo in the awake mouse.
The first Section (2.1) shows the features of the local field potential and whole-cell
recordings from a head-fixed mouse compared against observations from the literature.

In order to better quantify the phenomena observed in vivo, we move in the next
Section to an in vitro slice model of SWR (Maier et al., 2009) that allows optically tar-

34
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geted cell patches, fast pharmacology wash-in and low-noise recordings with a stable
baseline. We present the chief features of the experimental model in Section 2.2.
To disentangle excitatory from inhibitory currents we employed electrotonic isola-
tion. The procedure and a few recordings of currents during SWR are discussed in
Section 2.3, where we also address the question of their spatial extents in the slice .

As advanced in the Introduction, the present state of knowledge about the synaptic
basis of ripples demanded that we focus our attention on the excitatory synaptic input.
To verify that the currents observed under electrotonic isolation of excitation are
indeed exclusively excitatory, we additionally blocked chloride channels from inside
the cell. We describe the corresponding approaches for voltage and current clamp
in Section 2.4. The locking of CA1 pyramidal cells discharges to the extracellular
firing is substantiated there.

description Solution No. Figures in
(all figures in mV)  (Table A.1) cells Notes Chapter 2
2.1, 2.2/ (Ifp)
in vivo cc 12 head-fixed 2.3,2.4,2.5
o KGlu 0
in vivo vc ~—70 8 Ec-~-170 2.6
ve —66 KGlu KGlu 1 8 Eq-~—673 2.9
vc —45 KGlu KGlu 1 8 recorded 2nd 2.17
vc —6 CsGlu CsGlu 2 6 Eavpa~—6.5mV 2.18
ve —66 KGluca KGlu 1 5 CA1 minislice 2.27
ve —60 KGlu KGlu 1 7 2.19
DIDS control
vc —45 KGlu KGlu 1 5 2.22
ve —60 DIDS DIDS 3 7 Pharma. block 2.21,[2.22
vc —45 DIDS DIDS 3 5 of inhibition 2.20
cc ctrl. DNDS KGlu 4 _ 5/7 DNDS control 2.23,2.24
cc DNDS KGlu 4, 5/7 Pharma. block. inh. forcc  +2.25,2.26

Table 2.1. Summary of Main Electrophysiological Recording Conditions. Experimental
conditions employed in this Thesis for the assessment of SWR. In all conditions an extracellular
electrode was present; we report here in the first column only additional extra or intracellular
electrodes, together with their recording mode, voltage clamp —vc— or current clamp —cc—
and holding potential, if applicable. The name of the condition is highlighted in bold. The
reversal potential of chloride for cells recorded with the solution KGlu 0 is about —70 mV; that
for those recorded with solution KGlu 1 is estimated to be —67.3. The reversal for AMPAR-
mediated excitation with the solution CsGlu 2 is about —6.5 mV (Fig. 2.8). Consecutive col-
ored rows indicate that the same cells were recorded under successively different experimental
conditions (holding potential and/or pipette solution), in the order given in the table.

Finally, we present in Section 2.5 a deafferentiated preparation of CA1 (minislice
condition), which allowed us to investigate what is strictly local to CA1 in the genera-
tion of ripples versus what is dependent on afference from CA3 or subiculum.

We sum up the experimental conditions introduced in this Chapter in Table 2.1.
Further analyses of rhythmicity of currents, locking to the extracellular ripple and
inhibitory-excitatory timing relations are deferred to the next Chapter 3.
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No.
description of condition cells Notes Figures (this Chapter)

cc synth. ripple 6 current injection 2.15
cc spont. ripple 7 depolarized 2.16

cc example ~ —80mV 2.10
2" LFP pipette — ~ 50-500 pm 2.11
2 x vc —66 mV 2x20 ~ 40-580 pm 2.12,2.13,2.14

cc example 1 —80 mV baseline 2.10.

Table 2.2. Summary of Additional Electrophysiological Recording Conditions. Continu-
ation of Table 2.1. Columns, units and conventions as described in caption to that table.

2.1 In Vivo, Head-Fixed Parallel Recordings

To directly study synaptic inputs onto CA1 pyramidal neurons during SWRs in vivo,
without confounding effects of anesthesia, we used a recently established approach
where mice were habituated to head restraint in the recording setup over several days
(Crochet and Petersen, 2006; Harvey et al., 2009; Margrie et al., 2002). During quiet
wakefulness, LFP recordings in the area CA1 revealed SWRs comparable to those
observed in chronically implanted animals (e.g., Buzsdki et al., 2003; Fig. 2.1).

B
A
< 0-10 kHz
W We I
120-300 Hz 04 mv
0.05 mV
Local Field Potential

50 ms

A

Figure 2.1. Hippocampal Recordings During LFP Ripples in Head-Fixed, Awake Mice.
A. Schematic of the recording configuration with an intracellular and extracellular electrode.
B. Example recording from the extracellular electrode in CA1. Two SWR events are visible
in the unfiltered (top) and 120-300 Hz bandpass-filtered local field potential (bottom).

The average incidence of SWR events was 0.14 £ 0.02 Hz. The frequency
at which their power peaked was in the range from 127 to 147 Hz and averaged
136.3 £+ 0.2 Hz for the 1,288 events from 16 mice that were analyzed. Their dura-
tion was between 12.1 ms and 156.6 ms with a mean of 65.0 + 0.7 ms (Fig. 2.2 C).
These values are to some extent dependent on the details of the detection procedure,
which is described in Appendix A.1 (SWR detection).

Next, we combined LFP recordings with simultaneous whole-cell recordings and
stainings from nearby CA1l pyramidal neurons (Fig. 2.3). Six neurons out of 19
attempted were successfully stained. They all revealed the typical morphology of CA1
principal cells (Figs. 2.3 A and 2.6 A).
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Figure 2.2. Statistics of LFP Ripples. A. Grand averages (& SEM, grey lines) of 1,288 SWR
events from 16 mice. B. Averaged power spectral density (PSD) of all identified ripples and
of eventless epochs preceding ripples (white line). C. SWR incidence, ripple peak frequency
and duration from all recorded animals summarized with notched boxplots. The central line
represents the median of the respective distribution; the notched area the 95% confidence
interval about it. The box extends from the 25% quartile to the 75% quartile. The whisker
ends signal the maximum and minimum value that are not farther than 1.5 times the box width
from the respective box edge. Little crosses mark values that do not fit within that range.
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Figure 2.3. Intracellular Current-Clamp Recordings in Head-Fixed, Awake Mice.
A. Anatomical reconstruction of a CA1 pyramidal cell. B. Examples of rippled membrane
potentials from this cell recorded in current clamp at the time of the extracellular LFP ripple,
shown filtered above as a reference. C. Averages (=SEM in grey) of 241 membrane poten-
tial traces from 12 cells in 10 mice at the bottom during LFP ripples, shown filtered above.
Note the preserved ripple signature in the average of the intracellular signal.



2.1 In Vivo, HEAD-FIXED PARALLEL RECORDINGS 38

Whole-cell recordings during ripples in current clamp showed that synaptic input
during SWRs was frequently superimposed with fast ripple-associated voltage fluctu-
ations (Figs. 2.3 B and C; 241 events from 12 cells with average resting potential of
—61.84+1.4 mV and action potential amplitude of 47.1 3.5 mV). The course of the
membrane potentials at the time of the SWR was biphasic: a jagged depolarization was
observed first, in synchrony with the extracellular ripple, followed by a rather tonic
hyperpolarization (single examples in Fig. 2.4; summary of polarity in Fig. 2.5).

LFP 120-300 Hz "WF

0.1 mV
5 mV
Current clamp 100 ms
~-50mV ~-51mV ~-62 mV ~-66 mV

Figure 2.4. Current-Clamp Recordings at Different Potentials. Example events recorded
in current clamp at different initial membrane potentials (bottom row) reveal ripple-associated
de- and hyperpolarizing synaptic inputs in coincidence with the LFP ripple, which is shown
above for reference filtered between 120 and 300 Hz.
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Figure 2.5. Time Course of Membrane Potential During Ripples. Histogram of changes of
membrane potentials binned to a 10 ms time windows (means £ SEM from 241 events in 12
cells). The black trace averages the concurrent extracellular signal in the ripple band (120-300
Hz). Each intracellular event was referred to the average voltage during the 60 ms preceding
the LFP ripple peak (“0” change). On average, ripple-associated depolarization is followed by
pronounced hyperpolarization.

We also observed the rippling of the synaptic input in our recordings in voltage
clamp mode. At a voltage close to the reversal potential of C1~(—70 mV) ripple-
associated inward currents were jagged. Figure 2.6 B shows representative examples;
The undulation is washed out to a great extent upon averaging all 421 events from 8
cells (Fig. 2.6 C).

The biophysical interpretation and quantitative analysis of in vivo whole-cell
voltage-clamp recordings is complicated:

i. The extracellular ion concentrations are not known with sufficient precision to
determine the reversal potential for C1~. Hence the cell cannot be clamped at
a potential that isolates excitation at the single-cell level for its analysis during
SWR (see Section 2.3 and Equation 2.1 below for an outline of the intended
technique, called electrotonic isolation).
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ii. Even with a hypothetically good estimation of the reversal potential of
Cl~, the high series resistance of in vivo recordings (Lee et al., 2006;
Margrie et al., 2002) and voltage-clamp errors (Williams and Mitchell, 2008)
make difficult to determine both the polarity and the timing of fast synaptic
currents, in particular if they arise from distal synapses.

We therefore turned to a previously established in vitro model of hippocampal SWRs
where these problems are alleviated and the recordings have enough stability of base-
line to envisage the application of advanced analysis techniques in the time domain.

2.2 An In Vitro Model for Investigating SWR

The difficulties to hold a CA1 cell clamped at a potential such that the driving force
for either the inhibitory, or the excitatory synaptic contributions is greatly dimin-
ished (in order to isolate the other) led us naturally to consider an in-vitro approach
on a murine slice preparation. The experimental model is described at length in
Maier et al. (2009). There, the previous approach reported in Maier et al. (2003) is
improved upon by establishing reliable SWR recordings in a submerged chamber, thus
enabling optically guided whole-cell recordings or even Ca’* imaging. Recordings
on such slices have established that the layered profile, propagation pattern, frequency
of occurrence, ripple frequency and sensitivity to gap-junction blockers of sharp waves
and ripples are in qualitative agreement with observations in vivo (Buzsaki, 1986;
Ylinen et al., 1995; Csicsvari et al., 2000; see also Section 1.4 in previous Chapter).

Sharp waves vs. ripples vs. sharp-wave ripples Throughout this work we refer to
sharp-wave ripples as a unitary, not composite phenomenon. This is just a convenience
of language applicable to the recordings presented here, all of which were made in the
pyramidal layer of CA1 and rather consistently showed fast fluctuations (“ripples”)
patterning a slow LFP deflection (“sharp wave”). The terms sharp wave and ripple
should however not be conflated in general. Concomitant to pyramidal layer rippled
sharp waves (SWR), large sharp waves with less or no ripple, are visible at other depths
(see Fig. 2.7 and discussion below). Conversely, ripple-like oscillations have been
observed in absence of an underlying sharp wave. Finally, bath application of gap-
junction blockers such as halothane (Ylinen et al., 1995), carbenoxolone and octanol
(Maier et al., 2003) suppress efficiently the ripple without eliminating the sharp wave.
For all these reasons, the term SWR in this work is meant only as a phenomenological
description of a jagged slow deflection in the field, and will be used interchangeably
with both the designations sharp wave and ripple, without implying any statement
about a common mechanism of both phenomena. We note, though, that the detection
algorithm employed here for SWR events in the main results chapter (Chapter 3) is
amplitude-based and therefore emphasizes the sharp waves. This is in contrast to the
in vivo literature, where the customary approach is rather to detect-by-ripple because
the baseline is not stable enough (compare Figs. 2.1 B above and 2.9 A below), and
because the same electrodes that detect SWR are often used to detect unit activity,
which is more abundant in the cell body layer.
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Figure 2.6. Intracellular Voltage-Clamp Recordings in Head-Fixed, Awake Mice.
Recordings obtained from CA1 pyramidal neurons during LFP ripples. A. Anatomical recon-
struction of a CA1 pyramidal neuron in a different animal to that in Fig. 2.3. B. Ripple-
associated voltage-clamp data and the simultaneously recorded LFP. Holding potential was
close to the resting membrane potential (—70 mV) of the cell. C. Averages (£ SEM, grey)
of synaptic currents concurrent to LFP ripples (top; filtered). A total of 421 events from 8
cells in 5 mice were included.

Layer profile The expression of sharp waves and ripples along the depth axis of the
hippocampus (orthogonal to the pyramidal layer) provides evidence about the synaptic
origin of the phenomenon insofar the layer preference of the afferents is known.

Figure 2.7 displays the situation in our in vitro model (Maier et al., 2009). Ripple
amplitude is maximum in the pyramidal layer. It decreases sharply away from
it towards stratum radiatum (rad.) and oriens. In comparison, in the rat in vivo
(Ylinen et al., 1995) ripples are also concentrated in the pyramidal layer but much
less visible in the dendritic layers. In vivo, underlying sharp waves are also less spread
across layers than in the mouse in vitro, showing maximum amplitude in the stratum
radiatum and in stratum pyramidale. Phase reversal of both sharp waves and rip-
ples occurs in our preparation below the pyramidal cell layer, much as in the in vivo
situation (Buzséki et al., 1983, Fig. 14, Ylinen et al., 1995, Fig. 2). The standard
interpretation of the differential expression of ripple oscillations and sharp wave deflec-
tions is that the latter reflect compound EPSPs in the stratum radiatum of CA1 induced
by the Schaffer collateral/commisural afference whereas ripples are generated in the
pyramidal cell layer (Buzsaki et al., 1992). Their patterning would be due to periso-
matic-targeting interneurons (Ylinen et al., 1995) that have been found to fire locked
to the extracellular ripple (Klausberger et al., 2003). Elucidation of the cellular mech-
anisms behind both phenomena is much aided by the capability to resolve fast contribu-
tions of specified kind, excitatory or inhibitory; indeed, more direct evidence than
afforded by spiking patterns is provided by examining the currents that cells see during
the SWR. To this task we now turn.
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Figure 2.7. Layer Profile of Sharp Wave-Ripples in a Mouse Slice. Example laminar profile
recorded on a slice of mouse hippocampus (background image) by Nikolaus Maier. Averages
of 20 LFP recordings during sharp waves are shown in yellow, next to the corresponding
electrode positions (black dots). These averages were triggered to the signal from the refer-
ence electrode, positioned in CA1 stratum radiatum close to CA2. The maximum amplitude
deflection (positive or negative, depending on the trace) is summarized by the white voltage
profile to the right. Further experiments in n = 8 slices confirm the amplitude reversal at
roughly 200 um down from st. alveus (not shown). Rad.: stratum radiatum; pyr: stratum pyra-
midale; l.m., stratum lacunosum moleculare; Subic.: Subiculum. Modified from Fig. 5A in
Maier et al. (2009), with permission per CC-BY license.

2.3 Electrotonic Isolation of Currents

This is Ohm’s law for the postsynaptic current due to the flow of one or more species
of ions crossing a population of channels with conductance g and ensemble reversal
potential £ when the potential of the membrane patch is V,:

Isynaptic =8 (Vm - E)

The linearity of synaptic current with driving force V,,, — E holds with good approxi-
mation if the responsible conductances are not strongly voltage dependent and if the
ratio of ion concentrations at both sides of the membrane is small (Hille, 2001, Chp.
13). Currents flowing through several channel types combine additively. For example
if excitatory resp. inhibitory currents are mostly due each to one conductance only:

Isynaptic = 8exc (Vm - Eexc) + &inh (Vm - Einh)- (21)

This is the case in our preparation, where excitation is due mostly to AMPA receptor
(AMPAR)-mediated currents, activated by the neurotransmitter glutamate, and inhi-
bition is mostly due to GABA receptor (GABAR)-mediated currents activated by the
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neurotransmitter GABA (y-aminobutyric acid). We did not see evidence of signifi-
cant slow currents at the holding potentials of —66, —45, and —6 mV, such as those
mediated by NMDA receptors or GABAg receptors, which have time constants on the
order of the hundreds of milliseconds.

From Eq. 2.1, two strategies become apparent to isolate either of the two con-
tributing currents — make either of the factors g or V,, — E zero. The first is termed
pharmacological isolation (more on it below); the second necessitates control of V;, to
nullify the electromotive force induced by the gradient of potential from the inside to
the outside of the cell and is denominated electrotonic isolation. Electrotonic isolation
is thus an electrophysiological technique consisting in holding a cell clamped close
to the the reversal potential corresponding to the ion or ions flowing through a given
population of channels. The electrical driving force due to the gradient between the
interior of the cell and the extracellular milieu is thus so diminished that currents due
to those ions become, at least in theory, unobservable compared to other current flows.

Glutamate receptors and others such as nicotinic acetylcholine or serotonin are
channels that let through both Na® (with reversal around +50 mV) and K* (—70
mV) in similar proportions, such that the combined reversal potential lies somewhere
between —10 and 0 mV. At that potential the efflux of K™ is exactly compensated by
the influx of Na™. Below that the Na™ inflow dominates, and above it is the outflow of
potassium, thus creating a hyperpolarizing current. With the cell in voltage clamp held
at Vi, close to E.. >~ —5 mV, even if presynaptic action increases the conductance gex.
at the postsynaptic membrane, it will be opening doors nobody wants to go through.
For its part, fast inhibitory synaptic transmission in CA1 takes place through channels
specific to C1~ that open when the neurotransmitter GABA docks at GABA 5 receptors,
with reversal E;,, ~ —65 mV. Knowledge that the reversal potentials of AMPAR- and
GABA sAR-mediated transmission are respectively well above and well below the firing
threshold of about —40 mV justifies retrospectively the use of the labels exc and inh
in Eq. 2.1: activation of the first will increase likelihood of postsynaptic discharge by
raising membrane potential closer to firing threshold and, conversely, that of the latter
will lower it away from threshold, thus effectively inhibiting spiking.

In the following, we first estimate the reversal potentials applicable in our prepara-
tion (Section 2.3.1). With knowledge of the reversal potential for inhibition we then
present in the next Section 2.3.2 some features of the excitatory currents concurrent to
the LFP ripple as observed in our in vitro model —their frequency in the ripple range,
their coherence to the extracellular ripple and across most of CA1. Next (Section 2.3.3)
we examine current clamp data to check if spikes are more likely to happen at a certain
phase of the ripple. Finally, we show in Section 2.3.4 mixed excitatory-inhibitory
currents and solely inhibitory currents made visible by raising the holding potential.

2.3.1 Reversal Potentials

To determine reversal potentials (Fig. 2.8) we quantified the current flow into the
cell by the amplitude of PSCs triggered by electrical stimulation. Bath application of
synaptic transmission blockers for AMPA, NMDA and GABAj ensured pharmacolog-
ical isolation of GABA AR-mediated inhibition, whereas blockers of NMDA, GABA 5
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Figure 2.8. Experimental Confirmation of Inhibitory and Excitatory Reversal Potential.

A1. Example currents due to electrically-evoked synaptic transmission via GABA 4 receptors.
Bath application of 10-20 um NBQX, 50 um D-APV and, for some cells, 1 um CGP blocked
AMPA, NMDA and GABAj currents respectively. The patch electrode solution was KGlu 1
(see Table A.1 in the Appendix). Each trace averages ten events corresponding to the liquid
junction-corrected holding potential indicated to the right at A2 by the abscissa of the corre-
sponding colored disc. A2. Linear regression of PSC amplitudes for a total of five cells against
holding potential. PSC amplitudes were determined at the time of the minimum of current
at the lowest holding potential (indicated by dots to the left at A1) and baseline-corrected for
the offset due to holding potential changes. Holding potential corrected by 14 mV for liquid
junction offset. B1. Example currents due to electrically-evoked synaptic transmission via
AMPA receptors. Bath application of 2 um gabazine, 50 um D-APV and 1 um CGP blocked
GABA, NMDA, and GABAGg currents respectively. The patch electrode solution was CsGlu
(see Table A.1). All else as in A1. B2. Linear regression of PSC amplitudes for a total of six
cells analogous to analysis in A2.

and GABAg isolated excitatory AMPAR-mediated excitation. The protocol consisted,
then, in triggering PSCs at a range of holding potentials for the cell (panels A1 and
B1) and measuring their amplitude (A2, B2).

The amplitude of the evoked PSCs depends linearly on the driving force according
to Ohm’s law (Eq. 2.1); linearity was observed both for GABA-mediated inhibi-
tion (Fig. 2.8 A2) and AMPA-mediated excitation (B2). The reversal potential was
obtained by applying linear regression to stimulation data pooled from several cells.
The holding potential at which the amplitude of the current vanished was —67.3 mV
for inhibitory currents and —6.5 mV for excitatory currents. At —66 mV, all excita-
tory currents are inward by definition, while inhibitory inputs, if present, should display
very small amplitudes due to the low C1™~ driving force, and be outward directed (influx
of negative charges is equivalent to outflow of positive ions).

It turns out that neither glutamatergic NMDA receptor-mediated currents, nor
gabaergic GABAg receptor-mediated ones play a significant role in our experimental
scenario (see Appendix A).
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2.3.2 AMPAR-Mediated Currents

Using an established in vitro model of hippocampal SWRs (Maier et al., 2009;
schematic in Fig. 2.9 A), we recorded first the extracellular LFP and currents from
cells held at their reversal potential of inhibition (—67.3 mV, Fig 2.8). We analyzed
the polarity, rhythmicity, coherence with the concurrent LFP signal, and spatial coher-
ence across CA1l of these putatively excitatory currents in a series of experiments
that we introduce in this Section. Additional analyses of rhythmicity, coherence and
relation to the timing of inhibitory currents are presented in the next Chapter 3.
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Figure 2.9. Phasic Currents in CA1 Pyramidal Neurons During SWR In Vitro. A. In
hippocampal slices, extracellular recordings were combined with close-by patch-clamp record-
ings from CA1 pyramidal cells (diagram at top left). Extracellular SWRs in CA1 (first trace),
filtered version (second), and simultaneously recorded PSCs (third; cell clamped at —66 mV)
show the systematic co-occurrence of LFP ripples and compound PSCs (cPSCs). At bottom
the spectrogram of the current in A shows periods of enhanced power at ~ 120-250 Hz coinci-
dent with cPSCs. B. Magnification of the SWR marked with * in A and its simultaneous cPSC.
Filtered versions (120-300 Hz) are shown below each. C. Average of power spectral densities
of 133 LFP ripples (top) and respective cPSCs (bottom) from the recording in A; both spectra
show a distinct component at ~ 200 Hz. D. Average PSD of 1,137 PSC segments during
ripples (15 cells) peaks at ~ 195 Hz. E. Coherence between LFP and cPSC signals peaks at
ripple frequency (~ 200 Hz; 8 cells in 6 slices).

Sharp waves were found to spontaneously occur in the extracellular signal at a rate
of 0.77 +£0.05 Hz (average from recordings in 28 slices). They bore ~ 200 Hz ripples,
similar to ripples observed in vivo (Fig. 2.9 B, top). SWRs were found to originate in
CA3, propagate through CA1 to the subiculum and exhibit a polarity inversion below
stratum radiatum just like their in vivo homologues (Buzsédki, 1986). The signal from
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the patched cells displayed large-amplitude PSCs simultaneous to extracellular SWRs.
Closer inspection revealed compound bursts of postsynaptic currents (cPSCs) with
a distinct frequency matching the dominating frequency of LFP ripples (Fig. 2.9 B,
bottom). In average, the peak cPSC frequency lay close to 200 Hz (Figs. 2.9 D 1,137
events from 15 cells: average 194 £ 6 Hz and range 160-240 Hz). It was, however,
more variable even within the same cell than the peak LFP frequency during ripples
(compare histograms of 133 events from one cell in Fig. 2.9 C). This is evidenced by
the spectrogram at the bottom of Figure 2.9 A as well, where even consecutive cPSCs
display noticeable differences of spectral composition. Spectral content of SWRs was
analyzed in 100 ms stretches of raw data centered on the SWR peak using the Fast
Fourier Transform (FFT). Frequency resolution of the resulting power spectral density
(PSD) plots was 9.98 Hz.

A similar fast frequency component was observed for postsynaptic potentials in
the current-clamp configuration (Fig. 2.10; using the same KGlu-based intracellular
solution, KGlu 1). The rippled character of the postsynaptic membrane potential was
thus confirmed in the more physiological condition of current clamp. Figure 2.10 elo-
quently displays however the disadvantage of current clamp for the analysis of fast
synaptic activity: the membrane time constant on the order of tens of ms smears the
individual synaptic events, whose rhythmic arrival is only highlighted by high-pass
filtering. High-pass filtering enhances the fluctuations of a time series and is similar to
performing a derivative, which is a substantial part of inverting the convolution with
the synaptic kernel of the leak conductance (see Chapter 3 for a precise formulation).

Current clamp

~-80 mV
10 mV
0.3 mV
120-300Hz
20

ms

Figure 2.10. Membrane Potential is Rippled During Field SWR. At top, single (grey)
and averaged (black) ripple-associated voltage traces from a CA1 pyramidal cell recorded in
the current-clamp configuration; the recording was performed at resting membrane potential.
Below, band pass-filtered version of the membrane voltage average. Note rhythmic fluctua-
tions at ~5 ms in the signals.

Finally, we determined the coherence of cPSC and field ripple oscillations. In
eight simultaneous whole-cell/LFP recordings, we observed a peak of coherence at
~ 200 Hz (Fig. 2.9 E), indicating preferential coordination of both oscillations at the
ripple frequency.

2.3.2.1 Spatial Coherence of Ripples Across CA1

Ripples in the LFP in vivo are known to be synchronized in the average over most of
CA1 (Chrobak and Buzsdki, 1996, Fig. 1E, rat), with delays due to the propagation
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Figure 2.11. Coherence of Extracellular Ripple Activity in CA1. A. Screenshot of an
example experiment showing electrode positions. B. Examples of ripple-band averages (120-
300 Hz) with the electrode at increasingly distant positions (colors as in A). At bottom all
four traces are aligned to facilitate comparison. C. LFP-to-LFP peak coherence in the ripple
band as a function of distance, summarizing dual recordings in seven slices.

of the field oscillation through the tissue towards the subiculum. We verified that this
was the case also in our preparation, using triggered averages and coherence. The
coherence C(f) of two signals x and y is defined as their normalized cross-spectral
density (Shiavi, 2007, Chp. 9). For a given frequency f, the coherence is higher the
more stable the phase difference of the signals x and y,

|ny(f)|2 (22)

D=5 PG

Coherence can be used to quantify synchrony established in specific frequency bands.
See Section 3.5 in the next Chapter for details.

Figure 2.11 shows the coherence of the extracellular signal during ripples as a
function of distance. One LFP electrode was left at position 1 and provided the refer-
ence signal. A second electrode was moved in steps and measured the distant signal
(positions 2...7, panel A). The extracellular SWR coherence was compared between
positions. A statistically significant decline of coherence was observed, probably due to
the phase shift (panel B), but overall coherence remained still high for distant record-
ings (panel C).
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To demonstrate the synchrony of inputs to cells constituting the local network, we
examined how the observed single-cell-to-ripple coherence (Fig. 2.9 E) extends to the
network level.

IR DIC video image screenshot
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40 ms 02s

Figure 2.12. Parallel Recordings in Voltage Clamp. Left. Reconstructions of pyramidal
cells (blue and red) overlaid on an infrared differential interference-contrast (IR DIC) video
image of a hippocampal slice. LFP, Patch 1 and Patch 2 indicate the electrodes’ arrangement.
Right. Simultaneous recording from both cells and LFP . The inset magnifies the boxed events.

If ripple-locked cPSCs indeed represent signatures of neuronal population oscilla-
tions, we would expect synchrony of cPSCs across multiple cells in the local network,
and cell-to-cell input coherence should extend over a considerable distance. We tested
this hypothesis in dual pyramidal cell recordings (Fig. 2.12). Consistent with inputs
from a synchronized network during SWRs, cPSCs were correlated (Fig. 2.13 A).

The amplitudes of cross-correlation peaks decreased with distance and their time
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Figure 2.13. Correlation of cPSCs Across Simultaneously Recorded Principal Cells.
A. Cross-correlations during ripples of two example dual recordings at different cell distances.
Peak correlation value of close (black diamond) vs. distant cell pair (orange diamond) was
0.74 vs. 0.55, and respective lags 1.2 ms vs. 5.4 ms. B. Peak correlation value decreases as a
function of distance between recorded neurons (n =20 dual recordings; R=—0.46; P=0.04).
Cells located in proximal CA1 were taken as reference. C. Lag of correlation peak increases
with distance between recorded neurons (7 =20 dual recordings; R=0.7; P=0.00006).
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lags increased (Fig. 2.13 B, C with 2,132 SWR-associated cPSCs from a total of 20
dual pyramidal cell recordings). Both observations are in agreement with a spread of
SWR activity from proximal to distal sites in CA1 with respect to CA3.

In addition, we found that ripple-associated cPSCs in pairs of pyramidal neurons
were phase-coherent, as demonstrated by coherence maxima in the ripple frequency
range (Fig. 2.14 A). Cell-to-cell coherence of cPSCs insignificantly decreased with
increased spatial separation (Fig. 2.14 B; R=—0.26, P=0.26). In line, comparison of
cPSC coherence in close by (<100 wm) vs. distant (450-580 wm) neuron pairs revealed
no significant difference (Fig. 2.14 C; P = 0.39; rank-sum test). Collectively, these
results on dual principal cell recordings confirm that ripple-locked cPSCs are indeed
signatures of population oscillations.
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Figure 2.14. Coherence of ¢cPSCs Across Simultaneously Recorded Principal Cells.
A. CPSC coherence from close vs. distant dual recordings (same pairs as in Fig. 2.13 A).
B. Summary of peak coherence values in the 120-300 Hz range as a function of distance within
CAl. Linear regression shows a modest negative correlation (n = 20 simultaneous record-
ings; R=—0.26; P=0.26). C. Mean peak coherence values in close (<200 pm) and distant
(>450 um) recordings are similar (colors as in B; mean peak coherences: close: 0.65 £ 0.05,
n=38; distant: 0.54 +0.08, n=6; P=0.41, Mann-Whitney test). See also Fig. 2.11.

2.3.3 Timing of Spikes

The precedent observation that excitatory PSCs are phasic and ripple-locked raised the
question whether they could account for the timing of action potentials in target CA1
principal neurons. We conducted two analyses in current clamp whose results were
confirmed later under pharmacological block of inhibition (see Section 2.4.2).

First, we injected a synthetic excitatory current (green line in Fig. 2.15) with
rhythmicity and individual PSC kinetics similar to those observed during spontaneous
SWRs. The single beats of the ripple there are of only 50 pA amplitude compared
to up to 400 pA observed in measurements, but they add to a baseline current that
brings the otherwise extremely sparse-firing pyramidal cells closer to their spiking
threshold. This phasic input considerably enhanced firing probability (Fig. 2.15 A)
and the resulting spikes were significantly locked to it with a high vector strength
value of 0.96. The set of experiments demonstrated that a current waveform resem-
bling the input observed during ripples can indeed account for the occurrence and
the timing of action potentials.



49 EXPERIMENTAL APPROACH TO STUDY SWR

Spike raster upon synthetic input

T
V 50 pA
P - - === —-_ = __’__-_":- s _—:‘_=_ = _=__1 -
) = - - - -
2l _ o [ |
o L - - o T - o
0 1 2 3 4 5
Time (s)
Spike count vs. stimulus current amplitude
10 spikes
I 50 pA
0 10 20 30 40 50

Time (ms)

Figure 2.15. Spikes Are Entrained by Rippled Current Injection. A. Spike raster from six
cells held close to their firing threshold in 128 trials (bottom; 10, 20, 20, 22, 26, and 30 trials,
respectively). A brief current injection (highlighted at top) enhanced spiking. B. Histogram of
the spike count during the stimulation window highlighted in A overlaid on top of the amplitude
of the injected current (green).

In a second set of experiments, we analyzed action potential timing during spon-
taneous SWRs, measuring the membrane potential variations in current clamp at a
slightly depolarized value (Fig. 2.16). Since CA1 pyramidal cells have a resting poten-
tial close to —80 mV (Fig. 2.10), depolarization brings them closer to the reversal of
Cl™ (—67.3 mV) and helps minimize confounding inhibitory input. It also enhances
the extremely low firing probability of these cells, which, in our preparation fire only
sporadically during ripples (as compared to e.g. Bihner et al., 2011), presumably a
sign of the strength with which inhibition holds them back or maybe an offshoot of the
many excitatory afferents cut when preparing slices.

The scarcity in the firing was indeed a problem for the collection of data: out of 27
cells investigated, only seven concentrated 72% of the spikes and showed significant
locking of action potentials with respect to the ripple in an interval of 30 ms centered
to the peak of the ripple-band-filtered LFP (P < 0.05, Rayleigh test; mean AP phase
—56°). The cell-wise variability in locking strength of action potentials to field ripples
hints at a high variability of the strength of recruitment into the synchronous neuronal
assembly, in line with recent research (Béhner et al., 2011).

2.3.4 Higher Holding Potentials

The intracellular pipette solution KGlu 1 employed so far has a reversal potential of
—67 mV, whence no inhibitory currents (outward, positive-signed traces) should be
observed. Holding the cell membrane at a more depolarized potential allows to verify
that there exist simultaneous inhibitory currents and that they are rhythmic as well,
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Figure 2.16. SWR-Concurrent Spikes of Slightly Depolarized CA1 Cells Lock to Ripple.

as expected from the literature. For eight cells held first at —66 mV we continued the
recordings a few minutes in each case at —45 mV. As can be seen in the examples of
Figure 2.17, cPSCs tend to be of mixed polarity, with an overall inward current at the
beginning followed by an outward current.
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Figure 2.17. Example KGlu 1 —45 mV. Three-second sections of simultaneous LFP (top)
and current recordings (bottom) with intracellular solution KGlu 1 at a holding potential of
—45 mV. Three individual SWR/cPSC events zoomed-in as indicated by scale bars.
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Figure 2.18. Example CsGlu —6 mV. Three-second sections of simultaneous LFP (top)
and current recordings at —6 mV holding potential (bottom) with intracellular solution CsGlu
(reversal potential of excitation —6.5 mV; see Fig. 2.8 B2). SWRs are regularly associated
with compound IPSCs (cIPSCs).
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It is not possible to hold the cell at the much higher potentials needed to elimi-
nate the driving force for excitation with our potassium-based solution. We therefore
turned to a solution based on cesium gluconate (CsGlu; Appendix Table A.1). On
all cells recorded, currents were consistently outward, rippled and of large magnitude
(Fig. 2.18).

2.4 Pharmacological Isolation of Excitatory Currents

The results presented so far support the statement that excitatory currents, and hence
presynaptic spiking activity of pyramidal cells, is rhythmic with ripple frequency and
well coordinated with the extracellular ripple. But we may enquire if electrotonic iso-
lation of e.g. excitatory currents by voltage-clamping the cell at its soma is enough to
warrant such conclusions, or if we are rather seeing currents that are inward, yes, but
correspond to inhibitory inputs in disguise. Two reasonable objections can be raised
to the power of electronic isolation alone:

— voltage-clamp of the soma does not ensure control of the membrane potential
over the whole membrane. In an spatially extended hippocampal CA1 pyra-
midal cell, control over the farthest branches of the dendritic tree is likely
to be deficient. If the dendrites of a cell with reversal potential of inhibition
around —67 mV are not held at that potential but left somewhat free e.g. at a
lower intermediate potential closer to the resting potential, a driving force will
arise that in the presence of high enough inhibitory conductances will result in
inward currents activated by inhibitory presynaptic partners.

— individual cells might deviate from the statistically determined reversal poten-
tial (Fig. 2.8). The holding potential will be off from the real reversal and thus
a driving force may arise for inhibitory currents.

To further experimentally corroborate our hypothesis of the existence of ripple-
coherent excitatory PSCs, we sought to directly investigate excitation during ripples
by blocking inhibition pharmacologically. First, we addressed the question whether
the SWR-associated currents remained inward and ripple-rhythmic when inhibition
was blocked pharmacologically. We then went to the current clamp configuration to
confirm that pyramidal cells could be fired by excitatory currents with ripple-coor-
dinated timing.

2.4.1 DIDS Block of Inhibition for Voltage Clamp Experiments

Bath-application of GABA, receptor antagonists is experimentally inappropriate
because they not only block inhibitory PSCs, but also disrupt SWRs as a collective net-
work phenomenon (Ellender et al., 2010; Maier et al., 2003; Nimmrich et al., 2005).
We therefore blocked GABAergic synaptic inputs at the single-cell level by perfusing
cells intracellularly with a pipette solution containing 4,4’-diisothiocyanostilbene-
2,2’-disulfonic acid (DIDS) and cesium fluoride (CsF; the detailed composition is
available in the Section A.2 of the Appendix). This approach was first described in
Nelson et al. (1994) where it was applied both in vivo and in vitro to rat visual cor-
tical neurons. Inhibitory currents were largely blocked in the whole range of tested
voltages between —90 and 20 mV. Henceforth the condition using CsF-DIDS will
be referred to in short as DIDS condition.
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To demonstrate the reliability of DIDS recordings, we first tested the mechanics of
the repatch procedure. Employing the same pipette solution as before in Section 2.3.2
(“control”) in two successive whole-cell patches of the same cell, we verified that
synaptic stimulation produced the same inhibitory postsynaptic current (Fig. 2.19 A).
We then set up a new re-patch experiment, this time using CsF-DIDS for the second
patch. Inhibitory PSCs evoked by fiber stimulation were successfully blocked when
cells were perfused with the DIDS-based pipette solution (Fig. 2.19 B; antagonists of
AMPAR- and NMDAR-mediated synaptic transmission applied in the bath).

We also recorded currents evoked by UV-flash-triggered photolysis of ‘caged’
GABA with control solution. Following re-patching of the same cells with CsF-DIDS
and repeated ‘un-caging’ of GABA, we indeed observed blockade of postsynaptic
GABA currents (Fig. 2.19 C).
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Figure 2.19. Intracellular Blockade of Inhibition. A. Control experiment showing the reli-
ability of repatch recordings. Short electrical pulses were extracellularly delivered to elicit
IPSCs; their amplitudes were compared before (black) and after (brown) re-patching the cells
with identical intracellular solution (20 um NBQX and 50 um D-APV in the bath solution).
Bars show insignificant difference of IPSC average amplitudes of first patch and repatch.
B. Stimulus-evoked IPSCs are blocked after intracellular perfusion with CsF-DIDS. Control
(black): 329 & 95 pA; re-patch (blue): 21 =11 pA (n = 6; P =0.002, rank-sum test). Cells
were clamped at —59 mV. C. Postsynaptic current after GABA uncaging by a brief UV-
flash without (black; control) and with intracellular blockade of inhibition (blue; 1 mm CsF-
DIDS perfusion; 10 um NBQX and 50 um D-APV in extracellular medium; clamping poten-
tial, —59mV). Control: 104 +34 pA;re-patch: 3.2+ 1.3 pA (n=5, P=0.008, rank-sum test).

Subsequently, we used this approach to test our hypothesis of oscillation-locked
excitatory inputs during ripples. We applied CsF-DIDS in re-patches of seven cells
after having collected a sufficient number of ripple-associated cPSCs under control
conditions close to the potential of Cl™-reversal. In line with our hypothesis, ripple-
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associated fast synaptic inputs indeed persisted in the re-patch recording with disrupted
GABAA-R mediated synaptic transmission (Fig. 2.20 at —45 mV, Fig. 2.21 at —60
mV, Fig. 2.22 comparing an example event at —60 mV with one recorded in repatch
using control solution KGlu 1).
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Figure 2.20. Example DIDS —45mV. Three-second sections of simultaneous LFP (top)
and current recordings at —45 mV holding potential (below) with intracellular solution CsF-
DIDS. SWR-associated currents are systematically inward and rippled as in the three zoomed
examples at bottom.
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Figure 2.21. Example DIDS —60 mV. Three-second sections of simultaneous LFP (top)
and current recordings at —60 mV holding potential (below) with intracellular solution CsF-
DIDS. SWR-associated currents are systematically inward and rippled as in the three zoomed
examples at bottom.

It is likely that voltage clamp at the reversal potential of inhibition can alone reduce
or eliminate most inhibitory synaptic currents in our model. Furthermore, the pre-
vailing line of argument in the literature for inhibition as the main organizer of the
ripple always pointed at perisomatic targetting cells, and especially basket cells, as
the main candidate fur the orchestration of the fast oscillations (Ylinen et al., 1995;
Klausberger et al., 2003; Taxidis et al., 2011). Indeed, ultrastructural anatomical
studies in rat CA1 (Megas et al., 2001) have established that symmetric synapses char-
acteristic of inhibitory transmission dominate at and proximal to the soma both in
the axon initial segment and thick proximal apical dendrites (40% of inhibition is
perisomatic; but inhibitory synapses are, in total, only 3% by number; afference to
soma is 98% inhibitory, and to proximal basal dendrites, 48%), whereas the affer-
ence to more distal radiatum and to oriens (main targets of Schaffer collaterals) is
predominantly onto dendritic spines and excitatory. Although the fraction of inhibitory
synapses over the total in lacunosum-moleculare (sometimes to spines) increases again
to 14-17% (Megas et al., 2001, Fig. 2), the layer receives mostly entorhinal or sub-
cortical inputs which are absent in our hippocampal slice.
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In view of the above, the majority of inhibitory inputs, at least as judged from
number of synaptic contacts, would be well controlled by voltage-clamping the cell’s
soma at the reversal potential of GABA sR-mediated transmission.
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Figure 2.22. Intracellular Blockade of Inhibition Reveals Strong Excitatory Contribu-
tion to cPSCs. Left. Ripple-associated PSCs in CA1 principal cells remain stable (>15 min)
following intracellular blockade of inhibition. Top: cPSCs in control (black) and re-patched
with CsF-DIDS (blue). Bottom: band pass-filtered (120—300 Hz) cPSCs. Right. PSDs of the
individual events at left.

Further, if far-out dendrites would be making relevant inhibitory contributions,
one would expect them more attenuated than input close to the soma (unless larger
distal conductances compensate for that, see Magee and Cook, 2000) and significantly
slower in their kinetics (bar compensation mechanisms e.g. via an inhomogeneous
distribution of dendritic ion channels Magee, 1999; in our voltage clamp data, active
conductances do not play a role, however). If the decay time constant of IPSCs extends
much beyond the typical cycle length of the ripple, at ~5 ms, their ability to pattern the
ripple-associated currents and thus precisely time spikes will be severely challenged.
Those hypothetical inhibitory dendritic inputs should also stand out as slow sponta-
neous PSCs in the electrotonically controlled condition and be missing in recordings
with additional intracellular pharmacological block, a situation that we never observed.
We will show that IPSC kinetics during ripples can be as fast as those of EPSCs and
that only a few events have decays beyond 10 ms (Fig. 3.26).

In the next Chapter we will considerably extend our analysis of currents in the
DIDS condition and show that their main characteristics are retained when the phar-
macological block is absent if the driving force for inhibition is weak.

2.4.2 DNDS Block of Inhibition for Current Clamp Experiments

To further substantiate our finding that spikes can be timed by rippled excitatory
currents, we also analyzed action potential timing during blockade of inhibition at
the single-cell level. For that, we applied DNDS, which blocks GABA ,R-mediated
inhibition from the intracellular side without changing action potential firing, fol-
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lowing Dudek and Friedlander, 1996 (Figs. 2.23 and 2.24). Using this approach we
found that action potentials were locked to ripples (Figs. 2.25 and 2.26; log, P values
between —54.3 and —1.6; n = 1,119 spikes associated with 1,564 SWRs; 7 cells).
IPSCs appeared as inward in this experiment, because the reversal potential was set
to about —35 mV in order to have a small, but inward, driving force when recording
APs (DNDS seemed to work best when the Cl current was inward). To allow for
the cell to express spikes, Vamp Was set in the range from —65 to —45 mV.

Together, these experiments demonstrate that the ripple-locked excitatory inputs
remaining after block of inhibition can effectively regulate the spike timing of target
principal neurons.
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Figure 2.24. DNDS Effectively Blocks Stimulus-Induced Fast IPSCs. Left. Representa-
tive experiment to assess the potency of DNDS to block IPSCs. Upon a brief control period
(black) in which IPSCs were elicited with synaptic stimulation the electrode was withdrawn
(AMPA, NMDA, and GABAg receptors blocked). The same cell was re-patched (orange)
with pipette solution supplemented with 500 um DNDS. After ~ 5 — 10 min IPSCs gradually
decreased in amplitude (bottom panel); the cell’s access resistance was monitored during the
experiment (top). Right. Sample traces and population statistics comparing control IPSC
amplitudes with those under DNDS after 15 minutes or longer (stable repatch): 234.9+21.4
PA vs. 37.9 £ 12.9 pA respectively (P =0.0006, two-tailed rank-sum test; n ="7 repatches).
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Figure 2.23. DNDS Suppresses GABA, Currents but Does Not Affect Spiking.
A. Input/response example in a CA1 pyramidal cell perfused with DNDS-based K-Gluconate
solution. De- and hyperpolarizing current steps were applied at +280 pA, + 40 pA and
—120 pA. B. GABA uncaging experiments. UV flash-evoked GABA currents were com-
pared in the absence (black) and presence (orange) of 500 um DNDS. On average, DNDS
reduced GABA currents by 93.8£3.5 % (control: 210.4£52.4 pA vs. DNDS: 12.4 +4.3 pA;
P =0.008, two-tailed ranksum test; n =5 repatch experiments).
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Figure 2.25. Current Clamp Recordings of Two CA1 Pyramidal Neurons With DNDS.
Cells were held at slight depolarization to enhance firing probability. Representative examples
from two cells (A and B) display single or double spikes during SWRs. Marked SWRs (asterisk)
are shown larger in Fig. 2.26.

A B

I . o

~ 0.1 0.1 °
: g
: £3
= g N
c © a
5 f
9] ® 2
X o
5 &
0- ~ 0
20 -10 0 10 20 -20 -10 0 10 20

Offset to ripple peak (ms) Offset to ripple peak (ms)

Figure 2.26. Spiking is Locked to Ripples Under Intracellular Block of Inhibition.
Example SWRs from Fig. 2.25 and spike-to-LFP locking statistics from the two cells therein.
Top. Wide-band LFP (black) superimposed with ripple band-filtered LFP (grey) and LFP
ripple maximum (red disc); below: intracellular voltage trace. Bottom. Spike-time histograms
(orange) of the two example cells demonstrate phase-locking of spikes and LFP SWRs (black;
averaged and normalized). The log;o P values indicate the significance levels determined by the
Rayleigh test for the uniformity of a circular distribution. Logarithms of significances in five
other recordings were —1.6, —1.7, —2.6, —11.4 and —17.1. The vector strength when pooling
all spikes across cells was 0.38 with phase 15° and logoP = —76. See also Figs.[2.15/and 2.16.

2.5 SWR in a CA1 Minislice

Several studies (Maier et al., 2003; Nimmrich et al., 2005) have shown ripples in the
extracellular potential measured in a deafferentiated slice of CA 1 mouse hippocampus.
To complement these studies we asked whether ripple-coherent cPSCs represent the
spiking output of CA3 pyramidal neurons (Both et al., 2008) or whether they are
generated locally within the CA1 network. We used minislices where area CA1 was
isolated from the adjacent CA3 and subiculum (Fig. 2.27 A, C). In eight CA1 min-
islices, SWRs occurred at a rate of 0.46 + 0.09 Hz (median: 0.46 Hz; range: 0.13
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Hz to 0.93 Hz; Fig. 2.27 B). The frequency of the peak power in the ripple frequency
bands across these events was 213.1 + 6.6 Hz on average (median: 215 Hz; range:
175 Hz to 235 Hz; Fig. 2.27 B, PSD at right).

Figure Sample size SWR incidence (Hz) Ripple frequency (Hz)

in vivo 2.2 16 mice 0.14+£0.02 136.3 = 0.2 Hz
full slice 2.9 28 slices 0.77+0.05 1944+6 Hz
minislice 2.27 8 slices 0.46£0.09 213.1 + 6.6 Hz.

Table 2.3. Comparison of SWR Incidence and Ripple Frequency. Statistics of SWR inci-
dence and extracellular ripple frequency in our three experimental models for hippocampal
ripples in CA1.

To test whether ripple-coherent cPSCs survived in the isolated area CA1, we again

recorded from principal neurons voltage-clamped close to the reversal potential of
ClI™ (=66 mV). SWRs in CA1 minislices were indeed accompanied by phasic inward
currents at ripple frequency coherent with the SWR (Fig. 2.27 D, 725 ¢PSCs from 5

cells).
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Figure 2.27. Ripple-Coherent Excitatory Currents Persist in CA1 Minislices. A. Schematic
of the CA1 minislice approach. B. (Left) CAl minislices do generate SWRs at slow pace.
Top: SWRs recorded in stratum pyramidale. Middle: magnified event. Bottom: Filtered version
of the above, as indicated. (Right) Averaged PSD plot from this experiment (153 individual
spectra). Note the peak at ripple frequency. C. (Left) In a different CA1 minislice, PSCs were
recorded from a principal neuron in parallel with the LFP. The video image screenshot displays
the CA1 minislice and the electrode arrangement. D. (Left) Example LFP-SWRs and associated
PSCs. Middle: 33 LFP- and PSC events (1 and 3™ from top) were averaged triggered on the
LFP ripple maximum. Respective filtered versions below. (Right) Coherence of LFP and cPSCs
from this experiment reveals a peak at ripple frequency (~200 Hz).
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Chapter 3
On Sharp-Wave Ripples

In this Chapter we present results on ripple-associated excitatory and inhibitory cur-
rents in vitro. We refer the reader to the previous Chapter 2 for a description of the
electrophysiological techniques used to obtain the data as well as for a first acquain-
tance with the measurements. The analytical methods used are introduced right next
to the results, because often both are delicately interdependent.

The reader in search of a quick, graphical summary is advised to consult directly
Figures 3.16 (PSCs lock to LFP ripple), 3.21 (in-ripple PSCs are like spontaneous),
3.22/3.23 (peeling reconstruction in voltage clamp works like a spike detector),
3.27/3.28 (PSC amplitude depends on ripple cycle) and 3.31 (inhibition aligns with
excitation over the course of ripples).

We start out the Chapter in Section 3.1 by presenting our amplitude-based SWR
detection algorithm. Such a detection strategy is only possible because our in vitro
recordings exhibit high signal-to-noise ratio, and a rather stable baseline.

The extraordinary regularity of ripple-associated currents makes it possible to
assess how much a cell participates of the ripple phenomenon at the network level (or
how good is our experimental access to it), simply by averaging the compound post-
synaptic currents (cPSCs) triggered to the SWR peak. Another relatively simple anal-
ysis that does not require delving into the fine structure of the oscillation is an average
of deconvolutions (a hybrid between averaging amplitudes and averaging derivatives
that will be introduced below). With these two analyses we obtain the overall polarity
of amplitudes and slopes (Section 3.2), thus helping quantify the impressions from
the data snapshots that introduced the raw datasets to the reader in Figures 2.9, 2.17,
2.18,2.20, 2.21 and 2.27 of the previous Chapter. The triggered averages supply also
a first rough indication of the timing relationship between excitation and inhibition.

Key to our understanding of in-ripple post-synaptic currents (PSCs) is an eval-
uation of the kinetics of the out-of-ripple events. We often will refer to those, with
slight abuse of language, as spontaneous PSCs or sPSCs. Section 3.3 discusses their
properties, which are used to inform the reconstruction approach later in Section 3.6.

The realization that spontaneous PSCs rise much faster than they decay naturally
suggests to use the steepest slopes of the ripple-associated currents as indicators of the
onset of PSCs. While only approximate, and biased in ways that will be made apparent
below, this technique makes few assumptions and is adequate for the assessment of
the rhythmicity in the intracellular current, providing a complementary view to that
of spectral analyses. In contrast to spectral techniques, which weigh ripple events in
averages according to their amplitude, local slope statistics treat large and small cPSCs
on an equal footing. Also in Section 3.4 we obtain cell-wise evidence that the E/IPSC
isolation approaches translate into steeper downward resp. upward slopes, thus sup-
porting our confidence on the successful electrotonic and pharmacological isolation of
excitatory and inhibitory conductances.

60
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So far we have dwelt on the intracellularly measured signal, the compound post-
synaptic current. How does it coordinate with that other thermometer of network
activity that is the LFP? In Section 3.5 we start with traditional spectral methods
by examining the coherence of both signals. Next we adopt the steepest slopes in
a cPSC as proxies for PSC onsets. This allows to produce two locking measures:
“onset” (steep slope)-triggered averages of the extracellular SWR, and vector strength
of such onsets in the ripple.

Having a well-established prior about the time course of single, spontaneous PSCs
we ask next (Section 3.6) if it can be used to reveal the individual synaptic contribu-
tions that make up a cPSC. A number of assumptions are needed for the resulting
iterative procedure, which peels off earlier events in the cPSC to uncover later arrivals.
This approach allows one to obtain onsets, amplitudes and the rise and decay kinetics
of individual PSCs in the ripple. In the final Section (3.7) we exploit the peeling
reconstruction method just presented to obtain raster plots of presynaptic spikes and
histograms of their rhythmic arrival, enhancing the results based on steep slopes. We
confirm that their kinetics match those observed in off-ripple events. An unsolved
question about the generation of SWRs concerns the relative timing of excitatory and
inhibitory spikes during the ripple. We show evidence, based on our in vitro data that,
during the ripple, there is a progressive synchronization of the inhibitory and excitatory
phases. We further ask how the PSC features change over the course of the ripple. The
resulting data on ripple-cycle dependence of amplitudes will inform an estimation of
the excitatory and inhibitory conductances, which is a key ingredient of a continuous-
time model for sequence replay. Such an extension of the discrete-time model that we
present in Chapter 4 would allow to link the observed currents to the expected spiking
dynamics.

Recording conditions and cell coloring Recording conditions are listed in Table 2.1
(the composition of the solutions used is available in Appendix A). They are grouped
into datasets that we will informally designate excitatory, DIDS, minislice, and inhibitory
(Table 3.1). Cells are numbered from O to 33; missing numbers correspond to failed
recordings, e.g. the LFP SWR signal was absent or other experimental or storage
errors. In order to provide visual help for the reader comparing results from different
analyses, we have assigned a unique color to each cell within a recording condition,
both in text and graphics.

To complement the plots presented in this Chapter, Table 3.1 summarizes the num-
bers of events detected by cell and condition and subsequently used for analysis.

3.1 Amplitude-Based Large-Event Detection

We describe here the method used top detect SWRs. Because it is generally applicable
to the detection of large signals, and especially cPSCs, we describe it as a large-event
detection algorithm despite it being applied here only on the extracellular trace.

Detection of events was on the extracellular trace Across this work the SWR was
taken as the temporal framework against which the currents were examined. Although
the extracellular SWR went almost always hand in hand with prominent complex cur-
rents, so that we could have used either for detection of the combined event, we relied
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excitatory
Solution [Holding V|{ 0 [ 1 [ 2 [ 3 |4 |5 | 0 | 7 |

|KGlu1 —66 mV ||143]102(201| 69 |208|116|136|110
—45mV ||142|211]193 113 |157|120|154|129

DIDS
Solution|H01ding V|| 8 | 9 -

| Control | —45mV || 27 [ 19
—60mV || 51[34[36[34[19]11]39
| DIDS | —45mV |[[96[32[53] x [31] x [119
—60mV || 94[90]53[101[51]37] 36

minislice
Soluti0n|Holding V| | 16| 19| 20 | 21 |22|
| KGlu1| —66 mV |[54/80[232]124|71|

inhibitory
Solution | Holding V| {27 28 | 29 | 30 | 31 | 33 |
| CsGlu | —6mV | [42[118[138]198]230|135]

Table 3.1. Numbers of SWR Events Detected per Cell and Condition. Nicknames for the
overall datasets are given in sans serif for each table. Cell pairs that were recorded from the
same slice (consecutively, the LFP electrode staying in place) share background color in the
table header, e.g. 10 and 11. A cross indicated that no recording was made for that condition.

exclusively on detection of the SWR to locate the cPSC, and we referred all in-ripple
times in both electrodes to the SWR peak.

SWRs were selected using an amplitude-based criterion SWR detection was per-
formed on 4-100 Hz band pass-filtered extracellular traces (2" order zero-phase,
acausal Butterworth filter). Their amplitudes were tallied, and the histogram was
fitted with a Gaussian that was dominated by the eventless epochs of small amplitude.
The tails provided us with an expected frequency of rare amplitudes. We found the
threshold as the lowest amplitude which appeared 100 times more often than expected
from the Gaussian fit of amplitudes. Two thresholds were at hand — one for neg-
ative, another for positive rare amplitudes. Exploiting the often biphasic character of
SWRs, both were used to detect events. This feature is less interesting in the version
finally selected, that incorporates a somewhat aggressive high-pass of 4Hz because
compensation (to achieve zero mean) of any peak will create artificial surrounding
negative peaks. The maximum in a (—75, 75) ms “search window” around each over-
threshold point was selected as representative for it, and the total time over any of
the thresholds in that range was stored. Only maxima with at least 7 ms of over-
threshold amplitudes around them were retained.

SWRs were characterized by the time of the peak As a last step, the character-
istic “SWR peak” reference time was obtained from the unfiltered trace. This made
comparable the results of different algorithms e.g. using different filter bands, and
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offered a very precise reference point. However, as we discovered on later data once
the algorithm was tested on an initial dataset, it had the drawback of not being robust
against extremely high-frequency amplitude blips (3-5kHz, 1 or 2 samples generally).
This is cured by instead selecting maxima after low-passing at 1 kHz. Such an edge
frequency still allows for a precise enough identification of the peak for ~200Hz phe-
nomena and is more robust. To confirm we reran our analyses with this setting and
obtained a slight quantitative improvement, as a few spurious blips were now correctly
ignored. However, the figures presented here correspond to the unfiltered maximum
finding.

Events were checked manually We examined the raw traces with the marked events
as well as scatterplots of cPSC amplitudes concurrent to SWR amplitudes and detected
two cells in the minislice dataset where the low signal to noise ratio would have
demanded specialized detection settings. For them the histogram of SWR amplitudes
is clearly bimodal. Upon analyzing the low-amplitude SWRs we concluded that they
were fake events i.e. the LFP was not rippled, and removed those by hand.>'!

Results are lower bounds The algorithm outlined above strives to avoid a bias
towards high-amplitude SWR. Since a roughly linear correlation between SWR ampli-
tude and concurrent cPSC amplitude is observed (not shown) our results would
certainly be embellished by such a selection bias. We preferred, however, to run the
risk of washing out some features rather than biasing our sample of SWRs to stress
the point. Most of the metrics of rhythmicity and locking in this work are expected
to improve with a more lax approach that includes only the high-amplitude SWR and
thus the predominantly high-amplitude associated cPSCs.

3.2 Average Shapes of CPSCs Triggered to SWR Peaks

This Section provides an overview of the polarity, size and ripple modulation of the
currents through their cell-wise amplitude and deconvolution averages triggered to the
SWR peak in the LFP. Both facilitate interpretation of later, more derivative analyses,
by enabling to discern what features are particular to one cell or to one condition, and
what is common across them.

3.2.1 Average Amplitudes

Figures 3.1 and 3.2 (for DIDS-related conditions) display the averages of traces, cell
by cell for each condition separately.

There is considerable cell-to-cell variability Condition —66 KGlu (full slice) at top
left in Figure 3.1 shows already to what extent the current amplitudes are variable
across cells; note that it is genuinely a cell effect and not a slice effect: while both
cell 1 and cell 2 share slice and show similar (low) amplitudes, another pair of cells
that share slice (5 and ) show starkly differing amplitudes. Also the polarity of the

3.1. Cells affected by low-amplitude false alarm SWR clusters are number 19 and 22. We used manual cutoffs
of 200 uV, which filters out 122 of the 222 candidates from cell 19, and 35 uV which rejects 45 of 118 candidates
initially detected for cell 22).
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Figure 3.1. SWR Peak-Triggered CPSC Averages. Conditions are indicated in each panel.

currents reacts differently to a change in the holding potential: whereas cell 5 main-
tains an average inward current profile at —45 mV, the average cPSC of © betrays
predominantly outward currents. Since cells were phenotypically checked for firing
characteristics of pyramidal cells and sometimes reconstructed via biocytin filling, and
since the pyramidal layer in the mouse contains about 3 or 4 densely packed cell bodies,
it is likely that this variability is intrinsic to pyramidal cells and not due to e.g. a
misplacement of the electrode or patching an interneuron.

Excitation hits first during the ripple Both —45 KGlu conditions (cells O to 7 and
DIDS control recordings of cells 8 to |5 in Figure 3.2) illustrate that responses to an
elevation of the holding potential are cell dependent: some maintain an inward polarity,
some go over to strictly outward currents and finally a subset of mixed cells show time-
dependent polarity (3, 4, 7 and 15). The details of this behavior are informative of the
evolution of the balance of excitation to inhibition during the ripple. Mixed cells exhibit
always first inward currents, followed by outward currents, both in the average and in
all of the many individual cPSCs that we examined by eye. A quantitative evaluation of
the ongoing balance of excitation and inhibition from this data is not possible without
further, cell-wise measurements of reversal potentials (including those of AMPA-R
currents) and conductances.

Inhibitory currents are large and tail off more slowly In the —6 CsGlu condi-
tion we observe particularly large currents, peaking at around 1 pA. Their average
decays, although no more modulated than those recorded at —66 KGlu are slower,
pointing at a perhaps longer decay time constant of gabaergic conductances (Sec-
tion 3.3). Note that recordings at —45 mV for cells that reverse polarity totally or
partially also show this slow tail-off, which suggests that the decay of those cPSCs
is dominated by inhibitory PSCs with their perhaps slower kinetics.

Currents in minislices are appreciably smaller SWRs observed in the minislice
condition —66 KGlu (m) have small amplitudes, which complicates extraction from
the background signal (see Fig. 2.27 in Chapter 2 for examples and Section 3.1 above
for discussion). The average currents in the minislice cells 16 to 22 are shallower as
well, and their signal to noise ratio lower as evinced by the jittery averages at similar
number of events (compare cell 20 with 232 vs. cell 0 at —66 mV with 143 events,
see Table 3.1).
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DIDS succeeds at blocking outward currents Compare the panels —45 DIDS and
—60 DIDS with their respective controls (Fig. 3.2). Upon raising the holding potential
the driving force for excitation is reduced. This results in the lower current amplitudes
visible at —45 DIDS (~-=-2). But currents stay inward. In the control recordings only
cells 10 and 13 stay inward, with reduced amplitudes. All the others present outward
currents.
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Figure 3.2. SWR Peak-Triggered CPSC Averages (DIDS Condition and its Control).
Conditions are indicated in each panel. Cells 11 and 14 were not recorded at —45 mV.

3.2.2 Average Deconvolutions

Here we observe the ripple modulation of the currents adding the refinement of a
sharpened view of the oscillation as offered by deconvolution with an exponential
kernel (see Section 3.6 for an in-depth discussion and application of the idea).
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Figure 3.3. SWR Peak-Triggered Deconvolution Averages.

Why deconvolution? From a practical point of view deconvolution with an exponen-
tially decaying causal kernel permits to sharpen the time expression of phenomena that
have a fast rise and to whose decay an exponential function can be fitted with some
success. This class of phenomena includes single synaptic events measured postsynap-
tically, which, we believe, make up the cPSCs that we observe.
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Such an exponential deconvolution (short for deconvolution with an exponential
causal kernel) is nothing else than a weighted sum of the amplitude of the signal and its
derivative: deconv(s)=s-+7ds/dz¢. The weight of the derivative 7 is the assumed typ-
ical decay constant of the signal components (PSCs). Since we could expect PSCs to
have different characteristic decay constants depending on whether they are excitatory
or inhibitory, what cell they are recorded in or even the phase of the ripple oscillation
at which they arrive, any chosen 7 for such a large set is a compromise. Here (Figs. 3.3
and 3.4 below) we have used 7 =15 ms.

If 7 is large, the deconvolution is dominated by the derivative, which is noisy
because it emphasizes variations in the low and in the high-amplitudes equally. If
7 is very small, the deconvolution is just the original signal. In between, using the
an adequate value of 7 has the effect of sharpening the signal without amplifying too
much the noise. If the spikes that generate PSCs would be instantaneous, and PSCs
would be decaying exponentials with time constant 7, deconvolution would recover
the presynaptic spike train from the postsynaptic superposition of PSCs. To the extent
that all three assumptions are only partially accurate (a spike lasts for an appreciable
1-2 ms, PSCs are not simple exponentials and we do not know their exact kinetics,
which furthermore, vary from one to the next), the result is a collection of peaks
indicative of the times of the presynaptic spikes. Those peaks are more spikey than
in the unprocessed cPSC, facilitating the analysis of timing that we envisage here.

The averages in the Figures are preceded by filtering and normalization.
Smoothing the high-frequency oscillations (>400 Hz) eliminates jitter in the deriva-
tive due to amplitude noise, and does not compromise our analysis which is centered
on the sub-250 Hz part of the spectrum. Normalization places putative synaptic events
(here revealed by peaks) from large and small events on the same footing before the
averaging. Overall, the deconvolutions succeed generally at reducing the support of
the cPSC and turn the putative synaptic events into rather symmetric peaks, thus con-
firming the order of magnitude of 7~ 5 ms as representative of decay times.

DIDS ripple modulation The Figures emphasize the 5 ms rhythmicity of the cPSCs.
Despite the fact that cPSCs recorded under DIDS are generally less well modulated
(compare amplitude average in Fig. 3.2; but see also non-DIDS cells 1, 7 and 33)
deconvolution reveals that they are ripple-rhythmic as well.
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Figure 3.4. SWR Peak-Triggered Deconvolution Averages (DIDS Condition and its Con-
trol). See Fig. 3.3 for the processing steps. Cells 11 and 14 were not recorded at —45 mV.
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Timing across cells Sharper peaks means easier visual inspection of oscillatory coor-
dination. lJitter is specially low for outward currents in the mixed (—45 mV) and
inhibitory conditions (—6 mV); Figure 3.3.

Time of cPSC peak Inward currents reach their maxima briefly in anticipation of the
SWR peak used for reference when averaging; outward current peaks seem slightly
delayed, almost overlapping with the SWR peak. See Figure 3.28 (bottom row) for a
confirmation of this observation at the level of individual PSCs.

3.3 Atomic Intracellular Events: Spontaneous PSCs

Before diving into the details of the complex postsynaptic currents that appear during
SWR it is convenient to equip ourselves with some knowledge of the kinetics of the
much simpler currents that dominate the inter-SWR time.

Kinetics of currents: from empirical fits to theoretical modelling The time devel-
opment of postsynaptic currents and potentials is the result of a sequence of biological
processes involving rather complex chemical pathways in both the presynaptic and
postsynaptic sites, diffusion in the cleft and other associated processes. Figure 3.5
sketches the transduction process at a synaptic site and highlights the postsynaptic
current (orange), which is the center of our interest when measuring in voltage clamp.
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Figure 3.5. Simulation of Synaptic Kernel for AMPA Currents. Traces represent different
stages (1-6) of the transduction process from a presynaptic spike to a postsynaptic depolariza-
tion via intermediate chemical signals for AMPAR-gated ion channels. 1. Presynaptic current
injection and action potential elicited by voltage-gated ion channels. 2. Intracellular Ca’*
concentration rises in the presynaptic terminal with a high-threshold calcium current pro-
viding a transient calcium influx and an active calcium pump in charge of removal. 3. Ca>*
ions bind to a protein and produce an active form (relative concentration shown by solid
line) which promotes the exocytosis of synaptic vesicles (dashed line). 4. Concentration of
transmitter in the synaptic cleft. The transmitter binds to AMPA/kainate receptor-ionophor
complexes and opens the associated ion channels. 5. Postsynaptic current produced by the
gating of those receptors according to a six-state kinetic scheme characterized from single
channel recordings in the locust muscle (Eey =0 mV, g AMPA = 0.1 nS). 6. Excitatory post-
synaptic potential in response to transmitter release (Ejex = —70 mV). Adapted by permission
from Destexhe et al. (1994). Please refer to their Fig. 4 and Eq. 25 for details of the model.
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A function of the form ((t — #,)/7) ¢!~/ t > 0 was originally proposed
by Rall (1967) as an empirical fit to measured synaptic signals and has been widely
used since for modeling currents in computational models of neuronal networks
(Gerstner and Kistler, 2002). This function belongs in the general class of weighted
sums of decaying exponentials. More recently those have been shown to constitute
the general solution of Markov kinetic schemes for the activation of ion channels
(when these are analytically solvable, i.e the transmitter release is pulsed in the case of
synaptic conductances). These schemes posit time-independent probabilities of state
transition for the gating variables that represent channels, yet in their full generality
are rich enough that their descriptive power spans the range of voltage-gated, synaptic
and neuromodulator-induced currents (Destexhe et al., 1994). The following slightly
more general form of the original alpha function is a good empirical compromise
between matching the waveform of spontaneous PSCs in our recordings and intro-
ducing too many parameters32. It results from a second-order kinetic scheme with
two closed forms of the receptor, far from saturation, and the announced simplifi-
cation of instantaneous transmitter release (see Destexhe et al., 1994, Appendix B):

(134,10, T, T) = AN (7, Ta) Ot —10) (e 70/ —e=(=10/™), 3.1

The factor ©(t — t;) is the Heaviside step function (0 for ¢ < 7y, 1 elsewhere). The
normalization factor is found from the constraint a(fpc.) = A to be:

Nt 7a)= (1, /1) 77 = (2, 7)™ 7.

The peak amplitude is then A. The time offset 7, also called onset or arrival time,
represents the delay between the presynaptic spike and the start of the postsynaptic
current stroke. The time course of the current is divided into a rise phase from baseline
amplitude at the onset ), to A at peak and a decay phase from peak amplitude back to
zero as t — oo. The decay phase is well characterized by 7, with little influence from
7,, while the time of the rise depends more substantially on both 7, and 7,;. The classic,
one-7 alpha function is recovered in the limit 7,— 7, but it enforces a relation between
rise and decay time that is too constraining and fits our sPSCs noticeably less well.

Identification of non SWR-associated PSCs and their kinetics EPSCs outside
SWRs (“spontaneous EPSCs”) were detected among the —66 KGlu 1 cells as steep
downward slopes (top 5% of all maximal slopes on the 0.5-400Hz filtered intracellular
trace of each cell). A total of 1,000 events from 5 cells were postselected by eye (by
Christian Leibold) to exclude those that are too small to be distinguished from noise
and also to avoid multiple events where a second PSC arrives during the tail of the first.

The fit was performed with the double exponential from above (Eq. 3.1).
The average time constants obtained from the fits were 7,=1.70£0.04 ms and
74=4.04£0.08 ms. Here the PSC detection algorithm is based on slopes, which are
influenced by both time constants. To highlight the separation of timescales used by
the algorithm, we plot in Figure 3.6 B histograms of durations of rises and decays
(20-80% and 80-20% of maximum amplitude) rather than time constants.

3.2. Usually, more sophisticated (i.e. parameter-rich) functions are fitted when the details of the synaptic
interactions are the focus of research and the availability of a stimulation paradigm allows to obtain a good char-
acterization of the current by averaging over many repetitions. Here we aim at fitting currents without stimulation,
outside the SWR. Below (Section 3.6) the scenario becomes more adverse as we attempt fitting the overlapping
SWR-associated PSC bursts.
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Figure 3.6. Kinetics of Spontaneous PSCs. A. Spontaneous, non ripple-associated PSCs
(as those marked by asterisks in the upper right trace; highlighted example in brown) were
extracted from currents measured in cells 0-7 at —66 mV. B. Histograms of 20% —80% rise-
and 80%—20% decay times of these non-ripple PSCs (0.83 +0.01 ms and 6.66 + 0.09 ms).
Left inset: To determine rise and decay times of PSCs (red), a double exponential (black;
Eq. 3.1) was fitted; right inset: example PSCs (grey) and their average (black).

These kinetics derived from spontaneous EPSCs (not associated with ripples) were
fast enough to account for excitatory currents in ripple-associated cPSCs (Fig. 3.6 B).
When comparing these values to the kinetics of AMPAR-mediated currents reported
in the literature it is important to remember that our in vitro preparation was recorded
at a relatively high 32°C, while the body temperature of mice oscillates between 37
and 39° C.

At an initial stage of this work we conducted a similar exercise on a preliminary
dataset recorded from cells held at —40 mV whose spontaneous events were directed
outward, resulting on comparable average rise kinetics and somewhat slower (1 to 2
ms) average decays.

3.4 Steep Slopes

In this Section we exploit in two ways the fact that PSCs are characterized by a steep
onset phase followed by a gentler decay (see Fig. 3.6 for the separation of timescales).
First, we reason that depending on the dominant type of input, upward or downward
slopes should be the prevalent among the steepest; we verify that our putative exci-
tatory currents indeed contain steeper downward than upward currents, as expected.
Then we take advantage that the initial sharp deflection of a PSC can be used as a proxy
for the onset itself to construct a rhythmicity measure that is not sensible to amplitude,
by contrast to spectral techniques. We test that again on our KGlu 1 and DIDS data.

3.4.1 Comparison of Upward and Downward Steepest Slopes

Figure 3.7 shows two extreme scenarios for incoming currents during ripples that could
result in similarly looking but actually different shapes of the current observed at an
intermediate reversal potential between that of excitation and that of inhibition. At
potentials below the reversal potential of excitatory synaptic transmission, excitatory
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(inward) currents within cPSCs should display downward slopes (onsets) steeper than
their upward slopes (decays). At the same time, if the potential is above the reversal
potential of inhibitory GABAergic transmission, putative inhibitory (outward) currents
should display steeper upward slopes (onsets) followed by shallower downward slopes
(decays).

inhibition Phasic Tonic

resultant

excitation Tonic Phasic

Figure 3.7. Shape of CPSCs in Two Extreme Scenarios. A. Phasic, high-frequency
(~ 200 Hz) inhibitory current input during a slower, sharp wave-associated excitatory wave.
B. Fast ~200 Hz trains of excitatory current inputs during a slow inhibitory signal. Red traces
represent the resultant current that would be observed at an intermediate potential between
the reversals of each of the two components. Curves courtesy of Richard Kempter.

We hypothesize that for our recordings at potentials close to the reversal of inhi-
bition (with or without the supplementary help of the pharmacological isolation agent
DIDS; see Section 2.4.1) the observed downward slopes will be steeper than the
upward ones, in accordance with the green trace in scenario B of Figure 3.7. Indeed,
at potentials below the reversal potential of excitatory synaptic transmission, excita-
tory currents within cPSCs are inward and should thus display downward slopes (rises)
steeper than their upward slopes (decays). In addition, at the potential we have chosen,
putative inhibitory outward currents should display only small amplitudes, due to the
small driving force for C1™. From the kinetic information obtained from isolated PSCs,
downward slopes are expected to be steeper even when several time-shifted PSCs
overlap.

Detection of steep slopes Steep slopes were searched in windows of 80 ms around
cPSC peaks using a low-pass version of the current signal (Butterworth zero-phase
filter of passband 0.5-400Hz and second order). This is the black trace in Figure 3.8 A.
Minima of the time derivative of this smoothed current (in grey in the Figure) indicate
downward slopes, and maxima indicate upward slopes. Slopes are filtered according to
whether they belong in the top decile or top quartile by value in the local cPSC. The
distributions of values of the derivatives at such extremal points are shown as cumula-
tive histograms for electrotonic isolation alone (Fig. 3.8 B) and with the supplementary
aid of pharmacology (Fig. 3.8 C).

Downward slopes at the reversal of inhibition are steeper We analyzed first the
slopes within cPSCs in the eight cells recorded with KGlu 1 at —66 mV (1,085 cPSCs
in total). In line with the expectations from the EPSC kinetics, we found that down-
ward slopes were steeper than upward slopes (Fig. 3.8 B): the analysis furnished slope
averages (£SEM) of 21.1£0.3 pA/ms vs. 13.1£0.1 pA/ms (top 25%) and 35.7+£0.5
pA/ms vs. 18.9+0.2 pA/ms for 10% steepest downward vs. upward slopes in indi-
vidual cPSCs, with a P value of 1.6 x 10~'7® according to the Kolmogorov-Smirnov
(KS) test.
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A Detection of KGlu 1 C vs. Control KGlu 1
steepest slopes downward vs.
downward slopes upward slopes
5 ! 7 = ] 7
e ! R P K/
= % 4 7 1
L
\ / g | ! :
0051/ H 1 0.5
% ] [ I
= ,',' frac. steepest ,' / ,[ [ frac. steepest
S 0 .- 25% 0 [ - %
3 . 10% / . 10%
0 8
0 50 100 150 0 60 120 0 60 12
Slope (pA/ms) Slope (pA/ms) Slope (pA/ms)

Figure 3.8. Steepest Slopes of Excitatory Currents. Cumulative distributions of downward
and upward 25% (dashed line) and 10% (continuous) steepest slopes during cPSCs. A. Detec-
tion procedure of steepest slopes in an exemplary cPSC. The derivative (grey) of the 400 Hz-
low pass-filtered current trace (black) is compared to the 10% threshold levels of steepest
slopes (horizontal blue line: upward; red: downward). Vertical lines mark the times of iden-
tified slopes. B. Distributions of upward and downward slopes from all cPSCs in cells under
electrotonic isolation of excitation for two steepness thresholds: top 10% (solid) and top 25%,
(dashed). C. Same as B but comparing slopes in control condition (black) and after CsF-DIDS
perfusion (blue). Two separate panels have been used for downward (left) and upward (right)
slopes.

... also with DIDS solution We again analyzed downward and upward slopes of puta-
tive EPSCs and compared their values before (“control”) and following perfusion
of the cells with CsF-DIDS. Downward cPSC slopes were still steeper than upward
slopes following intracellular block of inhibition (control: 24.3 £ 0.8 pA/ms; n=224
cPSCs; CsF-DIDS: 26.6 + 0.7 pA/ms; n = 462 cPSCs; 7 re-patched cells; P = 0.1;
KS test), while upward slopes were slightly enhanced (control: 12.9 + 0.3 pA/ms;
CsF-DIDS: 13.9+0.2 pA/ms; Fig. 3.8 C; P <0.0001; Kolmogorov-Smirnov test).

Note that in our set of cells with pharmacological isolation via CsF-DIDS, slopes
were consistently gentler (about 25 pA/ms in average) than in the electrotonic isolation
dataset KGlu 1 (about 35 pA/ms; top steepness decile). Since the steepness was con-
served upon repatching control solution with CsF-DIDS, the difference is attributable
not to any effect of DIDS but to different cPSC characteristics in both set of cells. SWR
peak-triggered averages of cPSCs (Figs. 3.1 top left and 3.2 top row) show similar
temporal extension of currents in both cases, whereupon it must be concluded that the
different mean amplitude is the cause of the observed difference.

3.4.2 Rhythmicity of Input: Inter-Slope Intervals

We showed above (Fig. 3.6 B) that the kinetics derived from spontaneous EPSCs (not
associated with ripples) were fast enough to account for excitatory currents in ripple-
associated cPSCs. Working under the hypothesis that currents during SWR reflect
compound bursts of PSCs, of which we choose to observe the excitatory compo-
nents by extinguishing inhibitory conductances, we realized that rhythmicity could be
gleaned from the intervals between successive downward slopes. Indeed, Figure 3.8 A
above shows by example that steep slopes appear only slightly, and, due to the quasi-
linear character of the PSC rise, predictably, shifted with respect to the real onset
of the PSC. As long as we are concerned with time differences and the inhomogeneity
of the time shift remains in the sub millisecond domain, this discrepancy is of no

consequence.
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Figure 3.9. Inter-Slope-Intervals in the Excitatory Conditions: Pooled Statistics. A. Dis-
tributions of interdownward slope intervals for two steepness thresholds (25% in grey). Both
peak at 5 ms, indicating ripple frequency modulation of intracellular currents. B. Inter-down-
ward slope-intervals detected in cPSCs in control (left, 7.4 +0.2 ms, mean + SEM; for 10%
steepest slopes in black) and CsF-DIDS (right, 6.3 +0.1 ms; blue). There are less intervals in
the control recordings because those were kept short in order short to increase the success rate
of the re-patch with Cs-DIDS.

To quantify the rhythmicity of fast network input during cPSCs, we calculated the
distributions of inter downward steep slope intervals and observed that they peaked at
4—5 ms, consistent with ripple frequency. We found these numbers both under control
conditions and after CsF-DIDS administration (Fig. 3.9; see Fig. 3.10 for single-cell
data). They were robust for a range of low-pass frequencies (400-600 Hz) and frac-
tions of selected steepest slopes (1-25%). Filtering out higher frequencies is required to
avoid too many local extrema of the derivatives being detected for what is in practice
the same onset.
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Figure 3.10. Inter-Slope-Intervals in the Excitatory Conditions: Single-Cell Statistics.
A. Inter downward-slope interval distributions of ripple-associated cPSCs recorded at
—66 mV (i.e., at Cl™ reversal potential, revealing excitatory synaptic input) from eight single-
cell-and-LFP recordings; all histograms demonstrate consistent peaks at ~5 ms. Black and
grey distributions represent 10% and 25% of steepest slopes respectively. See Fig. 3.9 for
data pooled across cells. B. Single cell inter-downward slope-interval histograms for the seven
cells with supplementary pharmacological isolation. Black bars correspond to control, and
blue histograms to CsF-DIDS condition for the 10% steepest slopes in individual cPSCs;
grey histograms indicate values for 25% steepest slopes in individual cPSCs.
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Taken together, these results derived from experimentally blocking the somatic
postsynaptic action of GABAergic inputs corroborate our hypothesis that ripples are
accompanied by a strong oscillation-coherent phasic excitatory component.

Spectral methods We found that, for our data, Fourier spectral methods were less
well adapted for the quantification of fast structure of cPSCs. This was in part due to
the short duration of the events and the disproportionate weight assigned to events with
higher amplitude oscillations. Additionally, the temporal fine structure differences
between events are particularly problematic for analyses in the frequency domain,
since for high frequencies f a temporal jitter At is amplified into frequency jitter
Af = —f? At owing to the reciprocal relation f =1/t.

Prior and further work After implementing PSC detection based on slopes we
found a previous application of a similar idea. Compte et al. (2008) detected slopes
on voltage traces by thresholding them after passing a differentiator filter (a combi-
nation of a derivative and a filter, in their case <200 Hz because they were interested
in the gamma range). Importantly, they set thresholds based on the count of E/IPSCs
that each hypothetical threshold would produce, selecting on a cell-by-cell basis one
that leads to diminishing EPSC and increasing IPSC counts with increasing depolar-
ization (their Fig. SE). Methods based on thresholding a filtered derivative have several
limitations. First, their time resolution is set by the filter that is so necessary to mod-
erate the increased noise inherent to taking derivatives. If events succeed rapidly, they
may compensate in amplitude and thus escape detection, or if they have the same sign,
they may coalesce into a waveform that does not show the two original slope extrema
after filtering. The method also requires similar kinetics of excitatory and inhibitory
events, else an excitatory decay could pass for an inhibitory onset. A final caveat is
that, when comparisons are involved, it should be borne in mind that the derivative
will increase with increasing amplitude. Normalizing amplitudes should then prevent
a bias from inhomogeneous detector sensitivity.

We avoided some of these pitfalls by not employing our method in mixed sign
traces and referring values to the local slope statistics. Further work to characterize
the regimes of applicability of these methods could start by providing detection rates
(ROC curves) as a function of slope thresholds and filter passband from synthetic
ground truth data obtained from neural simulations with artificial noise. A comparison
with another, more involved, PSC detection method is the object of Section 3.7.1 and
in particular Figure 3.24, where the counts detected events are histogrammed against
time for several values of the steepness threshold.

3.5 Locking of CPSCs to the Extracellular Ripple

We provide three measures of temporal coordination between intra- and extracellular
signals during SWRs:

1. coherence, demonstrating synchronization of both signals at ripple frequency,
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ii. slope-triggered SWR averages, showing the alignment of the intracellular
steep slopes with a particular phase of the extracellular ripple oscillation, and

iii. vector strength, which quantifies the magnitude of the effect as a function
of the threshold for slope selection, enables to evaluate significance of phase
alignment and provides the relative phase PSC onset-SWR.

For each of them, a comparison is produced between the results for concurrent SWR
and cPSC those for each cPSC and its subsequent SWR, intended as a control of how
much in the coordination of oscillations is due to the stereotypical nature of the ripple
in the slice. Such stereotypy is mainly limited to the extracellular signal; the intracel-
lular one is much more variable. This can be readily appreciated by browsing them at
a fast pace for which purpose we have created a video (www.minin.es/omr_video)
of 1,000 SWR/cPSC events from the KGlu dataset at —66 mV .

3.5.1 Coherence

Coherence addresses two shortcomings of the quantification of synchronisation
between time series by correlation of their amplitudes. The first is that one has to obtain
a single correlation value, which implies computing correlations for an unspecified
range of time lags and usually taking the highest value. The second is that corre-
lation is not specific of a frequency band and offers no information about band-specific
coordination. These deficiencies are tackled by another measure, called coherence.

Coherence is obtained from spectra. Given two time series x and y, one multiplies
the Fourier transform of one, say x, with the complex conjugate of the spectrum of
the other, y to get the cross-spectrum C,,, and normalizes its square modulus by the
product of the power of x and the power of y, P, P,:

[Cor(HIP

D=5 Py

The resulting measure3-3, which depends on the frequency, only captures linear corre-
lations between x and y and presupposes both time series to be stationary. It estimates
the degree both of phase and amplitude dispersion at the frequency f, and ranges
between 0 and 1. Perfect coherence at f implies stable phase difference (i.e. total
phase lock) and amplitude ratio over the time considered. This mix-up of two fea-
tures is undesirable, and that is a further reason to compute vector strength below
(Section 3.5.3), which addresses phase locking alone. Larger amplitude epochs weigh
proportionally more towards coherence. One would want this feature only whenever
low amplitudes are close to the noise level (so as to deemphasize them), but not in
general.

We calculated coherences of concurrent SWRs and cPSCs (Fig. 3.11) and
of “shifted” SWRs (one event ahead) and cPSCS (Fig. 3.12) .

3.3. A more specific denomination for coherence is magnitude-squared coherence (Shiavi, 2007); the names
coherency or squared coherency are also employed.
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Figure 3.11. Coherence Between SWRs and Their Concurrent CPSCs. Top. Coherence of
simultaneous cPSC and extracellular SWR. Symmetric windows of 128 ms around the SWR
peak were used for the PSDs calculated with the Welch periodogram method with 256 FFT
points. Averages across cells (&= SEM) are shown in light grey under the colored curves.

Coherence achieves very high values with a clear peak at around 200 Hz and sec-
ondary peaks at higher frequencies. At —6 and —45 mV an additional 100 Hz peak
stands out from the DC coherence, presumably due to a diminished correlation of
amplitudes.

The cells in the DIDS dataset (four rightmost panels) show a poor 200 Hz peak,
with the situation only slightly better in the control condition before the repatch. The
additional wiggliness with respect to all the other datasets is due to the data acquisition
at a reduced rate of 5 kHz instead of 10 kHz.

Some particularities of individual cells can be appreciated. For example cell 3 dis-
plays a very broad main peak and a well-defined secondary one close to 500 Hz. Two
of the minislice cells (16 and 21) are nearly in the ripple band, whereas the others show
a very clear-cut peak of slightly higher frequency matching well the higher frequency
of SWRs in the minislice (see Table 2.3 in the previous Chapter). The minislice cells
total 725 cPSCs and confirm that SWRs in CA1 minislices are indeed accompanied
by phasic, coherent inward currents at ripple frequency.

Finally, the coherence profiles between out-of-sync SWRs and cPSCs (Fig. 3.12)
are almost indistinguishable from the synchronous-event coherences, pointing towards
a strong stereotypy of ripples in the slice. Indeed successive SWRs looked much more
similar in the in vitro data than in the in vivo recordings.

3.5.2 Slope-Triggered Averages of SWRs

If cPSCs are phase-locked to the SWR, the oscillatory structure in the LFP during
ripples should be revealed by the steep slopes in cPSCs. Slope-triggered averages
(Fig. 3.13) were computed by averaging windows of 40 ms LFP data centered to
the times of the steepest 10% slopes of each cPSC. CPSCs with only one steep slope
were not considered. A total of 1,085 cPSCs were represented with 5,161 events,
each cell having an average of 4 to 5 onsets per cPSC event. Ripple-modulation (at
~5 ms) of the resulting averages signals a consistent phase of the putative PSC onsets
in the oscillation defined by the extracellular ripple. The presence of the bulk of the
signal after the onset (0 ms offset) indicates a tendency for steeper slopes to con-
centrate at the beginning of the cPSC.
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Figure 3.12. Coherence Between SWR and Their Preceding CPSC. Coherence between
each cPSC and the next recorded SWR. See caption to Fig. 3.11 for the calculation details.
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Figure 3.13. Averages of SWRs Triggered by Steep Slopes in Concurrent CPSCs. LFP
segments of 40 ms around downward slopes were used. For holding potentials between the
reversals of excitation and inhibition, averages are shown triggered both by downward and
upward slopes (d, u). Jagged averages are due to low event count (e.g. DIDS control; rightmost
column) or normalization of SWR amplitudes close to the noise (e.g. cells 27 and 29).

Polarity changes upon raising the holding potential to —45 mV (for the main
dataset KGlu 1) are readily visible in that the slopes that trigger more rippled aver-
ages are no longer downward but upward; see for example cells 2, 4 and 7. Ripples are
also visible in the DIDS averages, that do not shift upon raising the holding potential
as some of their control counterparts do. This is just again DIDS blocking inhibitory
currents.

Whereas most cell averages display about 5 cycles of SWR oscillation, two min-
islice cells (19 and 20) show extremely well defined averages over 7-8 cycles. To
elucidate the cause, we looked in Figure 3.14 at the extracellular average waveform,
triggering it to the SWR peak much as we did for cPSCs in Figures 3.1 and 3.2. The
disparities of shape observed between 1 and 2 as well as 5 and ¢ in the Figure give an
idea of the variability of SWR events, since these cell pairs come each from a single
slice and should therefore show roughly similar SWR wave shapes.
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Figure 3.14. SWR Peak-Triggered Averages of SWR: Minislices Have Longer SWR.
SWR averages by cell in full slices vs. minislices. Whereas full-slice SWRs have at most five
well-defined cycles, cells 19 and 20 in the minislice have more. Note that the high blip at trigger
time (zero) is due to selecting the representative SWR zero as the peak of an unfiltered trace;
when recalculated for SWR peaks selected from 1,000 Hz low-passed traces to eliminate this
contamination the curve shapes were almost identical except for the central spike.

The analysis showed that not only minislice cPSCs (see Fig. 3.1), but also minislice
SWRs in those cells were longer, in particular featuring two visible cycles after the peak
instead of one as in the full slice. This observation highlights that both the LFP and
the intracellular signal capture the network dynamics. It also begs for a more extensive
study of SWR in minislices, one that can properly establish this observation statistically
and look for the underlying mechanism. A preparation where the full slice is recorded
first, then deafferentiated and recorded again would permit a clustering approach such
as pioneered by Reichinnek et al. (2010). One caveat learned from this case, is that
studies of coordination may only offer comparability where the yardstick itself (here
the extracellular ripple) is similar enough across the comparanda.

Finally, note that here our control of averages of SWR triggered to the previous
cPSC (Fig. 3.15) shows more sensitivity than in the case of coherence: some cells
lose completely their patterning (e.g. 1, 2, 16, 29; seems to preferentially affect jagged
averages, i.e. low-amplitude SWRs), and the others lose it partially.
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Figure 3.15. Averages of SWR Triggered by Steep Slopes in Preceding CPSC. Patterning
of averages is deteriorated in comparison to the concurrent case (Fig. 3.13; see its caption for
labels and methods.)



3.5 Locking oF CPSCs To THE EXTRACELLULAR RIPPLE 78

3.5.3 Vector Strength of Steep Slopes

The detailed time structure of the slope-triggered averages calculated in the previous
Section hints at PSCs having a definite phase in the extracellular ripple during SWR.
In this Section we obtain PSC phases without the confounding influence of amplitude
by means of the vector strength, which has the additional advantage over coherence of
being applicable to non stationary data.

3.5.3.1 Local Phase Estimation

What phase can be attached to each of the steep slopes in the extracellular ripple?
Since the ripple is not a harmonic, sine-like wave, a procedure is needed first to assign
phase angles to times in the ripple. Proposed algorithms for the task of local phase
estimation in brain signals include wavelet-based ridge extraction (Roux et al., 2007),
which also estimates local frequency, and the Hilbert transform, which computes only
the phase. While in theory wavelet-based techniques have a promising potential for
short-length signals such as ours, it is not clear how much difference there is in practice
(Le Van Quyen et al., 2001).

A harmonic real signal such as s(#) = A cos w ¢ is cast in complex form with an
imaginary oscillating part delayed by 7/2:

S(t)=Ae“"=Acoswt+iAsin(wt).
| [
s() Hs](1)

The Hilbert transform H obtains the imaginary part H [s(¢)], representative of the
phase, for every signal s(¢) (not only monochromatic) by applying a —r/2 phase shift
to each of its frequency components:

§(t)y=s)+1H[s]().

This is implemented by an integral transform (P.V. stands for principal value):

H[s](t):P.V./OO %s(t —7)dr=h*s=A(t)e'¥"

—00

The transform is equivalent to a convolution of the amplitude signal s(¢) with the
Hilbert kernel /() = (n t)~!. This kernel is nonlocal, i.e. it extends to 4-co, but its
flanks decay rapidly, so that local information from the amplitude s(#) dominates the
calculated phase. The convolution theorem states that the Fourier transform of a con-
volution is the product of the transforms of the factors. Since the transform of the
Hilbert kernel for positive frequencies is / (f) = —i = e~"™/2, the HT applies a phase
shift uniformly to the signal at all frequencies. That the HT exists does not guarantee
that it has a meaning; only when the signal frequencies are confined to a narrow band
does it make sense to interpret A(¢) as its envelope amplitude and ¢(t) as its phase
(with dg/dr matching the frequency of maximum power; see Boashash (1992).
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3.5.3.2 Slope Phases in the Ripple

To assign phases with respect to the ripple component of the LFP, we applied a Hilbert
transform on the extracellular potential filtered in the ripple band (120-300 Hz) with
a Butterworth acausal filter of order two. Each putative PSC event detected by its
extremal slope was assigned a Hilbert phase, ¢;. As an indicator for locking quality of
these collected phases we use the vector strength (VS)

N

1 io;

VS(ga):ﬁ E e'¥|.
j=1

This quantity, also known as mean resultant length or phase locking value is an average
of phasors and is normalized between 0 and 1.

Each of the panels in Figures 3.16 and 3.17 shows the vector strength as a func-
tion of the fraction of steepest slopes whose phases are examined, together with the
average of those phases in a polar plot inset. The uppermost left panel of Figure 3.16,
for instance, displays eight cells for which phase locking becomes better as steeper
slopes are selected, which are likelier to be actual proxies of real PSCs. This mono-
tonic behavior, which can be appreciated for all conditions and cells, constitutes an
indication that steep slopes are indeed a viable feature to assess PSC timing. The
values reached for e.g. 5% of steepest slopes (corresponding to the top three onsets
per ripple) are considerably high, and the mean phase remains rather stable across cells
(in the example at about 270°), suggesting that PSC times a dynamical feature of the
SWR/cPSC phenomenon and not dependent on the details of the afference to each of
the cells.
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Figure 3.16. Phase Locking of Steepest cPSC Slopes to Concurrent SWR. Each panel
represents one condition and one direction of steep slopes (d for downward and u for upward
slopes). The vector strengths are shown as a function of the fraction of steepest slopes chosen
as proxies for PSC onsets, in the range from 25% (right) to 1% (left). Polar plots insets
show the corresponding phase averages, from 25% slopes at the periphery to 1% at the center
through the mark of 10% (grey disc). All vector strengths and phases plotted are signifi-
cant according to a Rayleigh test for the uniformity of a phase distribution with P < 0.05;
Dots have been added on the line plot when the significance level increased so that P < 0.01.
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Excitatory onsets The mean phase of putative EPSCs at 10% threshold is
—114+10°, which means that the steepest downward slopes lead the ripple cycle
peak (at 0°) by about 1.5 ms. No statement can be made about the pyramidal presy-
naptic spikes that presumably cause them; see the Discussion in Chapter 5.

Minislices Cells in minislices show very significant locking despite generally lower
vector strengths. Similarly, for cells recorded in minislices, the mean phase of puta-
tive EPSCs with respect to LFP ripples at 10% threshold is —99 + 7° , comparable
with those derived from intact slices (—114 &£ 10°). This compatibility is additional
evidence of a local origin of ripple-coherent excitatory PSCs within area CA1.

Inhibitory onsets Mean phase over cells at 10% threshold of steepest slopes is
—60=£13°, corresponding to cIPSCs leading the LFP ripple cycle peak by ~0.8 ms.

Intermediate holding potentials Cells O to 7 held at —45 mV show mostly outward
currents. Correspondingly, the phase of their upward slopes advances towards that of
inhibitory currents in the CsGlu —6 dataset. The downward slopes are for most cells
phase-opposed to the upper. This makes sense if one considers a rise time of about 1-
2 ms and a decay of 2-3 ms: the detected downward slopes are, in reality, decays of
the inhibitory PSCs.

DIDS dataset The pharmacologically isolated excitatory currents show significant
locking with phases similar to those only electrotonically isolated, further increasing
our confidence that the latter are mainly excitatory in nature. Control shows a very
dispersed phase that is not easy to understand, because with the very little data available
in hand, cells | 5 and 9 display PSC onsets well ahead of those measured for other cells.
At —45 mV the same qualitative effects are observable as commented above.

Finally, our control consisting of examining phases of PSCs not in the concurrent
SWR but in the next one (Fig. 3.17) shows that the ability of vector strength to capture
nonlinear correlations provides an additional finesse in the appreciation of locking, as
compared to a technique like coherence that only appraises linear correlations. This
enhanced sensitivity leads to most values of vector strength being strongly depressed
and entire cells losing locking significance, even at the laxer P < 0.05 level.

3.5.4 Concluding Remarks

We have performed three analyses of synchronization between SWR and cPSCs:
coherence, onset-triggered averages of SWRs and vector strengths of onsets in the
oscillatory framework of the SWR. What did we learn?

e the striking stereotypy of the whole ripple phenomenon in the slice, revealed
by comparing synchronization of simultaneous SWR-cPSC waveforms with
a shifted control cannot be overlooked, but is less prominent when assessed
with a technique that includes nonlinear correlations, such as vector strength.
The question left in the air is, naturally, whether the assemblies underlying the
ripple are changing with each event or the stereotypy means that a single set of
cells is staging the whole show.
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Figure 3.17. Phase Locking of Steepest Onsets to Subsequent SWR. Same as 3.16 but
calculating the phase of the observed steep slopes not on the concurrent SWR but on the
subsequent. Cell numbers for which no single value was significant have been deleted.

e minislice ripples have more cycles, both in their extra and intracellular expres-
sion. This fact necessitates a more solid statistical backing (here observed only
in two cells, since the others had too low-amplitude SWRs).

e DIDS observations ranked lower in all synchronization measures, but all the
parameters that could be extracted were in quantitative agreement with the
more telling electrotonic-only results.

e the intermediate holding potentials are interesting for the assessment of the
interplay of inhibition and excitation, but necessitate of a delicate and sophis-
ticated data analysis. The most promising approach may be in comparing the
composition of currents incoming to the same cell as the potential is raised to
the most depolarized value that the cell will sustain (see Compte et al., 2008).
Along these lines, a second patch could offer an additional reference measure-
ment while the main cell is progressively depolarized.

e phases show a certain dispersion across cells but cluster in a rather stable
fashion across conditions.

e inhibition slightly lags excitation, by about 1.5 ms. Both types of synaptic
input seem to be exquisitely well timed to a similar extent. These findings
are consistent with phase relationships derived from extracellular recordings in
vivo by Ylinen et al. (1995), where unfortunately only one interneuron could
be isolated (their Fig. 7).

It is time to go one step further and try to delve into the details of the excitatory-
inhibitory interplay. The next Section presents the technique that will clear our way
into the dissection of the timing and shape of individual PSCs, which is then presented
in Section 3.7.
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3.6 Peeling Reconstruction of Synaptic Inputs

In this Section we target the individual contributions that make up compound post-
synaptic currents during ripples. We describe a novel algorithm for waveform recon-
struction that is based on peeling fitted components off the remaining, unexplained
traces. As these components are first detected by deconvolution, we refer to this
peeling reconstruction algorithm also by the name of peeling deconvolution. The reader
who prefers to find out first what results where attained with this approach first and
then maybe come back here to learn about the details of the algorithm is encour-
aged to skip to the next Section.

3.6.1 Position of the Problem

Compound post-synaptic currents (cPSC) are presumably the result of the superposi-
tion in time of individual PSCs. The interval between PSCs during ripples is roughly
similar to their decay kinetics (4-5 ms). This poses a primary detection problem and a
secondary problem for characterization, since no PSC is visible in isolation. Detection
is complicated because, as the ripple advances, the sum of the tails of all earlier PSCs
becomes an ever increasing fraction of the signal to be analyzed. This sum of tails is at
the simplest a sum of exponential decays with somewhat different characteristic times
and offsets. It is the base upon which an incoming PSC is compounded —]let us assume
to our benefit, for the moment, that it is simply linearly accumulated. Onset slopes
are systematically reduced by this mechanism more than decays are and the ability
to detect incoming PSCs from their most defining kinetic characteristic —their fast
onset— is gradually lost. Even if detection was not jeopardised and the resulting esti-
mation of onset times was not biased, there remains the problem of how to adequately
characterize the amplitude and kinetics of a PSC that is overlaid on an unknown mass
of current from previous events. This is the characterization problem.

To address these challenges, we decided to take advantage of the causal structure of
the problem: earlier events are not affected by later events, and there is an ever so short
span of time between the first PSC and the second where it can be observed in pristine
isolation. Do we know enough about the shapes of PSCs to be able to extrapolate what
we do not see, the tail of the PSC that hides, as if it were the submerged mass of an
iceberg below the waterline of succeeding synaptic activity? If so, we may subtract
the entire first PSC (visible + “underwater”) from the rest of the trace and look at the
remainder with confidence that it is as if the first event had never been there in the
first place, an instance of the original problem upon which to re-iterate our peeling step.

We banked on a positive answer for the particular combination of signal to noise
ratio, structure of noise, directionality of currents, available sampling ratio, kinetics
of events, and rate of new events. It is important to underline that there is no guar-
antee that the relative success experienced with this combination can be reproduced
for less benevolent settings. That said, the challenge before us was more complex
than, for example, is the case for studies of synaptic facilitation. There, the exper-
imenter is in control of the arrival times (she defines them through the stimulation
protocol) and can obtain a very accurate characterization of kinetics (through repe-
tition and averaging), which may even be constant throughout the synaptic sequence
(Richardson and Silberberg, 2008). In those cases, only amplitudes remain to be esti-
mated. Another recent peeling study (Grewe et al., 2010), aimed at uncovering the
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spikes that underlie the very slow dye fluorescence activity associated with Ca**
imaging, could rely on homogeneous kinetics and predictable amplitudes, plus known
stimulation times (the concrete onset time still had to be fitted). However, the chal-
lenging demands of imaging severely limited sampling rate and signal to noise ratio
in that study. Stimulation-related assumptions and homogeneity of kinetics are absent
from our approach, which frequently succeeds at unmixing events that overlap even
over their rise phase.

What alternative approaches did we consider? Perhaps the naivest consists in fitting
the whole trace at once, using local optimization (to be quickly lost in local minima
in a space of 254 dimensions), or global techniques such as stimulated annealing
or genetic algorithms (which share the problem of estimating how many events are
present, see the “detection problem” above). Since our base functions (exponentials)
form an overcomplete basis (frame), matching pursuit (Mallat and Zhang, 1993) could
be envisaged. As global fits above, estimation of the number of events to fit poses
a problem, and the technique does not exploit the time structure of synaptic traces.
We had disappointing results in a superficial exploration. Finally, factorial hidden
Markov models (Ghahramani and Jordan, 1997) seem to offer a sufficiently general
framework but are more complex to implement and potentially slow. At the time
of this writing we became aware of a mathematically sophisticated approach from
the imaging community (Vogelstein et al., 2010). Although we cannot offer insight
on the details of their algorithm, the authors claim faster-than real-time performance,
offer validation with synthetic data and do a round-up of alternative algorithms (under
the homonymous headline, p. 3702), all of which commends its consideration by the
interested reader.

To briefly recapitulate, the prescription of our finally chosen method is: detect the
first PSC, reconstruct its full wave shape from the unadulterated visible fragment well
into the sunken future, and peel that best guess away from the trace. Repeat until no
more candidates left. In the next Section we first outline and then detail these steps.

3.6.2 Anatomy of a Peeling Reconstruction Step

Figure 3.18 summarizes the structure of a single iteration of the algorithm. Note that
the references in this Section to maxima and minima should be understood in the
context of a negative-going trace, i.e. a cEPSC.

Preprocessing We remove any local baseline shifts that survive a global highpass
filter at 0.5 Hz (top panel). The next steps of the algorithm assume a zero baseline
throughout. The detection step will be conducted on the smoothed trace that results
from applying a low-pass Butterworth filter of order 2 at 400 Hz. The trace extends
30 ms before and after the SWR peak.

Detection As a first step in every iteration, we detect candidate events as peaks in
the deconvolution with a single exponential kernel of decay constant 74=4 ms, equal
to the average decay time constant of spontaneous events (Fig. 3.6; note that the
histogram there reports 80%-20% amplitude decay times, not time constants). Such
single-exponential deconvolution of a signaly is calculated as a linear combination
of its amplitude and its derivative:

deconv(y)=y+ 14 % 3.2)
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PSC and a corrected shape.
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Figure 3.18. Principle of Operation of Peeling Reconstruction.

We discuss in Section 3.6.5 below the choice of this particular deconvolution
operator. Deconvolution peaks are accepted as putative PSC onsets if they are larger
than the mean plus four standard deviations of the deconvolution peaks of noise
surrounding the event and if the 400 Hz lowpass-filtered trace has both a negative
amplitude and a negative derivative there.

Bracketing Second, we identify the starting and end point for the one-PSC fit. As
reference we use the first two accepted deconvolution peaks. The starting point is
estimated as the zero crossing before the first deconvolution peak (preceding the peak
by at most 3 ms) roughly indicating a maximum of the cPSC trace. The endpoint is
estimated either as the first zero crossing of the trace after the first peak of the decon-
volution or the last maximum before the second peak, whichever occurs first. Maxima
and zeros are searched on the 800 Hz lowpass-filtered trace for increased resolution.
These choices are adequate in most cases to provide the largest possible fitting window
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that does not include contributions from upcoming events. Incorporating as much of
the decay is critical to obtaining a good estimate in the reconstruction step.

onset doublets. If no local maximum can be identified between the first two
deconvolution peaks, we label those intervals as doublets and handle them
specifically. Indeed, an extremely rapid succession of synaptic inputs can lead
to composite currents where the decay phase of the initial event is masked
in its entirety by the rapid rise of a second, superposed event. Generally this
results in traces that do not show any local extremum between the first two
onsets but at most a concavity change.

Reconstruction Third, we run a locally-weighted constrained least-squares fit using
the double exponential of Equation 3.1 that has proven to offer an accurate represen-
tation of spontaneous PSCs.

weights. A Gaussian weight function emphasizes the kink of the PSC around its
minimum with an adaptive length constant equal to the distance of the min-
imum to the end of the fit or to its start, whichever is shorter but in any case
between 1 and 10 ms. This procedure of locally weighting a regression is often
used in machine learning, where the point of maximum interest, with the larger
weight, receives the name query point and the decay constant of the weight
function that of bandwidth (Ng, 2011). Here we extend upon that approach
by making bandwidth opportunistically shrink or expand in dependence of the
available information forward and backward of the turning point.

constraints. In order to avoid artificially long decays, we add a quadratically
growing penalty to the fit error whenever a decay constant 74 =T, is exceeded.
The penalty threshold 7, was either 8 or 10 ms. Artificially long decays jeop-
ardise the method, because they subtract too much amplitude from subsequent
deconvolution peaks thus making them invisible. About only 5% of sponta-
neous decays are longer than 10 ms (compare Fig. 3.21 below). An additional
sentinel system allows to plug functions that decide on whether a fitted PSC
is suitable; for our dataset we applied only the requirement that PSCs must
have at least 5 pA amplitude.

Peeling Finally, with the fit parameters obtained in the previous step we rebuild the
PSC, including the previously missing tail, and subtract it from the unfiltered trace.

Onset doublets (see above) are handled separately by fitting them simultaneously
with a sum of two component alpha functions. Only the first PSC fit of the sum is
subtracted from the cPSC.

After substraction of each PSC, we restart the iterative procedure by detecting
deconvolution peaks after the endpoint of our previous fit and proceed as described
above until no more events are left in the cPSC event window of (—50, 100) ms around
the SWR maximum.

3.6.3 Peeling Reconstruction in Action

The procedure explained in the previous Section can be applied to traces of any length.
The robustness of the procedure is increased by re-running the detection stage after
each peeling step, by the penalty imposed upon long decays together with the require-
ment of zero baseline, and by repeating the second fit of double fits.
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3.6.3.1 Peeling a Single CPSC Event

Figure 3.19 shows a reconstruction example comprising seven PSCs, which provides
an excuse to discuss some of the challenges of the problem and limitations of the
solution.

2 5 Residual

Figure 3.19. Example: Peeling Reconstruction of a CEPSC. In each panel the leftmost PSC
is fitted by a model function (dashed orange) and subtracted from the trace. Here 7 PSCs were
fitted to the cPSC. The residual displays the fitting error consisting mainly of high-frequency
components indicative of the limits of the model function. The putative fitted onsets of the
PSCs are shown in blue as the fit progressed and displayed together in the final panel.

The initial two events are reasonably well fit; the extent of their decays enables a
good estimation of the tail. The third event is challenging for a variety of reasons.

Smoothness of the onset Firstly, we see in the third event that the double exponen-
tial function does not capture well smooth biological onsets. The Heaviside factor
in Equation 3.1 generates a strong kink of discontinuous derivative that will fail to
represent the smoother increase of the biological signal. We considered, and discarded,
two alternatives. The first was to employ a simple alpha function with only one time
constant, 7e ~*. This has a smooth onset but its kinetics are not rich enough to represent
our data, having only one parameter. The second was to use a more complex function,
perhaps a sum of two error functions. This added parameters to a fit that already is
rather unconstrained in view of the paucity of post-peak available data, and created
problems of its own such as to how best glue the component functions. Therefore we
went ahead with the double exponential. High-frequency leftovers such as the small
peak left behind by the fit of the third event are due to this shortcoming of the model
function, but are expected to influence only mildly the extrapolated time course of
the event, by virtue of the emphasis on the area around the PSC peak provided by the
weight function.
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Super-events or presynaptic assemblies in action? Secondly, the third event is of
extraordinary magnitude and is likely to be the result of two or more almost coincident
PSCs. The slight change in slope that is visible in panel 2 is an indication, but it is not
enough to force a change of concavity and thus not be picked up by the doublet-fitting
branch of the algorithm, which would have anyways a hard time with as little decay
information as is available in this case.

Veiled decays Finally, the amount of decay information available is very scarce. It
points at a faster decay than predicted by the fitting algorithm. Here we have experi-
enced that the model function is again the limitation: there is no way to produce very
sharp turns at the maximum with a double exponential function.

Despite the above three challenges illustrated in the third event, the algorithm
suggests a fit that does not compromise the remainder of the reconstruction process,
so that all of the originally clearly visible events will be fitted. Indeed, a tail whose
amplitude is overestimated can detract amplitude from succeeding small deconvolu-
tion maxima in the rest of the trace. A delicate balance is needed, because it is precisely
tail subtraction that enables deconvolution to ignore noise-related peaks in later iter-
ations that would have been above threshold at the start, especially at the end of the
trace where several tails artificially enhance the amplitude of the noise.

The fourth event has either a noise blip or a small PSC riding at its peak, which
the algorithm ignores. The fifth event is barely visible as tail bump in panel 1, yet
it is fit with a rather long tail that might hide an undetected, rather small additional
PSC (falling below the 5 pA amplitude threshold). For the sixth event, the bracketing
routine suggests a slightly too late bracket close. The last event was almost unaffected
by the bulk of the preceding compound current, and is fit unproblematically. The
situation there is as for spontaneous PSCs, which are fit in Section 3.6.4 below.

3.6.3.2 Peeling a Population

We have seen that peeling reconstruction is not immune against a number of pitfalls.
How does it fare at the statistical level? The answer to this question is very much
complicated by the related question of what constitutes a good reconstruction. As can
be deduced from the discussion above, each may have his own opinions, or trained
eye, as to what is a missed PSC or an overestimated decay time. There is no ground
truth to speak of, short of applying the method on stimulation data or on synthetic
traces, which we did not have the time to do systematically. However, there are a
few heuristic criteria that we may apply. Our code provides a pluggable architecture
both for single PSC fits and whole cPSC reconstructions. Logical predicates (oracle
functions) emit an accept/reject verdict that can be used in logical expressions. After
extensive experimentation including constraints e.g. on the area above zero in the
residual trace (its increment is a sign of a badly overshooting fit) we settled for just
rejecting those events where the standard deviation was larger in the residual than in
the original trace.

Using these admittedly relaxed criteria, which were complemented by extensive
random inspection of single reconstructions, we found a reconstruction acceptance rate
above 95% for all 14 cells analyzed, but number 4 (92.8%), totalling 1,053 excitatory
and 848 inhibitory events. Figure 3.20 shows timing and amplitude information from
all the reconstructions from cell O recorded at —66 mV.



3.6 PEELING RECONSTRUCTION OF SYNAPTIC INPUTS 88

SWR
-20 -10 peak 10 20
172
O
2]
o
o
o - .
T
8 E 1°
1 i
z2 :
(s ] . ot
5 8
gE =~ .
F < 1 . ,‘
o

Onset time relative to SWR peak (ms)

Figure 3.20. Example: Peeling Reconstruction for an Entire Recording. Reconstruction
of all cPSCs detected for cell 0. The raster at bottom stacks all cPSCs measured in about 200
seconds of measurement, aligned by the SWR peak. PSC onsets are represented by discs of
area proportional to the PSC amplitude. At top, histogram of arrival times demonstrating
exquisite in-ripple synchronization in the millisecond range.

With this technology we did not attempt reconstructions of noisier data (such as
from the minislice experiments). Neither did we try to fit the DIDS traces, whose
lower sampling rate of just 5 points per millisecond complicates the task, adding to
their less-well defined cPSC shapes. We also eschewed the harder problem of mixed
currents where a downstroke could just as well be the onset of an EPSC or the decay of
an IPSC, and currents can cancel, making it fundamentally ill posed. Notwithstanding,
the strong separation of timescales between the rise and the decay phases of PSCs of
any sign may still enable a further version of the present algorithm to fit such traces,
especially if inward and outward PSC amplitudes are similar. Another future challenge
lies in the deconvolution of voltage recordings obtained during ripples in the more
natural configuration of voltage clamp.

3.6.4 Comparison With Spontaneous PSCs and Validation

The peeling reconstruction algorithm can be applied to sparse trains of synaptic events
as well, such as those between cPSCs in our recordings. Whereas simpler algorithms
also do the job, using peeling reconstruction avoids the need of manually purging
events that ride on top of each other (as we did for Fig. 3.6). Figure 3.21 compares
statistics of PSCs detected during ripples and outside of ripples from recordings of
cell 0 at —66 mV. Data about other cells is presented below in the same format, in
Figures 3.25 and 3.26.

Inter onset intervals during SWR peak sharply at ripple frequency The Figure
shows first in the top left panel that the distribution of inter onset intervals of the
noise is rather long-tailed and does not present any peaks. A more detailed study
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Figure 3.21. Validation: Fit Parameters Compared to Spontaneous PSCs. The epochs for
the analysis of spontaneous events were the intervals (—180,—120 ms) with respect to each
SWR peak, while in-ripple PSCs were fitted in the interval (—30, 30) ms, as in all other recon-
struction analyses. An independent assessment of the spontaneous PSC kinetics (Fig. 3.6)
yielded 7,=1.70£0.04 ms and 74 =4.04 £+ 0.08 ms.

including longer time spans would be needed to assess its Poissonian character. By
comparison, the in-ripple cPSCs present a clear peak at around 4 ms. This peak is even
better defined than those in the corresponding inter-slope histograms (Figs. 3.9 and
3.10), and, importantly, both are clearer than those obtained with spectral methods
(Fig. 2.9 C in the previous Chapter).

Ripple-embedded PSCs many times larger than spontaneous In the top right
panel of Figure 3.21 we can appreciate that while amplitudes of the spontaneous PSCs
are in the 20 pA range that we encountered in our previous analysis of Section 3.3,
PSCs during ripples exhibit a long tail reaching well up to 10 times and more the
size of spontaneous PSCs. This may mean that several PSCs from distinct presynaptic
partners belonging in the same assembly are collated into one, so well-timed that they
are inaccessible for the time resolution of peeling reconstruction on somatic voltage
clamp data. Alternatively, excitatory conductances may just increase during ripples.

Exquisite accord of PSC Kinetics in and out of ripples The bottom panels of
Figure 3.21 show seemingly identical distributions of both kinetic constants for in-
ripple vs. out-of-ripple PSCS. A caveat is that the peeling reconstruction algorithm
uses as a guess both for detection (deconvolution kernel constant) and fitting (least
squares guess) the known kinetics of EPSCs, so it is not entirely unbiased in its choice
of time constants. However, the success of many reconstructions (low squared area
of residual, and observed match to the original) and the ultimate freedom to fix time
constants are strong hints that what we see is the underlying statistical distribution,
and that it is the same for all EPSCs observed in the recording, whether ripple asso-
ciated or not. The penalty function (here discouraging 7, > 10 ms) makes itself visible
in the little bump of decay times. The corresponding curve for spontaneous PSCs
shows a small mass of events beyond the 10 ms mark. This inexactitude is a price
to pay to ensure stability in the progression of the reconstruction.
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Robustness of peeling reconstruction The above results are, thus, consistent in every
aspect with our previous investigation of in-ripple currents and spontaneous PSCs
by independent methods. They thus add to our confidence in the performance of
peeling reconstruction. We additionally stress-tested the robustness of the reconstruc-
tion algorithm on individual events and at the population level by changing structural
parameters (bracketing strategy, use of a second pass to catch leftover, unfitted events),
signal resolution (filter bands), detection constants (deconvolution time constant and
threshold), fit constraints (penalty threshold and penalty function), weighting schemes
(constant bandwidth vs. adaptive; flat weighting) and by jittering parameter guesses for
each PSC. No relevant changes of the fit statistics were observed. Finally, at the pop-
ulation level, averages of measured currents and averages of their reconstructions agree
(see Figs. 3.22 and 3.23 in the next Section), which does not guarantee correctness
at the single-cPSC level but hints at absence of bias in the errors of the reconstructions.

Do synaptic inputs compound linearly during ripples? The main underlying
assumption is that individual currents sum linearly, in fact that synapses work as
linear time-invariant systems. While in current clamp the arrival of a synaptic event
can change the voltage of the membrane and thus affect succeeding synaptic events
(through active conductances), in voltage clamp this source of nonlinearity in the tem-
poral summation is absent. Another source of nonlinearity would be the arrival of
PSCs in short order at the same synaptic site. The currents could engage nonlinear
synaptic mechanisms, such as vesicle depletion. Though in principle possible, the low
firing rates of pyramidal cells during ripples (our own observations in vitro; generally
below 10 Hz in vivo, Csicsvari et al., 1999b) coupled with the extensive arborization,
make it unlikely in the case of excitatory afference. From our own data (amplitude
histogram in Fig. 3.21), it can be argued (admittedly, making use of the linearity
assumption), that the total number of events arriving within a cPSC in our preparation
is at most 50, whereas intact (not in-vitro) pyramidal cells have dozens of thousands
of synaptic terminals. In support, Cash and Yuste (1999) failed to see nonlinear sum-
mation due to reduction of driving force (does not apply here, under voltage clamp) or
conductance shunt in hippocampal CA1 pyramidal cells, attributing the disagreement
with the predictions of cable theory mostly to active, compensating conductances.
The arguments above do not establish, by far, that the currents do compound lin-
early (much less in the high-conductance state in vivo), after all, for example, why
should they distribute across synaptic terminals in a non-clustered fashion?. On the
other hand, if currents compounded nonlinearly, the process would be time- and mem-
brane-site dependent, and it could show hysteretic effects due to e.g. chemicals being
not cleared out fast enough. Analyses would be nearly impossible. We are thus bound
to see how far we can get within the limits of the necessary assumption of linearity.

3.6.5 Detection by Deconvolution

Deconvolution is just the inverse of convolution. The convolution m of two real-valued
functions of real argument f and g, denoted m = f * g, results from flipping one of
the functions (i.e. f(t) — f(—t)), shifting it by s (f (—¢) — f (s — t)) and evaluating the
integral of the product with the other:

c(s) :/ g(n)f(s—t)dr.
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The convolution function c(s) gives the area of overlap of g and flipped f for all values
of the relative shift s.

The reason why the convolution operation is so important is that it models the
process of acquisition of measurements through an instrument. The measurement v
is generally not the underlying reality but the convolution of the instrument function
f with that underlying reality, g. This is denoted as ¢ = f * g. Deconvolution is the
process of obtaining g from the measurements and some knowledge of the instrument,
or transfer, function f. As an example, astronomical observations of stars usually show
so-called diffraction spikes that make them look like crosses. Deconvolution can be
used to remove those spikes by mathematically reversing the optical transformation
applied by the telescope.

What instrument f are we deconvolving from the measured signal ¢, when we
observe currents in voltage clamp? The requirements of helping detection of a postsy-
naptic current and observing the presynaptic spikes match in this case. For detection
we desire to have as compact a deconvolution as possible — to avoid precisely the
kind of mixing in which fast-paced currents incur. But we also know that, as long as
the current is of synaptic origin, it is caused by an action potential elsewhere, which
is already a very compact function, extending for at most 1-2 ms (vs. perhaps 10 for
the current it ultimately generates on the postsynaptic end).

Thus it becomes of help to consider what is the synaptic transfer function, even
though we have detection and reconstruction phases that are uncoupled, i.e. we can
detect with a biologically unrealistic kernel and still fit with a plausible one. This
is a complex subject because if we really want to go back all the way to the presy-
naptic spike, many processes are involved, from the presynaptic vesicle dynamics to
the electronics of the amplifier. A good start was offered by the function in panel 5
of Figure 3.5. We adopted instead the somewhat simpler double exponential of Equa-
tion 3.1, which we denote here, for short, @. The question is, given that the current
is the convolution of the synaptic kernel « and the spikes g, c = a* g, how to obtain
the spikes back from the current. The theory of Green functions, central to solving
differential equations, offers the way to associate to a convolution kernel « its cor-
responding operator (synaptic operator) such that &[c] = g. For linear combinations
of exponentials, only derivatives are involved. In particular, for our double exponen-
tial the first and second derivative of the current ¢ are needed. Derivatives are a double
and sharp-edged sword in signal analysis because they amplify the noise. They are
often used together with filtering to compensate for that. Here we determined (by
looking at the data) that the second derivative brought about by the double expo-
nential kernel does not benefit the detection process and we thus selected for practical
reasons the simpler synaptic operator presented above in Equation 3.2, which cor-
responds to the simple mono-exponential synaptic kernel a(t) = O(t — ;) e "¢ ~/7
and has only one derivative.

Analytic deconvolution operators are nice, but application of the convolution the-
orem allows to solve for g even if no analytic expression for @ can be found. The
convolution theorem states

c=axg & Flc]=Fla]-Flg],
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where - is the usual product of functions and F is one of a number of integral trans-
forms. These statements for functions carry over naturally into the discrete domain
for time series. The Fourier transform is the most commonly used of the conformant
transforms and one of special interest because it is fast to numerically compute, using
the fast Fourier transform algorithm (FFT; O(N log N) instead of O(N?)). The decon-
volved signal g before application of the synaptic kernel @ can thus always be found as

_ -1 F(c]
g=F {F[a]}'

Selection of the synaptic operator parameter The choice of 7 can be, in fact, guided
by the data. Richardson and Silberberg (2008) use a variational approach, whereby
the deconvolution is calculated for several trial constants 7, and tabulated. A good
single-time-constant deconvolution of a multiexponential event does not retrieve a
perfect impulse, but should tail-off to zero. Richardson and Silberberg exploit this
requirement and select the 7, minimizing the long-time tail of the deconvolved trace.
This is not an option for us, as there is often very little event tail available, and we
resort here to using the 7,4 from prior knowledge of the kinetics of spontaneous events
and leaving to the reconstruction step its fine-tuning, together with the other PSC
parameters. Incidentally, it is also no option for them, but they can assume the kinetics
to remain the same during the experiment and thus can always use the last event to find
74. Applying the variational procedure for doublets is conceivable, but the approach
reaches its limit well below the number of tightly packed events observed in our traces.

Standardized evaluation of reconstruction algorithms We propose that future
implementations are benchmarked with regard to the three following, non-dimensional
characteristics. These suggestions can be tweaked to suit the characteristics of the
particular family of synaptic kernels under use, but the important point is to allow
systematic comparisons by creating classes of equivalence of the input with respect
to the reconstruction process.

asymmetry. the ratio between the time constant dominating the rise and that
dominating the decay, i.e. roughly, here, 7,/74. Asymmetry is critical to any
detection procedure leaning on derivatives (such as deconvolution). Note that
a double exponential (Eq. 3.1) with asymmetry 1, i.e. 74 = 7, is still rather
asymmetric, which begs for a better name or a better characterization (e.g.
20-80% amplitude variations can be calculated analytically in terms of the
time constants).

burst rate. the ratio between the duration of the event and the inter-event time
interval A, i.e. roughly, here, (7, + 74)/A. The burst rate is an expression of
the amount of shadowing of one event by the next and is key to the fitting of
time constants, be it on the deconvolved trace or in the original one. In some
cases it may be of interest to look rather at 7,/A, since overlapping in the rise
phase poses qualitatively harder challenges.

signal to noise ratio. the quotient between event amplitude and a measure of the
noise level (such as its standard deviation o, if it is a Gaussian process), i.e.
roughly A /o
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The dataset reported here presented often asymmetries 1, burst rates of 1 to 5 and
variable signal-to-noise ratios reaching down to 1 (standard deviation of ~5 pA with
the lowest admitted PSC size decreed to be 5 pA).

3.7 Unweaving Single Post-Synaptic Currents from CPSCs

In the previous Section we presented a reconstruction algorithm designed to find out
the component PSCs that make up a cEPSC or a cIPSC. Here we apply it to data from
all cells in the excitatory dataset KGlu —66 (0..7) and to those in the inhibitory dataset
CsGlu —6 (27..33) in order to characterize the onset times, amplitude statistics and
kinetics of in-ripple PSCs.

Recapitulation of the peeling method For the reader who may have skipped that
Section, we summarize here how peeling reconstruction works. It starts by detecting
the first PSC with a sophisticated version of steep slope search of Section 3.4 (that uses
deconvolution). It then finds out where the event onset is, and where the current starts
to be shadowed by a succeeding PSC. Next, it fits its shape. Finally, it subtracts the
whole reconstructed shape (including the previously unseen tail) from the remainder
of the trace. The second event in the cPSC, which originally overlapped the first,
starts now at amplitude zero and can be reconstructed following the same procedure,
repeating until no candidate events are left. For the details, please see the previous
Section (and especially Fig. 3.18).

Criteria for inclusion In selecting the cPSCs to include for analysis, we aimed at
having a broad representation and not just those which are kind to us in some sense.
Settling on a principled way to extricate mediocre reconstructions from unkind events
is difficult, and so we decided to discard only those cPSC whose residual standard
deviation (after peeling) is larger than that of the original cPSC (32 of 1,085 and 14
out of 862 for the excitatory and inhibitory datasets respectively). Since the criterion
is conservative, we expect the results below to be a lower bound, i.e. to contain some
noise from not-so-well fitted traces that we refused to exclude from the analysis.

3.7.1 Onset Timing in Comparison to Timing of Steep Slopes

Figures 3.22 and 3.23 below summarize onset times and amplitudes of reconstructed
PSCs (in black) and compare them with steep slope times and magnitudes (in red).

Involvement in ripples is cell-dependent That some cells are better attuned to the
LFP rhythm was visible already in our locking studies with steep onsets. The present
analysis confirms and expands that conclusion, without relying on any comparison
with the ongoing LFP. PSCs at cells 1, 2, 27 and, to a lesser extent, 33 stand above
the spontaneous rate, but are not clearly organized into ripple cycles (in some cases
the amount of data is not conclusive). Not only participation in oscillations is cell-
dependent, the variable timing of histogram peaks with respect to the SWR maximum
indicates as well a certain phase dispersion across cells in the same condition. We will
discuss phases in the next Section.
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Figure 3.22. Summary of the Peeling Reconstruction Analysis (KGlu —66). For each cell
(identified by a colored square right of its data), a raster of presynaptic spikes is shown in the
upper panel, whose in-rippl