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Abstract

Component-based software engineering has emerged as an important software engineering discipline to cope with the growing complexity of today’s software systems. Components are encapsulated software units with well-defined interfaces. A key principle of component-based development is to build larger systems by composition of smaller, less complex components. An important application area concerns reactive systems in which the modelling and verification of component behaviours is essential. To support correct usage and implementation of reactive components, interfaces should be equipped with rigorous formal specifications of component behaviours.

This thesis presents a comprehensive study and analysis of specifications of interfaces for reactive components on the basis of modal input/output automata (MIOs), with a focus on interface refinement, interface composition and interface compatibility. MIOs are based on modal transition systems that were introduced by Larsen and Thomsen and that generalize labelled transition systems by distinguishing between may and must modalities for transitions. MIOs explicitly support loose specifications and offer an elegant approach to stepwise refinement. However, they lack a compatibility notion that is preserved by weak modal refinement, and support neither the integration of data specifications nor the specification of quantitative properties. In this thesis we develop an upwards and downwards closed hierarchy of novel specification theories for MIOs that remedy these shortcomings. Specification theories within the hierarchy are related by theory embeddings. The top element of our hierarchy of specification theories is given by a weak modal specification theory for MIOs including data and quantitative specifications, the bottom element is given by a strong modal specification theory for deterministic MIOs.

On the one hand, we define MIOs with data constraints that integrate control flow and data flow of an interface. This new model extends MIOs by variables which are controlled by the owning component and visible to the environment. Transitions are augmented with pre- and postconditions to describe the dependencies between communication and data states. On the other hand, \( \mathcal{K} \)-weighted MIOs address quantitative properties by labelling transitions with weights from a partially ordered weight structure \( \mathcal{K} \). This generalized formalism is capable of expressing constraints on non-functional properties such as
resource consumption or costs.

Our proposed modal specification theories use interface refinement that is either based on strong modal refinement, a white box refinement taking into account internal actions, or weak modal refinement, a black box refinement with observational abstraction of internal actions. Interface composition is defined by synchronous communication via input and output actions. Interface compatibility is based on the notion of strong or weak environment correctness which requires outputs of a component to be received by its environment, in the weak case after some internal steps.

This thesis studies also three particular aspects of (modal) specification theories. The first aspect concerns the verification of refinements. For finite MIOs with data constraints involving infinite variable domains, modal refinement is in general undecidable. We propose predicate abstraction to derive over- and under-approximations for concrete and abstract specifications, respectively, such that refinement between approximations (which is decidable) implies refinement between original specifications. Second, we introduce modal refinement distances for $K$-weighted MIOs. Modal refinement distances are a generalization of strong modal refinement and measure how close a $K$-weighted MIO is to refine another one by taking into account distances on weights. Third, we propose a contract approach for interface specifications that explicitly distinguish between assumptions on the environment and guarantees of a component, strictly following the principle of separation of concerns. We study the relation between specification theories and contract theories in an abstract setting, and we show how a contract theory can be built in a generic way on top of any specification theory. We identify behaviour and environment semantics of contracts which are the basis for further definitions of contract refinement and contract composition. The latter raises the problem of finding most permissive assumptions such that the mutual assumptions of composed contracts are satisfied. For complete specification theories supporting quotient, conjunction and a maximal environment operator, we show that a constructive definition of contract composition can be given. The generic contract framework is instantiated for strong specification theories based on deterministic MIOs and MIODs. In particular, we show that deterministic MIOs with strong modal refinement and strong environment correctness form a complete specification theory.

Finally, we have implemented several modal specification and contract theories in the MIO Workbench, an Eclipse-based tool with an intuitive and easy-to-use graphical user interface. It supports the design of MIOs and modal contracts as well as the verification of refinement and compatibility notions used in this thesis.
Zusammenfassung


In dieser Arbeit wird eine umfassende Studie über Schnittstellenspezifikation von reaktiven Komponenten durchgeführt. Der Ansatz basiert auf modalen Input/Output-Automaten (MIOs) und fokussiert auf Schnittstellenverfeinerung sowie Komposition und Kompatibilität. MIOs basieren auf modalen Transitionssystemen, die von Larsen und Thomsen eingeführt wurden und die üblichen Transitionssysteme durch die Unterscheidung von “may” und “must” Transitionen verallgemeinern. MIOs ermöglichen lose Spezifikationen sowie flexible Verfeinerungsbegriffe. Jedoch unterstützen MIOs weder einen Kompatibilitätsbegriff der durch schwache modale Verfeinerung erhalten bleibt, noch wurden bisher Datenspezifikationen oder die Spezifikation von quantitativen Eigenschaften integriert. Diese Arbeit entwickelt neuartige Spezifikationstheorien für MIOs, die die genannten Schwächen beheben. Die eingeführten Theorien werden durch Einbettungen in Beziehung gesetzt, wodurch eine nach oben und unten abgeschlossene Hierarchie entsteht. Eine schwache Theorie für MIOs mit Datenspezifikationen und quantitativen Eigenschaften bildet das oberste Element der Hierarchie, das unterste Element ist eine starke Theorie für deterministische MIOs.

Dazu werden MIOs mit Datenspezifikationen eingeführt, die sowohl Kontrollfluss als auch Datenfluss integrieren. Dieser neue Formalismus erweitert MIOs um nach außen hin sichtbare Variablen der Komponenten. Transitionen werden um Vor- und Nachbedingungen erweitert, um die Abhängigkeiten zwischen Kommunikation und Datenänderungen zu modellieren.Außerdem werden $\mathcal{K}$-gewichtete MIOs definiert, die quantitative Eigenschaften durch Elemente auf Transitionen aus einer partiell geordneten Menge $\mathcal{K}$ beschreiben. Dieser allgemeine Formalismus kann Bedingungen an nicht-funktionale Eigenschaften, wie beispielsweise Ressourcenverbrauch oder Kosten, ausdrücken.
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Chapter 1

Introduction

Reactive software systems are omnipresent in our everyday life. They are running on consumer hardware such as smart phones or televisions, but also in safety-critical air traffic control systems or medical equipment. Such systems are reactive [99] by continuously interacting with their environment and by responding to external stimuli. They are often specifically designed to provide functionalities on limited hardware with strict requirements on resource usage such as time, memory or energy [106, 164]. The design and verification of such increasingly complex systems still face major challenges [165].

An important and established approach to tackle the complexity of such systems is component-based development in which the system is decomposed into smaller and less complex components. Each component is implemented independently and provides access to its functionality by well-defined interfaces, abstracting from internal implementation details. To enable formal analysis and verification of global behavioural properties of reactive component-based systems, component interfaces must be equipped with specifications with concise and rigorous formal semantics. Ongoing research on component-based design [129] seeks for heterogeneous specification languages that adequately address functional as well as non-functional aspects of components.

1.1 Software Components and Component Interface Specifications

There is a common agreement that a (software) component is an independent unit which can be composed with other components to form a larger system. According to Szyperski [169], a software component is best described as follows:

“A software component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A soft-
ware component can be deployed independently and is subject to composition by third parties.”

This definition already mentions most of the key aspects of components and component-based development. *Composition* is the principle by which individual components are composed to form a larger component assembly. The specification of components is given by the specifications of the *component interfaces* which are the access points of the functionality provided by that component. In particular, these *interface specifications* should be seen as *contracts* between the user and the implementor of the component, and may include assumptions on the context (i.e. on the user of the component). The second sentence says that a component should be “deployed independently”. This suggests that the component is an independent, encapsulated entity with its own local memory that works correctly as long as the contracts at its interfaces are respected by the environment. Finally, the importance of independent components also manifests in the phrase “(a software component) is subject to composition by third parties”. Components are often delivered as compiled software units and later integrated by a system architect into a larger system, and therefore any context dependencies must be explicitly specified in the interface specifications to admit the construction of correct component assemblies.

The shape of such interface specification formalisms, which functional or non-functional aspects they should cover and their level of detail, turned out to be quite challenging [129, 165, 164]. In recent years, component-based design [129] has become increasingly important also for embedded systems which often operate under strict limitations like timing constraints or restricted availability of resources like power or fuel. Embedded systems call for novel heterogeneous specification formalisms. Balancing the strive for lightweight, efficiently analyzable specifications and including functional and non-functional aspects to assure component assemblies with strong global properties is still subject of research. Functional aspects should cover the temporal ordering of communication events and changing data states of the component. Non-functional aspects should allow for the integration of time, probabilities or resource consumption.

Another aspect that has received much attention is the integration of behavioural variability to allow for the design of software product lines [55, 77, 53]. The aim in such software product lines is to jointly design a family of variations of a component by a generic specification which can then later be refined to efficient, product- and platform-dependent component implementations.

Finally, a suitable formalism should support a notion of *refinement* to develop component-based systems in a top-down manner, from abstract specifications to concrete specifications or implementations. To ensure correct interaction between reactive components, a notion of *compatibility* is desired which expresses when components work together properly. Refinement should satisfy a *compositionality* property ensuring that refinement is preserved by composition, i.e. we
can always replace a component by a refined one while retaining global system refinement. Furthermore, whenever compatibility has been shown on an abstract level of specifications, it should be preserved to any refined specifications.

Altogether, interface specification formalisms should be able to adequately address reactive systems by supporting

- *loose specifications* and *behavioural variability*, with a notion of *refinement* for stepwise development of specifications; ideally, refinement supports *observational abstraction*;

- *composition* for structurally combining specifications, with a notion of *compatibility* determining when specifications can work together properly,

- such that *compositionality of refinement* and *preservation of compatibility* is satisfied.

The formalism should be capable to address the specification of

- *functional properties*, allowing for the specification of *interaction protocols* (like the temporal ordering of communication events) together with *visible data states* of the component integrating control flow and data flow aspects,

- *non-functional properties* including *quantitative properties* like resource consumption (power or fuel) or costs, *timed properties* for expressing real-time constraints, and *probabilities* to enable probabilistic analysis of the behaviour.

Finally, the formalism should support

- *contracts* that explicitly distinguish between *assumptions* on the environment and *guarantees* of a component, strictly following the principle of separation of concerns.

### 1.2 State of the Art in Interface Specifications

Traditional approaches to the specification of component behaviours include process algebras like CSP [107], CCS [141], or ACP [34]. They focus on modelling parallel, distributed systems and support a variety of behavioural equivalence relations and simulation preorders. Process algebras have also been integrated into component models, for instance, Wright [4] defines a component model with ports and connectors, and CSP is used to model the behaviour of connectors. State machines [98] are another classical approach to modelling the reactive behaviour of components by communication protocols. State machines are also part of the Unified Modeling Language (UML) [149], the standard modelling language
for object-oriented systems. Both approaches, based on process algebras and on state machines, are established formalisms for behaviour modelling, and they have seen many different extensions in the literature to cope with the specification of functional (like data) and non-functional properties.

Many recent works in the area of interface specifications are based on state transition systems aiming at light-weight formalisms. This line of research was fundamentally inspired by I/O Automata [135] that were introduced by Lynch and Tuttle as a formal model to describe concurrent, distributed systems. I/O automata distinguish between input, output and internal actions. Importantly, the transition relation in I/O automata is input-enabled since all input actions are required to be enabled in every state, modelling reactive components that can never refuse to receive an input. There exist several extensions of I/O automata in the literature, including timed I/O automata [116] and hybrid I/O automata [134]. Using I/O automata for assume-guarantee specification of component interfaces was investigated in [123].

In 2001, de Alfaro and Henzinger introduced interface automata [61] that are based on I/O automata, but drop the requirement of input-enabledness, i.e. not in every state there must exist a transition for each input action. Omitting an input in a specific state allows for expressing that this input should not be sent by the environment to the component in the actual state. Interface automata are an instance of interface theories [63] and support refinement, composition and compatibility. Refinement of interface automata is defined by an alternating simulation relation [63] that requires every output of the concrete interface to be simulated by the abstract interface, and vice versa for inputs. Therefore, refinement basically means providing less outputs and offering more inputs.

Compatibility of two interface automata is based on the absence of communication errors, that are reachable states of their composition in which one interface automaton can send out an output to another one which is, however, not ready to take that output due to the absence of a corresponding input transition. De Alfaro and Henzinger introduced a novel optimistic approach to compatibility [61] where two interface automata are compatible if there exists an environment in which no communication error is reachable. Since the introduction of interface automata in 2001, several approaches have been proposed that extend interface automata towards time [65], resources [52], data [53, 146], and assume-guarantee rules [76].

Although interface automata constitute a solid theory and offer several extensions to cope with other functional and non-functional properties, we still believe that interface automata, already in their basic form with alternating refinement, have some shortcomings and do not fully meet the requirements listed in Section 1.1 in a satisfactory manner. The reason is twofold. Firstly, there is no way of expressing that certain outputs must be performed, guaranteeing a certain progress. Hence, one can always construct trivial refinements consist-
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...ing of a single input-enabled state, in which no outputs are possible. Secondly, interface automata do not fully support observational refinement. Although the direction in alternating refinement [61, 63] from concrete to abstract supports observational abstraction w.r.t. internal transitions, the direction from abstract to concrete is strict, meaning that no internal steps can be inserted when realizing an input of the abstract specification. One reason why this is disallowed lies in the definition of compatibility which requires inputs to happen immediately without delay. A weak simulation of inputs would render preservation of compatibility under refinement fail to hold. We claim that having an observational refinement is crucial for the applicability of interface theories for realistic examples, and in particular, the step from abstract to concrete should support the introduction of internal steps.

In 2007, Larsen et al. [124] proposed to use modal input/output automata (MIOs) for the modelling of component interfaces. MIOs are based on Modal Transition Systems (MTSs) which were introduced by Larsen and Thomsen [126] in 1988, and use input, output and internal actions as transition labels. MTSs differ from standard labelled transition systems by having two types of transitions: the may-transition relation models the allowed behaviour whereas the must-transition relation determines the required behaviour. With these two kinds of transitions at hand, one can express loose behavioural specifications by having proper may-transitions that need not be preserved by refinement.

![Figure 1.1: Two modal input/output automata $T$ and $T'$](image)

Examples of MIOs are depicted in Figure 1.1. The dashed transitions represent the allowed behaviour (may-transitions), whereas the transitions with solid line represent required behaviour (must-transitions). Input and output actions are annotated with question and exclamation marks, respectively. The MIO $T$ in Figure 1.1 formulates that the input $\text{in}$ must be possible and the subsequent output $\text{out}$ is allowed but not required in refinements.

The notion of modal refinement [126] is central for MIOs and is a generalization of bisimulation relating an abstract and a concrete MIO. More precisely, modal refinement is a preorder between two MIOs and is defined in a simulation-like manner requiring the may-transitions of the concrete specification to be simulated by the abstract specification, and conversely for the must-transitions. A modal refinement $T'$ of $T$ can be seen in Figure 1.1: the may-transition labelled with output action $\text{out}$ has been strengthened to a must-transition which must then be preserved in any further refinement of $T'$. 
The main difference to the interface automata is the flexibility of modalities that are independent of the types of actions. Any transition can be declared as a must-transition to be preserved in any refinement, for instance, the MIO $T'$ shown in Figure 1.1 requires $\text{out}!$ to be possible after each occurrence of $\text{in}?$. Therefore, MIOs offer more expressive power than interface automata and are suitable for specifying local liveness (a transition must be present) and local safety properties (a transition is disallowed).

In [124] Larsen et al. transferred the idea of compatibility of interface automata [61] to the level of MIOs. Recently, it was shown that modal transition systems (without input, output and internal actions and without compatibility) form a fully-fledged interface theory [158] supporting operators like conjunction and quotient on specifications which are useful in component-based design.

However, also the theory of modal input/output automata still holds some weaknesses to be discussed. In [109] Hüttel and Larsen proposed weak modal refinement, a natural extension of strong modal refinement [126] to take into account observational abstraction, very similar to the step from strong bisimulation to weak bisimulation [142]. So far, MIOs and compatibility notions have only be considered in the context of strong modal refinement. Moving from strong to weak modal refinement does, however, not conserve the properties of interface theories, as the compatibility notion used in [124] requires that an input action is immediately enabled as soon as the communication partner has enabled the corresponding output action. Clearly, weakly refining a MIO and adding internal steps before a transition with input action may introduce communication errors breaking compatibility. A minimal example illustrating this observation is shown in Figure 1.2. $S$ and $T$ are compatible in the sense of [124], however, their refinements $S'$ and $T'$ are not compatible. The refinement $T'$ of $T$ has introduced an internal step $\text{int}$ before the input action $\text{msg}?$, and thus $T'$ is not immediately ready to perform the action $\text{msg}?$ to receive the output $\text{msg}!$ from $S'$. This observation does also hold for interface automata if one would choose alternating refinement with a weak simulation from the abstract to the concrete interface.

In the literature one can find timed extensions [49, 35, 36] of modal transition systems as well as probabilistic extensions [45, 68] and a weighted extension [114]. However, referring to the list of requirements in Section 1.1, MIOs crucially lack any extension to cope with the specification of data states. An integrated formalism is desirable that combines modalities of MIOs with the loose specification of visible data states a component can adopt as well as data states a component requires to access in its environment. Extending MIOs by data is of great importance for practical use in modelling of large-scale systems. Also, MIOs lack the possibility of the specification of quantitative constraints like costs or resource consumption which is of importance once MIOs shall be used for components that are subject to non-functional requirements. Furthermore,
in the tradition of interface automata, assumptions and guarantees have been always simultaneously specified in a single MIO. To avoid cluttering of different viewpoints in a single specification, contracts offer a way of explicitly distinguishing component guarantees and assumptions on the environment, leading to a clean separation of concerns. Preliminary work was conducted by Goessler and Raclet [90] and by Quinton and Graf [154] for contracts based on modal transition systems. However, both works [90, 154] do not consider compatibility.

1.3 Research Goals

Our goal in this thesis is to contribute to the field of formal approaches to component interface specifications based on modal input/output automata. The motivation of choosing modal input/output automata is that they are expressive enough to rule out the shortcomings of interface automata mentioned above, and modalities for transitions are crucial for obtaining observational specification theories while supporting loose specifications and behavioural variability. This thesis focuses on the following research goals.

- Development of modal input/output automata with
  - data constraints for the specification of changing data states of the component, integrating control flow and data flow aspects,
  - quantitative properties to address aspects like resource consumption,

under consideration of
– **strong modal refinement**, a white box refinement taking into account internal actions, and **weak modal refinement**, a black box refinement with observational abstracting of internal actions,

– **strong and weak environment correctness** which is preserved by strong and weak modal refinement, respectively.

• Arranging the introduced modal specification theories in an upward and downward closed hierarchy obtained by defining embeddings between the theories

• Development of a **generic contract framework** for the specification of component interfaces by explicit assume-guarantee pairs that can be instantiated by any specification theory

In the next section, we give an overview of the results presented in this thesis.

### 1.4 Contributions

**Specification Theories**

All results in this thesis are introduced in the context of a *specification theory* that formalizes essential ingredients and properties of any formal theory supporting the compositional design of component interfaces. Our notion of a specification theory is inspired by de Alfaro and Henzinger’s interface theories [62] and interface languages [63]. In our study, a specification theory $T_h$ is formally defined as a tuple

$$T_h = (\mathcal{G}, \mathcal{G}^i, \otimes, \preceq, \to)$$

where $\mathcal{G}$ is a set of interface specifications, $\mathcal{G}^i \subseteq \mathcal{G}$ is a subset of implementations, $\otimes \subseteq \mathcal{G} \times \mathcal{G} \rightarrow \mathcal{G}$ is a partial composition operator that composes two (composable) interface specifications, $\preceq \subseteq \mathcal{G} \times \mathcal{G}$ is a preorder capturing refinement of interface specifications, and finally $\to \subseteq \mathcal{G} \times \mathcal{G}$ is an environment correctness predicate that determines pairs $(\mathcal{S}, E)$ of specifications expressing that $\mathcal{S}$ “works properly” in the environment $E$ when they are composed. All constituents of a specification theory are left abstract. Instances of this framework must define what interface specifications are and what composition, refinement and environment correctness mean. A specification theory requires the following three properties:
**Compositional refinement:**

If $S \otimes E$ is defined, $S' \leq S$ and $E' \leq E$, then $S' \otimes E'$ is defined and $S' \otimes E' \leq S \otimes E$.

**Preservation of environment correctness:**

If $S \rightarrow E$, $S' \leq S$ and $E' \leq E$, then $S' \rightarrow E'$.

**Finality of implementations:**

For all $I \in \mathcal{G}^i$ and all $S \in \mathcal{G}$, $S \leq I$ implies $I \leq S$.

In any specification theory we are interested in the *implementation semantics* $[S]$ of $S \in \mathcal{G}$ which is defined as the set of all implementations refining $S$. A natural refinement preorder, called *thorough refinement*, can then be derived by relying on implementation semantics only: $S \in \mathcal{G}$ thoroughly refines $T \in \mathcal{G}$ if and only if $[S] \subseteq [T]$. An interesting question is in which cases refinement $\leq$ and thorough refinement is equivalent. This question is discussed whenever we introduce a specification theory in this thesis.

For stating precisely the relationships between specification theories we propose morphisms, embeddings and reflective embeddings. A morphism, similar to algebraic homomorphisms in algebraic specification [176], is a function between the sets of interface specifications of two specifications theories that preserves composition, refinement and environment correctness; embeddings are injective morphisms, and an embedding is reflective if refinement and environment correctness is also reflected, i.e. preserved in the opposite direction.

Let $Th_1 = (\mathcal{G}_1, \mathcal{G}^i_1, \leq_1, \otimes_1, \rightarrow_1)$ and $Th_2 = (\mathcal{G}_2, \mathcal{G}^i_2, \leq_2, \otimes_2, \rightarrow_2)$ be two specification theories. A **morphism** $f$ from $Th_1$ to $Th_2$ is a total function $f : \mathcal{G}_1 \rightarrow \mathcal{G}_2$ such that, for all $S, T \in \mathcal{G}_1$,

1. If $S \in \mathcal{G}^i_1$, then $f(S) \in \mathcal{G}^i_2$.
2. If $S \otimes_1 T$ is defined, then $f(S) \otimes_2 f(T)$ is defined and $f(S \otimes_1 T) = f(S) \otimes_2 f(T)$,
3. if $S \leq_1 T$, then $f(S) \leq_2 f(T)$,
4. if $S \rightarrow_1 T$, then $f(S) \rightarrow_2 f(T)$.

The morphism $f$ is an embedding if $f$ is injective.

The morphism $f$ is a reflective embedding of $\mathcal{Th}_1$ in $\mathcal{Th}_2$ if it is an embedding (i.e. injective) and for all $S, T \in \mathcal{G}_1$,

1. if $f(S) \in \mathcal{G}_2$, then $S \in \mathcal{G}_1$,
2. if $f(S) \otimes_2 f(T)$ is defined, then $S \otimes_1 T$ is defined and $f(S) \otimes_2 f(T) = f(S \otimes_1 T)$,
3. if $f(S) \leq_2 f(T)$, then $S \leq_1 T$,
4. if $f(S) \rightarrow_2 f(T)$, then $S \rightarrow_1 T$.

Establishing a morphism (or embedding) $f$ from a specification theory $\mathcal{Th}_1$ to a specification theory $\mathcal{Th}_2$ allows to transfer any designs with environment correctness and refinement proofs from $\mathcal{Th}_1$ to $\mathcal{Th}_2$. If $f$ is, moreover, a reflective embedding of $\mathcal{Th}_1$ in $\mathcal{Th}_2$ then the notions of implementations, refinement and environment correctness in $\mathcal{Th}_2$, restricted to specifications from the image of $f$, coincide with the respective notions in $\mathcal{Th}_1$. We may also say that $\mathcal{Th}_2$ is a conservative extension of $\mathcal{Th}_1$.

**Specification Theories for MIOs**

As our second contribution, we propose a specification theory for the set $\mathcal{MIO}$ of all MIOs and the set $\mathcal{MIO}^i$ of all implementations, based on modal synchronous composition $\otimes$ [126] and strong modal refinement $\leq_s$ [126]. The latter gives rise to implementation semantics $[S]_s$ for any MIO $S \in \mathcal{MIO}$ as described before. Thorough refinement of MIOs, defined as inclusion of implementation semantics, is shown to be equivalent to strong modal refinement whenever the abstract MIO is deterministic, i.e. $[S]_s \subseteq [T]_s$ is equivalent to $S \leq_s T$ whenever $T$ is deterministic. As environment correctness notion we consider strong environment correctness $\rightarrow_s$. Communication errors occur when an output is enabled in a specification and the environment in the current state does not have the corresponding input enabled. A MIO is a strongly correct environment for another MIO if there are no communication errors reachable in their composition. Communication errors are inspired by [61, 124], however, in contrast to [61, 124] we follow a pessimistic view on component compatibility. The result is a specification theory $\mathcal{Th}^{\mathcal{MIO}}_{\text{strong}}$ for MIOs. We also introduce a specification theory $\mathcal{Th}^{d\mathcal{MIO}}_{\text{strong}}$
that restricts the sets of MIOs and implementations to deterministic ones and that can be embedded in $\mathcal{T}_{\text{strong}}^{\text{MIO}}$.

$\mathcal{T}_{\text{strong}}^{\text{MIO}} = (\text{MIO}, \text{MIO}^i, \otimes, \leq, \rightarrow)$

$\mathcal{T}_{\text{strong}}^{d\text{MIO}} = (d\text{MIO}, d\text{MIO}^i, \otimes, \leq, \rightarrow)$

To address the problem of strong environment correctness not being preserved by weak modal refinement, we define the novel notion of weak environment correctness $\rightarrow_w$ that requires the input to happen possibly after some must-transitions labelled with internal actions, which constitutes a considerable relaxation of strong environment correctness. We derive a specification theory for MIOs, based on weak modal refinement $\leq_w$ [109] and weak environment correctness $\rightarrow_w$, in particular, we show that weak environment correctness is preserved by weak modal refinement.

$\mathcal{T}_{\text{weak}}^{\text{MIO}} = (\text{MIO}, \text{MIO}^i, \otimes, \leq_w, \rightarrow_w)$

### Specification Theories for MIOs with Data Constraints

To allow for modelling rich interfaces with data, we extend MIOs with variables yielding modal input/output automata with data constraints (MIODs). Each MIOD includes two sets of variables $V^{\text{prov}}$ and $V^{\text{req}}$. Provided variables in $V^{\text{prov}}$ are controlled by the owning component, with read and write access, and visible to the environment which has read access only. Required state variables also belong to the interface specification and model variables the component expects to be visible in the environment. Crucially, transitions are augmented with pre- and postconditions. A transition label is of the form $[\varphi]a[\pi]$ where $a$ is an action, the precondition $\varphi$ is a predicate with variables from $V^{\text{prov}}$ and $V^{\text{req}}$ which acts as a guard restricting the enabledness of the respective transition to the data states (of the interface itself and the environment) which satisfy $\varphi$. The postcondition $\pi$ is a predicate relating a previous data state of $V^{\text{prov}}$ and $V^{\text{req}}$ to a next data state of $V^{\text{prov}}$, thus determining all possible next (post) data states of the owning component depending on the previous data state. For the postconditions, we adhere to the idea of loose specifications and admit postconditions that are semantically relations (rather than functions). The set of all MIODs is denoted by $\text{MIOD}$. The set $\text{MIOD}^i$ consists of all implementations, that are MIODs for which
every allowed transition is also required and all postconditions are assignments mapping a previous data state to exactly one post data state.

We show how modal synchronous composition \( \otimes^d \) can be defined on MIODs. Moreover, strong modal refinement can be extended to MIODs accordingly, taking into account pre- and postconditions in transition labels. The idea of strong modal refinement \( \leq_s^d \) for MIODs is illustrated below in Figure 1.3.

\[
\begin{array}{cccc}
T & t_1 \xrightarrow{[\varphi]a[\pi]} t_2 & t_1 \xrightarrow{[\varphi]a[\pi]} t_2 \\
\uparrow & \uparrow & \uparrow \\
S & s_1 \xrightarrow{[\varphi']a[\pi']} s_2 & s_1 \xrightarrow{[\varphi']a[\pi']} s_2
\end{array}
\]

Figure 1.3: Idea of strong modal refinement for MIODs

Enabled may-transitions in the concrete interface specification \( S \) must be simulated by the abstract interface specification \( T \), and both enabledness and effect on the data state must be allowed. Conversely, every must-transition in \( T \) with precondition \( \varphi \) must be present in \( S \) with a possibly stronger precondition \( \varphi' \), and the postcondition \( \pi' \) specifying the effect on the data state must imply \( \pi \).

Analogous to the case of MIOs, we investigate the relationship between strong modal refinement \( \leq_s^d \) for MIODs and thorough refinement (induced by \( \leq_s^d \)), and we show that they coincide if the abstract MIOD is deterministic.

When variables have large or infinite domains, the verification of strong modal refinement may become subject of the state explosion problem, or even undecidable. To deal with such problems, we propose predicate abstraction [93] for MIODs as a verification technique of strong modal refinement. In order to check a refinement \( S \leq_s^d T \) between two MIODs \( S \) and \( T \) with the same set of variables \( V^{\text{prov}} \) and \( V^{\text{req}} \), we show how to derive over- and under-approximations \( S^o \) and \( T^u \) of \( S \) and \( T \), for which it holds \( S \leq_s^d S^o \) and \( T^u \leq_s^d T \) by construction of \( S^o \) and \( T^u \). These approximations use a finite number of predicates in pre- and postconditions, partitioning the data state space of \( V^{\text{prov}} \) and \( V^{\text{req}} \). Then, \( S^o \leq_s^d T^u \) can be decided by encoding the finite number of predicates by Boolean variables. Hence, once one has established \( S^o \leq_s^d T^u \), \( S \leq_s^d T \) follows from transitivity of strong modal refinement.

We lift strong environment correctness to the level of MIODs, denoted \( \rightarrow_s^d \), by taking into account the pre- and postconditions. The result is a specification theory \( \text{Th}^\text{MIOD}_{\text{strong}} \) for MIODs and a specification theory \( \text{Th}^d_{\text{MIOD}}_{\text{strong}} \) for deterministic MIODs, both based on strong modal refinement and strong environment correctness. In particular, we will show that \( \text{Th}^d_{\text{MIOD}}_{\text{strong}} \) can be embedded in \( \text{Th}^\text{MIOD}_{\text{strong}} \).
We show how any implementation in $\text{MIOD}$ can be equipped with a denotational semantics, formalized as input/output transition systems with data where a state consists of an abstract control state and a data state for the provided variables, and transitions are guarded by data states for the required variables. We prove that MIODs can be independently implemented in the above sense, in particular, we show that the denotational semantics is preserved by synchronous composition.

We also propose weak modal refinement $\leq_{\text{w}}^{d}$ and weak environment correctness $\rightarrow_{\text{w}}^{d}$ for MIODs, that basically follow the same ideas as for MIOs. The difference is here that internal steps may be inserted only if they do not change the current values of provided variables. This restriction is crucial for compositionality of weak modal refinement: if internal transitions could change provided state variables, new behaviour could emerge in the composition of the more concrete specifications that was not allowed by the composition of the more abstract specifications. With weak modal refinement and weak environment correctness, we arrive at a specification theory for MIODs:

$$Th_{\text{weak}}^{\text{MIOD}} = \left( \text{MIOD}, \text{MIOD}^{i}, \leq_{w}^{d}, \otimes^{d}, \rightarrow_{w}^{d} \right)$$

### Specification Theories for $\mathcal{K}$-Weighted MIOs

We propose $\mathcal{K}$-weighted MIOs ($\mathcal{K}$-WMIOs) that are capable to capture basic quantitative aspects of systems. Transitions are equipped with labels from a weight structure $\mathcal{K} = (K, \leq, \oplus)$ consisting of a set of weights $K$, a partial order $\leq$ on $K$, and a weight synchronization operator $\oplus$ that describes how weights are combined during parallel composition. Weight structures $\mathcal{K}$ can be instantiated to model quantitative constraints on non-functional properties such as resource consumption or costs. We adapt strong modal refinement to take into account weight refinement, i.e., in a refinement step a label $k \in K$ can be refined to another label $k' \in K$ whenever $k' \leq k$. On this basis, we revisit strong modal refinement, implementation semantics, thorough refinement, and identify sufficient conditions for completeness of strong modal refinement. We define modal synchronous composition $\otimes^{\mathcal{K}}$ for $\mathcal{K}$-WMIOs and show that it is compositional with
respect to strong modal refinement $\leq_s^K$. Since we consider weights that model quantitative constraints like resource consumption that do not necessarily play a role in communication correctness between components, we define strong environment correctness $\rightarrow_s^K$ like $\rightarrow_s$ for MIOs, by not considering the weights. The outcome are two specification theories $Th_{s\text{ - WMIO}}^K$ for $\mathcal{K}$-WMIOs and $Th_{d\text{ - WMIO}}^K$ for deterministic $\mathcal{K}$-WMIOs.

$$Th_{s\text{ - WMIO}}^K = (\mathcal{K}\text{-WMIO}, \mathcal{K}\text{-WMIO}^i, \otimes\mathcal{K}, \leq_s^K, \rightarrow_s^K)$$

$$Th_{d\text{ - WMIO}}^K = (d\mathcal{K}\text{-WMIO}, d\mathcal{K}\text{-WMIO}^i, \otimes\mathcal{K}, \leq_s^K, \rightarrow_s^K)$$

In [121] Larsen characterized strong modal refinement for MTSs by Hennessy-Milner-Logic (HML). We propose $\mathcal{K}$-HML and prove a logical characterization of strong modal refinement of $\mathcal{K}$-WMIOs.

We also defined weak modal refinement $\leq_w^K$ and weak environment correctness $\rightarrow_w^K$ for $\mathcal{K}$-WMIOs. The latter is again based on $\rightarrow_w$ and is independent of any weights. The former, weak modal refinement $\leq_w^K$, requires simulation in both directions up to internal actions, very similar to weak modal refinement for MIOs. Importantly, however, we allow that weights are distributed to several transitions in a refinement. $\mathcal{K}$-WMIOs together with weak modal refinement and weak environment correctness are shown to form a specification theory.

$$Th_{w\text{ - WMIO}}^K = (\mathcal{K}\text{-WMIO}, \mathcal{K}\text{-WMIO}^i, \otimes\mathcal{K}, \leq_w^K, \rightarrow_w^K)$$

### A Hierarchy of Specification Theories

In the course of the thesis we build up step by step a hierarchy of specification theories for MIOs, MIODs, $\mathcal{K}$-WMIOs. Lastly, we define $\mathcal{K}$-WMIODs as the integration of MIODs and $\mathcal{K}$-WMIOs in a single formalism, and we define modal specification theories $Th_{s\text{ - WMIOD}}^K$, $Th_{d\text{ - WMIOD}}^K$, $Th_{w\text{ - WMIOD}}^K$ and $Th_{s\text{ - WMIOD}}^K$. The obtained modal specification theories are arranged in a hierarchy, by defining suitable (reflective) embeddings between them. The complete picture showing all specification theories for MIOs, MIODs, $\mathcal{K}$-WMIOs and $\mathcal{K}$-WMIODs together with all embeddings (→) and reflective embeddings (↔) can be seen in the figure below.
Modal Refinement Distances for $\mathcal{K}$-Weighted MIOs

With regard to refinement for quantitative specifications like $\mathcal{K}$-WMIOs, we think that a preorder as a refinement notion is not adequate. We argue that there is a need for a notion of refinement distance that is a (non-symmetric) function that maps pairs $(S, T)$ of specifications to a value in $\mathbb{R}_{\geq 0}$ expressing how “well” $S$ refines $T$; if $S$ is a strong modal refinement of $T$ then the refinement distance is 0, otherwise it is a value greater than 0 and it yields $\infty$ if $S$ does not even refine $T$ without considering the weights.

We focus on $\mathcal{K}_{\text{intv}}$-WMIOs with the weight structure $\mathcal{K}_{\text{intv}} = (K_{\text{intv}}, \preceq_{\text{intv}}, \oplus_{\text{intv}})$ where $K_{\text{intv}}$ consists of all integer intervals, the partial order $\preceq_{\text{intv}}$ is defined by set inclusion, and $\oplus_{\text{intv}}$ is interval addition. We then show for $\mathcal{K}_{\text{intv}}$-WMIOs how to lift strong modal refinement to a modal refinement distance given by the function

$$d_m : \mathcal{K}_{\text{intv}}$-WMIO $\times$ $\mathcal{K}_{\text{intv}}$-WMIO $\rightarrow$ $\mathbb{R}_{\geq 0}$ $\cup$ $\{\infty\}$.\]  

The function $d_m$ is defined via recursive equations accumulating distances of integer intervals of matched transitions such that, for any $S, T \in \mathcal{K}_{\text{intv}}$-WMIO with the same action signature,

$$d_m(S, T) = 0 \text{ whenever } S \text{ is a strong modal refinement of } T;$$
$0 < d_m(S, T) < \infty$ whenever there is only a slight discrepancy between $S$ and $T$ such that an interval $k$ of a transition in $S$ does not refine the interval $\ell$ of the matched transition in $T$, i.e. $k \not\preceq \text{intv } \ell$;

\[ d_m(S, T) = \infty \] whenever there is an error in the discrete structure (given by may-and must-transitions) of $S$ and $T$.

We investigate a thorough notion of modal refinement distances, denoted $d_t$, and we prove that in general $d_t(S, T) \leq d_m(S, T)$ for two $\mathcal{K}_{\text{intv}}$-WMIOs $S$ and $T$. Equality is shown to hold whenever $T$ is deterministic. Finally, we prove that the modal refinement distance $d_m$ satisfies a quantified version of compositionality, more precisely, we prove that

\[ d_m(S' \otimes \mathcal{K}_{\text{intv}} T', S \otimes \mathcal{K}_{\text{intv}} T) \leq d_m(S', S) + d_m(T', T) \]

for any $S, S', T, T' \in \mathcal{K}_{\text{intv}}$-WMIO. The study of “environment correctness distances” is not further discussed in this thesis, however, it could be defined in principle in a similar fashion as modal refinement distances.

### Contracts for Component Interfaces

Component contracts are a popular approach in component-based design: they explicitly distinguish between assumptions on the environment and guarantees of a component, strictly following the principle of separation of concerns. We study the relation between specification theories and contract theories in an abstract setting, and we show how a contract theory can be built in a generic way on top of any specification theory. In particular, for a contract $C = (A, G)$ with assumption $A$ and guarantee $G$ satisfying $G \rightarrow A$, we identify behaviour semantics and environment semantics $[C]_{\text{beh}}$ and $[C]_{\text{env}}$ of contracts, respectively. The environment semantics $[C]_{\text{env}}$ consists of all environments satisfying the assumption $A$, whereas the component behaviour semantics $[C]_{\text{beh}}$ is given by all implementations $I$ satisfying the guarantee $G$ whenever they are put in an environment satisfying $A$ – this is formally defined by relativized refinement $I \preceq_A G$, a generalization of refinement. Environment and component behaviour semantics are the basis for the definitions of contract refinement and contract composition. For the former we define a contract $C'$ to thoroughly refine another contract $C$, if $C'$ admits less correct component behaviours and more correct environments than $C$, formally $[C']_{\text{beh}} \subseteq [C]_{\text{beh}}$ and $[C']_{\text{env}} \supseteq [C]_{\text{env}}$. We prove that $C' = (A', G')$ thoroughly refines $C = (A, G)$ if and only if $A \preceq A'$ and $G' \preceq_A G$.

More complex is contract composition of two contracts that shall yield a new contract adequately describing the assumptions and guarantees of the new composed system. We make this precise by the definition of contract dominance that subsumes necessary conditions to ensure a sound composition of component behaviours and environments of the individual contracts. A contract composition is
then defined as the strongest dominating contract. As a crucial result, we show that a constructive definition of contract composition is possible whenever the underlying specification theory is complete and contracts have normal forms.

- **Complete specification theories** form a subclass of specification theories that additionally offer the following operators: *Conjunction* \( \land \) computes a greatest lower bound of two specifications w.r.t. refinement; *quotient* \( \parallel \) yields a maximal solution \( X \) to the equation \( S \parallel X \leq T \), i.e. \( T \parallel S \) is a most general specification \( X \) that can be composed with \( S \) in order to refine \( T \); finally, the *maximal compatibility operator* \( \max \_\_ (\cdot) \) computes, for given specifications \( S \) and \( E \), a largest refinement \( E' \) of \( E \) such that \( S \rightarrow E' \).

- A contract \( C = (A, G) \) has a *normal form* if there is an equivalent contract \( (A, G^{nf}) \) with the same semantics such that a specification \( S \) is a behaviour of \( C \) if and only if \( S \leq G^{nf} \), i.e. the behaviour semantics of \( (A, G^{nf}) \) is independent of \( A \).

For specification theories that satisfy these assumptions we prove that the contract composition (i.e. a strongest dominating contract) of \((A_1, G_1)\) and \((A_2, G_2)\) can be defined by

\[
\left( \max_{G_1^{nf} \parallel G_2^{nf}} \left( (A_1 \parallel G_2^{nf}) \land (A_2 \parallel G_1^{nf}) \right), G_1^{nf} \parallel G_2^{nf} \right).
\]

When defining environment correctness of contracts by contract dominance, we arrive again at a specification theory, this time with the set of interface specifications consisting of all contracts.

Thanks to the generic setting of our considerations, we get contract theories “for free” for any specification theory. For the instantiation of the contract framework to the specification theory \( Th_{dMIO}^{\text{strong}} \) for deterministic MIOs, we show that, on the one hand, \( Th_{dMIO}^{\text{strong}} \) is complete (thanks to determinism which is a necessary assumption), and that, on the other hand, every contract over \( Th_{dMIO}^{\text{strong}} \) has a normal form. These results allow us to compute contract composition according to the above formula. Moreover, relativized refinement is characterized by a weakening operator.

We also instantiate the generic contract framework for the specification theory \( Th_{dMIOD}^{\text{strong}} \) for deterministic MIODs. In contrast to the first instantiation we do not define a complete specification theory, however, we give a direct definition of relativized refinement. We also discuss the role of pre- and postconditions in assumptions and guarantees.

**Tool Support: The MIO Workbench**

The MIO Workbench is a tool for the verification of MIOs and modal contracts. It is based on the Eclipse framework [75] and features a sophisticated graphical
user interface. The tool was initially implemented by Philip Mayer in 2009 and presented for the first time in [27]. In the course of this thesis it was continuously extended and enhanced. The current version of the MIO Workbench implements all relations and operators of the specification theories $Th_{MIO}^{strong}$ and $Th_{MIO}^{weak}$, the complete specification theory $Th_{strong}$, and the generic contract framework instantiated for the complete specification theory $Th_{MIO}$. The MIO Workbench supports an input language to define MIOs and modal contracts and to execute verification tasks like modal refinement and environment correctness checks. The parser for the input language is generated with the help of the Xtext framework [171] that also generates a text editor offering syntax highlighting. Importantly, the user interface features a series of editors (graphical MIO editor, graphical contract editor, generated text editor), a shell reusing the generated parser to allow execution of statements of the input language, and a verification view that provides a side-by-side view on two MIOs in order to visualize results of modal refinement and environment correctness checks.

1.5 Thesis Structure

In Chapter 2 we start with defining the abstract framework of specification theories, their morphisms and (reflective) embeddings. The modal specification theories are then introduced.

- In Chapter 3 $Th_{MIO}^{strong}$, $Th_{dMIO}^{strong}$ and $Th_{MIO}^{weak}$
- In Chapter 4 $Th_{MIOD}^{strong}$, $Th_{dMIOD}^{strong}$ and $Th_{MIOD}^{weak}$, with a predicate abstraction technique for the verification of strong modal refinement
- In Chapter 5
  - $Th_{K-WMIO}^{strong}$, $Th_{dK-WMIO}^{strong}$, $Th_{K-WMIO}^{weak}$ for $K$-WMIOs,
  - $Th_{K-WMIOD}^{strong}$, $Th_{dK-WMIOD}^{strong}$, $Th_{K-WMIOD}^{weak}$ for $K$-WMIODs combining data and quantitative aspects

Modal refinement distances are studied in Chapter 6 for interval weighted MIOs. How to move from specification theories to contracts is investigated in Chapter 7 with exemplifying instantiations to the modal specification theories $Th_{dMIO}^{strong}$ and $Th_{dMIOD}^{strong}$. The MIO Workbench that we have used and developed further in the course of this thesis is presented in Chapter 8. Finally, in Chapter 9, we summarize the results and elaborate on possible directions for future work.
Chapter 2

Specification Theories

In this chapter we propose a simple and general algebraic axiomatization, called *specification theory*, that is inspired by previous works on interface theories [62, 63] and captures the algebraic structure of formal theories supporting the top-down design of component-based systems featuring concurrent, reactive components.

We focus on the essential parts such a theory should provide. Firstly, a specification theory should support the stepwise development of component specifications by refining abstract specifications to more concrete ones until reaching specifications that can be considered as (abstractions of) implementations in which no design choices are left open. Secondly, we require a way of structurally composing specifications of concurrently running communicating components. Thirdly, a notion of environment correctness expresses whether a component communicates or interoperates correctly in a given environment.

This chapter introduces the formal notion of a specification theory and lays the foundation of the following parts of the thesis. All of the concrete theories introduced in this thesis later on will be shown to be instances of this abstract framework. The abstract algebraic definition of specification theories immediately leads to morphisms and (reflective) embeddings between specification theories, inspired by algebraic morphisms [176], and allows for arranging the introduced theories in a hierarchy stating precisely their relationships.

Outline. In Section 2.1 we present the formal definition of specification theories, together with associated notions of morphisms and (reflective) embeddings between specification theories. Section 2.2 summarizes related works and we conclude in Section 2.3 with a short summary.
2. Specification Theories

2.1 Definition

Specification theories define a set of specifications and a subset of implementations, together with their (1) refinement, (2) composition and (3) environment correctness which are key concepts for any specification formalism aiming at top-down design of component-based systems.

1. The refinement relation \( \leq \) is a binary relation that relates “concrete” and “abstract” specifications. A statement \( S \leq T \) reads “\( S \) refines \( T \)” and means that \( S \) is less abstract than \( T \).

2. The composition operator \( \otimes \) allows to compose two specifications to a larger one. We admit partial composition operators that compose only composable specifications; composability of specifications usually expresses syntactical restrictions two communicating components must satisfy, like the matching of provided and required interfaces that are going to be connected.

3. The environment correctness relation \( \rightarrow \) expresses that a specification works properly in an environment. A statement \( S \rightarrow E \) reads “\( E \) is a correct environment for \( S \)”, or “\( S \) feels well in \( E \)”. The idea of the environment correctness relation is that the component with specification \( S \) might require its environment to satisfy some constraints such that \( S \) does not fail (the precise definition of “failing” is up to the concrete instantiation). A derived symmetric compatibility notion is given by \( S \leftrightarrow T \) if and only if \( S \rightarrow T \) and \( T \rightarrow S \).

![Figure 2.1: The two dimensions of a specification theory](image)

The composition operator and environment correctness relation (and its derived notion of compatibility) concern the horizontal dimension of a specification.
theory, i.e. they operate on different components that are on the same level of abstraction. The *vertical dimension* is addressed by the refinement relation relating specifications for the same component but from different levels of abstractions. The two dimensions are illustrated in Figure 2.1.

There are a series of basic properties a specification theory requires. Firstly, refinement is a preorder (i.e. reflexive and transitive) and the composition operator is commutative and pseudo-associative. Secondly, refinement is preserved by composition. Thirdly, environment correctness is preserved by refinement. Lastly, we identify a subset of specifications, called implementations, that are required to be final elements with respect to refinement.

**Definition 2.1.1 (Specification Theory)**

A specification theory

\[ Th = (\mathcal{S}, \mathcal{S}^i, \leq, \otimes, \rightarrow) \]

consists of

- a set \( \mathcal{S} \) ("specifications"),
- a subset \( \mathcal{S}^i \subseteq \mathcal{S} \) ("implementations"),
- a reflexive and transitive relation \( \leq \subseteq \mathcal{S} \times \mathcal{S} \) ("refinement") which gives rise to an equivalence relation on \( \mathcal{S} \): for all \( S \in \mathcal{S}, S \approx S' \) if and only if \( S \leq S' \) and \( S' \leq S \);
- a (strict) partial function \( \otimes : \mathcal{S} \times \mathcal{S} \rightarrow \mathcal{S} \) ("composition") which is commutative and pseudo-associative in the following sense:
  - for all \( S, E \in \mathcal{S} \), if \( S \otimes E \) is defined, then \( E \otimes S \) is defined and \( S \otimes E = E \otimes S \); “=” means set-theoretic equality of elements,
  - for all \( S, E, E' \in \mathcal{S} \), if \( S, E, E' \) are pairwise composable, then \( (S \otimes E) \otimes E' \) and \( S \otimes (E \otimes E') \) are defined and \( (S \otimes E) \otimes E' = S \otimes (E \otimes E') \);

we call \( S \) and \( E \) composable if \( S \otimes E \) is defined;

- a binary relation \( \rightarrow \subseteq \mathcal{S} \times \mathcal{S} \) ("environment correctness relation") such that, if \( S \rightarrow E \), then \( S \otimes E \) is defined; we write \( S \leftrightarrow E \) and call \( S \) and \( E \) compatible if \( S \rightarrow E \) and \( E \rightarrow S \),

such that the following properties are satisfied:

**A1. Compositional refinement:**

---

1In other words, refinement is required to be a precongruence with respect to composition.

2By \( \otimes \) being strict we mean that assertions like "\((S \otimes T) \otimes U \) is defined" is equivalent to "\( S \otimes T \) is defined and \( (S \otimes T) \otimes U \) is defined".
If $S \otimes E$ is defined, $S' \leq S$ and $E' \leq E$, then $S' \otimes E'$ is defined and $S' \otimes E' \leq S \otimes E$.

A2. Preservation of environment correctness:

If $S \rightarrow E$, $S' \leq S$ and $E' \leq E$, then $S' \rightarrow E'$.

A3. Finality of implementations:

For all $I \in S_i$ and all $S \leq I$ implies $I \leq S$ (and hence $I \approx S$).

Refinement $\leq$ together with the set of implementations $S_i$ leads to the notion of implementation semantics of a specification $S \in \mathcal{G}$ which is defined as the set

$$[S] \triangleq \{ I \in S_i \mid I \leq S \}.$$

A specification $S \in \mathcal{G}$ is said to be consistent if and only if $[S] \neq \emptyset$. Thus, by this definition of consistency, any implementation $I \in S_i$ is consistent.

The implementation semantics gives rise to another notion of refinement, called thorough refinement: a specification $S \in \mathcal{G}$ thoroughly refines another specification $T \in \mathcal{G}$ if and only if $[S] \subseteq [T]$. An interesting question in every specification theory is the study of the relationship of refinement $\leq$ and thorough refinement. As refinement $\leq$ is transitive, an immediate consequence is that refinement implies thorough refinement, i.e. refinement implies restriction of the set of implementations.

**Theorem 2.1.2 (Soundness of Refinement)**

For any specifications $S, T \in \mathcal{G}$, whenever $S \leq T$, then $[S] \subseteq [T]$.

**Proof.** Let $I \in [S]$, then $I \leq S$. We also know $S \leq T$ by assumption, and since refinement is transitive, it follows that $I \leq T$. $I$ is an implementation, hence $I \in [T]$. \qed

The converse direction, called completeness of refinement, cannot be proven on this abstract level. Later in this thesis we see instances of specification theories that do not satisfy the converse implication, and we identify sufficient conditions for completeness of refinement to hold.

**Specification theory morphisms and (reflective) embeddings.** In the last part of this section, we consider morphisms, embeddings and reflective embeddings between specification theories that express relationships between them. Since specification theories can be considered as algebraic structures \[176\] a specification theory morphism, similar to an algebraic homomorphism between algebraic structures, is a function between two specification theories preserving...
the composition operator, the refinement relation and the environment correctness relation. An embedding is an injective morphisms, and reflective embeddings are embeddings for which refinement and environment correctness are also reflected, i.e. preserved in the opposite direction.

**Definition 2.1.3 (Morphism, embedding)**

Let $\text{Th}_1 = (\mathcal{S}_1, \mathcal{S}_i^1, \preceq_1, \otimes_1, \rightarrow_1)$ and $\text{Th}_2 = (\mathcal{S}_2, \mathcal{S}_i^2, \preceq_2, \otimes_2, \rightarrow_2)$ be two specification theories. A specification theory morphism (or just morphism) from $\text{Th}_1$ to $\text{Th}_2$ is a total function $f: \mathcal{S}_1 \rightarrow \mathcal{S}_2$ such that, for all $S, T \in \mathcal{S}_1$:

1. If $S \in \mathcal{S}_i^1$, then $f(S) \in \mathcal{S}_i^2$.
2. If $S \otimes_1 T$ is defined, then $f(S) \otimes_2 f(T)$ is defined and $f(S \otimes_1 T) = f(S) \otimes_2 f(T)$.
3. If $S \preceq_1 T$, then $f(S) \preceq_2 f(T)$.
4. If $S \rightarrow_1 T$, then $f(S) \rightarrow_2 f(T)$.

An embedding of $\text{Th}_1$ in $\text{Th}_2$ is an injective morphism from $\text{Th}_1$ to $\text{Th}_2$. If there exists an embedding of $\text{Th}_1$ in $\text{Th}_2$ then we write $\text{Th}_1 \hookrightarrow \text{Th}_2$.

Establishing a specification theory morphism $f$ from $\text{Th}_1$ to $\text{Th}_2$ demonstrates that (1.) $f$ preserves implementations, (2.) translation of specifications from $\text{Th}_1$ to specifications in $\text{Th}_2$ via $f$ is compositional with respect to $\otimes$ and, (3.) and (4.), any environment correctness or refinement assertions in $\text{Th}_1$ can be transferred to $\text{Th}_2$ in which they continue to hold. Embeddings additionally require injectivity. A typical example of a specification theory embedding $f$ of $\text{Th}_1$ in $\text{Th}_2$ is when a component-based design consisting of a collection of specifications in $\text{Th}_1$ shall be transferred to a richer specification theory $\text{Th}_2$, e.g., as we shall see later in this thesis, to include additional aspects like data or quantitative properties. Then the embedding $f$ ensures that any assertions in $\text{Th}_1$ involving $\otimes_1, \preceq_1, \rightarrow_1$ are still valid in $\text{Th}_2$ after translation via $f$.

**Theorem 2.1.4**

Any functional composition of morphisms (embeddings) is again a morphism (embedding).

**Proof.** Let $f_{12}$ be a morphism from $\text{Th}_1$ to $\text{Th}_2$, and let $f_{23}$ be a morphism from $\text{Th}_2$ to $\text{Th}_3$. Then $f_{23} \circ f_{12}$ is a morphism from $\text{Th}_1$ to $\text{Th}_3$.

1. If $S \in \mathcal{S}_i^1$, then $f_{12}(S) \in \mathcal{S}_i^2$, hence $f_{23}(f_{12}(S)) \in \mathcal{S}_i^3$.
2. Let $S, T \in \mathcal{S}_1$. Then

$$f_{23}(f_{12}(S)) \otimes_3 f_{23}(f_{12}(T)) = f_{23}(f_{12}(S) \otimes_2 f_{12}(T)) = f_{23}(f_{12}(S \otimes_1 T)).$$
3. Assume that $S' \leq_1 S$ holds. Then it follows that $f_{12}(S') \leq_2 f_{12}(S)$, and then also $f_{23}(f_{12}(S')) \leq_3 f_{23}(f_{12}(S'))$.

4. Assume that $S \rightarrow_1 E$ is satisfied. Then $f_{12}(S) \rightarrow_2 f_{12}(E)$ which implies $f_{23}(f_{12}(S)) \rightarrow_3 f_{23}(f_{12}(T))$.

The functional composition of embeddings is again an embedding since functional composition preserves injectivity.

Reflective embeddings are special embeddings $g$ which also reflect implementations, refinement and environment correctness in images of $g$.

**Definition 2.1.5 (Reflective embeddings)**

Let $Th_1 = (S_1, S_i_1, \leq_1, \otimes_1, \rightarrow_1)$ and $Th_2 = (S_2, S_i_2, \leq_2, \otimes_2, \rightarrow_2)$ be two specification theories. A reflective embedding of $Th_1$ in $Th_2$ is an embedding $g$ of $Th_1$ in $Th_2$ such that for all $S, T \in S_1$,

1. if $g(S) \in S_2$, then $S \in S_1$,
2. if $g(S) \otimes_2 g(T)$ is defined, then $S \otimes_1 T$ is defined and $g(S) \otimes_2 g(T) = g(S \otimes_1 T)$,
3. if $g(S) \leq_2 g(T)$, then $S \leq_1 T$,
4. if $g(S) \rightarrow_2 g(T)$, then $S \rightarrow_1 T$.

If there exists a reflective embedding of $Th_1$ in $Th_2$ we also write

$$Th_1 \leftrightarrow Th_2.$$

Establishing a reflective embedding between two specification theories witnesses a stronger relationship than a morphism or an embedding does. If $g$ is a reflective embedding of $Th_1$ in $Th_2$, then any design in $Th_1$ can be transferred to the images of $g$ in $Th_2$ while preserving implementations, refinement and environment correctness (since $g$ is also a morphism), but in addition, any new refinement and environment correctness assertions in $Th_2$ can be transferred back to $Th_1$ as long as specifications from $g(S_1) \subseteq S_2$ are involved only. Similar to the case of morphisms and embeddings, reflective embeddings can be functionally composed to form again a reflective embedding.

When given a specification theory $Th$, and a prospective specification theory $Th'$, then it suffices to define a reflective embedding of $Th'$ in $Th$ in order to prove that $Th'$ is indeed a specification theory.

**Theorem 2.1.6**

Let $Th = (S, S', \leq, \otimes, \rightarrow)$ be a specification theory. Let $Th' = (S', (S_i)', \leq', \otimes', \rightarrow')$ be a quintuple consisting of a set $S'$, a set $(S_i)'$, a (strict) partial function $\otimes' : S' \times S' \rightarrow (S_i)'$, a relation $\leq' \subseteq S' \times S'$ and a relation $\rightarrow' \subseteq S' \times S'$. If there is a function $g : S' \rightarrow S$ satisfying the conditions of a reflective embedding, then $Th'$ is a specification theory, too.
The domain of \( g \) is \( \mathcal{G}' \) and by the first condition in Definition 2.1.5, \( g(I) \) is defined for every implementation \( I \in (\mathcal{G})' \), hence \((\mathcal{G})' \subseteq \mathcal{G}'\). Refinement \( \preceq' \) is clearly reflexive and transitive: For any \( S \in \mathcal{G}' \), \( S \preceq' S \) follows from \( g(S) \leq g(S) \). Moreover, for any \( S,T,U \in \mathcal{G}' \), \( S \preceq' T \preceq' U \) implies \( g(S) \leq g(T) \leq g(U) \). By transitivity, \( g(S) \leq g(U) \), and then \( S \preceq' U \) by the properties of \( g \). Similarly, one can show pseudo-associativity and commutativity of \( \otimes' \). We check that (A1), (A2) and (A3) are satisfied.

A1. Let \( S,S',T,T' \in \mathcal{G}' \) such that \( S \otimes' T \) is defined, and assume that \( S' \preceq' S \) and \( T' \preceq' T \). Then \( g(S) \otimes g(T) \) is defined, \( g(S) \otimes g(T) = g(S \otimes T) \), \( g(S') \leq g(S) \) and \( g(T') \leq g(T) \). Since (A1) holds in \( Th \) it follows that \( g(S') \otimes g(T') \) is defined and \( g(S') \otimes g(T') \leq g(S) \otimes g(T) \). From \( g(S') \otimes g(T') \) it follows that \( S' \otimes' T' \) is defined and \( g(S' \otimes' T') = g(S') \otimes g(T') \). By transitivity of refinement we get \( g(S' \otimes' T') \leq g(S \otimes' T) \). Thus \( S' \otimes' T' \preceq S \otimes' T \).

A2. Let \( S,S',E,E' \in \mathcal{G}' \) and assume that \( S \rightarrow' E \) and \( S' \preceq' S \) and \( E' \preceq' E \). Then \( g(S) \rightarrow g(E) \) and \( g(S') \leq g(S) \) and \( g(E') \leq g(E) \). Since (A2) holds in \( Th \) we get \( g(S') \rightarrow g(E') \), thus \( S' \rightarrow' E' \).

A3. Finally, every element in \((\mathcal{G})'\) is a final element with respect to refinement.
Let \( S \in (\mathcal{G})' \), \( T \in \mathcal{G}' \), and assume that \( T \preceq' S \). Then \( g(T) \leq g(S) \) and \( g(S) \in \mathcal{G}' \), hence \( g(S) \leq g(T) \). The latter implies \( S \preceq' T \) which was to be shown. \( \square \)

\[ \text{2.2 Related Work} \]

Our work is inspired by de Alfaro and Henzinger’s framework called interface theories [62], which was later reworked in [63]. The formal notion of interface theories was, to our knowledge, the first one to capture crucial operations, relations and their properties that should be satisfied in a theory for component-based top-down design with a focus on interface compatibility and a stepwise development methodology.

In their work [62], an interface theory consists of an interface algebra together with a component algebra thus distinguishing between interface specifications and component implementations. Interface theories were motivated by a common abstract framework with the rudimentary concepts for component-based design and which can be instantiated by concrete formalisms. Later, in [63], the authors introduced interface languages which simplified the approach by considering just interfaces (and no component implementations) with the requirements that independent implementability and incremental design is satisfied. De Alfaro and Henzinger defined in [62] a notion that is similar to our
morphism: an interface theory $I_2$ is as expressive as $I_1$ if there is a function from the set of interfaces of $I_1$ to the set of interfaces of $I_2$ such that composition, compatibility and refinement are preserved (and additional conditions hold for interconnects and the underlying component algebra).

In the 1980s, Joseph Goguen and Rod Burstall developed an abstract framework, called institution [92], defining the essential concepts that a logical system should satisfy. In comparison to specification theories, institutions comprise a notion of signature, model, sentence and a satisfaction relation between models and sentences of the same signature. A satisfaction condition expresses that the validity is invariant under change of signatures. Main differences between institutions and specification theories are the following:

- In specification theories interfaces play the role of both models and sentences, e.g. $I \leq S$ means that the implementation $I \in \mathcal{S}^I$ satisfies the specification $S \in \mathcal{S}$ which could also be written $I \models S$ in more logical terms.

- In specification theories we abstract from signatures of specifications.

- Institutions do not support a concept of structurally composing communicating models.

- Environment correctness is a property that could be considered as a sentence, however, environment correctness is a property between two models, one acting as component behaviour model and the other one as environment model.

An example of using institutions to formalize the design of component-based systems is the work on CommUnity which is a parallel program design language developed by Fiadeiro and Maibaum in [82, 81]. They show how a framework for the design of parallel programs (or concurrent components) can be formalized as an institution.

One aspect that is not covered by specification theories, often seen in other languages geared towards the specification of component-based systems, is the architectural (hierarchical) structure of these systems. Several formalisms have been proposed in the literature for the architectural design of systems, also referred to as architectural description languages (ADL), like, e.g., Wright [4] and Darwin [136]. A first attempt of including architectural aspects in the abstract setting of specification theories has been recently developed by Hennicker and Knapp in [102].

**Publication history.** The notion of specification theories is based on [27], however, rather than relying on a symmetric compatibility relation like in [27], we consider a non-symmetric environment correctness relation. The use of environment correctness is more general since the symmetric compatibility relation $\leftrightarrow$
can be obtained by $\rightarrow$, see Definition 2.1.1. Morphisms have already been introduced in [22].

2.3 Summary

In this chapter we have proposed a uniform algebraic framework for specification theories supporting compositional top-down design of component-based systems. A specification theory should feature a composition operator to structurally combine communicating components, an environment correctness relation which expresses when communicating components interoperate properly with their environment, and a refinement relation supporting the stepwise development of implementations from abstract specifications.

We have identified important properties that specification theories should support, most importantly compositionality of refinement and preservation of environment correctness by refinement. We have shown how algebraic morphisms, embeddings and reflective embeddings allow to relate different specification theories.
Chapter 3

Modal Input/Output Automata

In this chapter we study modal input/output automata [124] as the basis for specification theories. Modal input/output automata are an extension of modal transition systems [126] which were introduced by Larsen and Thomsen in 1988 and which are labelled transition systems but with two types of transitions: a \textit{may}-transition relation expresses allowed transitions that may be present in a refinement, whereas \textit{must}-transitions are mandatory transitions that need to be preserved in any refinement. Modal transition systems together with modal refinement give rise to consider modal transition systems as abstractions of (sets of) labelled transition systems.

In recent years, modal transition systems have gained a lot of interest in the research community for formal modelling of component behaviour. The main reasons are twofold: From a theoretical point of view, they are a lightweight approach to the flexible refinement of transition system-based specifications, and the concept of \textit{must}-transitions allows to express local liveness properties. On the other hand, they are from practical interest to the software product-line community [152, 55, 10, 84] since modal transition systems can be used to specify a whole set of different implementations (represented as ordinary labelled transition systems).

In the first part of this chapter, we recall modal input/output automata [124] as an extension of modal transition systems [126] by input, output and internal actions, and their basic notions like synchronous composition and modal refinement [126, 109]. For defining a suitable environment correctness notion for modal input/output automata, we follow the approach of [124], which is inspired by compatibility of interface automata [61], and consider as a communication error whenever a component can issue an output for which the environment is not ready to take that output as an input. As our first contribution in this chapter, we show that modal input/output automata together with strong modal refinement and strong environment correctness form a specification theory.

As strong environment correctness is not preserved by weak modal refine-
ment, we propose as our second contribution a new observational version of environment correctness which we call weak environment correctness. Weak environment correctness allows non-observable actions to happen before the relevant input and we show that it is preserved by weak modal refinement hence giving rise to a novel observational specification theory for modal input/output automata.

Outline. In Section 3.1 we give a thorough introduction to modal input/output automata. Modal synchronous composition as our composition operator for modal input/output automata is introduced in Section 3.2. The first specification theories $\text{Th}^{MIO}_{\text{strong}}$ and $\text{Th}^{DMIO}_{\text{strong}}$ are defined in Section 3.3 with strong modal refinement and strong environment correctness. Weak modal refinement and weak environment correctness is presented in Section 3.4 which gives rise to another specification theory $\text{Th}^{MIO}_{\text{weak}}$ that can be related to $\text{Th}^{MIO}_{\text{strong}}$ by an embedding. Finally, in Section 3.5 we discuss related work, and summarize the content of this chapter in Section 3.6.

3.1 Definition

The behaviour of components is described with external actions which can be either input or output actions used for communication with the environment, and internal actions which model internal communication or computation.

Definition 3.1.1 (Action signature)

An action signature is a triple $\Sigma = (\Sigma^{in}, \Sigma^{out}, \Sigma^{int})$ where $\Sigma^{in}$, $\Sigma^{out}$, $\Sigma^{int}$ are the pairwise disjoint sets of input, output, and internal actions, respectively. We write $\Sigma^{ext}$ for the set of external actions, that is $\Sigma^{in} \cup \Sigma^{out}$.

Actions are usually denoted with small Greek letters. We write $\cup \Sigma$ for the union $\Sigma^{in} \cup \Sigma^{out} \cup \Sigma^{int}$. We usually refer with indices to the respective components of an action signature, i.e. when we are given an action signature $\Sigma_1$, then $\Sigma^{in}_1$, $\Sigma^{out}_1$, $\Sigma^{int}_1$ are the sets of input, output and internal actions of $\Sigma_1$, respectively.

When two components with action signatures $\Sigma_1$ and $\Sigma_2$ are composed to form a larger system, every shared action becomes an internal action. In this thesis we restrict ourselves to the case of binary communication, so an action $\alpha$ is an external action of at most two components, an input of one component and an output of the other one. Other, more general communication schemes in related approaches are discussed in Section 3.5.

Composing action signatures is not always meaningful according to the above restrictions. Two action signatures $\Sigma_1$ and $\Sigma_2$ are composable if every shared action in $\cup \Sigma_1 \cap \cup \Sigma_2$ is either an input action in $\Sigma_1$ and an output action in $\Sigma_2$, or vice versa.
Definition 3.1.2 (Composability)
Two action signatures $\Sigma_1$ and $\Sigma_2$ are composable if

$$(\bigcup \Sigma_1) \cap (\bigcup \Sigma_2) = (\Sigma_1^{in} \cap \Sigma_2^{out}) \cup (\Sigma_1^{out} \cap \Sigma_2^{in}).$$

The composition of two composable action signatures results in a new action signature in which shared (external) actions become internal actions.

Definition 3.1.3 (Composition)
Let $\Sigma_1$ and $\Sigma_2$ be two composable action signatures. The composition of $\Sigma_1$ and $\Sigma_2$ is defined by $\Sigma_1 \otimes \Sigma_2 \triangleq (\Sigma_1^{in}, \Sigma_1^{out}, \Sigma_1^{int})$ where

$$\Sigma_1^{in} = (\Sigma_1^{in} \cup \Sigma_2^{in}) \setminus \text{shared}(\Sigma_1, \Sigma_2),$$
$$\Sigma_1^{out} = (\Sigma_1^{out} \cup \Sigma_2^{out}) \setminus \text{shared}(\Sigma_1, \Sigma_2),$$
$$\Sigma_1^{int} = \Sigma_1^{int} \cup \Sigma_2^{int} \cup \text{shared}(\Sigma_1, \Sigma_2),$$

with $\text{shared}(\Sigma_1, \Sigma_2) = (\Sigma_1^{in} \cap \Sigma_2^{out}) \cup (\Sigma_1^{out} \cap \Sigma_2^{in})$.

Example 3.1.4
Figure 3.1 illustrates the composition of two composable action signatures $\Sigma_1$ and $\Sigma_2$, denoted $\Sigma_1 \otimes \Sigma_2$. Each frame represents an action signature; ingoing and outgoing arrows at the frame border show the input and output actions, bullets at the frame border represent internal actions. For instance, $\Sigma_1$ is the action signature determined by $\Sigma_1^{in} = \{\alpha_1, \beta_2\}$, indicated by incoming arrows, $\Sigma_1^{out} = \{\alpha_2, \beta_1\}$, indicated by outgoing arrows, and $\Sigma_1^{int} = \{\delta\}$, indicated by a bullet. When $\Sigma_1$ and $\Sigma_2$ are composed, the shared external actions $\beta_1 \in \Sigma_1^{out} \cap \Sigma_2^{in}$ and $\beta_2 \in \Sigma_2^{out} \cap \Sigma_1^{in}$ become internal actions in $\Sigma_1 \otimes \Sigma_2$, all other non-shared actions keep their types. Altogether, $\Sigma_1 \otimes \Sigma_2$ is determined by the output actions $\alpha_2$ and $\gamma_1$, the input actions $\alpha_1$ and $\gamma_2$, and the internal actions $\delta, \beta_1, \beta_2, \zeta$. 

![Figure 3.1: Composition of action signatures schematically](image)
In several sections of this thesis we will focus only on the observable behaviour of components and hence treat internal actions as non-observable actions (traditionally called \( \tau \) actions in the literature\cite{142}). To achieve a uniform approach to refinement taking into account internal action names as well as observational refinement not taking into account internal action names, we would like to use the same action signatures in both viewpoints and avoid the explicit introduction of \( \tau \) actions. Therefore, when we switch to the observational view on refinement in Section\cite{3.4} we will always assume that each occurring internal action has a globally unique name, and if composition yields new internal actions then they are named with a new name. In practice, when composing two components with a common internal action in the observational setting, then this should be still composable and we achieve composability by renaming the clashing internal action (in one of the action signatures) to an internal action with a new name. To simplify presentation, we will not mention this renaming process in the following anymore and always assume the absence of name clashes of internal actions, but the reader should keep in mind that in the observational treatment of modal input/output automata names of internal actions do not have any relevance.

Modal input/output automata\cite{124} are based on modal transition systems as introduced by Larsen and Thomsen in 1988\cite{126}. Modal transition systems are similar to labelled transition systems but equipped with two transition relations: a may-transition relation expresses which transitions are allowed to be present in a refinement, whereas a must-transition relation expresses which transitions are required to be present in any refinement.

**Definition 3.1.5 (Modal transition system (MTS))**

A modal transition system (MTS) is a tuple 
\[(St, s_0, Act, \rightarrow, \rightarrow)\]
where \(St\) is a set of states, \(s_0 \in St\) is an initial state, \(Act\) is a set of actions, \(\rightarrow \subseteq St \times Act \times St\) is a may-transition relation, and \(\rightarrow \subseteq St \times Act \times St\) is a must-transition relation such that \(\rightarrow \subseteq \rightarrow\).

Note that MTSs are usually assumed to be syntactically consistent, that is \(\rightarrow \subseteq \rightarrow\), i.e., every required transition is also allowed. In the literature one also finds mixed transition systems\cite{7} which are MTSs with the requirement \(\rightarrow \subseteq \rightarrow\) dropped. Also note that modalities in modal transition systems express constraints for refinement – however, a must-transition does not necessarily mean that this transition must be performed in any system execution. This becomes clear if there is a choice between two must-transitions.

Following\cite{124}, we extend modal transition systems by replacing the set of actions \(Act\) by an action signature \(\Sigma = (\Sigma^{in}, \Sigma^{out}, \Sigma^{int})\), as introduced in the previous section. This extension by input/output/internal actions is in line with related works in the literature, like interface automata\cite{61} or I/O automata\cite{133}.
Definition 3.1.6 (Modal input/output automaton (MIO))
A modal input/output automaton (MIO) is a tuple

\[(S_t, s_0, \Sigma, \rightarrow, \rightarrow)\]

where \(S_t\) is a set of states, \(s_0 \in S_t\) is an initial state, \(\Sigma = (\Sigma^i, \Sigma^o, \Sigma^{int})\) is an action signature, \(\rightarrow \subseteq S_t \times \bigcup \Sigma \times S_t\) is a may-transition relation and \(\rightarrow \subseteq S_t \times \bigcup \Sigma \times S_t\) is a must-transition relation such that \(\rightarrow \subseteq \rightarrow\).

A MIO \((S_t, s_0, \Sigma, \rightarrow, \rightarrow)\) is

- deterministic if for any transitions \(s \xrightarrow{a} s'\) and \(s \xrightarrow{a} s''\), it holds that \(s' = s''\),
- an implementation if \(\rightarrow = \rightarrow\).

All facts and definitions that we provide for particular MIOs are independent of the names of the states of the MIO. In fact we will use MIOs as representatives of their isomorphism classes w.r.t. bijections on states. The set of those isomorphism classes is denoted by \(\text{MIO}\). The set of isomorphism classes for deterministic MIOs is denoted by \(d\text{MIO}\). The set of isomorphism classes of all (deterministic) implementations is denoted by \(\text{MIO}_i\) (\(d\text{MIO}_i\), respectively).

We introduce a couple of notations for MIOs which will be frequently used throughout this thesis and which apply also to all other variants of MIOs later on. We usually name MIOs by capital Latin letters. States are usually denoted by same small Latin letters as the MIO itself. If the elements of a MIO \(S\) are not explicitly listed then we refer with \(S_t, s_0, \Sigma, \rightarrow, \rightarrow\) to the respective elements of \(S\). As usual, we write \(s \xrightarrow{a} S s'\) for a transition \((s, a, s') \in \rightarrow\). Moreover, \(s \xrightarrow{a} S\) abbreviates \(\exists s' \in S : s \xrightarrow{a} S s'\). For a sequence of actions \(\sigma \in (\Sigma)^*\), the notation \(s \xrightarrow{\sigma} S s'\) means that \(\sigma\) is the empty sequence and \(s = s'\), or \(\sigma = a_1 a_2 \ldots a_n\) for some \(n \geq 1\) and

\[\exists s_1, \ldots, s_{n-1} \in S : s \xrightarrow{a_1} S s_1 \xrightarrow{a_2} S s_2 \cdots s_{n-1} \xrightarrow{a_n} S s'\]

The label \(\tau\) is used as a placeholder for an arbitrary internal action, e.g., a transition \(s \xrightarrow{\tau} S s'\) means that there exists \(a \in \Sigma^{int}\) such that \(s \xrightarrow{a} S s'\), and \(s \xrightarrow{\tau} S s'\) stands for \(s \xrightarrow{\sigma} S s'\) where \(\sigma\) is a finite sequence of internal actions, possibly empty sequence and then \(s = s'\). All above notations similarly apply to the must-transition relation.

Example 3.1.7
The example in Figure 3.2 shows a MIO \(T\) with action signature determined by \(\Sigma^i_T = \{\text{coin}\}\), \(\Sigma^o_T = \{\text{coffee, tea}\}\) and \(\Sigma^{int}_T = \{\text{brewWater}\}\). The action signature is again indicated by the frame having incoming and outgoing arrows for input and

\[1\] The abbreviation MIO ['mi:o] stands for modal input/output automaton, and we write MIOs for the plural form modal input/output automata.
output actions, respectively, and a bullet for the internal actions. The states and transitions are depicted within the frame. The initial state $t_0$ is indicated by a double circle. May-transitions are drawn with a dashed arrow, must-transitions with solid arrows. May-transitions underlying must-transitions are not drawn for simplicity.

To emphasize the type of actions labelling transitions, we often write a question mark after an input action and an exclamation mark after an output action.

The MIO $T$ specifies a simple vending machine. After throwing a coin into the machine’s slot, the machine starts brewing water and then dispenses either coffee or tea. Coffee must always be possible in state $t_2$, whereas tea is an optional feature that might or might not be possible in a refinement. This intuitive explanation of the semantics of may- and must-transitions is formalized by modal refinement defined in Section 3.3 below.

### 3.2 Modal Synchronous Composition

Modal transition systems can be synchronously composed [126] by synchronizing on shared actions, and by interleaving of other non-shared actions. In this thesis, we solely consider blocking semantics of message passing, i.e. if a shared action is enabled in one MIO but not in the other one, then there is no transition for that action in the composition. Modal synchronous composition [126] mimics the usual parallel composition of labelled transition systems [142] on the level of modal transition systems. Crucially, there is a must-transition in the composition labelled with a shared action only if the synchronized transitions are must-transitions.

According to the restrictions for composing action signatures, we say that two MIOs $S_1$ and $S_2$ are *composable* if their action signatures $\Sigma_1$ and $\Sigma_2$ are composable.
3.2 Modal Synchronous Composition

Definition 3.2.1 (Modal Synchronous Composition)
Let $S_j = (St_j, s_{0,j}, \Sigma_j, \rightarrow_j, \rightarrow_j, j) \in \mathbb{MIO}$ with $\Sigma_j = (\Sigma_{j}^{\text{in}}, \Sigma_{j}^{\text{out}}, \Sigma_{j}^{\text{int}})$, $j \in \{1, 2\}$, such that $S_1$ and $S_2$ are composable. The modal synchronous composition of $S_1$ and $S_2$ is defined by the MIO

$$S_1 \otimes S_2 \triangleq (St_1 \times St_2, (s_{0,1}, s_{0,2}), \Sigma_1 \otimes \Sigma_2, \rightarrow, \rightarrow)$$

where the transition relations $\rightarrow, \rightarrow$ are defined by the following rules:

\[
\begin{align*}
&s_1 \xrightarrow{a} s'_1, \quad \alpha \notin \Sigma_2^{\text{ext}} & s_1 \xrightarrow{a} s'_1, \quad \alpha \notin \Sigma_2^{\text{ext}} \\
&(s_1, s_2) \xrightarrow{a} (s'_1, s_2) & (s_1, s_2) \xrightarrow{a} (s'_1, s_2)
\end{align*}
\]

\[
\begin{align*}
&s_2 \xrightarrow{a} s'_2, \quad \alpha \notin \Sigma_1^{\text{ext}} & s_2 \xrightarrow{a} s'_2, \quad \alpha \notin \Sigma_1^{\text{ext}} \\
&(s_1, s_2) \xrightarrow{a} (s_1, s'_2) & (s_1, s_2) \xrightarrow{a} (s_1, s'_2)
\end{align*}
\]

\[
\begin{align*}
&s_1 \xrightarrow{a} s'_1, \quad s_2 \xrightarrow{a} s'_2, \quad \alpha \in \Sigma_1^{\text{ext}} \cap \Sigma_2^{\text{ext}} & s_1 \xrightarrow{a} s'_1, \quad s_2 \xrightarrow{a} s'_2, \quad \alpha \in \Sigma_1^{\text{ext}} \cap \Sigma_2^{\text{ext}} \\
&(s_1, s_2) \xrightarrow{a} (s'_1, s'_2) & (s_1, s_2) \xrightarrow{a} (s'_1, s'_2)
\end{align*}
\]

As we consider MIOs up to bijections between the sets of states and names of internal actions are relevant for composability of MIOs, modal synchronous composition is commutative and pseudo-associative.

Lemma 3.2.2
Modal synchronous composition $\otimes$ is commutative and pseudo-associative.

Proof. Given two composable MIOs $S_1$ and $S_2$, then $S_1 \otimes S_2$ and $S_2 \otimes S_1$ only differ in their state names, hence $S_1 \otimes S_2 = S_2 \otimes S_1$ since we consider MIOs up to bijection between the sets of states. To show pseudo-associativity, assume three pairwise composable MIOs $S_1$, $S_2$, and $S_3$. Then also $(S_1 \otimes S_2) \otimes S_3$ and $S_1 \otimes (S_2 \otimes S_3)$ are defined. We only show that $S_1 \otimes (S_2 \otimes S_3)$ is defined, the other claim is symmetric. Assume that (w.l.o.g., the other cases are similar) there is $\beta \in \Sigma_1^{\text{out}} \cap \Sigma_2^{\text{out}}$ where $\Sigma_2^{\text{out}}$ is the set of output actions of $S_2 \otimes S_3$. Either $\beta \in \Sigma_2^{\text{out}}$, then $S_1 \otimes S_2$ would not be defined; or $\beta \notin \Sigma_2^{\text{out}}$, but then $S_1 \otimes S_3$ would not be defined; hence $\Sigma_1^{\text{out}} \cap \Sigma_2^{\text{out}} = \emptyset$. Thus we can conclude that $S_1 \otimes (S_2 \otimes S_3)$ is defined.

We do not further elaborate on the transition relations in $(S_1 \otimes S_2) \otimes S_3$ and $S_1 \otimes (S_2 \otimes S_3)$. The proof that their may- and must-transition relations coincide is straightforward. \[\square\]

\[\text{If internal action names are relevant then one could even show associativity in the sense that for all } S, E, E' \in \mathcal{S}, \text{ if } (S_1 \otimes S_2) \otimes S_3 \text{ is defined, then } S_1 \otimes (S_2 \otimes S_3) \text{ is defined and } (S_1 \otimes S_2) \otimes S_3 = S_1 \otimes (S_2 \otimes S_3). \text{ However, if internal action names are not relevant (which will be the case for weak modal refinement) this stronger claim fails to hold because composability of } (S_1 \otimes S_2) \text{ and } S_3 \text{ does not imply composability of } S_2 \text{ and } S_3 \text{ in general. A counterexample is as follows: If } S_1 \text{ has input action } a? \text{ and } S_2 \text{ and } S_3 \text{ have output action } a!, \text{ then } (S_1 \otimes S_2) \otimes S_3 \text{ is defined because internal action names are not relevant, however, } S_2 \otimes S_3 \text{ is undefined.} \]
3.3 The Specification Theories $Th_{\text{strong}}^{\text{MIO}}$ and $Th_{\text{strong}}^{\text{dMIO}}$

3.3.1 Strong Modal Refinement

Refinement allows to relate an abstract specification with a more concrete specification providing means to develop a system in a stepwise refinement process. Strong modal refinement [126] requires that, on the one hand, the concrete specification does not have more transitions than allowed by the abstract specification, and on the other hand, the concrete specification has all the transitions that are required by the abstract specification. Modal refinement is formalized as a bisimulation-like relation, however, each direction of the simulation is restricted to may- or must-transitions.

**Definition 3.3.1 (Strong modal refinement)**

Let $S, T \in \text{MIO}$ with the same action signature $\Sigma = (\Sigma^{\text{in}}, \Sigma^{\text{out}}, \Sigma^{\text{int}})$. $S$ is a strong modal refinement of $T$, denoted $S \leq_{s} T$, if there exists a refinement relation $R \subseteq St_{S} \times St_{T}$ such that $(s_{0}, t_{0}) \in R$, and for all $(s, t) \in R$, for all $\alpha \in \bigcup \Sigma$,

1. for all $s' \in St_{S}$, if $s \xrightarrow{\alpha} s'$ then there exists $t' \in St_{T}$ such that $t \xrightarrow{\alpha} t'$ and $(s', t') \in R$,

2. for all $t' \in St_{T}$, if $t \xrightarrow{\alpha} t'$ then there exists $s' \in St_{S}$ such that $s \xrightarrow{\alpha} s'$ and $(s', t') \in R$.

It is easy to see that strong modal refinement is a preorder, i.e. reflexive and transitive. If $T$, the abstract specification, consists of may-transitions only, then strong modal refinement coincides with simulation [142]; if $T$ is an implementation, that is the may- and must-transition relations coincide, then strong modal refinement is equivalent to strong bisimulation [142]. We write $S \approx_{s} T$ if both $S \leq_{s} T$ and $T \leq_{s} S$ hold.

**Lemma 3.3.2**

Every implementation $I \in \text{MIO}^{i}$ is a final element with respect to strong modal refinement.

**Proof.** Let $I \in \text{MIO}^{i}$ and assume another MIO $S \in \text{MIO}$ such that $S \leq_{s} I$, with refinement relation $R$. We define a new refinement relation $R^{-1} = \{(i, s) | (s, i) \in R\}$, and show that $R^{-1}$ proves $I \leq_{s} S$. Clearly, $(i_{0}, s_{0}) \in R^{-1}$. Let $(i, s) \in R^{-1}$.

1. Assume $i \xrightarrow{\alpha_{I}} i'$. Since $I$ is an implementation, we know $i \xrightarrow{\alpha_{I}} i'$. From $(s, i) \in R$ it follows that there exists $s \xrightarrow{\alpha} s'$ such that $(s', i') \in R$, and thus $s \xrightarrow{\alpha} s'$ and $(i', s') \in R^{-1}$.

2. Assume $s \xrightarrow{\alpha} s'$. Then also $s \xrightarrow{\alpha_{S}} s'$. From $(s, i) \in R$ it follows that there exists $i \xrightarrow{\alpha} i'$ such that $(s', i') \in R$. Thus $(i', s') \in R^{-1}$, and since $I$ is an implementation, we know that $i \xrightarrow{\alpha_{I}} i'$. \qed
Example 3.3.3
Strong modal refinement defines refinement hierarchies, as shown for a simple example in Figure 3.3. All depicted MIOs have action signature \((\Sigma^\text{in}, \Sigma^\text{out}, \Sigma^\text{int})\) with \(\Sigma^\text{int} = \{\alpha, \beta\}\) and \(\Sigma^\text{in} = \Sigma^\text{out} = \emptyset\). For simplicity, frames and action signatures are not drawn in this figure. Dotted arrows illustrate refinements: \(S \rightsquigarrow T\) expresses that \(S\) is a strong modal refinement of \(T\). Note that the transitive closure of \(\rightsquigarrow\) also expresses valid refinements. The topmost MIO allows \(\alpha\) or \(\beta\) to happen, which is refined to either only allow \(\alpha\), only allow \(\beta\), require \(\alpha\) and allow \(\beta\), or require \(\beta\) and allow \(\alpha\) (second row, from left to right). The third row consists of implementations that are final elements with respect to strong modal refinement.

![Figure 3.3: Refinement hierarchy induced by \(\leq_s\)](image)

Example 3.3.4
We consider again the simple vending machine specification shown in Figure 3.2. One possible strong modal refinement is shown in Figure 3.4. In state \(s_2\), the machine can decide between coffee and tea, and for tea it can non-deterministically...
decide between two transitions, one leading to the initial state and the other one
to a state in which the machine will only dispense coffee (not tea anymore). Thus
this particular implementation S of T is allowed to eventually stop dispensing
tea. Formally, the strong modal refinement $S \leq_s T$ is proven by the refinement
relation $\{(s_0, t_0), (s_1, t_1), (s_2, t_2), (s_3, t_0), (s_4, t_1), (s_5, t_2)\}$.

Recall that a MIO is called an implementation whenever the may- and must-
transition relations coincide. Also recall that the implementation semantics of $S$, 
see Section 2.1, consists of all those implementations $I \in \text{MIO}^i$ that refine $S$:

$$[S]_s \triangleq \left\{ I \in \text{MIO}^i \mid I \leq_s S \right\}.$$

Example 3.3.5

The implementation semantics of the topmost MIO in Figure 3.3 is the set of MIOs
shown in the third row, together with all implementations that are $\approx_s$-equivalent
to some MIO in the third row.

As explained in Section 2.1, the implementation semantics leads to the notion of consistency: a MIO $S$ is consistent if $[S]_s \neq \emptyset$. Since we assumed that
MIOs satisfy $\subseteq \rightarrow$, we obtain an implementation $I$ of $S$ by refining all may-
transitions to must-transitions; formally, $\rightarrow_I = \rightarrow_I \triangleq \rightarrow_S$. Thus, every MIO is
consistent.

Remark 3.3.6

If one is interested in specifying inconsistent MIOs, one can for instance drop the
requirement $\subseteq \rightarrow$ which yields mixed transition systems [7]. Another possibility
is to explicitly introduce distinguished inconsistent states as it is done, e.g., in the
work of Gössler and Raclet [90] under the name of pseudo-modal specifications.

In Section 2.1 we have introduced a derived “thorough” notion of refinement: A MIO $S$ thoroughly refines another MIO $T$ (with the same action signature) if
every implementation of $S$ is also an implementation of $T$. As a consequence of
Theorem 2.1.2 in Section 2.1, strong modal refinement implies thorough refine-
ment.

The question of completeness of strong modal refinement was first investi-
gated, to our best knowledge, by Huth in [108]. More recently, Beneš et al. [32]
proved that strong modal refinement is complete if the abstract MIO is determin-
istic. An example that, in general, thorough refinement does not imply strong
modal refinement can be found in [32].

Theorem 3.3.7 (Relative completeness of strong modal refinement)

Let $S, T \in \text{MIO}$ with the same action signature and assume that $T$ is deterministic. Then $[S]_s \subseteq [T]_s$ implies $S \leq_s T$. 

Note that, in particular, refinement is also complete if only deterministic MIOs and deterministic implementations are considered. Recently, it has been shown that deciding thorough refinement for finite modal transition systems is \( \text{EXPTIME-complete} \) [31] and since strong modal refinement can be computed in polynomial time by a greatest fixed-point computation (similarly as in the case of strong bisimulation [115]), strong modal refinement is widely accepted as the choice for practical applications.

**Remark 3.3.8**

Interestingly, modal synchronous composition of MIOs, introduced in Section 3.2, is an over-approximation in the sense of the implementation semantics:

\[
[S \otimes T]^s_s \supseteq \{ I \otimes J \mid I \in [S]^s_s, J \in [T]^s_s \}.
\]

See [32, 23] for more details and discussion on this issue.

In what follows, we show that strong modal refinement is compositional: If \( S \) and \( T \) are composable MIOs and we replace \( S \) and \( T \) by strong modal refinements \( S' \) and \( T' \), respectively, then \( S' \) and \( T' \) are composable and the refined system \( S' \otimes T' \) is a strong modal refinement of \( S \otimes T \). In [126] the claim was shown for general static constructs on modal processes which instantiates also to modal synchronous composition of MIOs.

**Theorem 3.3.9 (Compositional refinement)**

Let \( S, S', T, T' \in \text{MIO} \). If \( S' \leq_s S \) and \( T' \leq_s T \) and \( S \) and \( T \) are composable, then \( S' \) and \( T' \) are composable and \( S' \otimes T' \leq_s S \otimes T \).

**Proof.** It is sufficient to prove the claim for \( T = T' \). \( S' \) and \( T \) are composable because action signatures are not changed during strong modal refinement. The construction of the desired refinement relation is straightforward: If \( R_S \) is the relation demonstrating the refinement \( S' \leq_s S \), then the relation \( R = \{ ((s', t), (s, t)) \mid t \in St_T, (s', s) \in R_S \} \) proves the refinement \( S' \otimes T \leq_s S \otimes T \).

### 3.3.2 Strong Environment Correctness

In this section, we introduce our first environment correctness notion for MIOs. Following the approach of [124] which is inspired by interface compatibility of interface automata [61], we consider as a communication error when an output can be sent by the specification, however, the environment is not required to be able to perform the corresponding input which is the case when there is no must-transition enabled with that input action. **Strong environment correctness** between a specification (given as a MIO) and an environment (also itself a MIO) is consequently the absence of any communication error in the above sense in any reachable state of the composition of specification and environment under consideration.

Strong environment correctness is based on the compatibility notion in [124], however, our notion is firstly not symmetric (outputs of the environment are not
considered) and secondly adapted to the pessimistic view on compatibility: $E$ is a correct environment for a specification $S$ if $E \otimes F$ is also a correct environment for $S$ for all $F$ that are composable with $E$ (as opposed to some in the optimistic approach of [124]).

Another important point here is, for this first version of environment correctness, that the environment must be immediately ready to receive the output, as opposed to a relaxed form in which the environment may do some steps in between, before receiving the output. The former one, strong environment correctness, is shown to be a suitable environment correctness relation for MIOs with strong modal refinement, the latter is referred to by weak environment correctness in the following, and formally defined in Section [3.4.2] for MIOs with weak modal refinement.

For given MIOs $S$ and $E$, $E$ is a strongly correct environment of $S$ whenever no communication errors in $S \otimes E$ are reachable that are caused from outputs of $S$ which are inputs of $E$.

**Definition 3.3.10 (Strong environment correctness)**

Let $S, E \in \text{MIO}$ be composable. $E$ is a strongly correct environment for $S$, written $S \rightarrow_s E$, if for all reachable states $(s, e)$ in $S \otimes E$, for all $\alpha \in \Sigma_{\text{out}}^S \cap \Sigma_{\text{in}}^E$,

$$
\text{if } s \stackrel{\alpha!}{\rightarrow} S \text{, then } e \stackrel{\alpha?}{\rightarrow} E.
$$

Strong environment correctness only requires that, whenever a shared output is enabled, then in the environment the corresponding input must be enabled as well. This, of course, does not imply that the synchronization actually happens (in case other actions are interleaved). However, one can show that states with outputs enabled guarantee a certain deadlock-freedom, more precisely, one can show that this state is eventually left. In order to prove this, we have to assume finite state transition systems (i.e. finitely many states and finitely many transitions) and strong fairness [130], i.e. we only consider fair computations: A computation is said to be fair if it is finite or if every transition which is enabled infinitely many times is also taken infinitely many times. Then, strong environment correctness implies that, when a MIO is in a state with an output enabled, the state is eventually left.

**Theorem 3.3.11 (Preservation of strong environment correctness)**

Let $S, S', E, E' \in \text{MIO}$. If $S \rightarrow_s E$ and $S' \leq_s S$ and $E' \leq_s E$, then $S' \rightarrow_s E'$.

**Proof.** Assume that $S \rightarrow_s E$ and $S' \leq_s S$ with refinement relation $R_S$ and $E' \leq_s E$ with refinement relation $R_E$. Let $(s', e')$ be a reachable state in $S' \otimes E'$ such that $s' \stackrel{\alpha!}{\rightarrow} S'$ with $\alpha \in \Sigma_{\text{out}}^S \cap \Sigma_{\text{in}}^E$. Since $S' \leq_s S$ and $E' \leq_s E$, there exist states $s \in St_S$ and $e \in St_E$ such that $(s', s) \in R_S$ and $(e', e) \in E$ and $(s, e)$ reachable in $S \otimes E$. It follows that $s \stackrel{\alpha!}{\rightarrow} S$ and hence by $S \rightarrow_s E$ and reachability of $(s, e), e \stackrel{\alpha?}{\rightarrow} E$. Again by refinement $(e', e) \in R_E$ we get that $e' \stackrel{\alpha?}{\rightarrow} E'$. This was to be shown. \qed
3.3 The Specification Theories $\text{Th}_{\text{MIO}}^{\text{strong}}$ and $\text{Th}_{d\text{MIO}}^{\text{strong}}$

Figure 3.5: MIOs $S_1$, $S_2$ specifying a client, and $T_1$, $T_2$ specifying a vending machine

Example 3.3.12
Figure 3.5 illustrates strong environment correctness with four MIOs. On the left hand side, $S_1$ and $S_2$ specify two clients of the vending machine that can insert coins into the machine and then take out either coffee or tea. Observe that $S_2 \leq_s S_1$, i.e. $S_1$ is more abstract than $S_2$ since the client may not insert a coin at all, can throw more than one coin into the machine, and may not accept a tea. On the right hand side, $T_1$ and $T_2$ specify two vending machines, with $T_2$ implementing a beep after dispensing a drink and before accepting the next coin. Note that $T_2 \not\leq_s T_1$ and $T_1 \not\leq_s T_2$ because $T_2$ has an additional internal action.

We can see that both $S_2 \rightarrow_s T_1$ and $T_1 \rightarrow_s S_2$ hold: in all reachable states of $S_2 \otimes T_1$, for all enabled (shared) output may-transitions there exist corresponding input must-transitions in the other automaton. However, $S_1 \not\rightarrow_s T_1$ because $(s_1, t_1)$ is a reachable state in $S_1 \otimes T_1$ and the optional transition with output coin! is not accepted by $T_1$, and $T_1 \not\rightarrow_s S_1$ because in the same reachable state $(s_1, t_1)$ the optional output tea! of $T_1$ is not required to be accepted by $S_1$. It is satisfied that $T_2 \rightarrow_s S_2$, however, we have that $S_2 \not\rightarrow_s T_2$: in the reachable state $(s_0, t_2)$, $T_2$ is not immediately ready to accept the next coin! sent by $S_2$.

3.3.3 Definition of $\text{Th}_{\text{MIO}}^{\text{strong}}$ and $\text{Th}_{d\text{MIO}}^{\text{strong}}$

Having established preservation of environment correctness enables us to ultimately define our first specification theories for MIOs:

**Corollary 3.3.13**

$\text{Th}_{\text{MIO}}^{\text{strong}} \triangleq (\text{MIO}, \text{MIO}^i, \leq_s, \otimes, \rightarrow_s)$ is a specification theory.

$\text{Th}_{d\text{MIO}}^{\text{strong}} \triangleq (d\text{MIO}, d\text{MIO}^i, \leq_s, \otimes, \rightarrow_s)$ is a specification theory.
Proof. We show that $\text{Th}_{\text{strong}}^{\text{MIO}}$ satisfies all the required properties of a specification theory, see Definition 2.1.1 in Section 2.1:

- $\text{MIO}^i$ is a (proper) subset of $\text{MIO}$.
- Strong modal refinement $\leq_s$ is reflexive and transitive.
- Modal synchronous composition $\otimes$ was shown in Lemma 3.2.2 to be commutative and pseudo-associative.
- Strong environment correctness $\rightarrow_s$ implies composability: whenever we have $S \rightarrow_s E$, then $S \otimes E$ is defined; see Definition 3.3.10.
- Compositional refinement (A1) is shown in Theorem 3.3.9.
- Preservation of environment correctness (A2) is shown in Theorem 3.3.11.
- Finality of implementations (A3) has been shown in Lemma 3.3.2.

This finishes the proof that $\text{Th}_{\text{strong}}^{\text{MIO}}$ is a specification theory. Also $\text{Th}_{\text{strong}}^{d\text{MIO}}$ is a specification theory as (A1), (A2) and (A3) also hold for deterministic MIOs; note that $\otimes$ applied to deterministic MIOs yields a deterministic MIO again.

Since the two specification theories $\text{Th}_{\text{strong}}^{d\text{MIO}}$ and $\text{Th}_{\text{strong}}^{\text{MIO}}$ only differ in the set of specifications and implementations, we can define a reflective embedding of $\text{Th}_{\text{strong}}^{d\text{MIO}}$ in $\text{Th}_{\text{strong}}^{\text{MIO}}$.

**Corollary 3.3.14**
The identity function $\text{id} : d\text{MIO} \rightarrow \text{MIO}$ is a reflective embedding of $\text{Th}_{\text{strong}}^{d\text{MIO}}$ in $\text{Th}_{\text{strong}}^{\text{MIO}}$.

**Proof.** Clearly, the identity function is injective. All other conditions of Definition 2.1.5 are trivial as well.

### 3.4 The Specification Theory $\text{Th}_{\text{weak}}^{\text{MIO}}$

#### 3.4.1 Weak Modal Refinement

Similar to the step from simulation to weak simulation taking into account silent moves [142, 88] one can introduce a notion of modal refinement that treats transitions labelled by internal actions as non-observable steps (or traditionally called $\tau$-transitions). Such an observational refinement for modal transition systems was already proposed in 1989 by Hüttel and Larsen [109] under the name of weak modal refinement. This notion is the generalization of strong modal refinement [126], similar to the generalization of bisimulation for labelled transition systems to weak bisimulation [142].
Weak modal refinement requires that every must-transition in the abstract specification must be simulated in the concrete specification, possibly enclosed by must-transitions with internal actions. May-transitions in the concrete specification must be simulated analogously, modulo internal actions, in the abstract specification. In contrast to strong modal refinement, names of internal actions do not matter (cf. Section 3.1) and thus there is no restriction on the set of internal actions of refined and refining MIO; the refining MIO can, in particular, introduce new internal actions.

**Definition 3.4.1 (Weak modal refinement)**

Let \( S, T \in \text{MIO} \) with the same sets of input and output actions. \( S \) is a weak modal refinement of \( T \), denoted \( S \preceq_w T \), if there exists a refinement relation \( R \subseteq St_S \times St_T \) such that \( (s_0, t_0) \in R \), and for all \( (s, t) \in R \), for all \( \alpha \in (\bigcup \Sigma_S) \cup (\bigcup \Sigma_T) \), the following conditions are satisfied:

1. For any \( s' \in St_S \), if \( s \trans{\alpha} S s' \) and
   - \( \alpha \in \Sigma_{\text{int}}^S \) then there exists \( t' \in St_T \) such that \( t \trans{\alpha} T t' \) and \( (s', t') \in R \),
   - \( \alpha \in \Sigma_{\text{ext}}^S \) then there exists \( t' \in St_T \) such that \( t \trans{\alpha \tau} T t' \) and \( (s', t') \in R \).

2. For any \( t' \in St_T \), if \( t \trans{\alpha} T t' \) and
   - \( \alpha \in \Sigma_{\text{int}}^T \) then there exists \( s' \in St_S \) such that \( s \trans{\alpha \tau} S s' \) and \( (s', t') \in R \),
   - \( \alpha \in \Sigma_{\text{ext}}^T \) then there exists \( s' \in St_S \) such that \( s \trans{\alpha \tau} S s' \) and \( (s', t') \in R \).

It is easy to see that weak modal refinement is a preorder, i.e. reflexive and transitive. If \( S \) and \( T \) do not contain internal transitions, then weak modal refinement coincides with strong modal refinement. If both \( S \) and \( T \) are implementations, then \( S \preceq_w T \) is equivalent to weak bisimulation \([88]\) between \( S \) and \( T \).

The implementation semantics of \( S \in \text{MIO} \) with respect to weak modal refinement is given by \([S]_w \triangleq \{ I \in \text{MIO} \mid I \preceq_w S \} \). As a consequence of Theorem 2.1.2 in Section 2.1, \( S \preceq_w T \) implies \([S]_w \subseteq [T]_w \).

**Remark 3.4.2**

The converse direction, \([S]_w \subseteq [T]_w \) implying \( S \preceq_w T \), does not hold in general, as it does not hold even for strong modal refinement; see Section 3.3.1 Finding sufficient conditions for MIOs \( S \) and \( T \) such that \([S]_w \subseteq [T]_w \) implies \( S \preceq_w T \) is out of the scope of this thesis. Since relative completeness of strong modal refinement could be shown for deterministic MIOs one possible choice would be to consider notions like weak determinism \([101]\).
Lemma 3.4.3

Every implementation $I \in MIO^i$ is a final element with respect to weak modal refinement.

Proof. Let $I \in MIO^i$ and assume another MIO $S \in MIO$ such that $S \leq_w I$ demonstrated by a refinement relation $R$. We define a new refinement relation $R^{-1} = \{(i, s) \mid (s, i) \in R\}$, and show that $R^{-1}$ proves $I \leq_w S$. Clearly, $(i_0, s_0) \in R^{-1}$. Let $(i, s) \in R$.

1. Assume $i \xrightarrow{\alpha} i'$ and $\alpha \in \Sigma^{ext}_I$. Since $I$ is an implementation, we know that $i \xrightarrow{\alpha} i'$. From $(s, i) \in R$ it follows that there exists $s \xrightarrow{\tau} s'$ such that $(s', i') \in R$, thus $s \xrightarrow{\tau} s' \xrightarrow{\alpha} i'$ and $(i', s') \in R^{-1}$. The case $\alpha \in \Sigma^{int}_I$ is similar.

2. Assume $s \xrightarrow{\alpha} s'$ and $\alpha \in \Sigma^{ext}_S$. Then also $s \xrightarrow{\alpha} s'$. From $(s, i) \in R$ it follows that there exists $i \xrightarrow{\tau} i'$ such that $(s', i') \in R$. Since $I$ is an implementation we know that $i \xrightarrow{\tau} i'$; moreover, $(i', s') \in R^{-1}$. The case $\alpha \in \Sigma^{int}_S$ is similar. \qed

Example 3.4.4

We continue our example of the vending machine $T$ (see Figure 3.2) and illustrate weak modal refinement. In Figure 3.6, a MIO $S$ is shown which is a weak modal refinement of $T$. First of all, in comparison to $T$ the action signature has been extended by new internal actions grindCoffeeBeans and beep. A refinement relation proving $S \leq_w T$ is $\{(s_0, t_0), (s_1, t_1), (s_2, t_2), (s_3, t_3), (s_4, t_0)\}$. Note that state $s_3$ does not need to offer a transition for the action tea since it is a may-transition in the abstract specification $T$. However, it would not be possible to introduce an internal transition before tea in $S$, since it would have to implement coffee according to the requirements of state $t_2$ in $T$.

![Figure 3.6: A weak modal refinement $S$ of the MIO $T$ in Figure 3.2](image)

Compositionality of weak modal refinement was already shown in [109] for modal transition systems.
3.4 The Specification Theory $T^n_{MIO}^{weak}$

3.4.5 (Compositional refinement)

Let $S, S', T, T' \in MIO$. If $S' \leq_w S$ and $T' \leq_w T$ and $S$ and $T$ are composable, then $S'$ and $T'$ are composable and $S' \otimes T' \leq_w S \otimes T$.

**Proof.** The proof is along the lines of the proof of compositionality of strong modal refinement: It is sufficient to prove the theorem for the special case $T = T'$. $S'$ and $T$ are composable because the set of external actions are not changed and composability does not depend on names of internal actions (see page 32). If $R_S$ is the relation demonstrating the refinement $S' \leq_w S$, then the relation $R = \{(s', t), (s, t) \mid t \in St_T, (s', s) \in R_S\}$ proves the refinement $S' \otimes T \leq_w S \otimes T$. 

3.4.2 Weak Environment Correctness

When moving from strong modal refinement to weak modal refinement it is clear that we cannot choose strong environment correctness as our environment correctness notion as weak modal refinement can introduce internal transitions that may defer input transitions. The following examples illustrates this situation.

**Example 3.4.6**

Figure 3.7 shows a MIO $B$ specifying a buffer with capacity two, and the MIO $U$ describes the correct usage of the buffer. Obviously, $B$ is a strongly correct environment for $U$. 

---

**Figure 3.7:** A buffer with capacity two and an environment

**Figure 3.8:** Realization of a buffer of size two by two buffers of capacity one
Let us assume that we would like to realize the buffer by two buffers of capacity one, as shown in Figure 3.8. $B_1$ accepts elements and then passes them to the second buffer $B_2$. The removal of elements (action get) are handled by $B_2$, once an element has been passed to it. Their composition $B_1 \otimes B_2$ yields the MIO shown in Figure 3.8. It can be easily verified that $B_1 \otimes B_2$ is a weak modal refinement of $B$. However, $B_1 \otimes B_2$ is not a strongly correct environment for $U$ any more: the state $(s_1, (b_1, b_0'))$ is reachable in $U \otimes (B_1 \otimes B_2)$ and

$s_1 \xrightarrow{\text{put}} U$, but $(b_1, b_0') \not\xrightarrow{\text{put}} B_1 \otimes B_2$.

It is rather clear how we have to adapt our environment correctness notion such that it is preserved by weak modal refinement: the input transition is not required to be enabled immediately, but after some internal must-transitions. In this sense $B_1 \otimes B_2$ is a weakly correct environment for $U$: in state $(b_1, b_0')$, $B_1 \otimes B_2$ has an internal must-transition (labelled with pass) to the state $(b_0, b_1')$ in which put? is necessarily enabled.

Note that it is essential that these internal transitions that defer the input transition are must-transitions – if they were may-transitions, they could be dropped in the next refinement step invalidating preservation of environment correctness.

**Definition 3.4.7 (Weak environment correctness)**

Let $S, E \in \text{MIO}$ be composable. $E$ is a weakly correct environment for $S$, written $S \rightarrow_w E$, if for all reachable states $(s, e)$ in $S \otimes E$, for all $a \in \Sigma^\text{out} \cap \Sigma^\text{in}_E$,

if $s \xrightarrow{a} S$, then $s \tau^* \xrightarrow{a?} E$.

**Remark 3.4.8**

There is an even more flexible notion of environment correctness for which all the following results in this thesis equally hold: one can also allow transitions labelled with non-shared output actions before the relevant input transition. The (symmetric) notion of ultra-weak output-compatibility in [112] follows this idea.

Similar to the case of strong environment correctness, weak environment correctness guarantees a certain progress. When assuming finite state transition systems and strong fairness [130], whenever a MIO is in a state with an output enabled, the state is eventually left.

We can show now that weak environment correctness is preserved by weak modal refinement, turning it into a suitable environment correctness notion for a specification theory for MIOs based on weak modal refinement.

**Theorem 3.4.9 (Preservation of weak environment correctness)**

Let $S, S', E, E' \in \text{MIO}$. If $S \rightarrow_w E$ and $S' \leq_w S$ and $E' \leq_w E$, then $S' \rightarrow_w E'$.
3.4 The Specification Theory \(Th_{\text{MIO}}^{\text{weak}}\)

Proof. Assume that \(S \rightarrow_w E\) and \(S' \leq_w S\) with refinement relation \(R_S\) and \(E' \leq_w E\) with refinement relation \(R_E\). Let \((s', e')\) be a reachable state in \(S' \otimes E'\) such that \(s' \alpha^l S'\) with \(\alpha \in \Sigma_{\text{out}} \cap \Sigma_{\text{in}}^E\). Since \(S' \leq_w S\) and \(E' \leq_w E\), there exist states \(s \in St_S\) and \(e \in St_E\) such that \((s', s) \in R_S\) and \((e', e) \in E\) and \((s, e)\) reachable in \(S \otimes E\). It follows that \(s \alpha^l s\), hence by \(S \rightarrow_w E\) there is \(e \tau^r a^r E\). From \((e', e) \in R_E\) it follows, by repeated application of the conditions of weak modal refinement for must-transitions, that \(e' \tau^r a^r E\) which was to be shown. \(\square\)

3.4.3 Definition of \(Th_{\text{MIO}}^{\text{weak}}\)

We arrive at a specification theory for MIOs with weak modal refinement and weak environment correctness.

Corollary 3.4.10
\(Th_{\text{MIO}}^{\text{weak}} \triangleq (\Sigma \text{MIO}, \Sigma \text{MIO}^i, \leq_w, \otimes, \rightarrow_w)\) is a specification theory.

Proof. We show that \(Th_{\text{MIO}}^{\text{weak}}\) satisfies all the required properties of a specification theory, see Definition 2.1.1 in Section 2.1

- \(\Sigma \text{MIO}^i\) is a (proper) subset of \(\Sigma \text{MIO}\).
- Weak modal refinement \(\leq_w\) is reflexive and transitive.
- Modal synchronous composition \(\otimes\) was shown in Lemma 3.2.2 to be commutative and pseudo-associative.
- Weak environment correctness \(\rightarrow_w\) implies composability: whenever we have \(S \rightarrow_s E\), then \(S \otimes E\) is defined; see Definition 3.4.7
- Compositional refinement (A1) is shown in Theorem 3.4.5
- Preservation of environment correctness (A2) is shown in Theorem 3.4.9
- Finality of implementations (A3) has been shown in Lemma 3.4.3 \(\square\)

Finally, we would like to study the relationship between the two specification theories \(Th_{\text{MIO}}^{\text{strong}}\) and \(Th_{\text{MIO}}^{\text{weak}}\) introduced in this chapter. Intuitively, the latter specification theory is more flexible because it features observational notions of refinement and environment correctness treating internal actions as non-observable. This can be stated more precisely:

Theorem 3.4.11
The identity function \(id : \Sigma \text{MIO} \rightarrow \Sigma \text{MIO}, defined by } id(S) = S \text{ for any } S \in \Sigma \text{MIO, is an embedding of } Th_{\text{MIO}}^{\text{strong}} \text{ in } Th_{\text{MIO}}^{\text{weak}}\).
Proof. Carefully inspecting the definition of strong/weak modal refinement and environment correctness one can easily verify that strong modal refinement implies weak modal refinement and strong environment correctness implies weak environment correctness. The other conditions of an embedding are trivial. □

By the above theorem any design with associated refinement and environment correctness proofs in $Th_{\text{strong}}^{\text{MIO}}$ also hold in $Th_{\text{weak}}^{\text{MIO}}$. Furthermore, the above examples have also shown that defining a reflective embedding between the two specification theories is not possible, since weak modal refinement does not imply strong modal refinement and similarly weak environment correctness does not imply strong environment correctness.

We conclude this section by drawing a first fragment of the envisaged hierarchy. Figure 3.9 shows the reflective embedding of $Th_{\text{dMIO}}^{\text{MIO}}$ in $Th_{\text{strong}}^{\text{MIO}}$ (denoted by $\xrightarrow{\rightarrow}$) from Section 3.3.3 and the embedding of $Th_{\text{strong}}^{\text{MIO}}$ in $Th_{\text{weak}}^{\text{MIO}}$ (denoted by $\xrightarrow{\leftarrow}$) shown in Theorem 3.4.11 above.

![Figure 3.9: Strong and weak specification theories for MIOs](image)

3.5 Discussion and Related Work

Our approach is based on modal input/output automata [124], that are in turn based on modal transition systems [126] and extended by the distinction of input, output and internal actions. Using state transition systems with inputs and outputs to model the communication between concurrent, reactive components is in the line with established approaches like I/O automata [133] and interface automata [61]. A key feature that distinguishes it from other works is the use of
modalities. May- and must-transitions allow for an elegant and flexible refinement notion supporting the stepwise design of component-based systems.

**Expressivity and Refinement.** Since the introduction of modal transition systems, several extensions have been proposed in the literature. Disjunctive modal transition systems \[127\], 1-selecting modal transition systems \[79\], transition systems with obligations \[29\], and acceptance automata \[156\] are all generalizations of modal transition systems offering an increased expressivity with respect to the transitions that need to or are allowed to be enabled in a particular state. For instance, a disjunctive modal transition system can express that a vending machine must output either coffee or tea, but at least one of them. We believe that our approach to environment correctness can be integrated in all of the afore mentioned extensions (provided one distinguishes between input and output actions). However, so far, only modal transition systems offer a notion of weak modal refinement which we think is of great importance for practical examples.

Recently, Beneš et al. \[30\] proposed parametric modal transition systems with the goal to unify previous attempts to increasing expressivity. Parametric modal transition systems do not only allow loose specification in the sense of local variability, but also permit to specify that in a state with several may-transitions enabled, the choice of transitions which are implemented needs to be persistent for the whole implementation. Parameters encode this choice accordingly. However, it is not clear whether weak modal refinement can be defined for parametric modal transition systems.

As already said, having an observational refinement notion is crucial for practical examples, in particular, if the formalism should support hierarchical components which naturally involve the hiding of actions. To the best of our knowledge, there are two observational refinement notions that have been proposed for modal transition systems: weak modal refinement \[109\], and an observational implementation relation \[83\] for modal transition systems that gives rise to a branching modal refinement notion, similar to branching bisimulation \[175\] for labelled transition systems.

Interestingly, interface automata \[61\] use alternating refinement (more inputs, less outputs) which actually is observational from concrete to abstract. However, the direction from abstract to concrete is *not* observational which is a severe drawback since invisible actions are usually introduced when going from abstract to concrete. Moreover, as their notion of compatibility is similar to strong environment correctness, inputs cannot be delayed by internal actions in the refinement because internal actions can always be dropped in further refinements. Clearly, the lack of must-modalities is a disadvantage of interface automata in comparison to MIOs. Another shortcoming is that there is no clean notion of an implementation: any interface automaton can always be refined to
some automaton without any outputs.

Environment correctness. The idea of our notion of environment correctness, that is outputs must be able to be accepted by the environment, goes back to interface compatibility of interface automata [61]. However, in their work interface compatibility is a symmetric relation between interfaces, and moreover features an optimistic treatment of open non-shared actions. In this thesis, we are following the pessimistic approach that requires that if \( E \) is a correct environment of \( S \) then \( E \) can be further composed with other environments \( F \) (that are composable with \( S \otimes E \)) and still obtain that \( E \otimes F \) is a correct environment of \( S \). In [61], the authors deviate from this view by saying that \( S \) and \( T \) are compatible if there exists an environment of \( S \otimes T \) which renders all incompatibilities (i.e. states in which \( S \) can issue an output not being accepted by \( T \), or vice versa) in \( S \otimes T \) unreachable.

During the completion of this thesis, we have already investigated other, more general versions of environment correctness. Stuck-freedom, introduced by Fournet et al. in [86], is a notion for CCS [142], and intuitively expresses that a processes should not get stuck in the context of other processes whenever there are some transitions still enabled. They introduce a conformance relation extending observational refinement of CCS process, which is a precongruence and preserves stuck-freedom of processes.

We have restricted composition to binary synchronous communication only, and our notion of environment correctness is strictly bound to this communication schema. Clearly, other forms of communication should be supported in a richer specification theory. Frameworks like BIP [40], Reo [8] or Wright [4] offer quite flexible means to specify the behaviour of components and their connectors. BIP [40] features user-defined interaction models which are sets of possible interactions between components, formally powersets of action names, and allow for modelling, e.g., rendezvous and (atomic) broadcast communication. Reo [8] is a specification language for the coordination of concurrent processes or components in distributed systems. The focus of Reo is on specifying the behaviour of connectors and their communication patterns rather than on the behaviour of the components that communicate through those connectors. Complex connectors can be built with primitive channel types like synchronous, asynchronous or lossy channels with a well-defined behaviour. Different formal semantics of Reo connectors has been proposed, for instance, in [9] a coalgebraic semantics of Reo connectors in terms of relations on timed data streams is defined. In [11] Reo connectors are translated to constraint automata which are transition systems with data, and transitions are equipped with names of participating components and constraint equations that must be satisfied by the data items involved in the communication. Both for BIP and Reo, refinement notions (on the level of formal semantics) only cover observational equivalences (since no modalities are
involved). Explicit notions of compatibility like our environment correctness are not studied – they are left to the level of formal semantics and suitable logics to express communication properties. In Wright [4], architectural component connectors are given a semantics by specifying them with CSP [107]. Wright focuses not only on the behavioural description of connectors, but also defines architectural compatibility by deadlock freeness of connectors which is formalized by failures-divergence refinement of CSP.

Other related formalisms. Beside interface automata, many other specification formalisms have been proposed to model the behaviour of component-based systems. The following list of related approaches constitute a small selection of formalisms introduced in recent years and is far from being complete, but contains the most relevant ones comparable to our approach. The main distinction from the below approaches to our work is that they all (except of [47, 48]) do not use any kind of modalities which usually delimits refinement to an equivalence relation not explicitly supporting the stepwise refinement methodology.

In 2001, Plasil and Visnovsky introduced behaviour protocols [151, 117] which is a process algebraic-like language for specifying component architecture and the behaviour of communicating components and their operation calls. Behaviour protocols have been extensively used in the SOFA component model [43]. Unique to behaviour protocols is their ability to express operation calls as well as returns, and nestings. In [151] a conformance relation for behaviour protocols is defined that entails substitutability of components. In [1], compatibility questions and possible communication errors during composition are investigated, in particular, they consider an compatibility error called bad activity that is very similar to our notion of strong environment correctness. However, they do not investigate whether their conformance relations preserve compatibility.

The FRACTAL component model [41] uses pNets [12] to model component behaviours. pNets are kind of blueprints for a component assembly with a transducer. The latter is an LTS with transitions labelled with synchronization vectors enabling multiway synchronization. The blueprint nature of pNets simplifies the modelling of hierarchical systems. Along the same way, component-interaction automata [50] are again an extension of LTS, where transitions are labelled with input, output and internal actions. The composition operator is parameterized by sets of (binary) synchronizations. Substitutability properties are shown for an equivalence relation on component-interaction automata. However, environment correctness notions have not been explicitly considered so far.

Finally, we finish our list of related approaches by mentioning the work of Carrez et al. [47, 48] on components with behavioural contracts. For expressing component contracts they enhance a process algebra by may and must modalities for input and output actions. The semantics of the modalities is slightly different to our work, e.g., an input action labelled with the modality must is a constraint
on the environment and means that the sender is required to (immediately) send the input. This is not possible in our setting, however, in Chapter 7, we achieve similar expressivity by moving from MIOs to modal contracts.

**Publication history.** The derived notion $\equiv_w$ that is defined by weak environment correctness $\rightarrow_w$ in both directions (see Section 2.1) coincides with the notion of weak modal compatibility introduced in [27].

### 3.6 Summary

In this chapter, we have proposed the modal specification theories $Th_{MIO}^{\text{strong}}$, $Th_{MIO}^{d\text{strong}}$, and $Th_{MIO}^{\text{weak}}$. The corresponding environment correctness notions require that for every output the environment must be able to accept it – in the case of strong environment correctness, the input must be immediately possible, and in the case of the novel notion of weak environment correctness, the input must be possible after some internal steps. The latter was the key to being able to define the observational specification theory $Th_{MIO}^{\text{weak}}$ for MIOs based on weak modal refinement. Finally, we have related our three specification theories by (reflective) embeddings.
Chapter 4

Modal Input/Output Automata with Data Constraints

In this chapter we extend the previously introduced specification theories by taking into account the specification of data. For each interface specification of a component, we distinguish between provided and required state variables. Provided state variables are local to a component, describe the visible data states a component can adopt, and are accessible from the environment. Required state variables belong also to the interface specification of a component, however, they are not related to the data states of the component itself but to the data states the component can observe in its environment. We do not consider internal state variables in our approach and stick to abstract control states as before (to allow graphical representation of specifications, and to reduce technicalities), however, the control structure could be equally well specified with internal variables.

We introduce modal input/output automata with data constraints (MIOCs) which enhance modal input/output automata with predicates over a state signature. We use a generic propositional language with Boolean connectives to express pre- and postconditions that are added to transition labels describing the admissible data states of a component before and after performing an action. In other words, pre- and postconditions express in which global states the transition is enabled and to which next provided data states the transition is allowed to lead, respectively. Following the loose approach of modal transition systems, postconditions are also allowed to be loose in the sense that, for one global data state, there may be possible many different next provided data states.

On this basis we study modal synchronous composition, strong and weak modal refinement and strong and weak environment correctness of MIOCs. In

\[\text{Note that MIOCs form our syntactic level of specifications. As already noted above, the control structure of the transition systems can as well be specified with purely symbolic methods using the underlying propositional language, e.g. by guarded commands adapted to actions and modalities.}\]
addition to relationships between control states, we take special care of the relationships between data constraints in all these cases. For the verification of strong modal refinement, we also propose a predicate abstraction technique that can reduce the state space of large finite specifications. In the case of infinite-domain variables, rendering the refinement problem undecidable in general, predicate abstraction serves as a sound verification technique. We show that MIODs again form a specification theory in which our previous specification theories for MIOs can be embedded.

We also define a denotational semantics of implementations of MIODs, formally given by input/output automata with data states (IODs) which have a provided data state in each state, and transitions are guarded by required data states. Importantly, we prove independent implementability of implementations of MIODs in terms of IODs.

Outline. In Section 4.1 we provide the basic definitions for MIODs, followed by parallel composition of MIODs in Section 4.2. The specification theories \( \mathit{Th}^{\text{MIOD}}_{\text{strong}} \) and \( \mathit{Th}^{\text{dMIOD}}_{\text{strong}} \) based on strong modal refinement and strong environment correctness are defined in Section 4.3. Predicate abstraction is discussed in Section 4.4. In Section 4.5 the denotational semantics of implementations is defined in terms of IODs. The specification theory \( \mathit{Th}^{\text{MIOD}}_{\text{weak}} \) based on weak modal refinement and weak environment correctness is defined in Section 4.6. Finally, in Section 4.7, we summarize related work and we finish this chapter with a short summary in Section 4.8.

4.1 Definition

We start by introducing state variables which are the basis for modelling concrete data states and for defining state and transition predicates which appear as pre- and postconditions on the transitions of MIODs.

In the following we assume given two disjoint global sets \( \mathcal{LV} \) of logical variables and \( \mathcal{SV} \) of state variables. We also assume a predefined data universe \( \mathcal{U} \).

Extended action signatures. Actions are extended by formal parameters which are used to pass values along with actions. An extended action signature is a triple \( \Sigma = (\Sigma^{\text{in}}, \Sigma^{\text{out}}, \Sigma^{\text{int}}) \) with each action \( \alpha \in \bigcup \Sigma \) having an associated set of formal parameters \( \text{par}(\alpha) \subseteq \mathcal{LV} \). Equality of actions, so far based on the action name, is extended to require also equality of formal parameters. Analogously to action signatures, extended action signatures \( \Sigma_1 \) and \( \Sigma_2 \) are composable if \( (\bigcup \Sigma_1) \cap (\bigcup \Sigma_2) = (\Sigma_1^{\text{in}} \cap \Sigma_2^{\text{out}}) \cup (\Sigma_1^{\text{out}} \cap \Sigma_2^{\text{in}}) \).
State signatures. In order to model data states and to equip transitions with pre- and postconditions we use state variables of two kinds, which both belong to the given global set \( SV \) of state variables.

- *Provided* state variables describe the local, externally visible data states a component can adopt.
- *Required* state variables are used to refer to the data states a component expects to be visible in its environment.

**Definition 4.1.1 (State Signature)**

A state signature is a pair \( V = (V_{\text{prov}}, V_{\text{req}}) \) in which \( V_{\text{prov}} \subseteq SV \) and \( V_{\text{req}} \subseteq SV \) are disjoint sets of provided and required state variables, respectively, such that \( V_{\text{prov}} \cup V_{\text{req}} = SV \).

In the rest of this chapter, we stipulate the assumption that every component can observe any visible state variables in its environment, hence for any state signature \( V = (V_{\text{prov}}, V_{\text{req}}) \) we assume that \( V_{\text{prov}} \cup V_{\text{req}} = SV \), see Definition 4.1.1. This assumption admits considerable technical simplifications, however, our approach easily extends to the general setting where one allows state signatures \( (V_{\text{prov}}, V_{\text{req}}) \) with \( V_{\text{prov}} \cup V_{\text{req}} \subsetneq SV \).

**Remark 4.1.2**

We do not explicitly include internal variables in state signatures. The control states given by modal input/output automata can be considered as the internal states a component can exhibit. Of course, those control states could be very well specified syntactically with (deterministic) transition predicates relating internal data states. This approach is followed, e.g., by de Alfaro et al. in [58] where they extend interface automata by variables and the control structure is specified by transition predicates over internal variables.

State signatures of different components can be composed if their sets of provided state variables do not overlap, as we require that every state variable in \( SV \) is controlled by at most one component. More formally, two state signatures \( V_1 = (V_{1}^{\text{prov}}, V_{1}^{\text{req}}) \) and \( V_2 = (V_{2}^{\text{prov}}, V_{2}^{\text{req}}) \) are composable if \( V_{1}^{\text{prov}} \cap V_{2}^{\text{prov}} = \emptyset \). The composition of composable state signatures is defined as follows.

**Definition 4.1.3 (Composition of state signatures)**

Let \( V_1 = (V_{1}^{\text{prov}}, V_{1}^{\text{req}}) \) and \( V_2 = (V_{2}^{\text{prov}}, V_{2}^{\text{req}}) \) be two composable state signatures. The composition of \( V_1 \) and \( V_2 \) is defined as the state signature

\[
V_1 \otimes V_2 \overset{\Delta}{=} (V^{\text{prov}}, V^{\text{req}})
\]

with

\[
V^{\text{prov}} = V_{1}^{\text{prov}} \cup V_{2}^{\text{prov}}, \\
V^{\text{req}} = (V_{1}^{\text{req}} \cup V_{2}^{\text{req}}) \setminus V^{\text{prov}}.
\]
Observe that in the composition $V_1 \otimes V_2$ of the composable state signatures $V_1$ and $V_2$, the set of provided state variables are defined by the (disjoint) union of the provided state variables of $V_1$ and $V_2$; the set of required state variables of $V_1 \otimes V_2$ are determined by the set of all required state variables of $V_1$ and $V_2$ that are neither provided state variables of $V_1$ nor $V_2$.

**Predicates on states.** We use a generic, basic framework to deal with predicates and states. For any sets $W, W' \subseteq SV$ of state variables and set $X \subseteq LV$ of logical variables, we assume a set $\mathcal{I}(W, X)$ of state predicates and a set $\mathcal{T}(W, W', X)$ of transition predicates. State predicates, often denoted by $\varphi$, refer to single states and transition predicates, often denoted by $\pi$, to pairs of states (pre- and poststates). We require that $\mathcal{I}(W, X)$ and $\mathcal{T}(W, W', X)$ are monotonic w.r.t. set inclusion in all arguments, and that both sets are closed under the usual logical connectives like negation ($\neg$) and conjunction ($\wedge$) as well as derived connectives like implication ($\Rightarrow$).

**Data states and satisfaction relation.** For any $W \subseteq SV$, we define the set $\mathcal{D}(W)$ of $W$-data states (or just data states if $W$ is clear from the context) to consist of all functions $\delta : W \rightarrow \mathcal{U}$ assigning values from the predefined data universe $\mathcal{U}$ to state variables in $W$; an element $\delta \in \mathcal{D}(W)$ defines a concrete data state w.r.t. $W$. For each subset $X \subseteq LV$, we define the set $\mathcal{D}(X)$ of all valuations $\rho : X \rightarrow \mathcal{U}$. The unique data state for an empty set of variables is denoted by $\varepsilon$.

We assume that state predicates $\varphi \in \mathcal{I}(W, X)$ are equipped with a satisfaction relation $\models^X_W \varphi$ for state variables $\delta \in \mathcal{D}(W)$ and valuations $\rho \in \mathcal{D}(X)$. If $X = \emptyset$ then we also write $\models_\emptyset \varphi$. Similarly, for transition predicates $\pi \in \mathcal{T}(W, W', X)$ we assume a satisfaction relation $\models^X_W \pi$, for two data states $\delta, \delta' \in \mathcal{D}(W)$ (prestate) and $\delta' \in \mathcal{D}(W')$ (poststate) and valuation $\rho \in \mathcal{D}(X)$. Super- and subscripts of the satisfaction relation are omitted in the following if they are clear from the context. For $\varphi \in \mathcal{I}(W, X)$, we write $\models_\forall \varphi$ to express that $\varphi$ is universally valid, i.e. $(\delta; \rho) \models \varphi_1 \wedge \varphi_2$ if and only if $(\delta; \rho) \models \varphi_1$ and $(\delta; \rho) \models \varphi_2$. We require that the language contains a universally valid state (and transition) predicate true. Moreover, we assume that every $\delta \in \mathcal{D}(W)$ can be characterized by a predicate $\varphi_\delta \in \mathcal{I}(W, \emptyset)$, i.e. $\models \varphi_\delta$ and for any $\delta' \in \mathcal{D}(W)$, $\delta' \models \varphi_\delta$ implies $\delta' = \delta$. For any state predicate $\varphi \in \mathcal{I}(W, \emptyset)$ we write $\mathcal{D}(\varphi)$ for the set $\{ \delta \in \mathcal{D}(W) \mid \delta \models \varphi \}$.

We will frequently use state predicates in combination with transition predicates. Therefore, we require that every state predicate is also a transition predicate where state variables refer to the prestate only; i.e. given a state predicate $\varphi \in \mathcal{I}(W, X)$, we require that $\varphi \in \mathcal{T}(W, W', X)$ for any $W' \subseteq SV$, and for all
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δ ∈ ℰ(W), all δ′ ∈ ℰ(W′) and all ρ ∈ ℰ(X), it is satisfied that (δ, δ′; ρ) ⊨ Xν W, W′ ϕ if and only if (δ; ρ) ⊨ Xν W ϕ. Given a state predicate ϕ ∈ ℐ(W, X) and W′ ⊆ W, we write (ϕ′) for the transition predicate in ℐ(W′, W, X) for which for all δ ∈ ℰ(W), δ′ ∈ ℰ(W′) and all ρ ∈ ℰ(X), (δ; ρ) ⊨ Xν W ϕ if and only if (δ′, δ; ρ) ⊨ Xν W′, W(ϕ).

Finally, we require that a satisfaction condition holds, similar to the condition in institutions [91]. For transition predicates π, the satisfaction condition is as follows: For all W1 ⊆ W′ ⊆ SV W2 ⊆ W′ ⊆ SV and X ⊆ X′ ⊆ LV, for all δ ∈ ℰ(W′) and δ′ ∈ ℰ(W′) and ρ ∈ ℰ(X), for all π ∈ ℐ(W1, W2, X) it holds that

(δ, δ′; ρ) ⊨ Xν W′, W′1, W′2 π if and only if (δ|W1, δ′|W2; ρ|X) ⊨ Xν W1, W2 π

where f|A denotes the usual restriction of a function f to a subset A of its definition domain. An analogous satisfaction condition is required for state predicates. The satisfaction condition is implicitly used throughout the proofs in this chapter.

The above definitions are generic and sufficient for the following considerations. Therefore, we do not fix a particular syntax for signatures and predicates here, neither a particular definition of the satisfaction relation. We claim that our notions could be easily instantiated in the context of a particular assertion language based, e.g., on the equational or first-order logic calculus or on set-theoretic notations like in Z [167]. How this would work in the case of the Object Constraint Language (OCL) [148] is sketched in [39].

Example 4.1.4

Our running example, inspired by the example presented in [57], is a simple system consisting of two components modelling a researcher and a vending machine. In short, the researcher can drop coins into the machine’s coin slot, and can request coffee or tea. After drinking the coffee or tea, the researcher can publish a new paper for which she is awarded money from the university.

We start by exemplifying the use of state signatures in our running example. Let us fix the data universe ℰ ≜ ℤ given by the set of all integers, so all state variables are of integer type and hence data states assign integer values to state variables. We now describe only the researcher component R, the actions and state variables of the vending machine component M is described later.

The extended action signature ΣR of the researcher component is given by

ΣR = \{ coffee, tea \},
ΣR = \{ publish, coin(x), selectCoffee, selectTea \},
ΣR = \{ \}

The set of input actions consists of coffee and tea to pick up a dispensed coffee or tea, respectively. Output actions are publish to write and publish a paper, coin(x) to drop a coin with value x into the machine’s coin slot, selectCoffee and selectTea
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The only operation having a formal parameter is \( \text{coin}(x) \). The state signature \( V_R \) is determined by

\[
\begin{align*}
V_R^{\text{prov}} &= \{m\}, \\
V_R^{\text{req}} &= \{p, c\}.
\end{align*}
\]

The component \( R \) has as a provided state variable \( m \) modelling the amount of money the researcher has. Required state variables are \( p \) which models the machine’s coffee price and \( c \) which models the machine’s current credit – both are assumed to be visible at the display unit of the vending machine.

Transition Labels of MIODs. We are now able to define the kind of labels which can occur in a modal input/output automaton with data constraints. Given an extended action signature \( \Sigma \) and a state signature \( V \), the set \( \mathcal{L}(\Sigma, V) \) consists of expressions of the form

\[
[\varphi]a[\pi]
\]

where \( \varphi \in \mathcal{S}(V^{\text{prov}} \cup V^{\text{req}}, \text{par}(a)) \) is the precondition, \( a \in \Sigma \) is the action, and \( \pi \in \mathcal{T}(V^{\text{prov}} \cup V^{\text{req}}, V^{\text{prov}}, \text{par}(a)) \) is the postcondition.

 Preconditions \( \varphi \) are state predicates which can refer to any kind of state variable, i.e. to provided variables local to a component as well as to required variables in the environment. This means that any action of a component can be guarded by a condition which can be checked in an implementation by inspecting the local data state of the component and by querying the data state visible in the environment. Postconditions \( \pi \) express to which provided data states the transition may lead to. Note that \( \pi \) cannot express any constraints on the (uncontrolled) required variables which are owned by the environment. It should be noted that there is no strict need to distinguish between pre- and postconditions, however, we think that it is more convenient to separate conditions on the enabledness of a transition from conditions for the change of data values.

In our previous work \[22\] the allowed variables in postconditions depended on whether it is a postcondition for an input/internal action or an output action. In the case of input/internal action, the definition in \[22\] equals our definition here. However, in \[22\] postconditions for output actions express requirements on required state variables instead of provided ones, i.e. \( \pi \in \mathcal{T}(V^{\text{prov}} \cup V^{\text{req}}, V^{\text{req}}, \text{par}(a)) \). The idea of postconditions referring to required state variables is that once an output is issued to another component, the sender would like to express an assumption on how the receiving component should change its provided state variables. The methodology presented in this thesis stipulates that, in contrast to mixing assumptions and guarantees in a single interface specification, they should be clearly separated from each other. This approach is followed in Chapter\[7\] where we formalize a theory of contracts. We see in Chapter\[7\] that applying the ideas to MIODs allows us to express assumptions on state changes in the environment.
The next definition extends modal input/output automata to take into account constraints on data states. The resulting transition systems provide means of loose interface specifications for components with data states. They do not only specify the control flow of behaviours but also the effect on data states in terms of pre- and postconditions.

**Definition 4.1.5 (MIOD)**

A modal input/output automaton with data constraints (MIOD)

\[(St, s_0, \varphi_0, \Sigma, V, -\rightarrow, \rightarrow)\]

consists of a set of control states \(St\), an initial control state \(s_0 \in St\), an initial data state predicate \(\varphi_0 \in \mathcal{F}(V^{prov}, \varnothing)\), an extended action signature \(\Sigma = (\Sigma^\text{in}, \Sigma^\text{out}, \Sigma^\text{int})\), a state signature \(V = (V^{prov}, V^{req})\), and a may- and must-transition relation \(-\rightarrow, \rightarrow \subseteq St \times \mathcal{L}(\Sigma, V) \times St\).

A state is a pair \((s, \delta)\) consisting of a control state \(s \in St\) and a data state \(\delta \in \mathcal{D}(V^{prov})\) for the provided state variables \(V^{prov}\). A state \((s, \delta)\) is reachable if \(s = s_0\) and \(\delta \models \varphi_0\) or there exists \(N \geq 1\) such that for all \(0 \leq i < N\) there exists a may-transition

\[s_i \xrightarrow{[\varphi_i]_{a_i, [\pi_i]}} s_{i+1}\]

and data states \(\delta_i \in \mathcal{D}(V^{prov}), \nu_i \in \mathcal{D}(V^{req})\), and \(\rho_i \in \mathcal{D}(\text{par}(a_i))\) such that

\[(\delta_i \cdot \nu_i, \delta_{i+1}; \rho_i) \models \varphi_i \land \pi_i \text{ for all } 0 \leq i < N\]

and \(\delta_0 \models \varphi_0\) and \((s, \delta) = (s_N, \delta_N)\).

A MIOD is well-formed if the initial state predicate is satisfiable and all reachable must-transitions are also allowed by the may-transition relation, and postconditions on must-transitions are satisfiable.

**Definition 4.1.6 (Well-formed MIOD)**

A MIOD \(S = (St, s_0, \varphi_0, \Sigma, V, -\rightarrow, \rightarrow)\) is well-formed if

1. \(\models \exists \varphi_0\) and

2. for all reachable states \((s, \delta)\), if there exists

\[s \xrightarrow{[\varphi]_{a, [\pi]}} s'\]

and \((\delta \cdot \nu; \rho) \models \varphi\) for some \(\nu \in \mathcal{D}(V^{req})\) and \(\rho \in \mathcal{D}(\text{par}(a))\), then there exists \(\delta' \in \mathcal{D}(V^{prov})\) such that

(a) \((\delta \cdot \nu, \delta'; \rho) \models \pi\) and
(b) there exists

\[
\begin{align*}
\text{such that } (\delta \cdot v, \delta'; \rho) &\models \varphi' \land \pi'.
\end{align*}
\]

A sufficient condition for a MIOD to be well-formed is given in the following lemma: if any must-transition is also a may-transition and if each postcondition of any must-transition is satisfiable, then well-formedness follows. The proof is straightforward.

**Lemma 4.1.7**

Let S be a MIOD. If

1. \( \models \exists \varphi_0 \),
2. \( \rightarrow \subseteq \rightarrow \), and
3. for all must-transitions

\[
\begin{align*}
\text{data states } \delta \in \mathcal{D}(V^{\text{prov}}), \, v \in \mathcal{D}(V^{\text{req}}) \text{ and } \rho \in \mathcal{D}(\text{par}(\alpha)), \text{ if } (\delta \cdot v; \rho) \models \varphi, \text{ then there exists } \delta' \in \mathcal{D}(V^{\text{prov}}) \text{ such that } (\delta \cdot v, \delta'; \rho) \models \pi,
\end{align*}
\]

then S is well-formed.

Next, we define when a MIOD is an implementation which is the case if, first, there is only one initial provided data state possible and, second, every allowed change of the provided data state is also required by some must-transition.

**Definition 4.1.8 (Implementation)**

A MIOD \( S = (St, s_0, \varphi_0, (\Sigma^{in}, \Sigma^{out}, \Sigma^{int}), (V^{\text{prov}}, V^{\text{req}}), \rightarrow, \rightarrow) \) is an implementation if

1. \( |\mathcal{D}(\varphi_0)| = 1 \) and
2. for any reachable state \((s, \delta)\) and any may-transition

\[
\begin{align*}
\text{if } (\delta \cdot v, \delta'; \rho) &\models \varphi \land \pi \text{ for some } \delta, \delta' \in \mathcal{D}(V^{\text{prov}}), \, v \in \mathcal{D}(V^{\text{req}}), \, \rho \in \mathcal{D}(\text{par}(\alpha)), \text{ then there exists a must-transition}
\end{align*}
\]

\[
\begin{align*}
\text{such that}
\end{align*}
\]

(a) \((\delta \cdot v, \delta'; \rho) \models \varphi' \land \pi' \) and
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(b) if $\delta'' \in D(V^{prov})$ is another data state such that $(\delta \cdot \nu, \delta''; \rho) \models \varphi' \land \pi'$ then $\delta'' = \delta'$.

Again, we can give less complex and sufficient conditions for a MIOD to be an implementation: if there is only one initial provided data state possible, the may-transition relation coincides with the must-transition relation, and every postcondition describes a unique next provided data state, then the MIOD under consideration is an implementation. The proof is straightforward and therefore omitted.

**Lemma 4.1.9**
Let $S = (St, s_0, \varphi_0, \Sigma, V, \rightarrow, \rightarrow)$ be a MIOD. If

1. $|\mathcal{D}(\varphi_0)| = 1$ and
2. $\rightarrow = \rightarrow$ and
3. for every must-transition

$$s \xrightarrow{[\varphi]_{\sigma[\pi]}} s'$$

if $(\delta \cdot \nu; \rho) \models \varphi$ for some $\delta \in D(V^{prov})$, $\nu \in D(V^{req})$, $\rho \in D(par(\alpha))$, then there exists a unique $\delta' \in D(V^{prov})$ such that $(\delta' \cdot \nu, \delta') \models \pi$, then $S$ is an implementation.

**Example 4.1.10**
We continue our running example of the researcher and the vending machine. In Figures 4.1 and 4.2, MIODs are shown specifying the behaviour of the researcher and the vending machine, respectively.

The state signatures are illustrated by boxes at the bottom frame border; a filled box represents a provided state variable, an open box represents a required state variable. Initial state predicates are written in the upper left corner, below the name of the MIOD. Must-transitions are drawn with solid arrows and may-transitions with dashed arrows. Every must-transition implicitly implies the presence of a may-transition with the same label and source and target state. Preconditions are written above or in front of and postconditions below or after actions. We use a simple language for the predicates, with common arithmetic operations and relations with their usual interpretation. The primed variables in postconditions indicate that we refer to its value in the poststate. Preconditions of the form $[true]$ are omitted. An omitted postcondition stands for a conjunction of predicates $x'_i = x$ for all provided state variables $x \in V^{prov}$. Moreover, postconditions $\pi$ which do not mention provided state variables $x_1, \ldots, x_n$ are understood as $\pi \land \bigwedge_{i=1}^{n} x'_i = x$. For instance, the vending machine is never allowed to change the price for a coffee (i.e. the value of the provided state variable $p$ never changes).
The researcher can throw 1€ coins into the slot of the machine increasing the credit of the machine by at least 1€. When the credit exceeds the coffee price, the researcher may press a button to request a coffee (selectCoffee!). The researcher may also press the tea button (selectTea!) which is dispensed for free by the machine. After the machine has dispensed either coffee or tea, the researcher may publish a paper for which she receives new money. Note that the vending machine possibly also accepts 2€ coins.

We use MIOs as representatives of their isomorphism classes w.r.t. bijections on states. The set of those isomorphism classes of all well-formed MIOs is denoted by $\text{MIO}$, the set of isomorphism classes of all well-formed implementations is denoted by $\text{MIO}^i$.

### 4.2 Modal Synchronous Composition

MIOs can be composed to specify the behaviour of concurrent systems of interacting components with data states. The composition operator extends the modal synchronous composition of MIOs, see Section 3.2, to take into account pre- and postconditions.

The modal synchronous composition $S_1 \otimes^d S_2$ of two MIOs $S_1$ and $S_2$ synchronizes transitions whose labels refer to shared actions. For instance, a tran-
sition with label $[\varphi_1]a[\pi_1]$ of $S_1$ is synchronized with a transition with label $[\varphi_2]a'[\pi_2]$ of $S_2$ which results in a transition with label $[\varphi_1 \land \varphi_2]a[\pi_1 \land \pi_2]$ where the original preconditions and postconditions are combined by logical conjunction. Transitions whose labels concern shared actions which cannot be synchronized are dropped (as usual) while all other transitions (with non-shared actions) are interleaved in the composition.

Two MIODs $S_1$ and $S_2$ are composable if their extended action signatures and their state signatures are composable.

**Definition 4.2.1 (Modal synchronous composition)**

Let $S_i = (St_i, s_{0,i}, \varphi_{0,i}, \Sigma_i, V_i, \rightarrow_i, \rightarrow_i) \in \text{MIOD}$, $i \in \{1, 2\}$, with $\Sigma_i = (\Sigma_{i}^{\text{in}}, \Sigma_{i}^{\text{out}}, \Sigma_{i}^{\text{int}})$. The modal synchronous composition of $S_1$ and $S_2$ is defined by the MIOD $S_1 \otimes S_2 \triangleq (St_1 \times St_2, (s_{0,1}, s_{0,2}), \varphi_{0,1} \land \varphi_{0,2}, \Sigma_1 \otimes \Sigma_2, V_1 \otimes V_2, \rightarrow, \rightarrow)$

where the transition relations $\rightarrow$, $\rightarrow$ are defined by the following rules:

\[
\begin{align*}
&\frac{[\varphi_1]a[\pi_1]}{s_1 \rightarrow_1 s_1'} \quad \alpha \notin \Sigma_2^{\text{ext}} \\
&\frac{}{(s_1, s_2) \rightarrow (s_1', s_2)} \\
&\frac{[\varphi_2]a[\pi_2]}{s_2 \rightarrow_1 s_2'} \quad \alpha \notin \Sigma_1^{\text{ext}} \\
&\frac{}{(s_1, s_2) \rightarrow (s_1, s_2')}
\end{align*}
\]
Note that the composition is well-defined for composable MIODs $S_1$ and $S_2$: it respects the conditions on the state variables of labels that are allowed to occur in pre- and postconditions, and $S_1 \otimes^d S_2$ is well-formed. The proof is straightforward and therefore omitted. Modal synchronous composition is also commutative and pseudo-associative.

**Example 4.2.2**

Figure 4.3 shows the composition $R \otimes^d M$ of the two abstract specifications $R$ and $M$ of the researcher and vending machine (compare also to Figures 4.1 and 4.2). Pre- and postconditions of synchronized transitions are conjoined. Since all required state variables of $R$ and $M$ are provided by $M$ and $R$, respectively, we only have provided state variables left. All shared actions become internal actions in the composition. Note also that, concerning the modalities, a transition in the composition labelled with a shared action is only a must-transition if both synchronized input and output transitions were must-transitions (which is the case for the must-transitions labelled with coffee and tea).
4.3 The Specification Theory \(T_{\text{strong}}^\text{MIOD}\) and \(T_{\text{strong}}^\text{dMIOD}\)

4.3.1 Strong Modal Refinement

We follow the basic idea of strong modal refinement in which must-transitions of the abstract specification must be respected by the more concrete specification and, conversely, may-transitions of the concrete specification must be allowed by the abstract one. Strong modal refinement for well-formed MIODs \(S\) and \(T\) takes into account data specifications and is formulated by a relation in \(St_S \times St_T \times \mathcal{P}(\mathcal{V}^{\text{prov}})\), relating the two state spaces together with a provided data state.

Before we formally define when \(S\) is a strong modal refinement of \(T\), we give an intuitive explanation. We first discuss the easier direction from concrete to abstract, see Figure 4.4. Any may-transition in \(S\), for which there are data states that satisfy both pre- and postcondition, i.e. \(\varphi_S \land \pi_S\), must be simulated in \(T\) by a may-transition such that the same data states also satisfy the respective pre- and postcondition, i.e. \(\varphi_T \land \pi_T\). In short, any state change allowed in \(S\) must be simulated by \(T\).

\[
\begin{align*}
\begin{array}{c}
\quad \quad \quad s \xrightarrow{[\varphi_S]d[\pi_S]} s' \quad \text{with} \quad (\delta, \nu, \delta', \rho) \models \varphi_S \land \pi_S \\
\hline
\uparrow \quad \text{for all} \quad \delta, \nu, \delta', \rho,
\end{array}
\end{align*}
\]

Figure 4.4: Illustration of strong modal refinement, from concrete to abstract

The other direction from abstract to concrete concerns must-transitions and is more involved. Figure 4.5 illustrates the situation. Consider a must-transition in \(T\) such that the precondition \(\varphi_T\) is satisfied. Then there must be a must-transition in \(S\) such that its precondition \(\varphi_S\) is satisfied by the same data states, see (1) in Figure 4.5. Now the postcondition \(\pi_T\) on the transition in \(T\) specifies possible next provided data states the transition is allowed to end up with. Since refinement must preserve this guarantee to end up in a provided data state satisfying \(\pi_T\), the chosen transition in \(S\) and its respective postcondition \(\pi_S\) should allow not more provided data states than \(\pi_T\); this is illustrated in Figure 4.5 by the implication (2). The pre data state \(\delta\) as well as the required data state \(\nu\) and parameter data state \(\rho\) (which satisfy both preconditions \(\varphi_T\) and \(\varphi_S\)) are fixed, and then \(\pi_S\) should be stronger than \(\pi_T\), admitting at most the next provided data states that \(\pi_T\) admits.
Definition 4.3.1 (Strong modal refinement)
Let $S, T \in \text{MIO\text{D}}$ with the same extended action signature $\Sigma$ and the same state signature $V$. $S$ is a strong modal refinement of $T$, denoted $S \leq^d T$, if $\models \forall \varphi_{0,T} \Rightarrow \varphi_0$, and if there exists a refinement relation

$$R \subseteq \text{St}_S \times \text{St}_T \times \mathcal{D}(V^{\text{prov}})$$

such that $(s_0, t_0, \delta_0) \in R$ for all $\delta_0 \in \mathcal{D}(\varphi_{0,S})$, and for all $(s, t, \delta) \in R$:

1. For all $s' \in \text{St}_S$, $[\varphi_S]a[\pi_S] \in \mathcal{L}(\Sigma, V)$, $\nu \in \mathcal{D}(V^{\text{req}})$, $\rho \in \mathcal{D}(\text{par}(a))$ and $\delta' \in \mathcal{D}(V^{\text{prov}})$, if

$$[\varphi_S]a[\pi_S] s \xrightarrow{\nu} s' \quad \text{and} \quad (\delta \cdot \nu, \delta'; \rho) \models \varphi_S \land \pi_S$$

then there exist $t' \in \text{St}_T$, $[\varphi_T]a[\pi_T] \in \mathcal{L}(\Sigma, V)$ such that

$$t \xrightarrow{[\varphi_T]a[\pi_T]} t' \quad \text{and} \quad (\delta \cdot \nu, \delta'; \rho) \models \varphi_T \land \pi_T$$

and $(s', t', \delta') \in R$.

2. For all $t' \in \text{St}_T$, $[\varphi_T]a[\pi_T] \in \mathcal{L}(\Sigma, V)$, $\nu \in \mathcal{D}(V^{\text{req}})$ and $\rho \in \mathcal{D}(\text{par}(a))$, if

$$t \xrightarrow{[\varphi_T]a[\pi_T]} t' \quad \text{and} \quad (\delta \cdot \nu; \rho) \models \varphi_T$$

then there exist $s' \in \text{St}_S$, $[\varphi_S]a[\pi_S] \in \mathcal{L}(\Sigma, V)$ such that

$$s \xrightarrow{[\varphi_S]a[\pi_S]} s' \quad \text{and} \quad (\delta \cdot \nu; \rho) \models \varphi_S$$

and for all $\delta' \in \mathcal{D}(V^{\text{prov}})$,

if $(\delta \cdot \nu, \delta'; \rho) \models \pi_S$ then $(\delta \cdot \nu, \delta'; \rho) \models \pi_T$ and $(s', t', \delta') \in R$.

We show that strong modal refinement is a preorder.

Lemma 4.3.2
Strong modal refinement $\leq^d$ is a reflexive and transitive relation.
Proof. Reflexivity is easy to see. To show transitivity, let \( S_1, S_2, S_3 \in \mathbb{MIOD} \) with the same action signature \( \Sigma \) and state signature \( V \). Assume that \( S_1 \leq^d S_2 \) and \( S_2 \leq^d S_3 \), witnessed by refinement relations \( R_{12} \) and \( R_{23} \), respectively. We define a relation

\[
R = \{(s_1, s_3, \delta) \mid \exists s_2 \in St_2 : (s_1, s_2, \delta) \in R_{12}, (s_2, s_3, \delta) \in R_{23} \} \subseteq St_1 \times St_3 \times \mathcal{D}(V^{prov})
\]

and show that \( R \) is a refinement relation for \( S_1 \leq^d S_3 \). The interesting direction is from abstract to concrete: assume that

\[
s_3 \xrightarrow{[\varphi_3]a[\pi_3]} s_3'
\]

such that \( (\delta \cdot \nu; \rho) \models \varphi_3 \) for some \( \nu \in \mathcal{D}(V^{req}) \) and some \( \rho \in \mathcal{D}(par(a)) \). From \((s_2, s_3, \delta) \in R_{23} \) it follows that there exists a transition

\[
s_2 \xrightarrow{[\varphi_2]a[\pi_2]} s_2'
\]

such that \( (\delta \cdot \nu; \rho) \models \varphi_2 \). From \((s_1, s_2, \delta) \in R_{12} \) it follows that there exists a transition

\[
s_1 \xrightarrow{[\varphi_1]a[\pi_1]} s_1'
\]

such that \( (\delta \cdot \nu; \rho) \models \varphi_1 \). Now, for all \( \delta' \in \mathcal{D}(V^{prov}) \), if \( (\delta \cdot \nu, \delta'; \rho) \models \pi_1 \), then \( (\delta \cdot \nu, \delta'; \rho) \models \pi_2 \) and \((s_1', s_2', \delta') \in R_{12} \); then also \( (\delta \cdot \nu, \delta'; \rho) \models \pi_3 \) and \((s_2', s_3', \delta') \in R_{23} \). Altogether, we get that \( (\delta \cdot \nu, \delta'; \rho) \models \pi_1 \) implies \( (\delta \cdot \nu, \delta'; \rho) \models \pi_3 \) and \((s_1', s_3', \delta') \in R \). \( \square \)

A sufficient condition for strong modal refinement is the following\(^2\)

**Lemma 4.3.3**

Let \( S, T \in \mathbb{MIOD} \) with the same extended action signature and the same state signature. If \( \models_T \varphi_{0,S} \Rightarrow \varphi_{0,T} \) and there exists a relation \( R \in St_S \times St_T \) such that \((s_0, t_0) \in R \), and for all \((s, t) \in R \),

1. whenever \( t \xrightarrow{[\varphi_T]a[\pi_T]} t' \), then there exists \( s \xrightarrow{[\varphi_S]a[\pi_S]} s' \) such that \( \models_S \varphi_T \Rightarrow \varphi_S \), \( \models_S \varphi_T \land \pi_S \Rightarrow \pi_T \) and \((s', t') \in R \),

2. whenever \( s \xrightarrow{[\varphi_S]a[\pi_S]} s' \) then there exists \( t \xrightarrow{[\varphi_T]a[\pi_T]} t' \) such that \( \models_T (\varphi_S \land \pi_S) \Rightarrow (\varphi_T \land \pi_T) \) and \((s', t') \in R \).

Then \( S \leq^d T \).

\(^2\)Lemma 4.3.3 is also a sufficient condition for strong modal refinement in the sense of \([22]\) if only input actions are considered.
Proof. The refinement relation $R'$ demonstrating $S \leq_d T$ can be easily defined by

$$R' = \{ (s,t,\delta) \mid (s,t) \in R, \delta \in \mathcal{D}(\mathcal{P}^{\text{prov}}) \}.$$ 

It is straightforward to show that $R'$ is indeed a refinement relation such that $(s_0,t_0,\delta_0) \in R'$ for all $\delta_0 \in \mathcal{D}(\varphi_0, S)$. \qed

Note that if predicates are decidable and the well-formed MIODs $S$ and $T$ are finite, i.e. have finitely many states and transitions, then Lemma 4.3.3 provides a decidable, sufficient condition for $S \leq_d T$.

Example 4.3.4
The abstract specifications (see Figures 4.1 and 4.2) of the researcher and the vending machine are now refined as shown in Figures 4.6 and 4.7, respectively.

The refined researcher $R'$ may only throw a coin into the machine’s slot if she can observe the coffee price to be less or equal than 2€. In this case, she may select and drink a coffee. If the coffee price is greater than 2€, she prefers to drink a tea (free of cost). In any case, after drinking either tea or coffee, she publishes for which she receives new money, at least 5€. To show the refinement $R' \leq_d R$ we can make use of Lemma 4.3.3 and propose a relation in $\text{St}_{R'} \times \text{St}_R$ given by

$$\{(s'_0,s_0),(s'_1,s_1),(s'_4,s_3),(s'_2,s_0),(s'_3,s_2)\}.$$
This relation satisfies all the conditions in Lemma 4.3.3, hence $R' \preceq^d R$.

The refined vending machine specification $M'$, see Figure 4.7, is strengthening the single may-transition to a must-transition. Again using Lemma 4.3.3, the relation

$$Q = \{(t'_0, t_0), (t'_1, t_1), (t'_2, t_2)\}$$

witnesses $M' \preceq^d M$. As an example, for the pair $(t'_0, t_0) \in Q$ let us check whether the conditions of Lemma 4.3.3 are satisfied, for instance, consider the must-transition in $M$

$$t_0 \xrightarrow{[x=1]} \text{coin}(x)? [c' \geq c + x] \xrightarrow{M} t_0.$$

Then there is a must-transition in $M'$

$$t'_0 \xrightarrow{[x=1\lor x=2]} \text{coin}(x)? [c' = c + x] \xrightarrow{M'} t'_0$$

such that

- $\models \forall x = 1 \Rightarrow (x = 1 \lor x = 2)$,
- $\models \forall (x = 1 \land c' = c + x) \Rightarrow c' \geq c + x$, and
- $(t'_0, t_0) \in Q$.

All other state pairs in $Q$ can be verified analogously.
We show that any implementation in $\text{MIOD}^i$ is a final element with respect to strong modal refinement.

**Lemma 4.3.5**
Let $I \in \text{MIOD}^i$ and $S \in \text{MIOD}$. Then $S \leq_s^d I$ implies $I \leq_s^d S$.

**Proof.** Assume that $S \leq_s^d I$ is demonstrated by a refinement relation $R$. Then it is straightforward to prove that $R^{-1} = \{(i,s,\delta) \mid (s,i,\delta) \in R\}$ is a refinement relation demonstrating $I \leq_s^d S$.

The implementation semantics of $S \in \text{MIOD}$ induced by strong modal refinement is denoted by $J^d S K^d_s \triangleq \{I \in \text{MIOD}^i \mid I \leq_s^d S\}$.

It is straightforward to prove that $J^d S K^d_s \neq \emptyset$ if and only if $S$ is well-formed.

In Theorem 2.1.2 we have already shown on the abstract level of specification theories that refinement implies thorough refinement which is defined by inclusion of implementation semantics. The other direction only holds if the MIOD on the right hand side is deterministic, which is analogous to the situation found for MIOs. We first define what determinism means for MIOs.

**Definition 4.3.6 (Determinism)**
A MIOD $S$ is deterministic, if for every reachable state $(s, \delta)$, for all $\alpha \in \Sigma$, $\nu \in \mathcal{D}(V^{\text{req}})$ and $\rho \in \text{par}(a)$,

1. if there is $s \xrightarrow{[\varphi][a][\pi]} s'$ and $s \xrightarrow{[\varphi'][a'][\pi']} s''$ such that $(\delta \cdot \nu; \rho) \models \varphi \land \varphi'$, then $s' = s''$,

2. if there is $s \xrightarrow{[\varphi][a][\pi]} s'$ and $s \xrightarrow{[\varphi'][a'][\pi']} s''$ such that $(\delta \cdot \nu; \rho) \models \varphi \land \varphi'$, then $s' = s''$ and for all $\delta' \in \mathcal{D}(V^{\text{prov}})$, $(\delta \cdot \nu, \delta'; \rho) \models \pi$ if and only if $(\delta \cdot \nu, \delta'; \rho) \models \pi'$.

Note that determinism requires for may-transitions only that the next control state is unique. However, for simultaneously enabled must-transitions, we require that they lead to the same next control state and their postconditions are equivalent. Intuitively, the reason for the weak condition on the may-transition relation is that data states are observable and are distinguished by refinement, i.e. two states $(s, \delta)$ and $(t, \delta')$ of two MIOs $S$ and $T$, respectively, can only be related if $\delta = \delta'$.

The set of the isomorphism classes (w.r.t. bijections on states) of deterministic, well-formed MIOs is denoted by $d\text{MIOD}$, the set of isomorphism classes for deterministic, well-formed implementations of MIOs is denoted by $d\text{MIOD}^i$.

The following theorem shows that completeness of refinement is achieved once the right hand side is assumed to be deterministic. The proof is an adaptation of the proof for completeness of refinement for (usual) modal transition systems in [32].
Theorem 4.3.7 (Relative completeness of strong modal refinement)

Let \( S, T \in \mathcal{MIO}_D \), and let \( T \) be deterministic. Then \( [S]_s^d \subseteq [T]_s^d \) implies \( S \preceq_s^d T \).

Proof. In this proof, we write \((S, s, \varphi)\) for \( S \) where the initial location is replaced with \( s \in S \), and the initial state predicate by \( \varphi \in \mathcal{A}(V_{prov}, \varphi) \). Observe that the assumption \([S]_s^d \subseteq [T]_s^d \) then means more precisely

\[
[(S, s_0, \varphi_{\delta_0})]_s^d \subseteq [(T, t_0, \varphi_{\delta_0})]_s^d
\]

for all \( \delta_0 \in \mathcal{D}(V_{prov}) \) with \( \delta_0 \models \varphi_{0,S} \).

Let \( R \subseteq ST_S \times ST_T \times \mathcal{D}(V_{prov}) \) be the smallest relation satisfying

- for all \( \delta_0 \in \mathcal{D}(V_{prov}) \), if \( \delta_0 \models \varphi_{0,S} \), then \((s_0, t_0, \delta_0) \in R \),

- for all \((s, t, \delta) \in R\), \( s \longrightarrow s' \equiv \mathcal{A} \mathcal{S}_s \), \( t \longrightarrow t' \equiv \mathcal{A} \mathcal{T}_t \), \( \nu \in \mathcal{D}(V_{req}) \), \( \rho \in \mathcal{D}(par(a)) \), \( \delta' \in \mathcal{D}(V_{prov}) \), if \((\delta \cdot \nu, \delta'; \rho) \models \varphi_S \land \pi_S \land \varphi_T \land \pi_T \), then \((s', t', \delta') \in R \).

We will show that \( R \) is a relation witnessing \( S \preceq_s^d T \).

First, we prove that \((s, t, \delta) \in R \) implies

\[
[(S, s, \varphi_{\delta})]_s^d \subseteq [(T, t, \varphi_{\delta})]_s^d. \tag{\star}
\]

For \((s_0, t_0, \delta_0) \in R \) with \( \delta_0 \models \varphi_{0,S} \), this holds by assumption. Now, let \((s, t, \delta) \in R \) and assume that all the assumptions of the above second condition hold. Let \( I' \in [(S, s', \varphi_{\delta'})]_s^d \) with initial state \( i_0' \). Then, since \( S \) is well-formed and hence consistent, there exists \( I \in [(S, s, \varphi_{\delta})]_s^d \) with initial state \( i_0 \) such that

\[
i_0 \xrightarrow{[\varphi_S \land \varphi_T \land \pi_S]a[(\varphi_{\delta'})'] i}
\]

and the reachable part from \( i \) on is the same as \( I' \) (from the initial state \( i_0' \) on), i.e. \((I, i, \varphi_{\delta'}) = I' \). From (\star\) it follows that \( I \in [(T, t, \varphi_{\delta})]_s^d \), and since \( T \) is deterministic we can conclude that \((I, i, \varphi_{\delta'}) \in [(T, t', \varphi_{\delta'})]_s^d \), and then \( I' \in [(T, t', \varphi_{\delta'})]_s^d \).

We now show that \( R \) is a relation witnessing \( S \preceq_s^d T \). By definition of \( R \), we know that \((s_0, t_0, \delta_0) \in R \) for all \( \delta_0 \models \varphi_{0,S} \). Let \((s, t, \delta) \in R \).

1. Assume \( s \longrightarrow s' \) and \((\delta \cdot \nu, \delta'; \rho) \models \varphi_S \land \pi_S \). Then there exists an implementation

\[
I \in [(S, s, \varphi_{\delta})]_s^d
\]

such that

\[
i_0 \xrightarrow{[\varphi_S \land \varphi_T \land \pi_S]a[(\varphi_{\delta'})'] i}
\]

3Recall that, for any \( W \in SV \), we assume that every \( \delta \in \mathcal{D}(W) \) can be characterized by a predicate \( \varphi_{\delta} \in \mathcal{A}(W, \varphi) \), i.e. \( \delta \models \varphi_{\delta} \) and for any \( \delta' \in \mathcal{D}(W) \), \( \delta' \models \varphi_{\delta} \) implies \( \delta' = \delta \).
By the assertion above, we know that

$$I = \langle [T, t, \varphi_S]\rangle^d,$$

hence there exists $t \xrightarrow{\{\varphi_T\}_{0,\pi}} T^\prime$ such that $(\delta \cdot V, \delta^\prime; \rho) = \varphi_T \land \pi_T$. By definition of $R$, we finally get $(s', t', \delta') \in R$.

2. Assume $t \xrightarrow{\{\varphi_T\}_{0,\pi}} T^\prime$ such that $(\delta \cdot V; \rho) = \varphi_T$. Then, for all $I = \langle [T, t, \varphi_S]\rangle^d$ there exists

$$i_0 \xrightarrow{\{\varphi_S\}_{0,\pi}} T^\prime$$

for some

$$\delta' \in P \triangleq \{\delta' \in \mathcal{D}(V^{\text{prov}}) | (\delta \cdot V, \delta^\prime; \rho) = \pi_T\}.$$

By this observation and $[S, s, \delta']^d \subseteq [T, t, \delta]^d$, we know that every implementation of $(S, s, \varphi_S)$ has such a transition for some $\delta' \in P$. This can only be the case if there is a must-transition

$$s \xrightarrow{\{\varphi_S\}_{0,\pi}} s'$$

such that $(\delta \cdot V; \rho) = \varphi_S$ and for all $\delta' \in \mathcal{D}(V^{\text{req}}), (\delta \cdot V, \delta^\prime; \rho) = \pi_S$ implies $\delta' \in P$.

By the definition of $R$, we can infer $(s', t', \delta') \in R$; this follows from the fact that there exist underlying may-transitions in $S$ and $T$.

The next theorem shows that strong modal refinement is a precongruence with respect to modal synchronous composition of MIOs.

**Theorem 4.3.8 (Compositional refinement)**

Let $S, S', T, T' \in \text{MIO}$. If $S' \leq^d S$ and $T' \leq^d T$ and $S, T$ are composable, then $S'$, $T'$ are composable and $S' \otimes^d T' \leq^d S \otimes^d T$.

**Proof.** It suffices to prove the case $T' = T$ since composition is commutative. Definedness of $S' \otimes^d T$ follows from $S \otimes^d T$ and $S' \leq^d S$ since strong modal refinement does not change action signatures or state signatures. Let $V = (V^{\text{prov}}, V^{\text{req}}) = V_S \otimes V_T$. To show $S' \otimes^d T \leq^d S \otimes^d T$ we define a refinement relation $R \subseteq (St_S \times St_T) \times (St_S \times St_T) \times \mathcal{D}(V^{\text{prov}})$ by

$$R = \{(s', s, t, \delta_S \cdot \delta_T) | (s', s, \delta_S) \in R_S\}$$

where $R_S$ witness $S' \leq^d S$. We show that $R$ proves $S' \otimes^d T \leq^d S \otimes^d T$.

$$(s', s, t, (\delta_0, s') \cdot (\delta_0, t))$$

clearly holds for any $\delta_0, s' \in \mathcal{D}(\varphi_0, s')$ and any $\delta_0, t \in \mathcal{D}(\varphi_0, t)$, because $\equiv \varphi_0, s' \Rightarrow \varphi_0, S$. Let

$$(s', s, t, (\delta_S \cdot \delta_T)) \in R,$$
so we can assume that \((s', s, \delta_S) \in R_S\). Let
\[
(s, t) \xrightarrow{[\varphi][\pi]} (\hat{s}, \hat{t})
\]
be a must-transition in \(S \otimes^d T\). The only interesting case is when \(\alpha\) is a shared action of \(S\) and \(T\), i.e. \(\alpha \in \Sigma_S^{\text{ext}} \cap \Sigma_T^{\text{ext}}\). Assume that there is \(\nu \in \mathcal{D}(V_{\text{req}})\), \(\rho \in \mathcal{D}(\text{par}(\alpha))\) such that
\[
(\delta_S \cdot \delta_T \cdot \nu; \rho) \models \varphi.
\]
From (1) and the rules of composition it follows that there exist \(s' \models [\varphi_S] [\pi_S]\) and \(t \models [\varphi_T][\pi_T]\) such that
\[
(\delta_S \cdot \delta_T \cdot \nu; \rho) \models \varphi_S \land \varphi_T \land \pi_S \land \pi_T.
\]
From \((s', s, \delta_S) \in R_S\) we can conclude that there exists \(s' \models [\varphi_S][\pi_S']\) such that \((\delta_S \cdot \delta_T \cdot \nu; \rho) \models \varphi_S \land \varphi_T\), and for all \(\delta_S' \in \mathcal{D}(V_{\text{prov}})\), if \((\delta_S \cdot \delta_T \cdot \nu, \delta_S'; \rho) \models \pi_S\), then \((\delta_S \cdot \delta_T \cdot \nu, \delta_S'; \rho) \models \pi_S\) and \((\delta_S', s', \delta_S') \in R_S\).

Then we have
\[
(s', t) \xrightarrow{[\varphi_S \land \varphi_T][\pi_S \land \pi_T]} (s', \hat{t})
\]
and the rest follows from the above satisfaction statements, including
\[
((s', \hat{t}), (s, \hat{t}), \delta_S' \cdot \delta_T) \in R.
\]
The other direction of modal refinement (condition 2 of Def. 4.3.1 from concrete to abstract) is very similar to the proof above. \(\square\)

**Example 4.3.9**
Figure 4.8 shows the composition \(R' \otimes^d M'\) of the refined system specifications \(R'\) and \(M'\) (see also Figures 4.6 and 4.7 for their individual specifications). Thanks to Theorem 4.3.8 we can infer \(R' \otimes^d M' \leq_s R \otimes^d M\) just by verifying the refinements \(R' \leq_s R\) and \(M' \leq_s M\).

### 4.3.2 Strong Environment Correctness

The environment correctness notion that we introduce for MIOs in the following builds upon strong environment correctness as defined for MIOs in Section 3.3.2 Chapter 3. From the control point of view strong environment correctness for MIOs requires that in any reachable state of the product \(S \otimes^d E\) of two MIOs \(S\) (the specification) and \(E\) (the environment), if \(S\) may issue an output (in its current control and data state) then \(E\) is in a control and data state where it must be able to take the corresponding input.
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Figure 4.8: Modal synchronous composition of MIODs $R'$ and $M'$
4.3 The Specification Theory $T_{\text{strong}}^\text{MIOD}$ and $T_{\text{strong}}^d$MIOD

Definition 4.3.10 (Strong environment correctness)
Let $S, E \in \text{MIOD}$ be composable. $E$ is a strongly correct environment for $S$, written $S \rightarrow^d_S E$, if for all reachable states

$((s, e), (\delta_S \cdot \delta_E))$ in $S \otimes^d E$,

for all $\alpha \in \Sigma^\text{out}_S \cap \Sigma^\text{in}_E$, whenever

$[\varphi_S | \alpha | [\pi_S]]_S$

and $(\delta_S \cdot \delta_E \cdot \nu; \rho) \models \varphi_S$ for some $\nu \in \mathcal{D}(\mathcal{V}_{\text{req}}^S \otimes^d E)$ and some $\rho \in \mathcal{D}(\text{par}(\alpha))$, then

$[\varphi_E | \alpha | [\pi_E]]_E$

such that $(\delta_S \cdot \delta_E \cdot \nu; \rho) \models \varphi_E$.

Recall that we write $S \rightsquigarrow^d_S E$ (“$S$ and $E$ are strongly compatible”) if $S \rightarrow^d_S E$ and $E \rightarrow^d_S S$.

Example 4.3.11
Consider the MIODs shown in Figures 4.1, 4.2 and their composition shown in Figure 4.3. Strong compatibility of the specifications $R$ and $M$ means that, for instance, in the reachable state $(s_0, t_0, [m \rightarrow 1, \ldots])$, in $s_0$ the output coin(\(x\))! is possible in $R$ with parameter valuation $[x \rightarrow 1]$ since we have

$([m \rightarrow 1, \ldots]; x \rightarrow 1) \models x = 1 \land x \leq m$.

For $R$ and $M$ to be strongly compatible, we have to check that $M$ is ready to take that output. And indeed, there is a must-transition for coin(\(x\))? which must be enabled whenever the parameter valuation is $[x \rightarrow 1]$ (independent of the provided data state of $M$), hence the output of $R$ can be taken by $M$ for sure. The reader may easily verify the other outputs sent from $R$ to $M$ (and the other way round), coming to the conclusion that $R$ and $M$ are strongly compatible, i.e. $R \rightsquigarrow^d_S M$.

Strong environment correctness of MIODs is preserved by refinement:

Theorem 4.3.12 (Preservation of strong environment correctness)
Let $S, S', E, E' \in \text{MIOD}$. If $S \rightarrow^d_S E$ and $S' \leq^d_S S$ and $E' \leq^d_S E$, then $S' \rightarrow^d_S E'$.

Proof. Let $((s', e'), \delta_S \cdot \delta_E)$ be a reachable state in $S \otimes^d E$. From reachability of $s'$ in $S'$, $e'$ in $E'$ and strong modal refinements $S' \leq^d_S S$, $E' \leq^d_S E$ we can conclude that there exist related states $s \in St_S$, $e \in St_E$ such that $(s, e)$ is reachable in $S \otimes^d E$.

Assume that

$s' \rightsquigarrow^d_S s'$
with \( a \in \Sigma_s^{\text{out}} \cap \Sigma_E^{\text{in}} \), and
\[
(\delta_S \cdot \delta_E \cdot v; \rho) \models \varphi_S
\]
for some \( v \in \mathcal{D}(V_{S \otimes E}^{\text{req}}) \) and some \( \rho \in \mathcal{D}(\text{par}(a)) \). Then
\[
\text{s} \cdot (\delta_S \cdot \delta_E \cdot v; \rho) \models \varphi_S
\]
such that \((s, e, \delta_S \cdot \delta_E \cdot v)\) is reachable in \( S \otimes_E E \), we can conclude that
\[
e \cdot (\varphi_E)a[\pi_E] \models \varphi_E
\]
with \((\delta_S \cdot \delta_E \cdot v; \rho) \models \varphi_E\). Again, by strong modal refinement \( E' \leq_s d S \), we can infer that
\[
e' \cdot (\varphi_E)a[\pi_E'] \models \varphi_E'
\]
with \((\delta_S \cdot \delta_E \cdot v; \rho) \models \varphi_E'\) which was to be shown.

\[\square\]

**Example 4.3.13**

This result allows us to infer strong environment correctness of the refined MIODs \( R' \) and \( M' \) in both directions, see Figures 4.6, 4.7 for the individual MIODs and Figure 4.8 for their composition. As we have proven strong environment correctness of \( R \) and \( M \) in both directions as well as the refinements \( R' \leq_s d R \) and \( M' \leq_s d M \), Theorem 4.3.12 allows us to conclude that both \( R' \rightarrow_s d M' \) and \( M' \rightarrow_s d R' \) hold.

### 4.3.3 Definition of \( \text{Th}^{\text{MIOD}} \) and \( \text{Th}^{d\text{MIOD}} \)

We can now summarize our results for MIODs by stating that MIODs as well as deterministic MIODs form a specification theory.

**Corollary 4.3.14**

\[
\text{Th}^{\text{MIOD}}_{\text{strong}} \triangleq (\text{MIOD}, \text{MIOD}^i, \leq_s, \otimes, \rightarrow_s) \text{ is a specification theory.}
\]
\[
\text{Th}^{d\text{MIOD}}_{\text{strong}} \triangleq (d\text{MIOD}, d\text{MIOD}^i, \leq_s, \otimes, \rightarrow_s) \text{ is a specification theory.}
\]

**Proof.** Compositionality of strong modal refinement follows from Theorem 4.3.8. Preservation of strong environment correctness is shown in Theorem 4.3.12. Finiteness of implementations is shown in Lemma 4.3.5. All theorems also hold for deterministic MIOs.

We can obtain a reflective embedding of \( \text{Th}^{d\text{MIOD}}_{\text{strong}} \) in \( \text{Th}^{\text{MIOD}}_{\text{strong}} \) by taking the identity function. The proof is straightforward and omitted.

**Corollary 4.3.15**

The identity function \( \text{id} : d\text{MIOD} \rightarrow \text{MIOD} \) is a reflective embedding of \( \text{Th}^{d\text{MIOD}}_{\text{strong}} \) in \( \text{Th}^{\text{MIOD}}_{\text{strong}} \).
Furthermore, comparing the specification theories $Th^{\text{MIO}}_{\text{strong}}$ and $Th^{\text{MIOD}}_{\text{strong}}$, we can observe that the latter is clearly more expressive than the former. In fact we can define an embedding $f$ of $Th^{\text{MIO}}_{\text{strong}}$ in $Th^{\text{MIOD}}_{\text{strong}}$ in the following way. $f$ transforms every MIO to a MIOD with no provided and required state variables, no action parameters, and pre- and postconditions being the universally valid predicate $true$. More formally, we can define $f : \text{MIO} \rightarrow \text{MIOD}$ by the function that maps any MIO $S = (St_S, s_0, \Sigma_S, \rightarrow_S, \rightarrow_S)$ to the well-formed MIOD $f(S) = (St_S, \varphi_0, \Sigma_S, V, \rightarrow f(S), \rightarrow f(S))$ with $\varphi_0 = true$, $V = (V^{\text{prov}}, V^{\text{req}})$, $V^{\text{prov}} = V^{\text{req}} = \emptyset$, and

$$
\begin{align*}
    s \xrightarrow{[\text{true}]a[\text{true}]} f(S) s' & \text{ if and only if } s \xrightarrow{a} S s', \\
    s \xrightarrow{[\text{true}]a[\text{true}]} f(S) s' & \text{ if and only if } s \xrightarrow{a} S s'.
\end{align*}
$$

Lemma 4.3.16

The function $f$ as defined above is a reflective embedding of $Th^{\text{MIO}}_{\text{strong}}$ in $Th^{\text{MIOD}}_{\text{strong}}$, and $f$ restricted to deterministic MIOs is a reflective embedding of $Th^{d\text{MIO}}_{\text{strong}}$ in $Th^{d\text{MIOD}}_{\text{strong}}$.

Proof. The claim can be easily verified by looking at the definitions of composition, refinement and environment correctness: they all reduce to the corresponding definitions on MIOs as soon as all predicates are of the form $true$. For instance, it is easy to verify that $S \leq_s T$ if and only if $f(S) \leq^d_s f(T)$ for all $S, T \in \text{MIO}$.

Integrating the modal specification theories $Th^{\text{MIO}}_{\text{strong}}$ and $Th^{d\text{MIO}}_{\text{strong}}$ introduced in this section as well as the three reflective embeddings (denoted by $\rightarrow$), we obtain the diagram shown in Figure 4.9 that extends the previous diagram in Figure 3.9.

4.4 Predicate Abstraction

We now switch our focus to the problem of deciding strong modal refinement for finite, well-formed MIODs. The problem $S \leq^d S T$ for finite $S, T \in \text{MIOD}$ but with infinite variable domains is known to be undecidable in general as soon as the assertion language can express two or more counters for (unbounded) integer variables. In this case the refinement problem can be reduced to the halting problem for Minsky machines [143] which is undecidable, see [111] for an overview of general techniques how to prove undecidability of bisimilarity.

In [22] we have proposed strong modal refinement for MIODs possibly with infinite variable domains. The naive technique in [22] relies on syntactically reachable states rather than considering a current data state $\delta$ being part of
the refinement relation, similar but slightly more flexible than the conditions in Lemma 4.3.3 above. This refinement notion corresponds to the usual refinement of operation specifications, e.g. in behavioural subtyping for object-oriented programs [131], where preconditions can be weakened and postconditions can be strengthened. As this refinement notion only takes into account the control states, strong modal refinement can be decided whenever the set of control states is finite and the satisfaction relation can be decided. However, better approximations are clearly desirable, both from a theoretical and from a practical point of view.

Remark 4.4.1
We do not explicitly study the problem of verifying strong environment correctness for which, however, the predicate abstraction technique would also work. Whether predicate abstraction can be extended to the verification of weak strong modal refinement and weak environment correctness is out of scope and left for future work.

Example 4.4.2
We illustrate predicate abstraction with the following running example, slightly more technical and abstract than the previous examples but suited to illustrate our technique. For the rest of this section, we define the data universe \( \mathcal{U} \) by the natural numbers, i.e. \( \mathcal{U} \equiv \mathbb{N} \). Figure 4.10 is an abstract specification \( T \) of a component with two provided state variables \( x \) and \( y \) of non-negative integers, and there is a single internal action. \( T \) expresses that performing a continuously alternates the data state between “the sum of \( x + y \) is even” and “the sum of \( x + y \) is odd”.

Consider the MIOD \( S \) in Figure 4.11. Our goal is to show that \( S \) is a strong
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modal refinement of $T$. However, Lemma 4.3.3 does not work here – for instance, the state pair $(s_0, t_0)$ fails the check for the must-transition because of the postconditions, i.e.

$$\not\forall \exists (x' \% 2 = 1 \land y' = y) \Rightarrow (x' + y') \% 2 = 1.$$ 

In this case, we propose to resort to predicate abstraction techniques [93]. Given two finite, well-formed MIODs $S$ and $T$ we derive over- and under-approximensions $S^o$ and $T^u$, respectively, using a finite number of predicates partitioning the provided and required data state space. Importantly, if predicates are decidable then we give algorithms how to derive the over- and under-approximation $S^o$ and $T^u$, respectively. Since $S^o$ and $T^u$ are finite MIODs and the finitely many predicates can be encoded by Boolean variables, $S^o \leq^d S^u \leq^d T^u$ becomes decidable. As the main result of this approach to the verification of strong modal refinement, we show that $S^o \leq^d S^u \leq^d T^u$ implies $S \leq^d T$. We describe the predicate abstraction
technique for MIODs without action parameters, however, they can be easily integrated with some more technical effort. Technical details about the encoding of predicates with Boolean variables can be found in [25].

Given a MIOD \( S = (S, s_0, \phi_0, \Sigma, V, \rightarrow, \rightarrow) \), we partition the local data state space and the uncontrolled data state space using finitely many predicates

\[
\Phi_1, \Phi_2, \ldots, \Phi_N \in \text{Pred}(V^{\text{prov}}) \quad \text{and} \quad \Psi_1, \Psi_2, \ldots, \Psi_M \in \text{Pred}(V^{\text{req}}).
\]

It is crucial that the predicates form a partition, i.e. for \( \Phi_1, \Phi_2, \ldots, \Phi_N \in \text{Pred}(V^{\text{prov}}) \) this is means

- \( \nexists \Phi_i \land \Phi_j \) for all \( 1 \leq i < j \leq N \) and
- \( \exists \Phi_1 \lor \ldots \lor \Phi_N \);

similar for \( \Psi_1, \Psi_2, \ldots, \Psi_M \in \text{Pred}(V^{\text{req}}) \). We fix these predicates in the following to simplify the presentation.

**Example 4.4.3**

*For our running example, we fix the following predicates. Note that we do not have any required state variables.*

\[
\begin{align*}
\Phi_1 & \equiv y = 0 \land x = 0 \\
\Phi_2 & \equiv y = 0 \land x > 0 \land x \% 2 = 1 \\
\Phi_3 & \equiv y = 0 \land x > 0 \land x \% 2 = 0 \\
\Phi_4 & \equiv y > 0 \land (x + y) \% 2 = 1 \\
\Phi_5 & \equiv y > 0 \land (x + y) \% 2 = 0
\end{align*}
\]

*These predicates are carefully chosen such that the occurring pre- and postconditions in \( S \) and \( T \) can be “best” approximated; automatic procedures obtaining such predicates is subject of future work.*

The transition relation of the over-approximation expands the allowed behaviours and limits the required behaviours. Dually, the under-approximation will further restrict the allowed behaviour and add more required transitions. In other words, over-approximation is an *existential* abstraction on may-transitions and *universal* abstraction on must-transitions. Conversely, under-approximation is a *universal* abstraction on may-transitions and *existential* abstraction on must-transitions.

Let us define, for any \( S \in \text{MIOD} \), states \( s, s' \in \text{St}_S \), and actions \( \alpha \in \Sigma \),

\[
\begin{align*}
\text{may}_S(s, \alpha, s') & \triangleq \{ (\varphi, \pi) \mid s \xrightarrow{[\varphi]a[^{\pi}]}_{S} s' \}, \\
\text{must}_S(s, \alpha, s') & \triangleq \{ (\varphi, \pi) \mid s \xrightarrow{[\varphi]a[^{\pi}]}_{S} s' \}.
\end{align*}
\]
Definition 4.4.4 (Over-approximation)

Let $S$ and $S^o$ be two MIODs with the same extended action signature and state signature. $S^o$ is an over-approximation of $S$ w.r.t. $(\Phi_i)_{1 \leq i \leq N}$, and $(\Psi_j)_{1 \leq j \leq M}$, if $S \leq S^o$ and for $S^o$ it is satisfied that

1. the initial state predicate of $S^o$ is of the form $\bigvee_{i \in I} \Phi_i$ for some $\emptyset \neq I \subseteq \{1, \ldots, N\}$,
2. preconditions in $S^o$ are of the form $(\bigvee_{i \in I} \Phi_i) \land (\bigvee_{j \in J} \Psi_j)$ for some $\emptyset \neq I \subseteq \{1, \ldots, N\}$ and $\emptyset \neq J \subseteq \{1, \ldots, M\}$,
3. postconditions in $S^o$ are of the form $\bigvee_{i \in I} (\Phi_i)'$ for some $\emptyset \neq I \subseteq \{1, \ldots, N\}$.

We now describe a simple algorithm how an over-approximation can be obtained. Minimality requirements are used to ensure that the over-approximation is as close as possible to the original specification.

Algorithm 1 (A-O). Let $S = (St_S, s_0, \varphi_0, \Sigma, V, \rightarrow, \rightarrow)$ $\in$ MIOD. The MIOD $S^o$ is constructed as follows.

- The control state space of the over-approximation $S^o$ is given by
  $$St_{S^o} \triangleq St_S \times \left\{ \bigvee_{i \in I} \Phi_i \bigg| \emptyset \neq I \subseteq \{1, \ldots, N\} \right\}.$$ 
  The state predicate is added to over-approximate the data states which are actually reachable for this control state in $S$.

- The initial state is $(s_0, \bigvee_{i \in I} \Phi_i)$ where $i \in I$ if and only if $\models \exists \varphi_0 \land \Phi_i$.

- For a control state $(s, \Gamma) \in St_{S^o}$ and some $1 \leq i \leq N$, $1 \leq j \leq M$, the following may- and must-transitions are added:
  - If $\text{may}_S(s, \alpha, s') \neq \emptyset$ and
    $$\models \exists \Gamma \land \Phi_i \land \Psi_j \land \bigvee_{(\varphi, \pi) \in \text{may}_S(s, \alpha, s')} \varphi \land \pi$$
    then
    $$(s, \Gamma) \underset{[\Phi_i \land \Psi_j]a[\vee_{i \in I}(\Phi_i)']}{\longrightarrow} (s', \bigvee_{i \in I} \Phi_i)$$
  where $\emptyset \neq I \subseteq \{1, \ldots, N\}$ is a minimal set satisfying
  $$\models \forall \Gamma \land \Phi_i \land \Psi_j \land \bigvee_{(\varphi, \pi) \in \text{may}_S(s, \alpha, s')} \varphi \land \pi \Rightarrow \bigvee_{i \in I} (\Phi_i)'.$$
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- If $\text{must}_S(s, \alpha, s') \neq \emptyset$ and

$$\models \forall \Gamma \land \Phi_i \land \Psi_j \Rightarrow \left( \bigvee_{(q, \pi) \in \text{must}_S(s, \alpha, s')} \varphi \right),$$

then

$$(s, \Gamma) \xrightarrow{[\Phi_i \land \Psi_j] \land \bigvee_{i \in I}(\Phi')_i} S^o (s', \bigvee_{i \in I}(\Phi')_i)$$

where $\emptyset \neq I \subseteq \{1, \ldots, N\}$ is a minimal set satisfying

$$\models \forall \Gamma \land \Phi_i \land \Psi_j \Rightarrow \left( \bigvee_{(q, \pi) \in \text{must}_S(s, \alpha, s')} \varphi \land \left( \pi = \bigvee_{i \in I}(\Phi')_i \right) \right).$$

The minimality of the postcondition ensures that the effect of this must-transition is best described (for the fixed set of predicates).

**Theorem 4.4.5**

Let $S$ be a well-formed MIOD. If a well-formed MIOD $S^o$ is obtained by Algorithm (A-O), then $S^o$ is an over-approximation of $S$, in particular, it holds that $S \leq_s S^o$.

**Proof.** Observe that $S^o$ adheres to the required format of initial state predicate, preconditions and postconditions. We only have to show that $S \leq_s S^o$. We define a relation $R \subseteq St_S \times St_{S^o} \times \mathcal{D}(V^{\text{prov}})$ by

$$R = \{(s, (s, \Gamma), \delta) \mid \delta \models \Gamma\}.$$ 

We show that $R$ proves the refinement $S \leq_s S^o$. Assume that the initial state predicate of $S^o$ is $\bigvee_{i \in I_0} \Phi_i$ for some $\emptyset \neq I_0 \subseteq \{1, \ldots, N\}$. We can infer that

$$(s_0,(s_0, \bigvee_{i \in I_0} \Phi_i), \delta_0) \in R$$

for all $\delta_0 \models \varphi_{0,s}$, since for every such $\delta_0$ there must exist some $i \in I_0$ such that $\delta_0 \models \varphi_0 \land \Phi_i$.

Let us consider a triple $(s, (s, \Gamma), \delta) \in R$. Assume a must-transition

$$(s, \Gamma) \xrightarrow{[\Phi_i \land \Psi_j] \land \bigvee_{k \in I}(\Phi'_k)} S^o (s', \bigvee_{k \in I}(\Phi'_k))$$

such that $(\delta \cdot \nu) \models \Phi_i \land \Psi_j$ for some $\nu \in \mathcal{D}(V^{\text{req}})$. By the above rules for constructing $S^o$ and by $\delta \models \Gamma$ (which we know by assumption $(s, (s, \Gamma), \delta) \in R$), it follows that there exists a must-transition

$$s \xrightarrow{[\varphi]\alpha[\pi]} s'$$

such that $(\delta \cdot \nu, \delta') \models \varphi \land \pi \Rightarrow \bigvee_{k \in I}(\Phi'_k)$ for all $\delta' \in \mathcal{D}(V^{\text{prov}})$. Hence we have that $(s', (s', \bigvee_{k \in I}(\Phi'_k)), \delta') \in R$ for all $\delta' \in \mathcal{D}(V^{\text{prov}})$ such that $(\delta \cdot \nu, \delta') \models \pi$.

The direction for the may-transition is similar and less difficult. \qed
Example 4.4.6

The over-approximation of $S$, see Figure 4.11, constructed according to Algorithm (A-O) using the fixed predicates $\Phi_1, \ldots, \Phi_5$, as chosen in Example 4.4.3, is shown in Figure 4.12. Strictly applying Algorithm (A-O) would result in two transitions from the state $(s_1, \Phi_1 \lor \Phi_3)$ to the state $(s_1, \Phi_2)$ which have been gathered to a single transition in Figure 4.12. Let us explain the construction by looking at two particular transitions. For instance, there is a may-transition

$$(s_0, \Phi_1) \xrightarrow{[\Phi_1]\alpha([\Phi_2]')} S^o (s_1, \Phi_2)$$

because there is a may-transition

$$s_0 \xrightarrow{[\text{true}]\alpha[x'\%2=1 \land y'=y]} S s_1$$

in $S$ such that $\models \Phi_1 \land \text{true} \land x'\%2 = 1 \land y' = y$ and $I = \{2\}$ is the minimal set such that $\models \Phi_1 \land x'\%2 = 1 \land y' = y \Rightarrow (\Phi_2)'$. For an example of a must-transition in $S^o$, we consider

$$(s_0, \Phi_1) \xrightarrow{[\Phi_1]\alpha([\Phi_2]')} S^o (s_1, \Phi_2).$$

This transition is present in $S^o$ because there is

$$s_0 \xrightarrow{[\text{true}]\alpha[x'\%2=1 \land y'=y]} S s_1$$

in $S$ such that $\models \Phi_1 \Rightarrow \text{true}$ and $I = \{2\}$ is a minimal set satisfying $\models \Phi_1 \Rightarrow (x'\%2 = 1 \land y' = y \Rightarrow (\Phi_2)')$.

We now turn to the definition of an under-approximation $T^u$ of $T$. Recall that an under-approximation is a universal abstraction on may-transitions and existential abstraction on must-transitions.

**Definition 4.4.7 (Under-approximation)**

Let $T$ and $T^u$ be two MIODs with the same extended action signature and state signature. $T^u$ is an under-approximation of $T$ w.r.t. $(\Phi_i)_{1 \leq i \leq N}$, and $(\Psi_j)_{1 \leq j \leq M}$, if $T^u \leq_s T$ and for $T^u$ it is satisfied that

1. the initial state predicate of $T^u$ is of the form $\bigvee_{i \in I} \Phi_i$ for some $\emptyset \neq I \subseteq \{1, \ldots, N\}$,

2. preconditions in $T^u$ are of the form $(\bigvee_{i \in I} \Phi_i) \land (\bigvee_{j \in J} \Psi_j)$ for some $\emptyset \neq I \subseteq \{1, \ldots, N\}$ and $\emptyset \neq J \subseteq \{1, \ldots, M\}$,

3. postconditions in $T^u$ are of the form $\bigvee_{i \in I} (\Phi_i)'$ for some $\emptyset \neq I \subseteq \{1, \ldots, N\}$. 
We now describe a simple construction of an under-approximation. For this construction to work, we have to require that every postcondition does not mention unprimed variables, i.e. postconditions must be independent from the previous data state, and all postconditions must be equivalent to a disjunction of a selection of the predicates $(\Phi_1)',\ldots,(\Phi_N)'.$ More precisely, for every postcondition we stipulate the existence of a set $\emptyset \neq I \subseteq \{1,\ldots,N\}$ such that $\models \forall \pi \Leftrightarrow \bigvee_{k \in I}(\Phi_i)'.$

**Algorithm 2 (A-U).** Let $T = (St_T, t_0, \varphi_0, \Sigma, V, \rightarrow, \rightarrow)$ be a MIOD. The MIOD $T^u$ is constructed as follows.

- The control state space of the under-approximation $T^u$ is given by
  
  \[
  St_{T^u} \triangleq St_T \times \left\{ \bigvee_{i \in I} \Phi_i \mid \emptyset \neq I \subseteq \{1,\ldots,N\} \right\}. 
  \]

  The state predicate is added to under-approximate the data states which are actually reachable in $T$ for this control state.

- The initial state is $(t_0, \bigvee_{i \in I} \Phi_i)$ where $i \in I$ if and only if $\models \forall \Phi_i \Rightarrow \varphi_0.$

- For a control state $(t, \Gamma) \in St_{T^u},$ the following may- and must-transitions are added:
  - If $\text{may}_T(t, \alpha, t') \neq \emptyset$ and there exists a maximal set $\emptyset \neq I \subseteq \{1,\ldots,N\}$ satisfying
    
    \[
    \models \forall \Gamma \land \Phi_i \land \Psi_j \land \bigvee_{k \in I} (\Phi_k)' \Rightarrow \left( \bigvee_{(\varphi, \pi) \in \text{may}_T(t, \alpha, t')} \varphi \land \pi \right) 
    \]
then
\[(t, \Gamma) \xrightarrow{(\Phi_i \land \Psi_j) \land \bigvee_{k \in I}(\Phi_k)'})_{T^u} (t', \bigvee_{k \in I}(\Phi_k)').\]

– For every \((\varphi, \pi) \in \text{must}_T(t, \alpha, t')\), if \(\models \exists \Gamma \land \Phi_i \land \Psi_j \land \varphi\), then there is
\[(t, \Gamma) \xrightarrow{(\Phi_i \land \Psi_j) \land \bigvee_{k \in I}(\Phi_k)'})_{T^u} (t', \bigvee_{k \in I}(\Phi_k)').\]

where \(\phi \neq I \subseteq \{1, \ldots, N\}\) is a set satisfying \(\models \forall \pi \leftrightarrow \bigvee_{k \in I}(\Phi_k)\).

Technically, under-approximation may yield a MIOD which is not well-formed: states may be reachable in which must-transitions are enabled which are not reachable by may-transitions. However, this does not affect the following result, as we only use transitivity of refinement which continue to hold for these MIODs. Note that postconditions on must-transitions are still satisfiable since they are of the form \(\bigvee_{k \in I}(\Phi_k)'\) for some set \(\phi \neq I \subseteq \{1, \ldots, N\}\).

**Theorem 4.4.8**

Let \(T\) be a well-formed MIOD. If \(T^u\) is the MIOD obtained according to Algorithm (A-U), then \(T^u\) is an under-approximation of \(T\), in particular, it holds that \(T^u \leq_{s} \leq_{d} T\).

**Proof.** Observe that \(T^u\) adheres to the required format of initial state predicate, preconditions and postconditions. We only have to show that \(T^u \leq_{s} \leq_{d} T\). We define a relation \(R \subseteq S_{T^u} \times S_{T} \times D(V_{prov})\) by
\[R \triangleq \{(t, \Gamma, t, \delta) \mid \delta \models \Gamma \}.\]

We show that \(R\) proves the refinement \(T^u \leq_{s} \leq_{d} T\). Assume that the initial state predicate of \(T^u\) is \(\bigvee_{i \in I_0}(\Phi_i)\) for some \(I_0 \subseteq \{1, \ldots, N\}\). We can infer that
\[(t_0, \bigvee_{i \in I_0}(\Phi_i), t_0, \delta_0) \in R\]
for all \(\delta_0 \models \bigvee_{i \in I_0}(\Phi_i)\), since for every such \(\delta_0\) we have that \(\delta_0 \models \bigvee_{i \in I_0}(\Phi_i) \land \varphi_0, T\).

Let us consider a triple \((t, \Gamma, t, \delta) \in R\) that satisfies a must-transition
\[t \xrightarrow{[\varphi]a[\pi]} t'\]
such that \((\delta \land \nu) \models \varphi\) for some \(\nu \in D(V_{req})\). By assumption \((s, (s, \Gamma, \delta) \in R\), we know that \((\delta \land \nu) \models \Gamma \land \Phi_i \land \Psi_j \land \varphi\) for some \(i \in \{1, \ldots, N\}\) and some \(j \in \{1, \ldots, M\}\). Then by the rules for constructing \(T^u\), there is
\[(t, \Gamma) \xrightarrow{(\Phi_i \land \Psi_j) \land \bigvee_{k \in I}(\Phi_k)'})_{T^u} (t', \bigvee_{k \in I}(\Phi_k)').\]
where \( I \subseteq \{1, \ldots, N\} \) is a non-empty set satisfying \( \models \pi \Leftrightarrow \bigvee_{k \in I} (\Phi_k)' \). It follows that for all \( \delta' \in \mathcal{D}(V_{\text{prov}}) \), whenever \((\delta \cdot \nu, \delta') \models \bigvee_{k \in I} \Phi_k \), then \((\delta \cdot \nu, \delta') \models \pi \) and \(((t', \bigvee_{k \in I} \Phi_k), t', \delta') \in R \).

The direction for the may-transition is similar and less difficult. \( \square \)

**Example 4.4.9**

Figure 4.13 shows the under-approximation \( T^u \) of \( T \), obtained by Algorithm (A-U) except that, for presentation issues and similarly to before, transitions with the same source and target state and the same modality and postcondition have been gathered by drawing a single transition with disjoint preconditions.

**Corollary 4.4.10**

Let \( S \) and \( T \) be well-formed MIODs with the same extended action signature and the same state signature. Let \((\Phi_i)_{1 \leq i \leq N} \) and \((\Psi_j)_{1 \leq j \leq M} \) be predicates that partition the data state spaces \( \mathcal{D}(V_{\text{prov}}) \) and \( \mathcal{D}(V_{\text{req}}) \), respectively.

- Let \( S^o \) be an over-approximation w.r.t. \((\Phi_i)_{1 \leq i \leq N} \) and \((\Psi_j)_{1 \leq j \leq M} \) obtained according to Algorithm (A-O).

- Let \( T^u \) be an under-approximation w.r.t. \((\Phi_i)_{1 \leq i \leq N} \) and \((\Psi_j)_{1 \leq j \leq M} \) obtained according to Algorithm (A-U).

Then \( S^o \leq^d T^u \) implies \( S \leq^d T \).
Proof. This simply follows from transitivity of $\leq^d_s$ and

$$S \leq^d_s S^o \leq^d_s T^u \leq^d_s T$$

where $S \leq^d_s S^o$ is proven in Theorem 4.4.5 and $T^u \leq^d_s T$ is proven in Theorem 4.4.8. □

Example 4.4.11
It can be easily verified that $S^o$, shown in Figure 4.12, is a strong modal refinement of $T^u$, shown in Figure 4.13. Using Lemma 4.3.3 it suffices to define the relation

$$Q = \{((s_0, \Phi_1), (t_0, \bigvee_{1 \leq i \leq 5} \Phi_i)),
((s_1, \Phi_2), (t_1, \Phi_2 \vee \Phi_4)),
((s_1, \Phi_1 \vee \Phi_3), (t_0, \Phi_1 \vee \Phi_3 \vee \Phi_5)),
((s_0, \Phi_1), (t_0, \Phi_1 \vee \Phi_3 \vee \Phi_5))\}$$

and all state pairs in $Q$ satisfy the conditions of Lemma 4.3.3. Thus we have shown that $S^o \leq^d_s T^u$.

Finally, our abstraction also supports compositional reasoning about composition in the following sense:

Theorem 4.4.12
Let $S$ and $T$ be two composable MIODs. Let $\Phi_i \in \mathcal{S}(V^\text{prov}_S), 1 \leq i \leq N$, $\Psi_j \in \mathcal{S}(V^\text{prov}_T), 1 \leq j \leq M$, and $\Omega_k \in \mathcal{S}(V^\text{req}_{S \otimes^d T}), 1 \leq k \leq P$ be predicates partitioning the respective set of data states. Assume that

- $S^o$ and $S^u$ are over- and under-approximation of $S$ w.r.t. $(\Phi_i)_{1 \leq i \leq N}$ and $(\Psi_j \land \Omega_k)_{1 \leq j \leq M, 1 \leq k \leq P}$, obtained according to Algorithms (A-O) and (A-U), respectively,

- $T^o$ and $T^u$ are over- and under-approximation of $T$ w.r.t. $(\Psi_j)_{1 \leq j \leq M}$ and $(\Phi_i \land \Omega_k)_{1 \leq i \leq N, 1 \leq k \leq P}$, obtained according to Algorithms (A-O) and (A-U), respectively,

- $(S \otimes^d T)^o$ and $(S \otimes^d T)^u$ are over- and under-approximation of $S \otimes^d T$ w.r.t. $(\Phi_i \land \Psi_j)_{1 \leq i \leq N, 1 \leq j \leq M}$ and $(\Omega_k)_{1 \leq k \leq P}$, obtained according to Algorithms (A-O) and (A-U), respectively.

Then it is satisfied:

1. $(S \otimes^d T)^o \leq^d_s S^o \otimes^d T^o$,
2. $S^u \otimes^d T^u \leq^d_s (S \otimes^d T)^u$. 
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**Proof.** We prove that \( (S \otimes^d T)^\circ \leq_{s}^d S^\circ \otimes^d T^\circ \). For this to show, we define a relation

\[
R = \{ (((s, t), \Gamma), ((s, s), (t, \Gamma)), \delta) \mid \delta \models \Gamma \text{ and } \Vdash_\Gamma \Rightarrow \Gamma \wedge \Gamma_T \}
\]

and show that \( R \) is a refinement relation for the above refinement statement.

First, let us prove that for all \( \delta_0 \in D(V_{\text{prov}}^{S}) \) such that \( \delta_0 \models \phi(S \otimes^d T)^\circ \), we have that

\[
(((s, t), \phi(S \otimes^d T)^\circ), ((s, s), \delta_0, \delta_0), \delta_0) \in R.
\]

We only have to show that \( \Vdash_\Gamma \phi(S \otimes^d T)^\circ \Rightarrow \phi(S^\circ \otimes T^\circ) \). Assume \( \delta_S \cdot \delta_T \models \phi(S \otimes^d T)^\circ \). Then we must have \( \Phi_i \) and \( \Psi_j \) such that \( \delta_S \cdot \delta_T \models \Phi_i \wedge \Psi_j \). By construction of \( \phi(S \otimes^d T)^\circ \) it must hold that

\[
\Vdash_\exists \Phi_0, T \wedge \Phi_i \wedge \Psi_j
\]

which implies

\[
\Vdash_\exists \Phi_0, T \wedge \Phi_i \wedge \Psi_j.
\]

Thus

\[
\delta_S \models \phi(S^\circ) \text{ and } \delta_T \models \phi(T^\circ)
\]

which is equivalent to

\[
\delta_S \cdot \delta_T \models \phi(S^\circ \otimes T^\circ).
\]

Second, consider a triple \( (((s, t), \Gamma), ((s, s), (t, \Gamma_T)), \delta_S \cdot \delta_T) \in R \).

- Assume that \( ((s, t), \Gamma) \models \phi \) and \( \delta_S \cdot \delta_T \models \pi \) for some \( \delta_S \in D(V_{\text{prov}}^S) \), \( \delta_T \in D(V_{\text{prov}}^T) \) and \( \pi \in D(V_{S \otimes^d T}) \). The interesting case is when \( \alpha \in \Sigma_{S}^{\text{ext}} \cap \Sigma_{T}^{\text{ext}} \). By construction of \( (S \otimes^d T)^\circ \), we know that

\[
\phi = (\Phi_i \wedge \Psi_j) \wedge \Omega_k \wedge \bigvee_{(i, j) \in K} ((\Phi_i)' \wedge (\Psi_j))
\]

for some \( \phi \neq K \subseteq \{1, \ldots, N\} \times \{1, \ldots, M\} \) and

\[
\Vdash_\forall \Gamma \wedge (\Phi_i \wedge \Psi_j) \wedge \Omega_k \wedge \bigvee_{(\phi, \pi) \in \text{may}_{S \otimes^d T}((s, t), a, (s', t'))} \phi \wedge \pi \Rightarrow \bigvee_{(i, j) \in K} ((\Phi_i)' \wedge (\Psi_j')).
\]

Then we get

\[
\Vdash_\exists \Gamma_S \wedge (\Phi_i \wedge \Omega_k) \wedge \bigvee_{(\phi, \pi) \in \text{may}_S(s, a, s')} \phi \wedge \pi
\]

and

\[
\Vdash_\exists \Gamma_T \wedge (\Psi_j \wedge \Omega_k) \wedge \bigvee_{(\phi, \pi) \in \text{may}_T(t, a, t')} \phi \wedge \pi.
\]
Thus, there exist
\[(s, \Gamma_S) \xrightarrow{[\text{subscript relevant}]} (s', \bigvee_{i \in I} \Phi_i) \text{ in } S^o\]
and
\[(t, \Gamma_T) \xrightarrow{[\text{subscript relevant}]} (t', \bigvee_{j \in J} \Psi_j) \text{ in } T^o\]
such that \(I\) and \(J\) are the minimal (and non-empty) sets such that \(\bigvee_{i \in I} \Phi_i\) and \(\bigvee_{j \in J} \Psi_j\) over-approximate the next possible data states. Finally, we get that
\[((s', t'), \bigvee_{i \in I} \Phi_i), ((s, \bigvee_{i \in I} \Phi_i), (t', \bigvee_{j \in J} \Psi_j)) \in R.\]

- Assume that
\[((s, \bigvee_{i \in I} \Phi_i), (t, \bigvee_{j \in J} \Psi_j)) \xrightarrow{[\text{subscript relevant}]} ((s', \bigvee_{i \in I'} \Phi_i), (t', \bigvee_{j \in J'} \Psi_j)) \text{ in } S^o \otimes^d T^o\]

in \(S^o \otimes^d T^o\) and \(\delta_S \cdot \delta_T \cdot \nu \models \Phi_i \land \Psi_j \land \Omega_k\) for some \(\nu \in \mathcal{D}(V_{\text{req}}^{S^o \otimes^d T^o}).\) The interesting case is again \(a \in \Sigma^{\text{ext}}_S \cap \Sigma^{\text{ext}}_T.\) Then there exist transitions
\[(s, \bigvee_{i \in I} \Phi_i) \xrightarrow{[\text{subscript relevant}]} (s', \bigvee_{i \in I'} \Phi_i)\]
and
\[(t, \bigvee_{j \in J} \Psi_j) \xrightarrow{[\text{subscript relevant}]} (t', \bigvee_{j \in J'} \Psi_j).\]

Then we can infer that there exists
\[((s, t), \bigvee_{(i, j) \in K} (\Phi_i \land \Psi_j)) \xrightarrow{[\text{subscript relevant}]} ((s', t'), \bigvee_{(i, j) \in K'} (\Phi_i \land \Psi_j)) \text{ in } S \otimes^d T^o.\]

We still have to show that
\[\models \left( \bigvee_{(i, j) \in K'} (\Phi_i \land \Psi_j) \right) \Rightarrow \left( \bigvee_{i \in I'} \Phi_i \land \bigvee_{j \in J'} \Psi_j \right).\]

But this follows from the rules of constructing over-approximations and the rules of composition.

The other claim \(S^u \otimes^d T^u \preceq^d (S \otimes^d T)^u\) can be shown in a similar way. \(\square\)

This result allows reusing abstractions of individual components in a continued development and verification process. For instance, if we want to verify \(S \otimes^d T \preceq^d U\) then we can compute (or reuse) the less complex abstractions \(S^o\) and \(T^o.\) Theorem 4.4.12 implies then that from \(S^o \otimes^d T^o \preceq^d U^u\) we can infer \(S \otimes^d T \preceq^d (S \otimes^d T)^o \preceq^d U^u \preceq^d U\) and hence \(S \otimes^d T \preceq^d U.\)
4.5 Denotational Semantics

In this section we propose a formal denotational semantics of implementations of MIODs which assigns, to any implementation \( I \in \text{MIOD} \), its denotational semantics \( \text{dsem}(I) \) given as implementation model of \( I \). For the definition of implementation models we use input/output automata with data states (IODs) which provide a suitable semantic formalization for the behaviour of components implemented on the basis of concrete data states and control states determining the current execution points of an implementation model. The state space of an implementation model is given by the Cartesian product of the set \( St_I \) of control states and the set \( \mathcal{D}(V_{prov}^I) \) of provided data states of \( I \), i.e. any state \((i, \delta) \in St \times \mathcal{D}(V_{prov}^I)\) of an implementation model is determined by a control state \( i \in St_I \) and a provided data state \( \delta \in \mathcal{D}(V_{prov}^I) \). The set of implementation labels for the given extended action signature \( \Sigma_I \) and state signature \( V_I = (V_{prov}^I, V_{req}^I) \) such that \( V_{prov}^I \cup V_{req}^I = SV \) and a transition relation

\[
\rightarrow \subseteq (St \times \mathcal{D}(V_{prov}^I)) \times \mathcal{L}^{impl}(\Sigma, V) \times (St \times \mathcal{D}(V_{prov}^I)).
\]

We use IODs as representatives of their isomorphism classes w.r.t. bijections on states. The set of those isomorphism classes of all IODs is denoted by \( \text{IOD} \).

Let us now discuss denotational semantics of implementations: To any implementation \( I \in \text{MIOD} \) we assign its denotational semantics \( \text{dsem}(I) \in \text{IOD} \). The initial provided data state of the IOD \( \text{dsem}(I) \) is the unique data state that satisfies

\[
[v]a(\rho)
\]

where \( v \in \mathcal{D}(V_{req}^I) \) represents a visible data state of the environment which is a guard for that transition, \( a \in \bigcup \Sigma_I \) is the action, and \( \rho \in \mathcal{D}(\text{par}(a)) \) is a valuation of the formal parameters of \( a \). The guard \( v \) expresses that the implementation model will only execute the transition if the environment is in the data state determined by \( v \). This will, of course, be crucial when we consider the composition of implementation models later on. In a concrete program the guard may require that the component performs in one atomic step a test on the visible data state of the environment and, depending on the result, performs the action (or, if \( a \in \Sigma_I^{\text{cat}} \), waits for a synchronization with a communication partner).

**Definition 4.5.1 (Input/output automaton with data states (IOD))**

An input/output automata with data states (IOD)

\[
(St, i_0, \delta_0, \Sigma, V, \rightarrow)
\]

consists of a set of control states \( St \), an initial control state \( i_0 \), an initial data state \( \delta_0 \in \mathcal{D}(V_{prov}^I) \), an extended action signature \( \Sigma \), a state signature \( V = (V_{prov}^I, V_{req}^I) \) such that \( V_{prov}^I \cup V_{req}^I = SV \), and a transition relation

\[
\rightarrow \subseteq (St \times \mathcal{D}(V_{prov}^I)) \times \mathcal{L}^{impl}(\Sigma, V) \times (St \times \mathcal{D}(V_{prov}^I)).
\]
the initial state predicate of $I$. The transition relation of $\text{dsem}(I)$ is determined by all transitions such that the involved data states satisfy the pre- and post-condition of a transition in $I$. The denotational semantics of implementations is formalized in the following definition.

**Definition 4.5.2 (Denotational semantics of implementations)**

Let $I = (St_I, i_0, \varphi_0, I, \Sigma_I, \nu_I, \rightarrow_I, \rightarrow_{\text{dsem}(I)}) \in \text{MIOD}^i$ be an implementation with extended action signature $\Sigma = (\Sigma^\text{in}, \Sigma^\text{out}, \Sigma^\text{int})$ and state signature $V = (V^\text{prov}, V^\text{req})$. The denotational semantics of $I$ is defined by

$$\text{dsem}(I) \triangleq (St_I, i_0, \delta_0, \Sigma_I, V_I, \rightarrow_{\text{dsem}(I)})$$

where $\delta_0 \in \mathcal{D}(V^\text{prov}_I)$ is the unique data state satisfying $\delta_0 \models \varphi_0$, and the transition relation $\rightarrow_{\text{dsem}(I)}$ is defined by the following rule:

for all $i, i' \in St_I, \delta, \delta' \in \mathcal{D}(V^\text{prov}_I), \nu \in \mathcal{D}(V^\text{req}_I), a \in \Sigma_I, \rho \in \mathcal{D}(\text{par}(a))$:

$$i \xrightarrow{[\varphi]a[\pi]} i' \xrightarrow{\nu} (\delta \cdot \nu, \delta'; \rho) \models \varphi \land \pi$$

$$i, \delta \xrightarrow{[\nu]a(\rho)} \text{dsem}(I)(i', \delta')$$

\(^\text{Definition 4.5.2 coincides with the implementation relation defined in} \text{[22]} \text{if only input actions are considered.}\)
Example 4.5.3

Figure 4.14 shows a implementation $I$ which is a strong modal refinement of $R$ (see Figure 4.1 in Section 4.1). The refinement can be easily verified by using Lemma 4.3.3 and the relation

$\{(i_0,s_0),(i_1,s_0),(i_2,s_2),(i_3,s_3)\}$.

Figure 4.15 shows the denotational semantics $dsem(I)$ of $I$. The transition labelled with $[p \rightarrow *, c \rightarrow *]$ coffee? stands for the set of transitions with labels from the set

$\{[p \rightarrow a, c \rightarrow b] \text{ coffee?} \mid a, b \in \mathbb{Z}\}$,

and similar for the other transition using $*$ in its label.

Let us consider, for instance, the state $(i_2,[m \rightarrow 3])$ in $dsem(I)$, and the transition in $I$

$$i_2 \xrightarrow{[\text{true} \text{ coffee?}[m'=m]}} i_3.$$  

This must-transition is implemented in $dsem(I)$ by the transitions labelled with $[p \rightarrow a, c \rightarrow b] \text{ coffee?}$ for arbitrary $a, b \in \mathbb{Z}$, so for any required data state $\nu \in \mathcal{D}(\{p,c\})$ we have a transition labelled with $[\nu]$ coffee?. The postcondition $m'=m$ requires that the next provided data state is $[m \rightarrow 3]$.

Next we define a semantic composition operator for implementation models. Given two IODs $G_1$ and $G_2$, we say that they are composable if their action signatures and their state signatures are composable, respectively. If $G_1$ and $G_2$ are composable, then their composition $G_1 \otimes_{dsem} G_2$ synchronizes transitions whose labels refer to shared actions: a transition with label $[\nu_1]a(\rho)!$ of $G_1$ with
current data state $\delta_1$ is synchronized with a transition with label $[\nu_2]a(\rho)$? of $G_2$ with current data state $\delta_2$ if:

- $\nu_1$ coincides with $\delta_2$ on all provided state variables of $G_2$, i.e. $\nu_1(x) = \delta_2(x)$ for all $x \in V_2^{prov}$,
- $\nu_2$ coincides with $\delta_1$ on all provided state variables of $G_1$, i.e. $\nu_2(x) = \delta_1(x)$ for all $x \in V_1^{prov}$, and
- $\nu_1$ and $\nu_2$ coincide on all state variables that are required in both $G_1$ and $G_2$, i.e. $\nu_1(x) = \nu_2(x)$ for all $x \in (V_1^{req} \setminus V_2^{prov})$.

If the above conditions are met, then both transitions labelled with $[\nu_1]a(\rho)!$ and $[\nu_2]a(\rho)?$ are synchronized to a transition labelled by $[\nu]a(\rho)$ where $\rho$ is the unique required state variable such that $\nu(x) = \nu_1(x) = \nu_2(x)$ for all $x \in (V_1^{req} \setminus V_2^{prov})$.

If the above conditions for synchronization are not met then no synchronization happens and both transitions from $G_1$ and $G_2$ are dropped in the composition. As usual, all other transitions with non-shared actions are interleaved in the composition.

**Definition 4.5.4 (Synchronous composition)**

Let $G_j = (St_j, g_{0,j}, \delta_{0,j}, \Sigma_j, V_j, \rightarrow_j) \in \text{IOD}$, $j \in \{1, 2\}$ be two composable IODs. The synchronous composition of $G_1$ and $G_2$ is defined by the IOD

$$G_1 \otimes_{\text{dsem}}^d G_2 \triangleq \left[ St_1 \times St_2, (g_{0,1}, g_{0,2}), (\delta_{0,1}, \delta_{0,2}), \Sigma_1 \otimes \Sigma_2, V_1 \otimes V_2, \rightarrow \right]$$

where the transition relation $\rightarrow$ is defined by the following rules:

$$
\begin{align*}
(g_1, \delta_1) \xrightarrow{[\nu]a(\rho)} (g_1^1, \delta_1^1) & \quad \alpha \notin \Sigma_2 \\
((g_1, g_2), \delta_1 \cdot \delta_2) \xrightarrow{[\nu]a(\rho)} ((g_1^1, g_2^1), \delta_1^1 \cdot \delta_2) \\
(g_1, \delta_1) \xrightarrow{[\nu_1]a(\rho)} (g_1^1, \delta_1^1) & \quad \alpha \notin \Sigma_1 \\
(g_2, \delta_2) \xrightarrow{[\nu_2]a(\rho)} (g_2^2, \delta_2^2) \\
((g_1, g_2), \delta_1 \cdot \delta_2) \xrightarrow{[\nu]a(\rho)} ((g_1^1, g_2^2), \delta_1^1 \cdot \delta_2) \\
((g_1, g_2), \delta_1 \cdot \delta_2) \xrightarrow{[\nu_1]a(\rho)} (g_1^1, \delta_1^1) \\
((g_1, g_2), \delta_1 \cdot \delta_2) \xrightarrow{[\nu_2]a(\rho)} (g_2^2, \delta_2^2) \\
((g_1, g_2), \delta_1 \cdot \delta_2) \xrightarrow{[\nu]a(\rho)} ((g_1^1, g_2^2), \delta_1^1 \cdot \delta_2')
\end{align*}
$$

The next result shows that our semantical composition operator $\otimes_{\text{dsem}}^d$ preserves the syntactical composition operator $\otimes^d$ on the level of MIODs.

---

\(^5\)Note that by definition of IODs and composability of $G_1$ and $G_2$, we have $V_1^{prov} \cup V_2^{prov} = SV$ for each $i \in \{1, 2\}$, hence $\nu_1$ is defined for all state variables in $V_2^{prov}$, $\nu_2$ is defined for all state variables in $V_1^{prov}$, and $V_1^{req} \setminus V_2^{prov} = V_2^{req} \setminus V_1^{prov}$. 
4. Modal Input/Output Automata with Data Constraints

Theorem 4.5.5
Let $I_1, I_2 \in \text{MIOD}^j$ be two composable implementations. Then $dsem(I_1)$ and $dsem(I_2)$ are composable and

$$dsem(I_1) \otimes^d_{dsem} dsem(I_2) = dsem(I_1 \otimes I_2).$$

Proof. Let $I_1 = (S_{i,1}, i_{0,1}, \delta_{0,1}, \Sigma_1, V_1, \cdot \rightarrow, \cdot 1, \cdot 2)$, $I_2 = (S_{i,2}, i_{0,2}, \delta_{0,2}, \Sigma_2, V_2, \cdot \rightarrow, \cdot 2)$, and let $V = (V_{\text{prov}}, V_{\text{req}}) = V_1 \otimes V_2$.

Assume

$$(i_1, i_2, \delta_1, \delta_2) \vdash^v_{dsem(I_1) \otimes^d_{dsem} dsem(I_2)} (i'_1, i'_2, \delta'_1, \delta'_2).$$

Moreover, assume that $\alpha \in \Sigma_1^\text{ext} \cap \Sigma_2^\text{ext}$, the other cases are shown similarly. The transition must come from a synchronization of

$$(i_1, \delta_1) \vdash^{[v]a(\rho)}_{dsem(I_1)} (i'_1, \delta'_1) \text{ and } (i_2, \delta_2) \vdash^{[v]a(\rho)}_{dsem(I_2)} (i'_2, \delta'_2).$$

By the definition of the denotational semantics, we can infer that there exist transitions

$$i_1 \vdash^{[\varphi_1]a(\pi_1)}_{I_1} i'_1 \text{ and } i_2 \vdash^{[\varphi_2]a(\pi_2)}_{I_2} i'_2$$

such that $(\delta_1 \cdot \delta_2 \cdot \nu, \delta'_1 \cdot \delta'_2, \rho) \models \varphi_1 \land \varphi_2 \land \pi_1 \land \pi_2$. Hence there exists a transition

$$(i_1, i_2) \vdash^{[\varphi_1 \land \varphi_2]a(\pi_1 \land \pi_2)}_{I_1 \otimes I_2} (i'_1, i'_2).$$

By the above satisfaction statements we can conclude that there is

$$(i_1, i_2, \delta_1, \delta_2) \vdash^{[v]a(\rho)}_{dsem(I_1) \otimes^d_{dsem} I_2} (i'_1, i'_2, \delta'_1, \delta'_2),$$

which was to be shown. In fact all steps can be reversed in the proof, hence the desired equality of the transition relation is proven.

We conclude this part on denotational semantics of implementations of MIODs by proposing a notion of strong environment correctness on the level of IODs that correspond to strong environment correctness on the level of MIODs.

Definition 4.5.6 (Strong environment correctness)
Let $G, H \in \text{IOD}$ be two composable IODs. $H$ is a strongly correct environment for $G$ if for every reachable state $((g, h), \delta_G \cdot \delta_H)$ in $G \otimes^d_{dsem} H$, for all $\alpha \in \Sigma_G^\text{out} \cap \Sigma_H^\text{in}$,

whenever $(g, \delta_G) \vdash^{[v]a(\rho)!}_{G}$, then $(h, \delta_H) \vdash^{[v]a(\rho)!}_{H}.$

We show that strong environment correctness is preserved and reflected by the denotational semantics.
Theorem 4.5.7 (Preservation of strong environment correctness)
Let \( I, J \in \text{MIOD} \) be two MIODs. Then \( I \xrightarrow{d_s} J \) if and only if \( \text{dsem}(J) \) is a strongly correct environment for \( \text{dsem}(I) \).

Proof. We only show the direction from left to right, the other direction can be shown by similar arguments. Let \( ((i,j), \delta_I \cdot \delta_J) \) be a reachable state in \( \text{dsem}(I) \otimes_{\text{dsem}} \text{dsem}(J) \).

Assume that there is \( (i, \delta_I) \) such that \( \nu \cdot \delta_J \alpha(\rho) ! \delta_I \). Then there exists \( j \) such that \( \delta_I \cdot \delta_J \cdot \nu; \rho \vdash \phi_I \). Then, from \( I \xrightarrow{d_s} J \) it follows that there is \( j \) such that \( \delta_I \cdot \delta_J \cdot \nu; \rho \vdash \phi_J \). This transition causes \( \text{dsem}(J) \) to have the transition \( (j, \delta_J) \xrightarrow{[\nu \cdot \delta_I]\alpha(\rho)!} \text{dsem}(J) \) which was to be shown. \( \square \)

4.6 The Specification Theory \( T_{\text{MIOD}}^{\text{weak}} \)

So far, we have only looked at modal refinement and environment correctness for MIODs in their strong variant. In this section, we show how they can be extended to weak notions considering transitions labelled with internal actions as unobservable steps.

4.6.1 Weak Modal Refinement

Let us begin with proposing weak modal refinement for MIODs. In the case of MIOs (see Section 3.4.1), for a must-transition in the abstract specification, we have to simulate this must-transition in the concrete specification, however, we are allowed to add before and after the relevant transition some internal must-transitions. Obviously, those internal transitions are allowed to change the control states. When we take into account data states, we have to require that the internal must-transitions, that are introduced before and after a relevant transition, are all enabled under the same required data state and do not change the (visible) provided data state. This seems like an over-restriction, however, it
is needed for compositionality reasons, see Example 4.6.4 below. For the may-
transitions the situation is simpler: internal may-transitions surrounding the
relevant transition just need to allow to stay in the same visible data state (under
the same required data state).

To formalize that a must-transition shall not change the provided data state
we introduce the notion of stability: a must-transition

$$s \xrightarrow{[\varphi] \alpha [\pi]} s'$$

of a MIOD $S$ is $(\delta, \nu)$-stable for $\delta \in \mathcal{D}(V_{\text{prov}})$ and $\nu \in \mathcal{D}(V_{\text{req}})$ if there exists $\rho \in \mathcal{D}(\text{par}(\alpha))$ such that $(\delta \cdot \nu; \rho) \models \varphi$, and for all $\delta' \in \mathcal{D}(V_{\text{prov}})$, $(\delta \cdot \nu, \delta'; \rho) \models \pi$ implies $\delta' = \delta$. A may-transition

$$s \xrightarrow{[\varphi] \alpha [\pi]} s'$$

is $(\delta, \nu)$-stable if there exists $\rho \in \mathcal{D}(\text{par}(\alpha))$ such that $(\delta \cdot \nu, \delta; \rho) \models \varphi \land \pi$.

**Definition 4.6.1 (Weak modal refinement)**

Let $S, T \in \text{MIOD}$ with the same sets of input and output actions and the same state
signature. $S$ is a weak modal refinement of $T$, denoted $S \leq_{d, w} T$, if $\models \varphi_0, S \Rightarrow \varphi_0, T$ and if there exists a refinement relation $R \subseteq St_S \times St_T \times \mathcal{D}(V_{\text{prov}})$ such that for all $\delta_0 \in \mathcal{D}(\varphi_0, S)$, $(s_0, t_0, \delta_0) \in R$, and for all $(s, t, \delta) \in R$:

1. **(from concrete to abstract)**
   
   If
   
   $$s \xrightarrow{[\varphi_S] \alpha [\pi_S]} s'$$
   
   and $(\delta \cdot \nu, \delta'; \rho) \models \varphi_S \land \pi_S$ for some $\nu \in \mathcal{D}(V_{\text{req}})$, $\rho \in \mathcal{D}(\text{par}(\alpha))$ and $\delta' \in \mathcal{D}(V_{\text{prov}})$, then there exists a (possibly empty) sequence of $(\delta, \nu)$-stable internal may-transitions from $t$ to some state $t' \in St_T$, and then
   
   (a) either $\alpha \in \Sigma^\text{int}$, $\delta = \delta'$ and $(s', t', \delta) \in R$
   
   (b) or there exists
   
   $$t' \xrightarrow{[\varphi_T] \alpha [\pi_T]} t''$$
   
   such that
   
   i. $(\delta \cdot \nu, \delta'; \rho) \models \varphi_T \land \pi_T$,
   
   ii. there exist $(\delta', \nu)$-stable internal may-transitions from $t''$ to some
   state $t''' \in St_T$ such that $(s', t''', \delta') \in R$.

2. **(from abstract to concrete)**
   
   If
   
   $$t \xrightarrow{[\varphi_T] \alpha [\pi_T]} t'$$
such that \((\delta \cdot \nu; \rho) \models \varphi_T\) for some \(\nu \in \mathcal{D}(\nu_{\text{req}})\) and \(\rho \in \mathcal{D}(\text{par}(\alpha))\), then there exists a (possibly empty) sequence of \((\delta, \nu)\)-stable internal must-transitions from \(s\) to some state \(s' \in St_s\). Then

(a) either \(\alpha \in \Sigma^{\text{int}}\), \((\delta \cdot \nu, \delta; \rho) \models \pi_T\) and \((s', t', \delta) \in R\)
(b) or there exists

\[s' \xrightarrow{\varphi_S \alpha \pi} s''\]

such that

i. \((\delta \cdot \nu; \rho) \models \varphi_S\),
ii. for all \(\delta' \in \mathcal{D}(\nu_{\text{prov}})\), if \((\delta \cdot \nu, \delta'; \rho) \models \pi_S\), then \((\delta \cdot \nu, \delta'; \rho) \models \pi_T\), and
there exist \((\delta', \nu)\)-stable internal must-transitions from \(s''\) to some state \(s''' \in St_s\) such that \((s''', t', \delta') \in R\).

**Lemma 4.6.2**

Weak modal refinement \(\leq d\) is reflexive and transitive.

**Proof.** The proof is along the lines of the proof of Lemma 4.3.2. \(\square\)

Let us prove compositionality of weak modal refinement w.r.t. \(\otimes d\).

**Theorem 4.6.3 (Compositional refinement)**

Let \(S, S', T, T' \in \mathcal{MID}\) such that \(S\) and \(T\) are composable. If \(S' \leq d\) \(S\) and \(T' \leq d\) \(T\) then \(S'\) and \(T'\) are composable and \(S' \otimes d\) \(T' \leq d\) \(S \otimes d\) \(T\).

**Proof.** It suffices to prove the case \(T' = T\) since composition is commutative. Definedness of \(S' \otimes d\) \(T\) follows from \(S \otimes d\) \(T\) and \(S' \leq d\) \(S\) since weak modal refinement does not change external actions or state signatures. Let \(V = (\nu_{\text{prov}}, \nu_{\text{req}}) = V_S \otimes V_T\). To show \(S' \otimes d\) \(T \leq d\) \(S \otimes d\) \(T\) we define a refinement relation \(R \subseteq (St_s \times St_T) \times (St_s \times St_T) \times \mathcal{D}(\nu_{\text{prov}})\) by

\[R = \{(s', s, t), (s, t), \delta_S \cdot \delta_T) \mid (s', s, \delta_S) \in R_S, t \in St_T, \delta_T \in \mathcal{D}(\nu_{\text{prov}})\}\]

where \(R_S\) witness \(S' \leq d\) \(S\). We show that \(R\) proves \(S' \otimes d\) \(T \leq d\) \(S \otimes d\) \(T\).

\((s', s, t), (\delta_0, S', \delta_0, T))\) clearly holds for any \(\delta_0, S' \in \mathcal{D}(\varphi_0, S')\) and any \(\delta_0, T \in \mathcal{D}(\varphi_0, T)\), because \(\forall \varphi \varphi_0, S' \Rightarrow \varphi_0, S\). Let

\[((s', s, t), (\delta_S \cdot \delta_T)) \in R,\]

so we can assume that \((s', s, \delta_S) \in R_S\). Let

\[(s, t) \xrightarrow{\varphi \alpha \pi} (s', t')\]

(1)
be a must-transition in $S \otimes^d T$. The only interesting case is when $\alpha$ is a shared action of $S$ and $T$, i.e. $\alpha \in \Sigma^e_S \cap \Sigma^e_T$. Assume that there is $\nu \in \mathcal{D}(\mathcal{V}_{\text{req}})$, $\rho \in \mathcal{D}(\text{par}(a))$ such that

$$(\delta_S \cdot \delta_T \cdot \nu; \rho) \models \varphi.$$  

From (1) and the rules of composition it follows that there exist

$$s \xrightarrow{[\varphi_S]_{a[\pi_S]}} \hat{s} \quad \text{and} \quad t \xrightarrow{[\varphi_T]_{a[\pi_T]}} \hat{t}$$  

such that $\varphi = \varphi_S \land \varphi_T$ and $\pi = \pi_S \land \pi_T$. From $(s', s, \delta_S) \in R_S$ we can conclude that there exists a (possibly empty) sequence of $(\delta_S, \nu \cdot \delta_T)$-stable internal must-transitions from $s'$ to $s''$, and

$$s'' \xrightarrow{[\varphi_S']_{a[\pi_S']}} \hat{s}''$$  

such that for all $\delta'_S \in \mathcal{D}(\mathcal{V}^\text{prov}_S)$, if $(\delta_S \cdot \delta_T \cdot \nu, \delta'_S; \rho) \models \pi_S$, then $(\delta_S \cdot \delta_T \cdot \nu, \delta'_S; \rho) \models \pi_S$, and there exist $(\delta'_S, \nu \cdot \delta_T)$-stable internal must-transitions from $\hat{s}''$ to $\hat{s}'''$ such that $(\hat{s}'''', \hat{s}, \delta'_S) \in R_S$. It follows that there is a (possibly empty) sequence of $(\delta_S \cdot \delta_T, \nu)$-stable internal transitions from $(s', t)$ to $(s''', t)$, and

$$(s'''', t) \xrightarrow{[\varphi_S' \land \varphi_T]_{a[\pi_S' \land \pi_T]}} (\hat{s}''', \hat{t})$$  

such that

- $(\delta_S \cdot \delta_T \cdot \nu; \rho) \models \varphi_S'$,

- for all $\delta'_S \in \mathcal{D}(\mathcal{V}^\text{prov}_S)$ and all $\delta'_T \in \mathcal{D}(\mathcal{V}^\text{prov}_T)$, if $(\delta_S \cdot \delta_T \cdot \nu, \delta'_S \cdot \delta'_T; \rho) \models \pi_S' \land \pi_T$ then $(\delta_S \cdot \delta_T \cdot \nu, \delta'_S \cdot \delta'_T; \rho) \models \pi_S \land \pi_T$, and there exist $(\delta'_S, \delta'_T, \nu)$-stable internal must-transitions from $(\hat{s}''', \hat{t})$ to $(\hat{s}'', \hat{t})$ such that $((\hat{s}'', \hat{t}), (\hat{s}, \hat{t}), (\delta'_S, \delta'_T) \in R$.

The other direction of weak modal refinement (condition (1) of Definition [4.6.1] from concrete to abstract) is very similar to the proof above.

**Example 4.6.4**

The condition that all internal must-transitions that can be added before and after a transition in $S$ which simulates a corresponding must-transition in $T$ is indeed necessary. Let us consider a simple example. Let $E$ be a MIOD with $x$ as required state variable consisting of the transition

$$e_0 \xrightarrow{[x=1]a} E_1.$$  

Let $T$ be a MIOD with $x$ as provided state variable, initial state predicate $x = 0$ and with the transition

$$t_0 \xrightarrow{[x=0]b} T_1.$$
Clearly, the composition $E \otimes^d T$ will never allow any $\alpha$ to happen. If we refine $T$ to a MIOD $S$ with transitions

$$s_0 \xrightarrow{[x=0]r[x'=1]} s_1 \xrightarrow{[x=1]r[x'=0]} s_2 \xrightarrow{[x=0]\beta} s_3$$

then the composition $E \otimes^d S$ would require $\alpha$ to happen which renders $E \otimes^d S$ not to be a refinement of $E \otimes^d T$.

### 4.6.2 Weak Environment Correctness

Finally, we propose weak environment correctness for MIODs. Similar to weak environment correctness for MIOs in Section 3.4.2, Chapter 3, we can allow internal or non-shared output must-transitions before the relevant input transition.

**Definition 4.6.5 (Weak environment correctness)**

Let $S, E \in \text{MIOD}$ be composable. $E$ is a weakly correct environment for $S$ if for all reachable states $(s, e), \delta_S \cdot \delta_E$ in $S \otimes^d E$,

for all $\alpha \in \Sigma^\text{out}_S \cap \Sigma^\text{in}_E$, whenever

$$s \xrightarrow{[\varphi_S \alpha] \pi_S}$$

such that $(\delta_S \cdot \delta_E \cdot \nu; \rho) \vdash \varphi_S$ for some $\nu \in \mathcal{D}(V^{\text{req}}_{S \otimes^d E})$ and some $\rho \in \mathcal{D}(\text{par}(\alpha))$, then there exist $(\delta_E, \nu \cdot \delta_S)$-stable must-transitions with actions in $\Sigma^\text{int}_E$ leading from $e$ to a state $e'$ in $E$ such that

$$e \xrightarrow{[\varphi_E \alpha] \pi_E}$$

and $(\delta_E \cdot \delta_S \cdot \nu; \rho) \vdash \varphi_E$.

**Theorem 4.6.6 (Preservation of weak environment correctness)**

If $S \rightarrow^d_w E$ and $S' \leq^d_w S$ and $E' \leq^d_w E$, then $S' \rightarrow^d_w E'$.

**Proof.** This proof is similar to the case of preservation of $\rightarrow^d_s$ by $\leq^d_s$, see Theorem 4.3.12. The only difference is that weak modal refinement can introduce some stable must-transitions before the relevant input transition which do not fail weak environment correctness to be satisfied, see Definition 4.6.5.

### 4.6.3 Definition of $Th^\text{MIOD}_{\text{weak}}$

We arrive at another specification theory for MIODs with weak notions of refinement and environment correctness.

**Corollary 4.6.7**

$Th^\text{MIOD}_{\text{weak}} \triangleq (\text{MIOD}, \text{MIOD}^i, \leq^d_w, \otimes^d, \rightarrow^d_w)$ is a specification theory.
Proof. Compositionality of weak modal refinement is shown in Theorem 4.6.3, preservation of weak environment correctness is shown in Theorem 4.6.6. Finality of implementations can be proven as follows: for any \( I \in \text{MIOD}^i \) and \( S \in \text{MIOD} \) such that \( S \leq^d_w I \) demonstrated by a refinement relation \( R \), the refinement relation \( R' \triangleq \{(i, s) | (s, i) \in R\} \) proves \( I \leq^d_w S \).

Again, the introduced specification theory \( \text{Th}_{\text{MIOD weak}} \) can be integrated into our existing hierarchy, cf. Figure 4.9, as follows. Firstly, the identity function \( \text{id} : \text{MIOD} \rightarrow \text{MIOD} \) is an embedding of \( \text{Th}_{\text{MIO weak}} \) in \( \text{Th}_{\text{MIOD weak}} \); note that \( \text{id} \) is not a reflective embedding as weak modal refinement does not imply strong modal refinement, and similarly, weak environment correctness does not imply strong environment correctness. Secondly, the same function \( f : \text{MIO} \rightarrow \text{MIOD} \) from Lemma 4.3.16, which maps every MIO to a MIOD with empty state signature and trivial pre- and postconditions, is a reflective embedding of \( \text{Th}_{\text{MIO weak}} \) in \( \text{Th}_{\text{MIOD weak}} \). The new modal specification theory \( \text{Th}_{\text{MIOD weak}} \) and both embeddings are shown in Figure 4.16.

![Figure 4.16: Modal specification theories for MIOs and MIODs](image)

### 4.7 Discussion and Related Work

Related works to the specification of component behaviours on the basis of transition systems has been already summarized in Section 3.5; most of them incorporate a notion of data in their model, but lack the flexibility of modalities. Here, we would like to summarize other related works with a focus on how the specification of interaction and of the data flow are integrated.
4.7 Discussion and Related Work

Several process algebras have been studied to integrate data. As a prominent example, we mention $\mu$CRL [95] that uses ACP and integrates data defined by equational abstract data types. $\mu$CRL allows process variables and actions with parameters. LOTOS [110] is a combination of an process algebraic part, based on CCS and CSP, and a data algebraic part, based on the algebraic data type language ACT ONE [54]. More recently, CSP-CASL [160] has been proposed, a combination of CSP and the algebraic specification language CASL. The integration of process algebra and data in the context of object-oriented systems is followed by, e.g., CSP-OZ [85, 166], where classes are specified by Object-Z, and the object-oriented system is specified by CSP. CSP-OZ is equipped with failures and divergence semantics from CSP, and the integration of Object-Z and CSP happens at the semantic level. Contrary to refinement, compatibility has not yet been explicitly studied in CSP-OZ.

Other approaches like Circus [161, 177] or rCos [132] offer means to specify interaction and data aspects, they do not support modalities expressing allowed and required behaviour. Other related approaches are based on symbolic transition systems (STS) [80, 12] but STS are mainly focusing on model checking and not on interface theories supporting the (top down) development of concurrent systems by refinement. In particular, STS do not support loose data specifications in the sense of postconditions being arbitrary relations rather than functions. STS are in fact similar to our implementations. Most closely related to the concept of MIODs is the study of Mouelhi et al. [146] who consider an extension of the theory of interface automata [62] to data states. However, their approach does not take into account modal refinements, and they rely on a global set of variables rather than provided and required variables. Sociable interfaces [58] are another extension of interface automata which take into account data states in a similar way, however, they do not consider modalities for transitions. Beside the lack of modalities in all of the above works, observational refinement taking into account loose data specifications has not been studied explicitly so far. Existing works on modal transition systems and their use as specification formalism for component interfaces [124, 159, 158] do not consider explicit data states.

Predicate abstraction is a well-studied abstraction technique for verification of large or even infinite state transition systems. Originally introduced by Graf and Saidi in [93], it has been used in the context of generalized model checking [89] to derive modal transition systems as abstractions (more precisely, over-approximations) of usual labelled transition systems. In [163], Shoham and Grumberg use generalized Kripke modal transitions systems for monotonic abstraction-refinement for verifying CTL formulae. This work is in fact very close to our approach since they employ hyper-must-transitions (similar to must-transitions in disjunctive modal transition systems [127]), which also occur to some extent in our formalism due to the looseness of postconditions. Finally, we note that the bisimilarity problem for infinite systems has been intensively studied, and
several results show decidability for various subclasses, see [119] for an overview.

Publication history. Prior versions of extending input/output automata with
an alternating refinement relation (similar to refinement in interface automata)
which takes data into account has been published in [19]. MIODs have been
first presented in a more restricted formulation in [18] with a longer and revised
version in [22]. This chapter is mostly based on the recent work [25] in which
the notion of strong modal refinement and the predicate abstraction technique
are introduced.

4.8 Summary

MIODs extend of modal input/output automata by taking into account data spec-
ifications. Provided and required state variables for components allow for mod-
elling data-dependent communications increasing the modelling power consider-
ably. We have studied strong and weak modal refinement and strong and weak
environment correctness in the context of MIODs, and identified them as con-
servative extensions of the corresponding notions for MIOs, leading to reflective
embeddings of the specification theories for MIOs in the ones for MIODs. We
have also discussed how strong modal refinement for finite MIODs can be veri-
fied, and proposed a predicate abstraction technique for the verification of refine-
ment involving infinite variable domains. Finally, we have studied denotational
semantics of implementations of MIODs, by translating them into concrete in-
put/output automata with data states, and we have shown that the denotational
semantics is compositional and preserves environment correctness.
Chapter 5

\( \mathcal{K} \)-Weighted Modal Input/Output Automata

Nowadays, software systems are often subject of strict non-functional requirements, as they operate in restricted environments, like for instance in embedded systems. Therefore, a suitable formalism for interface specifications of components shall express not only functional but also non-functional properties. The latter are quantifiable properties addressing aspects like resource consumption (time, power, etc.), costs or probabilities. In order to address both functional and non-functional properties of reactive systems, we need new integrated specification formalisms allowing to naturally express quantitative information which can be effectively analyzed. In the literature, several automata-based formalisms have been proposed, for instance, timed automata [5], weighted automata [74], hybrid automata [104] or probabilistic automata [155].

We introduce the novel formalism of \( \mathcal{K} \)-weighted modal input/output automata that extends modal input/output automata by transition weights from an algebraic structure \( \mathcal{K} = (K, \leq, \oplus) \). \( \mathcal{K} \) features a set of weights \( K \), a weight refinement relation \( \leq \subseteq K \times K \) and a synchronization operator \( \oplus : K \times K \rightarrow K \). The algebraic structure \( \mathcal{K} \) is general enough to represent quantitative aspects of the model with \( \leq \) describing how transition weights can be refined and with \( \oplus \) describing the effect on transition weights during synchronization in composition. The novel specification formalism maintains the desirable properties required by any specification theory supporting compositional reasoning. Besides compositionality and an equivalence result of modal and thorough refinement, we provide a logical characterization of \( \mathcal{K} \)-weighted modal input/output automata with a Hennessy-Milner-Logic [100] as done for modal transition systems by Larsen in [121].

Outline. We start in Section 5.1 by defining \( \mathcal{K} \)-weighted modal input/output automata by adding weights from a weight structure \( \mathcal{K} \) to transition labels.
We define modal synchronous composition for \( \mathcal{K} \)-weighted MIOs in Section 5.2 and introduce a specification theory for strong modal refinement in Section 5.3. Hennessy-Milner-Logic for \( \mathcal{K} \)-weighted MIOs is proposed in Section 5.4 and it is shown that it characterizes strong modal refinement. In Section 5.5 we introduce weak modal refinement for \( \mathcal{K} \)-weighted MIOs giving rise to another specification theory. In Section 5.6 the envisaged hierarchy of modal specification theory is completed by integrating \( \mathcal{K} \)-WMIODs. Finally, we summarize some related works in Section 5.7 and conclude this chapter in Section 5.8.

5.1 Definition

We shall now introduce the notion of \( \mathcal{K} \)-weighted modal input/output automata and some basic properties of the formalism. Before that we need to define the notion of weight structures used during the system design and specification refinement.

**Definition 5.1.1 (Weight structure)**

A weight structure \( \mathcal{K} = (K, \leq, \oplus) \) consists of a nonempty (possibly infinite) set \( K \) of weights, a partial order \( \leq \) on \( K \) expressing weight refinement, and total function \( \oplus : K \times K \to K \) describing the resulting weight of synchronizing two weighted transitions.

A weight \( k \in K \) is called an final weight if \( k' \leq k \) implies \( k \leq k' \) and hence \( k = k' \) for all \( k' \in K \). In other words, final weights are all elements in \( K \) that cannot be refined further by other weights. The set of all final weights of \( \mathcal{K} \) is denoted by \( \mathcal{K}^i \).

We require any weight structure \( \mathcal{K} = (K, \leq, \oplus) \) to satisfy the following properties:

1. The synchronization operator \( \oplus \) is commutative and associative.
2. The synchronization operator \( \oplus \) is compositional: for all \( k, k', \ell, \ell' \in K \), if \( k' \leq k \) and \( \ell' \leq \ell \), then \( k' \oplus \ell' \leq k \oplus \ell \).
3. The synchronization operator \( \oplus \) is closed under final weights: for all \( k, k' \in \mathcal{K}^i \), \( k \oplus k' \in \mathcal{K}^i \).
4. For any weight \( \ell \in K \) there exists a final weight \( k \in \mathcal{K}^i \) such that \( k \leq \ell \).

To each weight \( k \in K \) we associate the set \( [k] \) of all final weights below \( k \) by

\[
[k] = \{ k' \in \mathcal{K}^i \mid k' \leq k \}.
\]

Note that by condition (4) in Definition 5.1.1 any weight \( k \in K \) can be refined to a final weight, i.e. \( [k] \neq \emptyset \) for every \( k \in K \).

We can now define \( \mathcal{K} \)-weighted modal input/output automata that combine MIOs with weight structures.
Definition 5.1.2 ($\mathcal{K}$-Weighted modal input/output automata)
A $\mathcal{K}$-weighted modal input/output automaton ($\mathcal{K}$-WMIO) is a tuple 

$$(S_t, s_0, \Sigma, \rightarrow, \rightarrow)$$

where $S_t$ is a set of states with initial state $s_0 \in S_t$, $\Sigma$ is an action signature, 
$\rightarrow \subseteq S_t \times (\bigcup \Sigma) \times K \times S_t$ is a may-transition relation, and $\rightarrow \subseteq \rightarrow$ is a must-transition relation. A $\mathcal{K}$-WMIO $(S_t, s_0, \Sigma, \rightarrow, \rightarrow)$ is an implementation if $\rightarrow = \rightarrow$ and all weights on the transitions are final weights.

A transition $(s, \alpha, k, s') \in \rightarrow$ in a $\mathcal{K}$-WMIO $S$ is written

$$s \xrightarrow{\alpha, k} s'.$$

Similar to MIOs in Chapter 3, we use $\mathcal{K}$-WMIOs as representatives of their isomorphism classes w.r.t. bijections on states. The set of those isomorphism classes is denoted by $\mathcal{K}$-WMIO, the set of isomorphism classes of all implementations is denoted by $\mathcal{K}$-WMIO$_i$.

As in the previous chapters, $\mathcal{K}$-WMIOs are represented as graphs with the convention that whenever two states are connected by both a must- and a may-transition under the same action and the same weight, then we draw only the must-transition.

Example 5.1.3
The most trivial instance of the weight structure is $\mathcal{K}_{\text{triv}} = (\{\bullet\}, \preceq_{\text{triv}}, \oplus_{\text{triv}})$ where $\preceq_{\text{triv}} = \{(\bullet, \bullet)\}$ and $\oplus_{\text{triv}}(\bullet, \bullet) = \bullet$. In this minimal weight structure, the single weight $\bullet$ is also a final weight.

Example 5.1.4
Another more interesting weight structure is given by integer intervals with the natural inclusion ordering as partial order:

$$\mathcal{K}_{\text{intv}} = (K_{\text{intv}}, \preceq_{\text{intv}}, \oplus_{\text{intv}})$$

where 

$$K_{\text{intv}} = \{[x, y] \mid x \in \mathbb{Z}, y \in \mathbb{Z}, x \leq y\}$$

and $[x', y'] \preceq_{\text{intv}} [x, y]$ if $x \leq x'$ and $y' \leq y$. From the definition of weight refinement $\preceq_{\text{intv}}$ it follows that final weights are singleton intervals:

$$\mathcal{K}^i_{\text{intv}} = \{[x, x] \mid x \in \mathbb{Z}\}.$$

The reader may consult Figure 5.1 for the illustration of the ordering $\preceq_{\text{intv}}$ of $\mathcal{K}_{\text{intv}}$ and Figure 5.2 for three examples of $\mathcal{K}_{\text{intv}}$-weighted modal input/output automata. Strong modal refinement $\preceq_{\mathcal{K}_{\text{intv}}}$ is introduced in the next section. Note that the automaton $I$ is an implementation while $S$ and $T$ are not. Lastly, there is
the weight composition operator $\oplus_{\text{intv}}$ for integer intervals. The definition of $\oplus_{\text{intv}}$ depends on how we want to interpret the weights. If the weights on transitions model, e.g., costs or energy consumption then the composition operator may be defined as the sum of intervals:

$$[i_1, j_1] \oplus_{\text{intv}} [i_2, j_2] \triangleq [i_1 + i_2, j_1 + j_2]$$

Other options for the interpretation of weights may be that intervals model, for instance, (discrete) time intervals in which a transition can be executed. This interpretation leads to taking the interval intersection as the weight composition operator. We will stick to interpreting weights as energy consumption, thus $\oplus_{\text{intv}}$ is assumed to be defined as above from now on. It is straightforward to check that $\oplus_{\text{intv}}$ is commutative, associative, compositional and closed under final weights.

We conclude this exemplifying instantiation by considering a more realistic example. Figure 5.3 presents a simple electronic wiper control component for a car, with a normal mode and an optional fast mode. Integer intervals express the allowed energy consumption of each action (using abstract energy units).

**Remark 5.1.5**

Weight structures can be naturally combined by a product construction allowing to form (by a general construction) new weight structures combining several aspects from existing ones.

If $\mathcal{K}_1 = (K_1, \leq_1, \oplus_1)$ and $\mathcal{K}_2 = (K_2, \leq_2, \oplus_2)$ are two weight structures, then the product $\mathcal{K}_1 \otimes \mathcal{K}_2$ is the weight structure $(K_1 \times K_2, \leq, \oplus)$ with $\leq$ and $\oplus$ defined as follows, for all $k_1, k'_1 \in K_1$ and all $k_2, k'_2 \in K_2$:
5.2 Modal Synchronous Composition

Two \( \mathcal{K} \)-WMIOs can be synchronously composed by synchronizing transitions with the same shared action. Regarding the weight of the resulting transition in the composition we use the weight synchronization operator \( \oplus \). Two transitions for the action \( \alpha \), labelled with weight \( k \in K \) and \( \ell \in K \), result in a synchronized transition labelled by action \( \alpha \) and weight \( k \oplus \ell \).

**Definition 5.2.1 (Modal synchronous composition)**

Let \( S_1, S_2 \in \mathcal{K} \)-WMIO be composable. The modal synchronous composition of \( S_1 \) and \( S_2 \) is defined as the \( \mathcal{K} \)-WMIO

\[
S_1 \otimes ^\mathcal{K} S_2 \triangleq (St_1 \times St_2, (s_{0,1}, s_{0,2}), \Sigma_1 \otimes \Sigma_2, \cdot \cdot \cdot , \cdot \cdot \cdot , \cdot \cdot \cdot )
\]
where the transition relations $\xrightarrow{\cdot}$ and $\xrightarrow{\cdot\cdot}$ are defined by the following rules:

\[
\begin{align*}
\frac{s_1 \ x \ k \ s'_1}{(s_1, s_2) \ x \ k \ (s'_1, s_2)} & \quad \text{if } s \ x \ k \ s' \in \Sigma_2^{ext} \\
\frac{s_2 \ x \ k \ s'_2}{(s_1, s_2) \ x \ k \ (s_1, s'_2)} & \quad \text{if } s \ x \ k \ s' \in \Sigma_1^{ext}
\end{align*}
\]

Clearly, modal synchronous composition is commutative and pseudo-associative.

5.3 The Specification Theories $T_{\text{Th}}K^{\text{strong}}$ and $T_{\text{Th}}dK^{\text{strong}}$

5.3.1 Strong Modal Refinement

We shall now define the notion of strong modal refinement that combines the already known different simulation directions for may- and must-transitions with the weight refinement given by the partial ordering on the weight structure. More precisely, a may-transition labelled with action $\alpha$ and weight $k$ in the concrete $K^{\text{WMIO}}$ must be simulated by the abstract $K^{\text{WMIO}}$ with a may-transition labelled with action $\alpha$ and weight $\ell$ such that $k \preceq \ell$; a must-transition labelled with action $\alpha$ and weight $\ell$ in the abstract $K^{\text{WMIO}}$ must be simulated by the concrete $K^{\text{WMIO}}$ with a must-transition labelled with action $\alpha$ and weight $k$ such that $k \preceq \ell$.

**Definition 5.3.1 (Strong modal refinement)**

Let $S, T \in K^{\text{WMIO}}$ with the same action signature $\Sigma$. $S$ is a strong modal refinement of $T$, written $S \preceq S_n^K T$, if there exists a refinement relation $R \subseteq S \times T$ with $(s_0, t_0) \in R$ such that for all $(s, t) \in R$, $\alpha \in \cup \Sigma$, $k \in K$:

1. for all $s' \in St_S$, $k \in K$, if $s \ x \ k \ s'$, then there exist $t' \in St_T$ and $\ell \in K$ such that $t \ x \ \ell \ t'$, $k \preceq \ell$ and $(s', t') \in R$,
2. for all $t' \in \text{St}_T$, $\ell \in K$, if $t \xrightarrow{\alpha,\ell} T t'$, then there exist $s' \in \text{St}_S$ and $k \in K$ such that $s \xrightarrow{\alpha,k} S s'$, $k \leq \ell$ and $(s',t') \in R$.

The implementation semantics of a $\mathcal{K}$-WMIO $S$ is defined by the class $[S]_{\mathcal{K}S}$ of all implementations refining $S$, i.e. $[S]_{\mathcal{K}S} = \{ I \in \mathcal{K}-\text{WMIO}^I \mid I \leq^K_{\mathcal{K}S} S \}$.

**Example 5.3.2**

Strong modal refinement of $\mathcal{K}$-WMIOs is illustrated in Figure 5.2 for the weight structure $K_{\text{intv}}$. The refinement relation $\{ (s_0,t_0),(s_1,t_0) \}$ is witnessing the strong modal refinement between $S$ and $T$. Note that the refined specification $S$ is not an implementation yet as it contains the weight $[2,3]$ which is not a final weight. We can thus refine it further, ending up with an implementation $I$. Here, the witnessing relation is $\{ (i_0,s_0),(i_1,s_1) \}$.

It can be easily proven that modal refinement $\leq^K_{\mathcal{K}S}$ is a preorder. The proof relies on the fact that weight refinement $\preceq$ is a partial order.

**Lemma 5.3.3**

Every implementation $I \in \mathcal{K}-\text{WMIO}^I$ is a final element with respect to strong modal refinement.

**Proof.** Let $I \in \mathcal{K}-\text{WMIO}^I$ and assume another $\mathcal{K}$-WMIO $S \in \mathcal{K}-\text{WMIO}$ such that $S \leq^K_{\mathcal{K}S} I$, with refinement relation $R$. It is straightforward to prove that the refinement relation $R^{-1} = \{ (i,s) \mid (s,i) \in R \}$. \hfill $\Box$

The notion of strong modal refinement can be understood as refinement defined at the syntactical level as it directly relates the states of two specifications. A semantically motivated notion of refinement is thorough refinement, as already explained in Chapter 2. $S$ is a thorough refinement of $T$ if every implementation of $S$ is also an implementation of $T$. A consequence of Theorem 2.1.2 in Chapter 2 is that strong modal refinement implies thorough refinement. In general, thorough refinement does not imply strong modal refinement. A counterexample, using the weight structure $K_{\text{intv}}$ is given in Figure 5.4. Clearly, the transition

$$s_0 \xrightarrow{a,[0,1]} s_1$$

cannot be matched by any of the two transitions from $t_0$ as $[0,1] \not\preceq_{\text{intv}} [0,0]$ and $[0,1] \not\preceq_{\text{intv}} [1,1]$. Hence $S \not\leq^K_{\text{intv}} T$. On the other hand, any implementation of $S$ is either empty or it is a tree of height one with the outgoing transitions labelled by $a$ and either $[0,0]$ or $[1,1]$. All such implementations are also refinements of $T$.

It is known that for classical modal transition systems thorough refinement implies the modal one, under the assumption of determinism [32]; see also Theorem 3.3.7. We can generalize this result to the set of $\mathcal{K}$-weighted modal input/output automata. Before we define when a $\mathcal{K}$-WMIO is deterministic we...
first define when two weights $k_1, k_2$ are unifiable, that is, if there is another label $k$ which overlaps with $k_1$ and $k_2$ with respect to their sets of final weights.

**Definition 5.3.4 (Unifiable weights)**

Two weights $k_1, k_2 \in K$ are called unifiable if there exists $k \in K$ such that $[k] \cap [k_1] \neq \emptyset$ and $[k] \cap [k_2] \neq \emptyset$.

Then, determinism expresses that for any two outgoing may-transitions from the same state and labelled by the same action $\alpha$, but with different weights $k_1$ and $k_2$, the weights $k_1$ and $k_2$ are not unifiable.

**Definition 5.3.5 (Determinism)**

Let $\mathcal{K} = (K, \preceq, \oplus)$ be a weight structure. A $\mathcal{K}$-WMIO $S$ is called deterministic if for any state $s \in St_S$, any action $\alpha \in \bigcup \Sigma_S$ and any two transitions $s \xrightarrow{\alpha, k_1} s_1'$ and $s \xrightarrow{\alpha, k_2} s_2'$, if $k_1$ and $k_2$ are unifiable, then $k_1 = k_2$ and $s_1' = s_2'$.

The set of the isomorphism classes of deterministic $\mathcal{K}$-WMIOs is denoted by $d\mathcal{K}^{-WMIO}$, the set of isomorphism classes of all deterministic implementations is denoted by $d\mathcal{K}^{-WMIO}'$.

Returning to Figure 5.4, we can realize that the system $T$ is not deterministic as there is a branching of the transitions with weights $[0, 0]$ and $[1, 1]$, while there exists a weight $[0, 1]$ such that $[[0, 1]] \cap [[0, 0]] \neq \emptyset$ and $[[0, 1]] \cap [[1, 1]] \neq \emptyset$.

A very natural assumption that has to be imposed on the weight structures later on in order to show completeness of strong modal refinement, is completeness of weight refinement: inclusion of sets of final weights implies weight refinement.

**Definition 5.3.6 (Completeness of weight refinement)**

Let $\mathcal{K} = (K, \preceq, \oplus)$ be a weight structure. Weight refinement $\preceq$ is complete if for all $k, \ell \in K$, $[k] \subseteq [\ell]$ implies $k \preceq \ell$. 
Note that weight refinement is always sound by definition, i.e. \( k \leq \ell \) implies \([k] \subseteq [\ell]\) by transitivity of weight refinement.

Under the assumption of (1) completeness of weight refinement, and (2) determinism of the abstract \( \mathcal{K} \)-WMIO, thorough refinement implies strong modal refinement.

**Theorem 5.3.7 (Relative completeness of strong modal refinement)**

Let \( \mathcal{K} = (K, \preceq, +) \) be a weight structure for which weight refinement \( \preceq \) is complete. Let \( S, T \in \mathcal{K} \)-WMIO such that \( T \) is deterministic. Then \([S]\mathcal{K} \subseteq [T]\mathcal{K}\) implies \( S \preceq_{\mathcal{K}} T\).

**Proof.** In this proof, for a given \( \mathcal{K} \)-WMIO \( S \), we write \((s, S)\) for \( S \) where the initial state \( s_0 \) is replaced by \( s \) in \( S \).

Assume that \([S]\mathcal{K} \subseteq [T]\mathcal{K}\). We define a relation \( R \subseteq St_S \times St_T \) as the smallest relation satisfying:

1. \((s_0, t_0) \in R\),
2. if \((s, t) \in R\), then \( s \rightharpoonup_s a_k s' \) and \( t \rightharpoonup_t a_\ell t' \), and \([k] \cap [\ell] \neq \emptyset\) then \((s', t') \in R\).

First, we show a technical result (that we use later on) saying that any \((s, t) \in R\) satisfies \([s, S]\mathcal{K} \subseteq [t, T]\mathcal{K}\). For \((s_0, t_0) \in R\), we have \([s_0, S]\mathcal{K} = [S]\mathcal{K} \subseteq [t_0, T]\mathcal{K}\), from the assumption \([S]\mathcal{K} \subseteq [T]\mathcal{K}\). Now, let \((s, t) \in R\) such that \([s, S]\mathcal{K} \subseteq [t, T]\mathcal{K}\) and assume that there are

\[ s \rightharpoonup_s a_k s' \quad \text{and} \quad t \rightharpoonup_t a_\ell t' \]

and \([k] \cap [\ell] \neq \emptyset\). Let \( I' \in [s', S]\mathcal{K}\) and let \( m \in [k] \cap [\ell] \) which exists by the construction. Then there exists an implementation \((i_0, I) \in [s, S]\mathcal{K}\) such that

\[ i_0 \rightharpoonup a_m i' \]

and \((i', I) \preceq_{\mathcal{K}} I'\). From \([s, S]\mathcal{K} \subseteq [t, T]\mathcal{K}\) it follows that \( I \in [t, T]\mathcal{K}\). Then there exists a transition

\[ t \rightharpoonup a_\ell'' t'' \]

such that \((i', I) \in [t'', T]\mathcal{K}\) and \( m \in [\ell']\). Now, we have

\[ t \rightharpoonup a_\ell t' \quad \text{and} \quad t' \rightharpoonup a_\ell'' t'' \]

such that \( m \in [\ell] \cap [\ell']\), hence \( \ell \) and \( \ell' \) are unifiable. As \( T \) is deterministic it follows that \( \ell = \ell' \) and \( t' = t'' \), so \((i', I) \in [t', T]\mathcal{K}\). Finally, from \((i', I) \preceq_{\mathcal{K}} I'\) and Lemma [5.3.3] it follows that \( I' \preceq_{\mathcal{K}} (i', I)\), and hence \( I' \in [t', T]\mathcal{K}\).

Now we show that \( R \) is a relation witnessing \( S \preceq_{\mathcal{K}} T\). Clearly \((s_0, t_0) \in R\). Let \((s, t) \in R\).
1. Assume $s \xrightarrow{a,k} s'$. Then, for each final weight $m \in [k]$, there exists an implementation $I_m \in ((s,S))_s^K$ such that

$$i_0 \xrightarrow{a,m} i'.$$

We also know that $I_m \in [(t,T)]_s^K$ because $[(s,S))_s^K \subseteq [(t,T)]_s^K$. Hence there exists a transition

$$t \xrightarrow{a,\ell_m} t_m'$$

such that $m \in [\ell_m]$. We have to show that, for all $m \in [k]$, the weights $\ell_m$ are the same. Suppose that there are $m_1, m_2 \in [k]$ and transitions

$$t \xrightarrow{a,\ell_{m_1}} t_{m_1}' \text{ and } t \xrightarrow{a,\ell_{m_2}} t_{m_2}'$$

such that $m_1 \in [\ell_{m_1}]$ and $m_2 \in [\ell_{m_2}]$. Then, since $m_1 \in [\ell_{m_1}] \cap [k]$ and $m_2 \in [\ell_{m_2}] \cap [k]$ and $T$ is deterministic, it follows that $\ell_{m_1} = \ell_{m_2}$ and $t_{m_1}' = t_{m_2}'$. It follows that there is a unique transition

$$t \xrightarrow{a,\ell} t'$$

such that $m \in [\ell]$ for all final weights $m \in [k]$, this means $[k] \subseteq [\ell]$ which implies $k \leq \ell$ by completeness of weight refinement. Moreover, by the definition of $R$, we get $(s',t') \in R$.

2. Assume $t \xrightarrow{a,\ell} t'$. Then, for each implementation $I \in [(t,T)]_s^K$ we have that there exists a transition

$$i_0 \xrightarrow{a,m} i'$$

for some weight $m \in [\ell]$. We know that $[(s,S))_s^K \subseteq [(t,T)]_s^K$, so every implementation $(j_0,J) \in [(s,S))_s^K$ has a transition

$$j_0 \xrightarrow{a,m} j'.$$

It follows that $S$ must have a transition

$$s \xrightarrow{a,k} s'$$

such that $m \in [k]$. Suppose that $[k] \nsubseteq [\ell]$, then there would exist an implementation $(j_0,J) \in [(s,S))_s^K$ having

$$j_0 \xrightarrow{a,n} j''$$
with a final weight $n \in [k]$ not belonging to $[\ell]$, which means that there must exist another transition in $T$, say

$$t \xrightarrow{a,\ell'} t''$$

such that $n \in [\ell']$. But then we have $m \in [\ell] \cap [k]$ and $n \in [\ell'] \cap [k]$ which contradicts determinism of $T$. Thus, we have $[k] \subseteq [\ell]$, which implies $k \leq \ell$ by completeness of weight refinement. Moreover, by definition of $R$, we get $(s', t') \in R$.

The desired property of the interplay between composition and refinement, required for any specification theory, is compositional refinement. In other words, strong modal refinement is a precongruence with respect to modal synchronous composition. This is formalized in the following theorem.

**Theorem 5.3.8 (Compositional refinement)**  
*For any $S, S', T, T' \in K_{\text{WMIO}},$ if $S \otimes^x T$ is defined and $S' \preceq_s S$ and $T' \preceq_s T$, then $S' \otimes^x T'$ is defined and $S' \otimes^x T' \preceq_s S \otimes^x T$.***

**Proof.** It suffices to prove the case $T = T'$. Assume that $R_S$ is a relation showing $S' \preceq_S^x S$. We define a relation $R \subseteq (S T_S \times S T_T) \times (S T_S \times S T_T)$ by $((s', t), (s, t)) \in R$ if and only if $(s', s) \in R_S$ and $t \in S T_T$. We show that $R$ is a refinement relation witnessing $S' \otimes^x T \preceq_S^x S \otimes^x T$.

Obviously $((s'_0, t_0), (s_0, t_0)) \in R$ where $s_0, s'_0, t_0$ are the initial states of $S, S', T$, respectively. Let $((s', t), (s, t)) \in R$. We only consider those transitions where a synchronization happened during composition, the other cases are less complicated and therefore omitted.

1. Assume $(s', t) \xrightarrow{a, k' \oplus \ell} S' \otimes^x T' (s', \hat{t})$. By the rule of composition, we have

$$s' \xrightarrow{a, k'} S' \hat{s}' \text{ and } t \xrightarrow{a, \ell} T \hat{t}.$$  

Then, from $(s', s) \in R_S$ it follows that there exists

$$s \xrightarrow{a, k} S \hat{s}$$

such that $k' \leq k$ and $(\hat{s}', \hat{s}) \in R_S$. It follows that

- there exists a transition

$$(s, t) \xrightarrow{a, k \oplus \ell} S \otimes^x T (\hat{s}, t),$$

- $k' \oplus \ell \leq k \oplus \ell$ by compositionality of the weight operator $\oplus$, and
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- $((s',t),(\hat{s},\hat{t})) \in R$.

2. Assume $(s,t) \xrightarrow{a,k \oplus \ell} S \diamond \times T (\hat{s},\hat{t})$. By the rule of composition, we have

$$s \xrightarrow{a,k} \hat{s}\text{ and } t \xrightarrow{a,\ell} \hat{t}.$$ 

Then, from $(s',s) \in R_S$ it follows that there exists

$$s' \xrightarrow{a,k'} \hat{s}'\text{ and } (\hat{s}',\hat{t}) \in R_K.$$ 

such that $k' \leq k$ and $(\hat{s}',\hat{t}) \in R_K$. It follows that

- there exists a transition

  $$(s',t) \xrightarrow{a,k' \oplus \ell} S' \diamond \times T (\hat{s}',\hat{t}),$$

  - $k' \oplus \ell \leq k \oplus \ell$ by compositionality of the weight operator $\oplus$, and
  - $((\hat{s}',t),(\hat{s},\hat{t})) \in R$. 

3.2 Definition of $\text{Th}_{\mathcal{K}}^{\text{WMIO}_{\text{strong}}}$ and $\text{Th}_{\mathcal{K}}^{d,\text{WMIO}_{\text{strong}}}$

The last ingredient for a specification theory for $\mathcal{K}$-WMIOs is environment correctness which strongly depends on the interpretation of weights and which property environment correctness should express. It should be clear that the definition of environment correctness must be carefully designed such that it is preserved by refinement. In our example we instantiate the weight structure to integer intervals with componentwise addition of interval bounds as the synchronization operator – an interpretation that is suitable if weights are considered as resource consumption. In this setting an obvious definition of environment correctness is to just ignore transition weights and resort to environment correctness of MIOs. Formally, for $\mathcal{K}$-WMIOs $S$ and $E$ we can define $S \xrightarrow{\pi} E$ by $S \xrightarrow{s} E \xrightarrow{\pi}$ where $S \xrightarrow{s}$ and $E \xrightarrow{\pi}$ are MIOs that are obtained by removing any transition weights from $S$ and $E$, respectively. However, we note that other more involved definitions of environment correctness are possible but for this thesis we stick to the above definition.

$^1$Environment correctness notions must be carefully chosen such that they are preserved by refinement. For instance, if integer intervals are interpreted as time units after which the action can be performed, then an obvious definition of $S \xrightarrow{\pi} E$ is that whenever $S$ issues an output with transition weight $k$, then $E$ must be ready to accept it with transition weight $\ell$ such that $k \leq \ell$. This would formalize the requirement that the environment $E$ should be less restrictive than $S$ regarding the time units after which the action is performed. This environment correctness notion would not be preserved by our refinement in which we are allowed to shrink intervals. Hence, for this interpretation, other notions of refinement might be needed; this is out of the scope of this thesis.
Corollary 5.3.9

Let \( \mathcal{K} = (K, \leq, \oplus) \) be a weight structure. Then

\[
\begin{align*}
\text{Th}^{\mathcal{K} \text{-WMIO}}_{\text{strong}} & \triangleq (\mathcal{K} \text{-WMIO}^{i}, \leq, \ominus, \rightarrow) \\
\text{Th}^{d,\mathcal{K} \text{-WMIO}}_{\text{strong}} & \triangleq (d,\mathcal{K} \text{-WMIO}^{i}, \leq, \ominus, \rightarrow)
\end{align*}
\]

are specification theories.

Proof. Compositionality of refinement is shown in Theorem 5.3.8. Preservation of environment correctness follows from the definition of \( \rightarrow \) and strong modal refinement \( \leq \). If weights on transitions are not considered, \( \rightarrow \) and \( \leq \) coincide with \( \rightarrow \) and \( \leq \), and the latter fulfill the requirement of preservation. Any implementation in \( \mathcal{K} \text{-WMIO}^{i} \) is a final element with respect to strong modal refinement, see Lemma 5.3.3. All results similarly hold for deterministic \( \mathcal{K} \text{-WMIOs} \); in particular, note that modal synchronous composition of deterministic \( \mathcal{K} \text{-WMIOs} \) yields a deterministic \( \mathcal{K} \text{-WMIO} \).

In order to relate the introduced specification theories, we can define a reflective embedding of \( \text{Th}^{d,\mathcal{K} \text{-WMIO}}_{\text{strong}} \) in \( \text{Th}^{\mathcal{K} \text{-WMIO}}_{\text{strong}} \) by the identity function. The proof is straightforward and omitted.

Corollary 5.3.10

The identity function \( \text{id} : d,\mathcal{K} \text{-WMIO} \to \mathcal{K} \text{-WMIO} \) is a reflective embedding of \( \text{Th}^{d,\mathcal{K} \text{-WMIO}}_{\text{strong}} \) in \( \text{Th}^{\mathcal{K} \text{-WMIO}}_{\text{strong}} \).

Finally, we integrate \( \text{Th}^{\mathcal{K} \text{-WMIO}}_{\text{strong}} \) and \( \text{Th}^{d,\mathcal{K} \text{-WMIO}}_{\text{strong}} \) into our existing hierarchy of modal specification theories. Clearly, \( \text{Th}^{\mathcal{MIO}}_{\text{strong}} \) can be related to \( \text{Th}^{\mathcal{K} \text{-WMIO}}_{\text{strong}} \) by defining a function \( g_{k} : \mathcal{MIO} \to \mathcal{K} \text{-WMIO} \) as follows: For any MIO \( S \), \( g_{k}(S) \) is the \( \mathcal{K} \text{-WMIO} \) which results from labelling all transitions with a fixed final weight \( k \in \mathcal{K} \) which is a neutral element for \( \oplus \), i.e. \( k \oplus \ell = \ell \) for all \( \ell \in K \). Such a final weight, which is in addition a neutral element for \( \oplus \), is given, for instance, by \([0,0] \) in \( \mathcal{K}_{\text{intv}} \).

Corollary 5.3.11

The function \( g_{k} \) as defined above, with a final weight \( k \in K \) which is a neutral element for \( \oplus \), is a reflective embedding

- of \( \text{Th}^{\mathcal{MIO}}_{\text{strong}} \) in \( \text{Th}^{\mathcal{K} \text{-WMIO}}_{\text{strong}} \) and
- of \( \text{Th}^{d,\mathcal{MIO}}_{\text{strong}} \) in \( \text{Th}^{d,\mathcal{K} \text{-WMIO}}_{\text{strong}} \).

Proof. To prove the first reflective embedding, we have to check whether

\[ g_{k}(S \otimes T) = g_{k}(S) \otimes g_{k}(T) \]
for all $S, T \in \mathbb{MIO}$. Let us prove the assertion for may-transitions, for must-transitions the argument is analogous.

\[
(s, t) \xrightarrow{a,k}_{g_k(S \circ T)} (s', t') \quad \text{if and only if} \quad (s, t) \xrightarrow{a}_{S \circ T} (s', t')
\]

if and only if $s \xrightarrow{a}_S s'$ and $t \xrightarrow{a}_T t'$

if and only if $s \xrightarrow{a,k}_{g_k(S)} s'$ and $t \xrightarrow{a,k}_{g_k(T)} t'$

if and only if $(s, t) \xrightarrow{a,k \oplus k}_{g_k(S) \circ \oplus \circ g_k(T)} (s', t')$

Since $k$ is a neutral element for $\oplus$ we get that $k \oplus k = k$. The other conditions can be shown as well. The second reflective embedding similarly holds.

The new hierarchy with the above results integrated is shown in Figure 5.5.

5.4 Logical Characterization of Strong Modal Refinement

It was shown in [121] that Hennessy-Milner logic [100] can be used as a logical characterization for modal refinement of modal transition systems (the reader may also consult [42]). In this section we shall extend this result to $\mathcal{K}$-WMIOs and study other related topics. For the rest of this section, we fix a weight structure $\mathcal{K} = (K, \leq, \oplus)$.
Let us first introduce $\mathcal{K}$-HML, an extension of Hennessy-Milner logic (HML) that is interpreted over $\mathcal{K}$-WMIOs, taking into account their weights. The syntax of the logic is given by the abstract syntax

$$\varphi ::= \text{true} | \text{false} | \varphi_1 \land \varphi_2 | \varphi_1 \lor \varphi_2 | \langle \alpha, k \rangle \psi | [\alpha, k] \psi$$

where $k \in K$ is a label. We define the $\lor$-free fragment of $\mathcal{K}$-HML as a set of formulae in $\mathcal{K}$-HML not containing the disjunction operator.

The formula $\langle \alpha, k \rangle \psi$ intuitively means that there exists a must-transition in the current state labelled with $\alpha$ and a weight $\ell$ such that $[\ell] \subseteq [k]$ and the next state satisfies $\psi$. The formula $[\alpha, k] \psi$ expresses that for all may-transitions labelled by $\alpha$ and a weight $\ell$ such that $[k] \cap [\ell] \neq \emptyset$ (which means that there are common final weights of $k$ and $\ell$), the formula $\psi$ must hold in the next state. Formally, the satisfaction relation between a state $s \in St_S$ of a $\mathcal{K}$-WMIO $S$ and a formula $\varphi$ is defined inductively as follows.

- $s \models \text{true}$
- $s \not\models \text{false}$
- $s \models \varphi_1 \land \varphi_2$ iff $S \models \varphi_1$ and $S \models \varphi_2$
- $s \models \varphi_1 \lor \varphi_2$ iff $S \models \varphi_1$ or $S \models \varphi_2$
- $s \models \langle \alpha, k \rangle \varphi$ iff $\exists (s \overset{\alpha}{\longrightarrow} s') : [\ell] \subseteq [k]$ and $s' \models \varphi$
- $s \models [\alpha, k] \varphi$ iff $\forall (s \overset{\alpha}{\longrightarrow} s') : \text{if } [\ell] \cap [k] \neq \emptyset \text{ then } s' \models \varphi$

We write $S \models \varphi$ iff $s_0 \models \varphi$ where $s_0$ is the initial state of $S$.

**Example 5.4.1**
Consider the $\mathcal{K}_{intv}$-WMIO $S$ of a vending machine given in Figure 5.6. After inserting a coin which consumes between 1 and 10 energy units,

- a coffee must be possible to be dispensed with energy consumption between 4 and 5:

$$S \models [\text{coin?}, [1,10]](\text{coffee!}, [4,5]) \text{true}$$
• However, the possibility to dispense a tea consuming between 1 or 2 energy units is not guaranteed:

\[ S \not\models [\text{coin},[1,0)](\text{tea!},[1,2])\text{true} \]

Observe that the must-transition labelled with tea!, [2,3] can be refined by a must-transition labelled with tea!, [3,3].

We are now ready to prove the soundness and completeness theorems for our logic. The following theorem ensures soundness of \( \mathcal{K} \)-HML, i.e., if a formula holds for a specification, then it holds for any of its refinements.

**Theorem 5.4.2 (Soundness)**

Let \( T \in \mathcal{K}\text{-WMIO} \), and \( \varphi \) be a formula in \( \mathcal{K}\text{-HML} \). Then

\[ T \models \varphi \implies \forall S \leq^\mathcal{K}_s T : S \models \varphi . \]

In the proofs in this chapter we frequently use the following notation. For a given \( \mathcal{K}\text{-WMIO} \) \( S \) and a state \( s \in S \), we write \( (s, S) \) to mean \( S \) with the initial state replaced by \( s \).

**Proof.** We prove the claim by induction on the structure of \( \varphi \). Assume that \( T \models \varphi \) and \( S \leq^\mathcal{K}_s T \). Let \( s_0 \) and \( t_0 \) be the initial states of \( S \) and \( T \), respectively. The induction basis, where \( \varphi = \text{true} \) and \( \varphi = \text{false} \), is trivial.

\( \varphi = \varphi_1 \land \varphi_2 \). By the definition of \( \models \) and then from the induction hypothesis.

\( \varphi = \varphi_1 \lor \varphi_2 \). As in the case above.

\( \varphi = \langle \alpha, k \rangle \psi \). From \( T \models \langle \alpha, k \rangle \psi \) it follows that there exists

\[ t_0 \xrightarrow{a,\ell} t \]

such that \([\ell] \subseteq [k]\) and \( t \models \psi \). Since \( S \leq^\mathcal{K}_s T \) there exists

\[ s_0 \xrightarrow{a,\ell'} s \]

such that \( \ell' \leq \ell \) and \( (s, S) \leq^\mathcal{K}_s (t, T) \). By the induction hypothesis we get \( s \models \psi \). From transitivity of \( \leq \) we have \([\ell'] \subseteq [k]\) and therefore \( S \models \langle \alpha, k \rangle \psi \).

\( \varphi = [\alpha, k] \psi \). Let \( s_0 \xrightarrow{a,\ell} s \) such that \([k] \cap [\ell] \neq \emptyset\). Since \( S \leq^\mathcal{K}_s T \) we know that there exists

\[ t_0 \xrightarrow{a,\ell'} t \]

in \( T \) with \( \ell \leq \ell' \) and \( (s, S) \leq^\mathcal{K}_s (t, T) \). Clearly, \([k] \cap [\ell'] \neq \emptyset\) and because \( T \models [\alpha, k] \psi \) we know that \( t \models \psi \). By the induction hypothesis we get \( s \models \psi \) and hence \( S \models [\alpha, k] \psi \). \( \square \)
We shall now focus on the issue of completeness. We consider two possible definitions:

1. **Completeness with respect to implementations**: if all implementations of a specification $S$ satisfy a formula of the logic, then so does $S$.

2. **Completeness with respect to modal refinement**: if all formulae satisfied by some specification $S$ are satisfied also by another specification $T$, then $S \leq_s T$.

The latter, completeness with respect to modal refinement, is also known as logical characterization in the literature [121].

We first study the completeness with respect to implementations and observe that $\mathcal{K}$-HML-logic is not complete in this case. This observation can already be made with the original HML for modal transition systems, and the reason for incompleteness is the disjunction.

**Theorem 5.4.3**
The logic $\mathcal{K}$-HML is incomplete with respect to implementations.

**Proof.** Let $T$ be an $\mathcal{K}_{\text{triv}}$-WMIO consisting of a single transition $t_0 \xrightarrow{a\text{•}} t$, with $\mathcal{K}_{\text{triv}}$ being the weight structure from Example 5.1.3. Consider the formula $\varphi = \langle a, \text{•}\rangle \text{true} \lor [a, \text{•}\rangle \text{false}$. Since there is no must-transition from $t_0$ and at the same time there is a may transition, we get $t_0 \not\vdash \varphi$. On the other hand, any implementation of $T$ either contains no transition at all (and then it satisfies $[a, \text{•}\rangle \text{false}$) or it contains at least one outgoing transition (and then it satisfies $\langle a, \text{•}\rangle \text{true}$). Hence any implementation of $T$ satisfies $\varphi$ and we get the incompleteness result with respect to implementations.

Inspecting the proof of the above theorem, one can notice that it is the disjunction that breaks the completeness property. In fact, we can show completeness if we consider the $\lor$-free fragment of $\mathcal{K}$-HML.

**Theorem 5.4.4 (Relativized completeness w.r.t. $[\mathcal{K}]_s$)**
Let $T \in \mathcal{K}$-WMIO and let $\varphi$ be a $\lor$-free formula in $\mathcal{K}$-HML. Then

$$(\forall I \in [T]_s^\mathcal{K} : I \models \varphi) \implies T \models \varphi.$$  

**Proof.** We prove the contraposition. We show that for any $\lor$-free formula $\varphi$

if $T \not\models \varphi$ then there exists $I \in [T]_s^\mathcal{K}$ such that $I \not\models \varphi$.

The proof is by induction on the structure of the formula $\varphi$ and under the assumption that $T \not\models \varphi$ we construct an implementation $(i_0, I)$ if $T$ such that $i_0 \not\models \varphi$. During the construction we will write that we add a transition $i_0 \xrightarrow{n} (i'_0, I')$ for an implementation $(i'_0, I')$, meaning that together with this transition we implicitly add also a disjoint copy of $I'$ rooted at $i'_0$ to the implementation $I$.

The induction basis, where $\varphi = \text{true}$ and $\varphi = \text{false}$, is trivial.
$\varphi = \varphi_1 \land \varphi_2$. By the definition of $|= $ either $T \not| \varphi_1$ or $T \not| \varphi_2$. Assume w.l.o.g. that $T \not| \varphi_1$. By applying the induction hypothesis there is $I \in [T]^s_\mathcal{K}$ such that $I \not| \varphi_1$ and we conclude that $I \not| \varphi_1 \land \varphi_2$.

$\varphi = \langle \alpha, k \rangle \psi$. Assume that $T \not| \langle \alpha, k \rangle \psi$, which is the case if for all $t_0 \xrightarrow{a, \ell} t$ we have either (1) $[\ell] \not\subseteq [k]$ or (2) $(t, T) \not|= \psi$. We construct an implementation $(i_0, I) \in [T]^s_\mathcal{K}$ as follows. For every $t_0 \xrightarrow{a, \ell} t$

such that (1) is satisfied, we add the transition

$$i_0 \xrightarrow{a, n} (i'_0, I')$$

into $I$ where $n \in [\ell] \setminus [k]$ and $(i'_0, I') \leq^\mathcal{K} (t, T)$. For every $t_0 \xrightarrow{a, \ell} t$

such that (2) is satisfied, we have by induction hypothesis an implementation $(i'_0, I') \in [(t, T)]^s_\mathcal{K}$ such that $i'_0 \not|= \psi$. We add

$$i_0 \xrightarrow{a, m} (i'_0, I')$$

to $I$ for some $m \in [\ell]$. It is easy to see that $I \leq^\mathcal{K} T$, and moreover $I \not| \langle \alpha, k \rangle \psi$ by the construction.

$\varphi = [\alpha, k] \psi$. Assume that $T \not| [\alpha, k] \psi$. Then there exists $t_0 \xrightarrow{a, \ell} t$ such that $[\ell] \cap [k] \neq \emptyset$ and $(t, T) \not|= \psi$. By induction hypothesis there exists $(i'_0, I') \in [(t, T)]^\mathcal{K}$ such that $i'_0 \not|= \psi$. Let $(i_0, I) \in [T]^s_\mathcal{K}$ be some implementation of $T$ where we add the transition

$$i_0 \xrightarrow{a, n} (i'_0, I')$$

with $n \in [\ell] \cap [k]$. Clearly, we still have $I \leq^\mathcal{K} T$ and moreover the transition

$$i_0 \xrightarrow{a, n} i'_0$$

ensures that $i_0 \not| [\alpha, k] \psi$.

A similar completeness result in the setting of partial Kripke structures can be found also in [6].

We now study completeness with respect to modal refinement, that is the completeness definition considered in [121]. In this article, it was shown that for classical modal transition systems HML is complete with respect to refinement. We first observe that the result does not extend to $\mathcal{K}$-HML and $\mathcal{K}$-WMIOs.
Theorem 5.4.5
\( \mathcal{K} \)-HML is incomplete with respect to strong modal refinement.

Proof. Consider the systems \( S \) and \( T \) from Figure 5.4. By case analysis it is easy
to verify that \( s_0 \models \varphi \) if and only if \( t_0 \models \varphi \) for any \( \mathcal{K} \)-HML-formula \( \varphi \). However,
as argued before, \( S \not\leq^s \mathcal{K} T \).

On the other hand, if we consider only deterministic systems, \( \mathcal{K} \)-HML is
complete even with disjunction, as proved below. We let \( \mathcal{F}(S) = \{ \varphi \mid S \models \varphi \} \) denote
the set of all formulae in \( \mathcal{K} \)-HML satisfied by \( S \).

Theorem 5.4.6 (Relativized completeness of strong modal refinement)
Let \( S, T \in \mathcal{K} \)-WMIOs (see Definition 5.3.5) and assume
that the weight refinement relation \( \preceq \) is complete. Then
\( \mathcal{F}(T) \subseteq \mathcal{F}(S) \implies S \leq^s \mathcal{K} T \).

Proof. Assume that \( \mathcal{F}(T) \subseteq \mathcal{F}(S) \). We define a relation \( R \subseteq S \times T \) by
\[
R = \{ (s, t) \mid \mathcal{F}((t, T)) \subseteq \mathcal{F}((s, S)) \}.
\]

We show that \( R \) is a relation witnessing \( S \leq^s \mathcal{K} T \). Clearly \((s_0, t_0) \in R \) for the
respective initial states. Let \((s, t) \in R \).

- First, assume that \( s \xrightarrow{a, k} s' \). Clearly, \( t \xrightarrow{a, \ell} t' \) for some \( \ell \) such that \( [k] \cap [\ell] \neq \emptyset \), otherwise the formula \([a, k]false\) is satisfied in \((t, T)\) but not in
\((s, S)\), contradicting our assumption that \( \mathcal{F}((t, T)) \subseteq \mathcal{F}((s, S)) \). By the deter-
minism of \( T \) there can only be one such \( \ell \) with \( [k] \cap [\ell] \neq \emptyset \).

For the sake of contradiction assume that \( k \not\preceq \ell \). By completeness of weight
refinement we get \( [k] \not\subseteq [\ell] \). Thus, there exists some \( m \in [k] \setminus [\ell] \). The
formula \([a, m]false\) holds in \((t, T)\) due to the choice of \( m \) and the absence of
any other may transition having any common final weights with \([k] \), hence
in particular also with \([m] = \{m\} \). However, \([a, m]false\) does not hold in
\((s, S)\), contradicting the assumption that \( \mathcal{F}((t, T)) \subseteq \mathcal{F}((s, S)) \). Thus, we can assume the existence of
\( t \xrightarrow{a, \ell} t' \) with \( k \preceq \ell \).

Now we need to argue that \((s', t') \in R \). Assume that this is not the case.
Then we have \( \mathcal{F}(t', T) \not\subseteq \mathcal{F}(s', S) \), and therefore there is a formula \( \varphi' \) such that \( t', T) \models \varphi' \) and \((s', S) \not\models \varphi' \). Consider the formula \( \varphi = [a, k]\varphi' \).
Again \((t, T) \models \varphi \), but \((s, S) \not\models \varphi \). This contradicts the assumption that
\( \mathcal{F}((t, T)) \subseteq \mathcal{F}((s, S)) \).

Thus \((s', t') \in R \).
• Second, assume that $t \xrightarrow{a,\ell} t'$. As in the previous item, there must be a transition

$$s \xrightarrow{a,k} s'$$

such that $[k] \subseteq [\ell]$, otherwise the formula $\langle a, \ell \rangle true$ is satisfied in $(t,T)$ but not in $(s,S)$, contradicting the assumption that $\mathcal{F}(t,T) \subseteq \mathcal{F}(s,S)$. By the determinism of $S$ we know that

$$s \xrightarrow{a,k} s'$$

is a unique transition such that $[k] \subseteq [\ell]$ and due to the completeness of weight refinement we know that $k \leq \ell$.

It remains to argue that $(s',t') \in R$. Assume that this is not the case. The arguments are similar to the previous case by considering the formula $\langle a, \ell \rangle \varphi'$ where $t' \models \varphi'$ and $s' \not\models \varphi'$. Thus $(s',t') \in R$ and this completes the proof. □

5.5 The Specification Theory $\text{Th}_{\mathcal{K}-\text{WMIO}}$

5.5.1 Weak Modal Refinement

We finally propose a specification theory for $\mathcal{K}$-WMIOs with weak modal refinement and weak environment correctness. Weak modal refinement for $\mathcal{K}$-WMIOs is defined along the lines of weak modal refinement for MIOs, see Section 3.4.1 in Chapter 3, however, weights can be refined and can – in contrast to strong modal refinement for $\mathcal{K}$-WMIOs – be distributed via $\oplus$ to several transitions. Intuitively, if weights model for instance energy consumption, then a must-transition $t \xrightarrow{a,\ell} t'$ can be refined to a sequence

$$s_1 \xrightarrow{\tau,k_1} S \ldots s_m \xrightarrow{\tau,k_m} S s_{m+1} \xrightarrow{a,k_{m+1}} S s_{m+2} \xrightarrow{\tau,k_{m+2}} S \ldots s_n \xrightarrow{\tau,k_n} S s_{n+1},$$

such that the accumulated resource consumption of this path is below the specified resource consumption $\ell$ on the abstract level, i.e.

$$k_1 \oplus \ldots \oplus k_n \leq \ell.$$

**Definition 5.5.1 (Weak modal refinement)**

Let $S, T \in \mathcal{K}$-WMIO with the same sets of input and output actions. $S$ is a weak modal refinement of $T$, written $S \leq_w T$, if there exists a refinement relation $R \subseteq St_S \times St_T$ with $(s_0, t_0) \in R$ such that for all $(s, t) \in R$ and all $a \in (\bigcup \Sigma_S) \cup (\bigcup \Sigma_T)$:
1. for all $s' \in \text{St}_S$, for all $k \in K$ such that $s \xrightarrow{\alpha,k} S s'$,
   - if $\alpha \in \Sigma^\text{int}_S$ then
     - either $k$ is neutral for $\oplus$ and $(s', t) \in R$,
     - or there exists $t' \in \text{St}_T$ such that
       \[
       t \xrightarrow{\tau \ell_1, \ldots, \tau \ell_n} t',
       \]
       $k \leq \ell_1 + \ldots + \ell_n$ and $(s', t') \in R$;
   - if $\alpha \in \Sigma^\text{ext}_S$ then there exists $t' \in \text{St}_T$ such that
     \[
     t \xrightarrow{\tau \ell_1, \ldots, \tau \ell_m}(\alpha, k_{m+1})\ell_{m+2}, \ldots, \ell_n \xrightarrow{\tau \ell_n} t',
     \]
     $k \leq \ell_1 + \ldots + \ell_n$ and $(s', t') \in R$;

2. for all $t' \in \text{St}_T$, for all $\ell \in K$ such that $t \xrightarrow{\alpha, \ell} T t'$,
   - if $\alpha \in \Sigma^\text{int}_T$ then
     - either $k$ is neutral for $\oplus$ and $(s, t') \in R$,
     - or there exists $s' \in \text{St}_S$ such that
       \[
       s \xrightarrow{(\tau \ell_1), \ldots, (\tau \ell_n)} S s',
       \]
       $k_1 + \ldots + k_n \leq \ell$ and $(s', t') \in R$;
   - if $\alpha \in \Sigma^\text{ext}_T$ then there exists $s' \in \text{St}_S$ such that
     \[
     s \xrightarrow{(\tau \ell_1), \ldots, (\tau \ell_m)(\alpha, k_{m+1})\ell_{m+2}, \ldots, \ell_n} S s',
     \]
     $k_1 + \ldots + k_n \leq \ell$ and $(s', t') \in R$.

It is straightforward to show that weak modal refinement $\leq^w_K$ is reflexive and transitive. Finality of implementations is shown in the following lemma.

**Lemma 5.5.2**
For any $I \in \mathcal{K}^w_{ \text{WMIO}}$ and any $S \in \mathcal{K}^w_{ \text{WMIO}}$, if $S \leq^w_K I$ then $I \leq^w_K S$.

**Proof.** Let $R$ be a refinement relation proving $S \leq^w_K I$. Then it is straightforward to prove that $R^{-1} = \{(i, s) \mid (s, i) \in R\}$ is a refinement relation demonstrating $I \leq^w_K S$. Clearly, $(i_0, s_0) \in R^{-1}$. Let $(i, s) \in R^{-1}$. We only consider may-transitions, must-transitions can be checked analogously. Assume that
\[
(s \xrightarrow{\alpha, \ell} S s')
\]
for some $\alpha \in \Sigma^\text{ext}_S$ and some $\ell \in K$. Then this is also a may-transition, and $(s,i) \in R$ implies that there are transitions

$$i \overset{(\tau,k_1)\ldots(\tau,k_m,\alpha,k_{m+1})\ldots(\tau,k_n)}{\longrightarrow} i'$$

such that $\ell \leq k_1 \oplus \ldots \oplus k_n$ and $(s',i') \in R$. Since $\oplus$ is closed under final weights, $k_1 \oplus \ldots \oplus k_n$ is a final weight and hence $\ell = k_1 \oplus \ldots \oplus k_n$. All may-transitions in $I$ are also must-transitions, and $(i',s') \in R^{-1}$ by definition of $R^{-1}$. $\square$

**Theorem 5.5.3 (Compositional refinement)**

Let $S, S', T, T' \in \mathcal{K}$. If $S \otimes X T$ is defined and $S' \leq^X_\omega S$ and $T' \leq^X_\omega T$, then $S' \otimes X T'$ is defined and $S' \otimes X T' \leq^X_\omega S \otimes X T$.

**Proof.** It suffices to prove the case $T = T'$. Assume that $R_S$ is a relation showing $S' \leq^X_\omega S$. We define a relation $R \subseteq (S'T' \times S'T') \times (S'T' \times S'T')$ by $(s',t),(s,t)) \in R$ if and only if $(s',s) \in R_S$. We show that $R$ is a refinement relation witnessing $S' \otimes X T \leq^X_\omega S \otimes X T$.

Obviously, $((s'_0,t_0),(s_0,t_0)) \in R$ where $s_0,s'_0,t_0$ are the initial states of $S, S', T$, respectively. Let $(s',t),(s,t)) \in R$. We only check the may-transitions, i.e. the direction from concrete to abstract; the proof for must-transitions is analogous. Moreover, we only consider those may-transitions where a synchronization happened during composition; all other cases are less complicated and therefore omitted.

Assume $(s',t) \overset{a,k' \oplus \ell}{\longrightarrow_{S' \otimes X T}} (s',\hat{t})$. By the rule of composition, we have

$$s' \overset{a,k'}{\longrightarrow_{S}} s \quad \text{and} \quad t \overset{a,\ell}{\longrightarrow_{T}} \hat{t}.$$

Then, from $(s',s) \in R_S$ it follows that there exists

$$(\tau,k_1)\ldots(\tau,k_m,\alpha,k_{m+1})\ldots(\tau,k_n)$$

such that $k' \leq k_1 \oplus \ldots \oplus k_n$ and $(s',\hat{s}) \in R_S$. It follows that

- there exist transitions
  $$(s,t) \overset{(\tau,k_1)\ldots(\tau,k_m,\alpha,k_{m+1} \oplus \ell)(\tau,k_{m+2})\ldots(\tau,k_n)}{\longrightarrow_{S \otimes X T}} (s',\hat{t}),$$

- $k' \oplus \ell \leq k_1 \oplus \ldots \oplus k_n \oplus \ell$ by compositionality of the weight operator $\oplus$, and

- $((s',t),(\hat{s},t)) \in R$. $\square$
5.5 The Specification Theory \(Th_{\text{weak}}\)

5.5.2 Definition of \(Th_{\text{weak}}\)

Weak modal refinement gives rise to a new specification theory for \(\mathcal{K}\)-WMIO, with weak modal refinement and weak environment correctness \(\rightarrow_w\), defined by \(S \rightarrow_w E\) if \(S \downarrow_w E\) \(\downarrow\) for any \(S, E \in \mathcal{K}\)-WMIO.\(^2\)

**Corollary 5.5.4**

\(Th_{\mathcal{K}\text{-WMIO}} \triangleq (\mathcal{K}\text{-WMIO}, \mathcal{K}\text{-WMIO}^i, \preceq_w, \otimes, \rightarrow_w)\) is a specification theory.

**Proof.** Compositionality of refinement is shown in Theorem 5.5.3. Preservation of environment correctness follows from the preservation of \(\rightarrow_w\) by \(\preceq_w\) since transition weights are not considered in the definition of \(\rightarrow_w\). Finality of implementations is shown in Lemma 5.5.2.

We conclude this section by relating the newly obtained specification theory \(Th_{\text{weak}}\) to the other theories of the last chapters.

**Lemma 5.5.5**

The identity function \(id : \mathcal{K}\text{-WMIO} \rightarrow \mathcal{K}\text{-WMIO}\) is an embedding of \(Th_{\text{strong}}\) in \(Th_{\text{weak}}\).

**Proof.** \(id\) is injective. Moreover, \(id\) is a morphism: Conditions (1) and (2), see Definition 2.1.3 in Chapter 2, are trivial. For condition (3), the reader can easily verify that \(S \preceq_w T\) implies \(S \preceq_w T\). Condition (4) was already shown for the embedding \(id\) of \(Th_{\text{MIO}}\) in \(Th_{\text{weak}}\).

Second, we can reuse the function \(g_k\) (for a final weight \(k \in \mathcal{K}^i\) which is a neutral element for \(\otimes\)) of Section 5.3.2 to obtain a reflective embedding of \(Th_{\text{MIO}}\) in \(Th_{\text{weak}}\) as follows: given a MIO \(S\), \(g_k(S)\) is the \(\mathcal{K}\)-WMIO which results from \(S\) by adding \(k \in \mathcal{K}^i\) to every transition.

**Lemma 5.5.6**

The function \(g_k : \text{MIO} \rightarrow \mathcal{K}\text{-WMIO}\) as defined above is a reflective embedding of \(Th_{\text{MIO}}\) in \(Th_{\text{weak}}\).

**Proof.** \(g_k\) is injective. Moreover, \(g_k\) is a morphism from \(Th_{\text{MIO}}\) to \(Th_{\text{weak}}\), cf. Definition 2.1.3.

1. Let \(S \in \text{MIO}^i\). Then \(g_k(S) \in \mathcal{K}\text{-WMIO}^i\) because every may-transition is also a must-transition and \(k\) with which each transition is annotated is a final weight.

\(^2\)Recall from Section 5.3.2 that \(S \downarrow\) is the MIO obtained from \(S\) by omitting all transition weights.
2. Let $S, T \in \text{MIO}$. If $S \otimes T$ is defined, then $g_k(S) \otimes^\mathcal{K} g_k(T)$ is defined because composability only depends on the action signatures. Moreover, $g_k(S \otimes T) = g_k(S) \otimes^\mathcal{K} g_k(T)$ since the synchronization of transitions with weight $k$ result in a transition with weight $k \oplus k$ which is $k$ because $k$ is neutral.

3. Let $S, T \in \text{MIO}$. Then $S \leq_w T$ implies $g_k(S) \leq^\mathcal{K}_w g_k(T)$: if $R$ is a refinement relation for $S \leq_w T$, then the same relation proves $g_k(S) \leq^\mathcal{K}_w g_k(T)$. Again, it is crucial that $k$ is neutral.

4. Weak environment correctness is trivially preserved by $g_k$ as $\rightarrow^\mathcal{K}_w$ does not depend on the weights.

Second, we show that $g_k$ satisfies the conditions of a reflective embedding, cf. Definition 2.1.5.

1. Let $S \in \text{MIO}$. If $g_k(S) \in \mathcal{K}^{-\text{WMIO}}$, then every may-transition is also a must-transition, hence $S \in \text{MIO}^i$.

2. Let $S, T \in \text{MIO}$. If $g_k(S) \otimes^\mathcal{K} g_k(T)$ is defined, then also $S \otimes T$ is defined and $g_k(S \otimes T) = g_k(S) \otimes^\mathcal{K} g_k(T)$ because $k$ is a neutral element for $\oplus$.

3. Let $S, T \in \text{MIO}$. If $g_k(S) \leq^\mathcal{K}_w g_k(T)$, then $S \leq_w T$ which is witnessed by the same refinement relation that proves $g_k(S) \leq^\mathcal{K}_w g_k(T)$.

4. For $S, T \in \text{MIO}$, $S \rightarrow_w T$ trivially holds as soon as $g_k(S) \rightarrow^\mathcal{K}_w g_k(T)$ is satisfied because weights are not considered in $\rightarrow^\mathcal{K}_w$. \hfill $\Box$

The result that $id$ is an embedding of $\text{Th}^{\mathcal{K}^{-\text{WMIO}}}$ in $\text{Th}^{\mathcal{K}^{-\text{WMIO}}}$ and $g_k$ is a reflective embedding of $\text{Th}^{\text{MIO}}$ in $\text{Th}^{\mathcal{K}^{-\text{WMIO}}}$ is integrated in Figure 5.7.

### 5.6 Completing the Hierarchy of Modal Specification Theories

In this section, we complete our hierarchy of modal specification theories by integrating the data aspect addressed by MIODs and the quantitative aspect of $\mathcal{K}$-WMIODs into $\mathcal{K}$-weighted MIOs with data constraints and by defining specification theories for $\mathcal{K}$-WMIODs.

**Definition 5.6.1 ($\mathcal{K}$-WMIOD)**

Let $\mathcal{K} = (K, \preceq, \oplus)$ be a weight structure. A $\mathcal{K}$-weighted modal input/output automaton with data constraints ($\mathcal{K}$-WMIOD)

$$S = (St, s_0, \varphi_0, \Sigma, V, -, \rightarrow, \rightarrow)$$
5.6 Completing the Hierarchy of Modal Specification Theories

The updated hierarchy of modal specification theories consists of a set of control states $St$, an initial control state $s_0 \in St$, an initial data state predicate $\varphi_0 \in \mathcal{I}(V^{prov}, \phi)$, an extended action signature $\Sigma = (\Sigma^{in}, \Sigma^{out}, \Sigma^{int})$, a state signature $V = (V^{prov}, V^{req})$, and a may- and must-transition relation $\rightarrow \subseteq St \times \mathcal{L}(\Sigma, V) \times K \times St$.

All notions of well-formedness, implementations, modal synchronous composition, strong and weak modal refinement, and strong and weak environment correctness can be integrated easily. As an example, we would like to make precise the integration of strong modal refinement $\leq^d_s$ of MIODs and strong modal refinement $\leq^d_K$-WMIOs. To illustrate the integration, we basically take Definition 4.3.1 of strong modal refinement for MIODs and add the conditions for the weights, highlighted by small framed boxes.

**Definition 5.6.2 (Strong modal refinement for $\mathcal{K}$-WMIOs)**

Let $S$ and $T$ be two well-formed $\mathcal{K}$-WMIOs with the same extended action and state signature. Then $S$ is a strong modal refinement of $T$ if $\models \varphi_{0,S} \Rightarrow \varphi_{0,T}$ and there exists a refinement relation

$$R \subseteq St_S \times St_T \times \mathcal{D}(V^{prov})$$

such that $(s_0, t_0, \delta_0) \in R$ for all $\delta_0 \in \mathcal{D}(\varphi_{0,S})$, and for all $(s, t, \delta) \in R$:

1. For all $t' \in St_T$, $[\varphi_T][a][\pi_T] \in \mathcal{L}(\Sigma, V)$, $[\ell] \in K$, $v \in \mathcal{D}(V^{req})$ and $\rho \in \mathcal{D}(par(a))$, if

   $$t \xrightarrow{[\varphi_T][a][\pi_T][\ell]} t' \text{ and } (\delta \cdot v; \rho) \models \varphi_T$$
then there exist \( s' \in St_S \), \([\varphi_S]a[\pi_S] \in \mathcal{L}(\Sigma, V)\), \([k \in K]\) such that

\[
\begin{array}{c}
s \xrightarrow{[\varphi_S]a[\pi_S]} s' \text{ and } (\delta \cdot v; \rho) \models \varphi_S \text{ and } k \leq \ell
\end{array}
\]

and for all \( \delta' \in \mathcal{D}(V^{prov}) \),

\[
\text{if } (\delta \cdot v, \delta'; \rho) \models \pi_S \text{ then } (\delta \cdot v, \delta'; \rho) \models \pi_T \text{ and } (s', t', \delta') \in R.
\]

2. For all \( s' \in St_S \), \([\varphi_S]a[\pi_S] \in \mathcal{L}(\Sigma, V)\), \([k \in K]\) \( v \in \mathcal{D}(V^{req}) \), \( \rho \in \mathcal{D}(\text{par}(a)) \) and \( \delta' \in \mathcal{D}(V^{prov}) \), if

\[
\begin{array}{c}
s \xrightarrow{[\varphi_S]a[\pi_S]} s' \text{ and } (\delta \cdot v, \delta'; \rho) \models \varphi_S \land \pi_S
\end{array}
\]

then there exist \( t' \in St_T \), \([\varphi_T]a[\pi_T] \in \mathcal{L}(\Sigma, V)\), \([\ell \in K]\) such that

\[
\begin{array}{c}
t \xrightarrow{[\varphi_T]a[\pi_T]} t' \text{ and } (\delta \cdot v, \delta'; \rho) \models \varphi_T \land \pi_T \text{ and } k \leq \ell
\end{array}
\]

and \( (s', t', \delta') \in R \).

In a similar way, all other notions can be integrated in a straightforward way. All required properties for a specification theory, like compositionality of refinement and preservation of environment correctness under refinement can be easily verified along the lines of the proofs for MIODs and \( \mathcal{K} \)-WMIOs. To not overburden the reader with repeating many similar proofs again and again, we omit the details and directly state which modal specification theories can be obtained:

- \( Th_{d.K-WMIOD}^{\text{strong}} \) for deterministic \( \mathcal{K} \)-WMIODs based on strong modal refinement and strong environment correctness
- \( Th_{K-WMIOD}^{\text{strong}} \) for \( \mathcal{K} \)-WMIODs based on strong modal refinement and strong environment correctness
- \( Th_{K-WMIOD}^{\text{weak}} \) for \( \mathcal{K} \)-WMIODs based on weak modal refinement and weak environment correctness

These new specification theories can be integrated and related to the previous specification theories as shown in Figure 5.8. The embedding of \( Th_{K-WMIOD}^{\text{strong}} \) in \( Th_{K-WMIOD}^{\text{weak}} \) is shown by the identity function \( id : \mathcal{K}-\text{WMIOD} \rightarrow \mathcal{K}-\text{WMIOD} \). The other new embeddings shown in Figure 5.8 are based on (the integration of) the function \( f \) and \( g_k \) that we have used previously (see Sections 4.3.3 and 5.5.2) to relate the different specification theories for MIOs, MIODs and \( \mathcal{K} \)-WMIOs.
5.7 Discussion and Related Work

The idea of modelling quantitative aspects in transition systems by adding weights to transitions is well studied, see e.g. [14] for an overview. In the context of interface theories for component-based design, interface specifications including quantitative aspects other than time has been investigated only in a few works. Probably the most relevant related work is about resource interfaces [52] that extend well-known state-based interfaces by a resource algebra. In contrast to our work here, a resource label is assigned to states rather than to transitions. Resource labels in states allow for modelling, e.g., the amount of power that is consumed while the system resides in a particular state. A resource algebra, amongst others, also defines a composition operator on resource labels, hence in this sense they are equally abstract as in our approach. It is shown that resource interfaces can be instantiated to model interesting quantitative problems. Refinement and logical characterization are not studied.

Extending modal transition systems by weights is inspired by Juhl et al. [114]. They define (interval) weighted modal transition systems, which coincide with our instantiation of $\mathcal{K}_{\text{intv}}$-WMIOs except that they do not distinguish between input, output and internal actions. They study (strong) modal refinement, that coincides with our refinement notion $\leq_{K_{\text{intv}}}$, and prove that it is complete w.r.t. the derived notion of thorough refinement – a result that follows also from our Theorem 5.3.7 for the weight structure $\mathcal{K}_{\text{intv}}$. In the second part of the paper an algorithm is presented for computing largest common refinements of weighted

![Figure 5.8: The final hierarchy of modal specification theories](image-url)
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modal transitions systems (also known as “conjunction” of specifications, see Section 7.1 in Chapter 7). Finally, weighted CTL is suggested and strong modal refinement logically characterized.

Publication history. This chapter is based on \([23]\) which is slightly more general than this thesis chapter. In \([23]\) we introduced label-structured modal transition systems that extend pure modal transition systems and abstract away from actions by labelling transitions just with a weight from a fixed weight structure (in \([23]\) weight structures are called label-sets). It is shown that MIOs can be obtained by instantiating the weight structure to actions. Moreover, in \([23]\) we have studied conjunction and quotient of label-structured modal transition systems, and proposed a determinization algorithm yielding the least deterministic over-approximation with respect to strong modal refinement.

5.8 Summary

This chapter presents \( \mathcal{K} \)-weighted modal input/output automata (\( \mathcal{K} \)-WMIOs) that extend modal input/output automata by transitions weight from a weight structure \( \mathcal{K} \). The weight structure \( \mathcal{K} = (K, \leq, \oplus) \) features weight refinement \( \leq \) and a weight synchronization operator \( \oplus \) that is general enough to model, for instance, energy consumption. Modal synchronous composition and modal refinement for MIOs can be conservatively extended to \( \mathcal{K} \)-WMIOs giving rise to a specification theory. We have proven strong modal refinement to be equivalent to inclusion of implementation semantics, (as expected) by assuming determinism. We have suggested an extension of Hennessy-Milner logic to \( \mathcal{K} \)-WMIOs and have shown the interplay between the logic and the refinement theory in a similar way as known from the classical theory of labelled transition systems and bisimulation. We have proposed a specification theory for \( \mathcal{K} \)-WMIO based on weak modal refinement that allows to distribute weights over several transitions in a refined specification. Most of the proof techniques have been straightforward generalizations of the techniques developed for MIOs in Chapter 3. Finally, we have completed our hierarchy of modal specification theories by defining modal specification theories for \( \mathcal{K} \)-WMIODs, that integrate data and quantitative aspects, and integrating them into the hierarchy by suitable embeddings.
Chapter 6

Quantitative Modal Refinement

Modern reactive systems, in particular embedded systems, often operate in physically constrained and unpredictable environments. This fact causes additional challenges in the design and verification of such systems when compared to classical system design. Therefore, the design of embedded systems calls for new heterogeneous models that appropriately address functional as well as non-functional properties [106]. Quantitative constraints must be naturally expressible in the models and still allow for an effective analysis of quantitative properties of interest.

Traditional verification frameworks are based on a discrete interpretation of property satisfaction, returning either true or false as the answer to a verification problem. With regards to functional properties, like the temporal ordering of emitted and received signals, a Boolean answer is sufficient. However, non-functional properties will naturally be approximations of real-world implementations, and small inaccuracies of an implementation with respect to its specification might turn the verification answer from true to false. This observation leads us to the need for a framework in which answers to quantitative verification problems are of quantitative nature as well. The aim is to be able to achieve robustness of the satisfaction relation and to differentiate between implementations that almost – as opposed to not at all – satisfy its (quantitative) specification.

In the literature, several frameworks for quantitative analysis for reactive systems have been proposed, mainly by de Alfaro et al. [66, 64, 59, 60]. The key idea in these works is – and which we follow here, too – that relating an abstract behaviour and a refined one yields a value between 0, for “perfect refinement”, and ∞ meaning “no refinement at all”. This value is called the refinement distance from the concrete to the abstract behaviour.

The contribution of this chapter is the first formal foundation for quantitative specification theories based on $\mathcal{K}$-WMIOs which allow for quantitative analysis during the refinement and implementation process, thus alleviating the prob-
lems of the qualitative setting. Although the quantitative study can be carried out on the abstract level of generic weight structures we stick here to the concrete weight structure $\mathcal{K}_{\text{intv}}$ of integer intervals introduced in Example 5.1.4, Chapter 5.

Similarly, there is a wide range of concrete refinement distances that one can choose – this choice typically depends on the application domain of the quantitative constraints. In the literature, one finds point-wise distance [59] measuring the largest individual difference between specifications, accumulated distance [173] measuring the sum of individual differences along executions of the specifications, and maximum-lead distance [105] measuring the largest distance between accumulated differences along executions. For an overview of various simulation distances that exist in the literature we refer the reader to [172, 51].

In this thesis, we stick to the accumulated refinement distance [173]. This distance is defined as the fix point of recursive equations, and to ensure convergence with limits different to infinity in more cases we use a discounting factor which renders differences at later points in executions converge to zero. We finally remark that the following considerations in this chapter could have been carried out on an abstract level of distances leaving open the concrete distance to use [16].

The main result of this chapter is the demonstration how strong modal refinement for $\mathcal{K}_{\text{intv}}$-WMIOs can be generalized to modal refinement distances. Most importantly, we show that compositionality of strong modal refinement can be lifted to a similar result for modal refinement distances.

**Motivation.** Let us start with a motivating example illustrating the idea of modal refinement distances. First, consider the MIO shown in Figure 6.1 which models the requirements of a simple email system in which emails are first received and then delivered. Before delivering the email, the system may check or process the email, e.g. for en- or decryption, filtering of spam emails, or generating automatic answers using an auto-reply feature. Any implementation of this email system must be able to receive and deliver emails, and it may also be able to check arriving emails before delivering it.

Let us add some quantitative information to the specification, resulting in a $\mathcal{K}_{\text{intv}}$-WMIO, see Figure 6.2. Every transition label is extended by integer intervals modeling upper and lower bounds of resource units (which could model either energy units, memory or some other costs) required for performing the corresponding actions. For instance, the reception of a new email (receive?) must take between one and three resource units, the checking of the email (check) is allowed to take up to five resource units.

In this quantitative setting, there is a problem with using strong modal re-
finement for $\mathcal{K}$-WMIOs as introduced in Section 5.3.1. If one can only decide whether or not an implementation refines a specification, then the quantitative aspects are not adequately taken into account in the refinement process. As an example, consider the email system implementations in Figure 6.3. Implementation $I_1$ does not refine the specification $S^*$, as there is an error in the discrete structure of actions: after receiving an email, the system can perform one or more checks, however, $S^*$ only permits a single check. Implementations $I_2$ and $I_3$ neither refine $S^*$: in $I_2$ the action receive? consumes one resource unit too much and in $I_3$ the action deliver! after performing a check also consumes one resource unit too much. Implementation $I_4$ on the other hand is a strong modal refinement of $S^*$, i.e. $I_4 \leq_{\text{intv}} S^*$.

From an intuitive point of view, however, implementations $I_2$ and $I_3$ conform much better to the specification $S^*$ than implementation $I_1$: there are no discrepancies in the discrete structure, only the weights differ by one. Additionally, observe that the quantitative error in implementation $I_3$ occurs later than the one in $I_2$. Hence one may want to say that implementation $I_4$ is a perfect refinement of the specification $S^*$, $I_3$ is almost a (perfect) refinement of $S^*$, $I_2$ is a bit more problematic than $I_3$ because the difference occurs earlier, whereas implementation $I_1$ is completely unacceptable as a refinement of $S^*$. A refine-
Figure 6.3: Four implementations of the simple email system
ment notion being based on a relation does not allow to make such distinctions between different negative answers. Therefore, we propose a modal refinement distance $d_m$ that allows to measure how “well” an implementation $I$ satisfies its specification $S$, with

- $d_m(I, S) = 0$ if and only if $I \leq K_{\text{intv}} S$, and
- $d_m(I, S) > 0, < \infty$ if and only if $I \mid \leq S \mid$, but $I \not\leq K_{\text{intv}} S^2$
- $d_m(I, S) = \infty$ if and only if there is an error in the discrete structure, i.e. $I \not\leq S \mid$ and $I \not\leq K_{\text{intv}} S$.

Our goal is to show that in the example the following relationships between the individual refinement distances hold:

$$\infty = d_m(I_1, S) > d_m(I_2, S) > d_m(I_3, S) > d_m(I_4, S) = 0$$

To sum up, a refinement notion based on a relation is not flexible enough for quantitative formalisms, as minor and major discrepancies in the refinements cannot be distinguished. As also observed by Alfaro et al. in [60] we need quantitative notions to measure how well a refinement is satisfied. The introduction of such a quantitative notion of refinement, and its consequences for the specification theory, in particular how strong modal refinement and the property of compositionality are affected, are the subject of this chapter.

Depending on the precise application of our quantitative formalism, there are two choices which one has to make: The first choice concerns the underlying weight structure $\mathcal{K}$. The second choice is the precise definition of quantitative refinement as the way quantitative discrepancies between specifications are measured which depends on whether differences accumulate over time or the interest more lies in the maximal individual differences. In this chapter we stick to the weight structure $K_{\text{intv}}$ of integer intervals, and regarding the second choice we decide for accumulated refinement distances [173]; a more general treatment leaving both weight structure and treatment of quantitative discrepancies abstract can be found in [16].

**Outline.** In Section 6.1 we introduce modal refinement distances; in particular, we discuss the relationship of a syntactical definition of modal refinement distance and a thorough one, and prove their equivalence if the abstract specification is strongly deterministic. Section 6.2 shows how to lift compositional refinement to a similar result for modal refinement distances. Finally, we mention related works in 6.3 and summarize this chapter in Section 6.4.

---

2Recall that the MIOs $I \mid$ and $S \mid$ are obtained by removing any transition weights.
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6.1 Modal Refinement Distances

Throughout this chapter we use $K_{\text{intv}}$-WMIOs. Recall that

$$K_{\text{intv}} = (K_{\text{intv}}, \preceq_{\text{intv}}, \oplus_{\text{intv}})$$

is the weight structure for integer intervals, with inclusion as weight refinement $\preceq_{\text{intv}}$ and integer addition as synchronization operator $\oplus_{\text{intv}}$. We also assume in this chapter finite $K_{\text{intv}}$-WMIOs, i.e. the set of states and the may-transition relation (and hence the must-transition relation as well) are finite sets.

When given an implementation $I$ and a specification $S$, both enhanced with quantitative information from $K_{\text{intv}}$, we would like to be able to reason not only whether $I$ correctly implements $S$, but also to what extent. Therefore we introduce a notion of modal refinement distance between $K_{\text{intv}}$-WMIOs.

First we define the distance on weights by

$$d_{K_{\text{intv}}}([x_1, y_1], [x_2, y_2]) = \max(x_2 - x_1, y_1 - y_2, 0).$$

The distance $d_{K_{\text{intv}}}$ measures the largest difference of lower and upper bounds that render the inclusion of the intervals not to hold, e.g. $d_{K_{\text{intv}}}([2, 3], [1, 5]) = 2$.

Note that $d_{K_{\text{intv}}}$ is asymmetric, and that $d_{K_{\text{intv}}}(k, \ell) = 0$ if and only if $k \preceq_{\text{intv}} \ell$.

Similar to [59, 60], the modal refinement distance is defined by the unique solution to recursive equations. To ensure convergence of the modal refinement distance from $S$ to $T$ whenever $S \preceq_s T$, we use a discounting factor that renders differences at later points in executions converge to zero. More precisely, if $\lambda \in \mathbb{R}$ is a discounting factor with $0 < \lambda < 1$, then the difference in quantitative constraints which occur $n$ steps in the future are discounted by the factor $\lambda^n$. This is akin to discounted games [180] where one reasons on behaviours in a discounted manner, giving more importance to differences that happen in the near future, while accumulating the amount by which the specifications deviate at each step. In the rest of the chapter, let $\lambda \in \mathbb{R}$ with $0 < \lambda < 1$ be a fixed discounting factor.

The recursive equations in Definition 6.1.1 below are motivated by viewing strong modal refinement for $K_{\text{intv}}$-WMIOs as a two-player-game [32], very similar to the standard bisimulation games used as a characterization of bisimilarity [168]. In each round of such a modal refinement game for $S \preceq_s K_{\text{intv}} T$ with $S, T \in K_{\text{intv}}$-WMIO the players proceed in a state $(s, t)$ with $s \in St_S$, $t \in St_T$ as follows:

1. The attacker chooses either (1.a) a transition $s \xrightarrow{a.h} s'$ or (1.b) a transition $t \xrightarrow{a.\ell} T t'$.

2. The defender responds by choosing a transition under the same action $a$, either
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- in case (1.a) a transition \( t \xrightarrow{a,\ell} T t' \) or
- in case (1.b) a transition \( s \xrightarrow{a,k} S s' \),

in both cases it must hold \( k \preceq_{\text{intv}} \ell \).

3. The next state becomes \((s', t')\) and the game continues with a new round.

A play then corresponds to a sequence of state pairs formed according to the above rule. A play is finite if one of the players gets stuck by not being able to select a transition. The player who gets stuck looses the play and the other player is the winner. If the play is infinite then the defender is the winner. One can show, cf. [32] for the analogous result for modal transition systems, that a strong modal refinement \( S \leq_{\text{xintv}} T \) for \( \mathcal{K}_{\text{intv}} \)-WMIOs \( S \) and \( T \) is equivalent to the existence of a winning strategy for the defender in the game starting in the initial state \((s_0, t_0)\).

Let us now extend modal refinement games for \( \mathcal{K}_{\text{intv}} \)-WMIOs to take into account the accumulated differences of integer intervals according to \( d_{\mathcal{K}_{\text{intv}}} \). The rules for each round are as above, however, we are not interested in winning strategies anymore but minimizing/maximizing the payoff of the game. The payoff \( \nu \) of the game is defined by the accumulated discounted differences of weights of the selected transitions during the play induced by strategies of players such that the attacker is maximizing \( \nu \) and the defender is minimizing \( \nu \). If the attacker gets stuck in a play then the payoff \( \nu \) is the current value, if the defender gets stuck in a play then the payoff \( \nu \) is \( \infty \). Note that an easy consequence of the definition of the payoff is that if there is a strategy of the attacker to make the defender unable to respond then the payoff is \( \infty \). The payoff is named modal refinement distance and formally defined as follows.

**Definition 6.1.1 (Modal refinement distance)**

Let \( S = (St_S, s_0, \Sigma, \cdots \rightarrow_S, \rightarrow_S) \) and \( T = (St_T, t_0, \Sigma, \cdots \rightarrow_T, \rightarrow_T) \) be two finite \( \mathcal{K}_{\text{intv}} \)-WMIOs. Let \( \ll \) be the partial order on the function space \( \{ f : St_S \times St_T \rightarrow \mathbb{R}_{\geq 0} \cup \{\infty\} \} \) defined by \( f \ll f' \) iff \( f(s', t') \leq f'(s', t') \) for all \( s' \in St_S \) and all \( t' \in St_T \).

The modal refinement distance \( d_m : St_S \times St_T \rightarrow \mathbb{R}_{\geq 0} \cup \{\infty\} \) from the state \( s \in St_S \) to the state \( t \in St_T \) is the unique least fixed point, according to the partial order \( \ll \), of the recursive equation

\[
d_m(s, t) = \max \left\{ \begin{array}{ll}
\min_{a,k} d_{\mathcal{K}_{\text{intv}}}(k, \ell) + \lambda d_m(s', t'), & \text{max}_{a,\ell} \min_{a,k} d_{\mathcal{K}_{\text{intv}}}(k, \ell) + \lambda d_m(s', t'), \\
\text{max}_{a,k} \min_{a,\ell} d_{\mathcal{K}_{\text{intv}}}(k, \ell) + \lambda d_m(s', t'), & \text{max}_{a,\ell} \min_{a,k} d_{\mathcal{K}_{\text{intv}}}(k, \ell) + \lambda d_m(s', t').
\end{array} \right.
\]

The distance from \( S \) to \( T \) is defined by \( d_m(S, T) \triangleq d_m(s_0, t_0) \). We write \( S \preceq_{\varepsilon} T \) if \( d_m(S_1, S_2) \leq \varepsilon \).
Note that \( \max_\varnothing \triangleq 0 \) and \( \min_\varnothing \triangleq \infty \). To justify the definition of \( \delta_m(s,t) \), we need to show that the recursive equations in the definition above indeed have a unique least fixed point.

**Lemma 6.1.2**
The recursive equation in Definition 6.1.1 has a unique least fixed point according to the partial ordering \( \ll \).

**Proof.** The proof is an adaptation of Lemma 3 in [122]. We first assume that \( S \) and \( T \) are non-blocking such that in every state there is a must-transition enabled for each action. Then we know for sure that the distance is in \( \mathbb{R}_\geq 0 \). Now, the idea is to use the Banach fixed point theorem [3]:

If \((X,d)\) is a complete metric space, and \( F : X \rightarrow X \) defines a contraction, i.e. there exists a constant \( c \in (0,1) \) such that

\[
d(F(x), F(y)) \leq c \cdot d(x, y)
\]

for all \( x, y \in X \),

then \( F \) has a unique fixed point.

Let us define the complete metric space \((X,d)\) and the function \( F \) such that we can apply the Banach fixed point theorem. Since we only consider finite \( \mathcal{K}_{intv} \)-WMIOs we can assume that \( S \) and \( T \) have \( p \) and \( q \) states, respectively. The set \( \mathbb{R}_{\geq 0}^{p \times q} \) of \((p \times q)\)-matrices with entries in \( \mathbb{R}_{\geq 0} \) is a complete metric space with the metric

\[
\rho(M, N) \triangleq \max_{1 \leq i \leq p, 1 \leq j \leq q} |M_{i,j} - N_{i,j}|
\]

where \( M_{i,j} \) and \( N_{i,j} \) denote the \((i,j)\)-th entry of the matrix \( M \) and \( N \), respectively. Define \( F : \mathbb{R}_{\geq 0}^{p \times q} \rightarrow \mathbb{R}_{\geq 0}^{p \times q} \) by

\[
F(M)_{i,j} = \max_{a,k} \min_{s \rightarrow t} \, d_{\mathcal{K}_{intv}}(k, \ell) + \lambda \cdot M_{k,\ell},
\]

Following [122] we partition \( \mathbb{R}_{\geq 0}^{p \times q} \) into finitely many closed polyhedral regions such that for two matrices \( M \) and \( N \) in a same region the recursive equation get resolved to the same transitions, i.e. there are mappings

\[
e, f : \{1, \ldots, p\} \times \{1, \ldots, q\} \rightarrow \mathcal{K}_{intv}, \quad g : \{1, \ldots, p\} \times \{1, \ldots, q\} \rightarrow \{1, \ldots, p\} \times \{1, \ldots, q\}
\]

such that

\[
F(M)_{i,j} = d_{\mathcal{K}_{intv}}(e(i,j), f(i,j)) + \lambda \cdot M_{g(i,j)}
\]
for all $M$ in the same region. If $M$ and $N$ are in a common region then

$$\rho(F(M), F(N)) = \max_{1 \leq i \leq p, 1 \leq j \leq q} |F(M)_{i,j} - F(N)_{i,j}|$$

$$= \lambda \left( \max_{1 \leq i \leq p, 1 \leq j \leq q} |M_{g(i,j)} - N_{g(i,j)}| \right)$$

$$\leq \lambda \left( \max_{1 \leq i \leq p, 1 \leq j \leq q} |M_{i,j} - N_{i,j}| \right)$$

$$= \lambda \rho(M, N).$$

If $M$ and $N$ are in different regions then we consider the straight line segment between $M$ and $N$ with finitely many intersection points $M = Z_0, \ldots, Z_r = N$ with other regions. Then we have

$$\rho(F(M), F(N)) \leq \rho(F(Z_0), F(Z_1)) + \ldots + \rho(F(Z_{r-1}), F(Z_r))$$

$$\leq \lambda (\rho(Z_0, Z_1) + \ldots + \rho(Z_{r-1}, Z_r))$$

$$\leq \lambda \rho(M, N).$$

The last equality holds because $\rho$ is a metric and all $Z_0, \ldots, Z_r$ are on a straight line. Thus, we have shown that for non-blocking $S$ and $T$ we have a unique fixed point $d_m$ which yields a distance in $R_{\geq 0}$ for all state pairs in $St_S \times St_T$. Now for the general case for arbitrary (but still finite) $K_{intv}$-WMIOs $S$ and $T$, $F$ is a function from $(R_{\geq 0} \cup \{\infty\})^{p \times q}$ to $(R_{\geq 0} \cup \{\infty\})^{p \times q}$ with additional fixed point $M \in (R_{\geq 0} \cup \{\infty\})^{p \times q}$ defined by $M_{i,j} = \infty$ for all $1 \leq i \leq p, 1 \leq j \leq q$. Hence the recursive equation has at most two fixed points. We can write the recursive equation from the definition as

$$\begin{bmatrix}
    d_m(s_1, t_1) & \cdots & d_m(s_1, t_q) \\
    d_m(s_2, t_1) & \cdots & d_m(s_2, t_q) \\
    \vdots & \ddots & \vdots \\
    d_m(s_p, t_1) & \cdots & d_m(s_p, t_q)
\end{bmatrix} = F
\begin{bmatrix}
    d_m(s_1, t_1) & \cdots & d_m(s_1, t_q) \\
    d_m(s_2, t_1) & \cdots & d_m(s_2, t_q) \\
    \vdots & \ddots & \vdots \\
    d_m(s_p, t_1) & \cdots & d_m(s_p, t_q)
\end{bmatrix}$$

and hence there exists a unique least fixed point.

Except for the symmetrizing max operation, this is precisely the accumulating branching distance which is introduced in [173]; see also [172] for a thorough introduction to branching distances as we use them here.

**Example 6.1.3**
Consider the two implementations $S$ and $T$ in Figure 6.4 with a single internal action $a$ and with discounting factor $\lambda = 0.9$. The below equations are already simplified by removing all expressions that evaluate to $\infty$. 

```
What remains to be done is to compute the least fixed point of the equation

\[ d_m(s_2, t_0) = \max\{2 + \lambda d_m(s_2, t_0), 0\} \]

which is \( d_m(k_1, i_2) = 20 \). Hence \( d_m(s_0, t_0) = \max\{3, 10 \cdot 20\} = 18 \).

Note that the interpretation of the distance between two specifications depends entirely on the application one has in mind; but in any case, the distance from \( S \) to \( T \) is 0 if and only if \( S \leq_{Kintv} T \).

**Example 6.1.4**

Let us analyze the modal refinement distances for the \( K_{intv} \)-WMIOs that were given in the introduction in Figures 6.2 and 6.3. We can easily compute the modal refinement distances, and since they are defined as discounted accumulating distances of the respective labels, we get finite distances in three of four cases.

\[ d_m(I_1, S) = \infty \]
\[ d_m(I_2, S) \approx 5.26 \]
\[ d_m(I_3, S) \approx 2.98 \]
\[ d_m(I_4, S) = 0 \]

Indeed, we have verified our descending chain of distances that we have claimed in the beginning of this chapter:

\[ \infty = d_m(I_1, S) > d_m(I_2, S) > d_m(I_3, S) > d(I_4, S) = 0 \]
Next we define a thorough distance of specifications, by a similar construction as the *Hausdorff distance* between closed subsets of a metric space, see e.g. \[147\]. Crucially however, our thorough distance is missing the symmetrizing max operation of Hausdorff distance, hence it is *asymmetric*.

**Definition 6.1.5 (Thorough refinement distance)**

The thorough refinement distance between $\mathcal{K}_{\text{into}}$-WMIOs $S$ and $T$ is defined as

$$d_t(S, T) \triangleq \sup_{I \in [S]_{\mathcal{K}_{\text{into}}}} \inf_{J \in [T]_{\mathcal{K}_{\text{into}}}} d_m(I, J).$$

Indeed this permits us to measure how well refinement is satisfied; intuitively, if two specifications have thorough distance $\varepsilon \geq 0$, then any implementation of the first specification can be matched by an implementation of the second up to $\varepsilon$. Also observe the special case where $S$ is an implementation: then $d_t(S, T) = \inf_{J \in [T]_{\mathcal{K}_{\text{into}}}} d_m(S, J)$, which measures how close $S$ is to satisfy the specification $T$.

In [14] we have shown that similarly to strong modal refinement, computation of thorough refinement distance is \textsc{Exptime}-hard [31], whereas the modal refinement distance is computable in $\text{NP} \cap \text{co-NP}$.

One might ask whether the thorough refinement distance is different to the modal refinement distance and how they relate in general. We show in the rest of this section that the modal refinement distance is in general an over-approximation of the thorough refinement distance, and if the abstract $\mathcal{K}_{\text{into}}$-WMIO is deterministic, the modal refinement distance and thorough refinement distance coincide.

There is a powerful proof technique via families of relations introduced for branching distances between implementations in [173] that we here extend to modal refinement distance.

**Definition 6.1.6**

We define a modal refinement family for two finite $\mathcal{K}_{\text{into}}$-WMIOs $S$ and $T$ as an $\mathbb{R}_{\geq 0}$-indexed family of relations $R = \{R_\varepsilon \subseteq St_S \times St_T \mid \varepsilon \geq 0\}$ such that for any $\varepsilon \geq 0$ and any $(s, t) \in R_\varepsilon$, for all $\alpha \in \Sigma$,

- for all $k \in K$, $s' \in St_S$, if $s \xrightarrow{a, k} s'$, then there exists $t \xrightarrow{a, \ell} t'$ for some $\ell \in K$, $t' \in T$, such that $d_{\mathcal{K}_{\text{into}}}(k, \ell) \leq \varepsilon$ and $(s', t') \in R_{\varepsilon'}$ for some $\varepsilon' \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}_{\text{into}}}(k, \ell))$,

- for all $\ell \in K$, $t' \in St_T$, if $t \xrightarrow{a, \ell} t'$, then there exists $s \xrightarrow{a, k} s'$ for some $k \in K$, $s' \in S$, such that $d_{\mathcal{K}_{\text{into}}}(k, \ell) \leq \varepsilon$ and $(s', t') \in R_{\varepsilon'}$ for some $\varepsilon' \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}_{\text{into}}}(k, \ell))$,

and such that $R$ is downward closed in the sense that for any set $E \subseteq \mathbb{R}_{\geq 0}$, if $(s, t) \in R_\varepsilon$ for all $\varepsilon \in E$, then also $(s, t) \in R_{\inf E}$. 


Following the proof strategy developed in [173] for implementations, we can show the following characterization of modal refinement distance by modal refinement families:

**Proposition 6.1.7**

Let $S$ and $T$ be two $\mathcal{K}_{intv}$-WMIOs with the same action signature $\Sigma$. Then the following are equivalent:

1. $S \leq^\epsilon_m T$.

2. There is a modal refinement family $R$ for $S$ and $T$ with $(s_0, t_0) \in R_\epsilon \in R$.

**Proof.** First, assume that $S \leq^\epsilon_m T$, i.e. $d_m(s_0, t_0) \leq \epsilon$, and define a relation family $R = \{R_\delta : \delta \geq 0\}$ by $R_\delta = \{(s, t) : s \in St_S \times St_T \mid d_m(s, t) \leq \delta\}$ for all $\delta \geq 0$, then $(s_0, t_0) \in R_\epsilon$ holds by assumption. We show that $R$ is a modal refinement family. Downward closedness of $R$ follows from the fact that there are only a finite number of choices of transitions for each pair $(s, t)$.

Let $(s, t) \in R_\delta$ for some $\delta \geq 0$, then by definition we know that $d_m(s, t) \leq \delta$. Assume

$$s \rightarrow_s^{a, k} s'.$$

From $d_m(s, t) \leq \delta$ we can infer that

$$\min_{a, t} d_{\mathcal{K}_{intv}}(k, \ell) + \lambda d_m(s', t') \leq \delta.$$

Hence there exists a may-transition $t \rightarrow_r^{a, \ell} t'$ such that $d_{\mathcal{K}_{intv}}(k, \ell) \leq \delta$ and

$$d_m(s', t') \leq \lambda^{-1}(\delta - d_{\mathcal{K}_{intv}}(k, \ell)).$$

The latter implies that $(s', t') \in R_{\delta'}$ for some $\delta' \leq \lambda^{-1}(\delta - d_{\mathcal{K}_{intv}}(k, \ell))$ which was to be shown. The argument for the other assertion for must-transitions is symmetric. This proves that there is a modal refinement family $R$ such that $(s_0, t_0) \in R_\epsilon \in R$.

For the reverse direction, assume that $(s_0, t_0) \in R_\epsilon \in R$ for some modal refinement family $R = \{R_\delta : \epsilon \geq 0\}$. We prove that $(s, t) \in R_\delta$, for some $\delta \geq 0$, implies $d_m(s, t) \leq \delta$. The claim $S \leq^\epsilon_m T$ then follows from the assumption $(s_0, t_0) \in R_\epsilon$.

To this end, observe that the space of functions $\Delta = [St_S \times St_T \rightarrow \mathbb{R}_{\geq 0} \cup \{\infty\}]$ forms a complete lattice, when the partial order $\ll$ is defined such that for $f, f' \in \Delta$, $f \ll f'$ iff $f(s, t) \leq f'(s, t)$ for all $s \in St_S$, $t \in St_T$. Moreover, since max, min, addition and multiplication by $\lambda$ are monotone, the function $D$ defined for all $f \in \Delta$ by

$$D(f) = \max \left\{ \begin{array}{ll}
\max_{s \rightarrow_s^{a, k} s'} & \min_{a, t} d_{\mathcal{K}_{intv}}(k, \ell) + \lambda f(s', t') \\
\min_{s \rightarrow_r^{a, \ell} s'} & \max_{a, k} d_{\mathcal{K}_{intv}}(k, \ell) + \lambda f(s', t') \end{array} \right\}.$$
Proof. If \((s, t) \in R_{h(s,t)}\), we have that \((s, t) \in R_{h(s,t)}\). By showing that \(h\) is a pre-fixed point of \(D\), i.e. that \(D(h) \ll h\), we get that \((s, t) \in R_{\delta}\) implies that \(d_{m}(s, t) \leq \delta\), since \(h(s, t) \leq \delta\) and \(d_{m}(s, t) \leq h(s, t)\).

Since \((s, t) \in R_{h(s,t)}\), every

\[
s \xrightarrow{a, k} t \quad \text{can be matched by some} \quad s \xrightarrow{a, \ell} t''
\]

such that \(d_{\mathcal{K}_{int}}(k, \ell) + \lambda \delta' \leq h(s, t)\) for some \(\delta' \geq 0\) and \((s'', t'') \in R_{\delta'}\), implying \(h(s'', t'') \leq \delta'\), but then also \(d_{\mathcal{K}_{int}}(k, \ell) + \lambda h(s'', t'') \leq h(s, t)\). Similarly, every

\[
t \xrightarrow{a, \ell} t'' \quad \text{can be matched by some} \quad s \xrightarrow{a, k} s''
\]

such that \(d_{\mathcal{K}_{int}}(k, \ell) + \lambda h(s'', t'') \leq h(s, t)\). Hence we have \(D(h) \ll h\) which was to be shown.

The next theorems show that the modal refinement distance indeed overapproximates the thorough refinement distance, and that it is exact for deterministic \(\mathcal{K}_{int}\)-WMIOs. Note that nothing general can be said about the precision of the overapproximation in the non-deterministic case; as an example we can again observe the two specifications in Figure 5.4 Chapter 5 for which \(d_{t}(S, T) = 0\) but \(d_{m}(S, T) = 1\).

**Theorem 6.1.8**

Let \(S\) and \(T\) be two finite \(\mathcal{K}_{int}\)-WMIOs with the same signature \(\Sigma\). Then we have \(d_{t}(S, T) \leq d_{m}(S, T)\).

**Proof.** If \(d_{m}(S, T) = \infty\), we have nothing to prove. Otherwise, let \(R = \{R_{\epsilon} \subseteq St_{S} \times St_{T} \mid \epsilon \geq 0\}\) be a modal refinement family which witnesses \(d_{m}(S, T)\), i.e. such that \((s_{0}, t_{0}) \in R_{d_{m}(S, T)}\), and let \(I \in [S]^T_{\mathcal{K}_{int}}\). We have to expose \(J \in [T]^S_{\mathcal{K}_{int}}\) for which \(d_{m}(I, J) \leq d_{m}(S, T)\).

Let \(Q \subseteq St_{I} \times St_{S}\) be a refinement relation witnessing \(I \leq_{\mathcal{K}_{int}} S\), define \(R'_{\epsilon} = Q \circ R_{\epsilon} \subseteq St_{I} \times St_{T}\) for all \(\epsilon \geq 0\), and let \(R' = \{R'_{\epsilon} \mid \epsilon \geq 0\}\). The states of

\[
J = (St_{J}, j_{0}, \Sigma, \rightarrow_{J}, \rightarrow_{J})
\]

are \(St_{T}\) with \(j_{0} = t_{0}\), and the must-transition relation we define as follows (the may-transition relation coincides with the must-transition relation):

For any

\[
i \xrightarrow{a, k'} i'
\]

and any \(t \in St_{T}\) for which \((i, t) \in R'_{\epsilon} \in R'\) for some \(\epsilon\), we have

\[
t \xrightarrow{a, \ell} t'
\]
with \(d_{\mathcal{K}^{\text{int}}} (k', \ell) \leq \varepsilon\) and \((i', t') \in R'_\varepsilon \subseteq R'\) for some \(\varepsilon' \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}^{\text{int}}} (k', \ell))\). Assume \(k' = [m, m]\) and \(\ell = [x, y]\). Let

\[
 n = \begin{cases} 
 x & \text{if } m < x, \\
 m & \text{if } x \leq m \leq y, \\
 y & \text{if } y < m 
\end{cases} 
\]  

(1)

and \(n'' = [n, n]\), and put \(t \xrightarrow{a,k''} J t'\) in \(J\). Note that

\[ d_{\mathcal{K}^{\text{int}}} (k', n'') = d_{\mathcal{K}^{\text{int}}} (k', \ell). \]  

(2)

Similarly, for any \(t \xrightarrow{a,\ell} T t'\) and any \(i \in St_I\) with \((i, t) \in R'_\varepsilon \subseteq R'\) for some \(\varepsilon\), we have

\[ i \xrightarrow{a,k'} I i' \]

with \(d_{\mathcal{K}^{\text{int}}} (k', \ell) \leq \varepsilon\) and \((i', t') \in R'_\varepsilon \subseteq R'\) for some \(\varepsilon' \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}^{\text{int}}} (k', \ell))\). Write \(k' = [m, m]\) and \(\ell = [x, y]\), define \(n\) as in (2) above and \(n'' = [n, n]\), and put

\[ t \xrightarrow{a,k''} J t' \]

in \(J\). It is straightforward to prove that the identity relation relation id = \(((t, t) \mid t \in St_T)\) witnesses \(J \preceq_{\mathcal{K}^{\text{int}}} T\); this essentially follows from the construction of \(J\) according to the above rules.

We also want to show that the family \(R'\) is a witness for \(d_m (I, J) \leq d_m (S, T)\). We have \((i_0, t_0) \in R'_m (S, T) = R_1 \circ R_m (S, T)\), so let \((i, t) \in R'_\varepsilon \subseteq R'\) for some \(\varepsilon \geq 0\). For any

\[ i \xrightarrow{a,k'} I i' \]

we have

\[ t \xrightarrow{a,\ell} T t' \text{ and } t \xrightarrow{a,k''} J t' \]

by the first part of our construction above, with \(d_{\mathcal{K}^{\text{int}}} (k', n'') = d_{\mathcal{K}^{\text{int}}} (k', \ell) \leq \varepsilon\) because of (2), and also \((i', t') \in R'_\varepsilon \subseteq R'\) for some \(\varepsilon' \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}^{\text{int}}} (k', \ell))\). For any

\[ t \xrightarrow{a,k''} J t' \]

we must have used one of the constructions above to introduce this transition, and both give us

\[ i \xrightarrow{a,k'} I i' \]

with \(d_{\mathcal{K}^{\text{int}}} (k', n'') \leq \varepsilon\) and \((i', t') \in R'_\varepsilon \subseteq R'\) for some \(\varepsilon' \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}^{\text{int}}} (k', \ell))\).  \(\square\)
The fact that modal refinement only equals thorough refinement for deterministic specifications is well-known from the previous chapters. Observe that a deterministic $K_{intv}$-WMIO allows at most one transition under each discrete action in each state since every two intervals $[x_1,y_1]$ and $[x_2,y_2]$ are unifiable by $[\min(x_1,x_2),\max(y_1,y_2)]$; cf. Definition [5.3.5] in Chapter [5].

**Theorem 6.1.9**

Let $S$ and $T$ be two finite $K_{intv}$-WMIOs. If $T$ is deterministic then $d_t(S,T) = d_m(S,T)$.

**Proof.** If $d_t(S,T) = \infty$, then we are done by Theorem [6.1.8]. Otherwise, let $R = \{R_\epsilon \mid \epsilon \geq 0\}$ be the smallest downward closed relation family for which

- $(s_0, t_0) \in R_{d_t(S,T)}$ and
- whenever we have $(s,t) \in R_\epsilon \subseteq R$, $s \xrightarrow{a,k} s'$, and $t \xrightarrow{a,\ell} t'$, then $(s',t') \in R_{\lambda^{-1}(\epsilon-d_{K_{intv}}(k,\ell))}$.

We show below that this definition makes sense (also that $\epsilon - d_{K_{intv}}(k,\ell) \geq 0$ in all cases), and that $R$ is a modal refinement family. We will use the convenient notation $(s,S)$ for the $K_{intv}$-WMIO $S$ with initial state $s_0$ replaced by $s$, similarly for $(t,T)$.

We first show inductively that for any pair of states $(s,t) \in R_\epsilon \subseteq R$ we have $d_t((s,S),(t,T)) \leq \epsilon$. This is obviously the case for $s = s_0$ and $t = t_0$, so assume now that $(s,t) \in R_\epsilon \subseteq R$ is such that $d_t((s,S),(t,T)) \leq \epsilon$ and let

$s \xrightarrow{a,k} s'$ and $t \xrightarrow{a,\ell} t'$.

Let $I' \in [(s',S)]_{K_{intv}}$ and $[x,x] \in [k]$.

There is an implementation $I \in [(s,S)]_{K_{intv}}$ for which

$$i_0 \xrightarrow{a,[x,x]} I \xrightarrow{a} i_1$$

and such that $(i_1,I) \leq_{K_{intv}} I'$. Now

$$d_t((i_1,I),(t,T)) \leq d_t((i_1,I),(s,S)) + d_t((s,S),(t,T)) \leq \epsilon,$$

hence we must have

$t \xrightarrow{a,\ell'} t''$

with $d_{K_{intv}}([x,x],\ell') \leq \epsilon$. But then by determinism of $T$, $\ell = \ell'$ and $t' = t''$. The above considerations hold for any $[x,x] \in [k]$, hence $d_{K_{intv}}(k,\ell) \leq \epsilon$. Thus $\epsilon - d_{K_{intv}}(k,\ell) \geq 0$, and the definition of $R$ above is justified. Now let $[y,y] \in [\ell]$
such that $d_{\mathcal{K}_{\text{intv}}}([x,x],[y,y]) = d_{\mathcal{K}_{\text{intv}}}([x,x],\ell)$, then there is an implementation $J \in \llbracket (t,T) \rrbracket_{s}^{\mathcal{K}_{\text{intv}}}$ for which

$$j_{0} \xrightarrow{a,[y,y]} j_{1}$$

and

$$d_{m}(I,J) \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}_{\text{intv}}}([x,x],[y,y]))$$

$$= \lambda^{-1}(\varepsilon - d_{\mathcal{K}_{\text{intv}}}([k,\ell])),$$

which, as $I \in \llbracket (s,S) \rrbracket_{s}^{\mathcal{K}_{\text{intv}}}$ was chosen arbitrarily, entails $d_{t}((s,S),(t,T)) \leq \lambda^{-1}(\varepsilon - d_{\mathcal{K}_{\text{intv}}}([k,\ell]))$.

We are ready to show that $R$ is a modal refinement family. Let $(s,t) \in R_{\varepsilon} \in R$ for some $\varepsilon$, and assume

$$s \xrightarrow{a,k} s'.$$

Let $[x,x] \in [k]$, then there is an implementation $I \in \llbracket (s,S) \rrbracket_{s}^{\mathcal{K}_{\text{intv}}}$ with a transition

$$i_{0} \xrightarrow{a,[x,x]} i_{1}.$$

Now $d_{t}(I,(t,T)) \leq \varepsilon$ by the first part of the proof, hence we have a transition

$$t \xrightarrow{a,\ell} t'$$

with $d_{\mathcal{K}_{\text{intv}}}([x,x],\ell) \leq \varepsilon$. Also for any other $[x',x'] \in [k]$ we have a transition

$$t \xrightarrow{a,\ell'} t''$$

with $d_{\mathcal{K}_{\text{intv}}}([x',x'],\ell') \leq \varepsilon$, hence by determinism of $T$, $\ell = \ell'$ and $t' = t''$. It follows that there is a unique transition

$$t \xrightarrow{a,\ell} t'$$

and as $d_{\mathcal{K}_{\text{intv}}}([x,x],\ell) \leq \varepsilon$ for all $[x,x] \in [k]$, we have $d_{\mathcal{K}_{\text{intv}}}([k,\ell]) \leq \varepsilon$, and $(s',t') \in R_{\lambda^{-1}(\varepsilon - d_{\mathcal{K}_{\text{intv}}}([k,\ell]))}$ by definition. The other direction, for must-transitions, can be shown similarly and the proof is omitted here.

6.2 Compositionality in the Context of Modal Refinement Distances

In this section we show that compositionality can naturally be extended to the context of modal refinement distances. As the main result we show that the
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refinement distance between composed systems can be bounded by the distances between their constituent systems.

Recall that the weight synchronization operator $\oplus_{\text{intv}}$ of the weight structure $\mathcal{H}_{\text{intv}}$ has already been defined in the previous chapter, see Example 5.1.4. The weight synchronization operator $\oplus_{\text{intv}}$ for modal synchronous composition of $\mathcal{H}_{\text{intv}}$-WMIOs is defined by

$$[x_1, y_1] \oplus_{\text{intv}} [x_2, y_2] = [x_1 + x_2, y_1 + y_2].$$

After a technical lemma, the next theorem shows that modal synchronous composition is well-behaved with respect to modal refinement distance in the sense that the distance between the composed systems is bounded by the distances of the individual systems. Note also the special case in the theorem of $S_1 \leq_{\mathcal{H}_{\text{intv}}} S_2$ and $S_3 \leq_{\mathcal{H}_{\text{intv}}} S_4$ implying $S_1 \otimes_{\mathcal{H}_{\text{intv}}} S_3 \leq_{\mathcal{H}_{\text{intv}}} S_2 \otimes_{\mathcal{H}_{\text{intv}}} S_4$.

**Lemma 6.2.1**

For $k_1, k_2, k_3, k_4 \in \mathcal{H}_{\text{intv}}$, we have

$$d_{\mathcal{H}_{\text{intv}}}(k_1 \oplus_{\text{intv}} k_2, k_3 \oplus_{\text{intv}} k_4) \leq d_{\mathcal{H}_{\text{intv}}}(k_1, k_2) + d_{\mathcal{H}_{\text{intv}}}(k_3, k_4).$$

**Proof.** Let $k_i = (\alpha, [x_i, y_i])$ for all $i$. We have

$$d_{\mathcal{H}_{\text{intv}}}(k_1, k_2) + d_{\mathcal{H}_{\text{intv}}}(k_3, k_4) = \max(x_2 - x_1, y_1 - y_2, 0) + \max(x_4 - x_3, y_3 - y_4, 0) \geq \max((x_2 - x_1) + (x_4 - x_3), (y_1 - y_2) + (y_3 - y_4), 0)$$

$$= \max((x_2 + x_4) - (x_1 + x_3), (y_1 + y_3) - (y_2 + y_4), 0) = d_{\mathcal{H}_{\text{intv}}}(k_1 \oplus_{\text{intv}} k_3, k_2 \oplus_{\text{intv}} k_4).$$

**Theorem 6.2.2**

Let $S_i = (S_{t_i}, s_{0,i}, \Sigma_i, \rightarrow_i, \rightarrow_i)$, $i \in \{1, \ldots, 4\}$, be finite $\mathcal{H}_{\text{intv}}$-WMIOs. Then

$$d_m(S_1 \otimes_{\mathcal{H}_{\text{intv}}} S_3, S_2 \otimes_{\mathcal{H}_{\text{intv}}} S_4) \leq d_m(S_1, S_2) + d_m(S_3, S_4).$$

**Proof.** If $d_m(S_1, S_2) = \infty$ or $d_m(S_3, S_4) = \infty$, we have nothing to prove. Otherwise, let $R^1 = [R^1_\varepsilon \subseteq S_{t_1} \times S_{t_2} | \varepsilon \geq 0]$, $R^2 = [R^2_\varepsilon \subseteq S_{t_3} \times S_{t_4} | \varepsilon \geq 0]$ be witnesses for $d_m(S_1, S_2)$ and $d_m(S_3, S_4)$, respectively; hence $(s_{0,1}, s_{0,2}) \in R^1_{d_m(S_1, S_2)} \subseteq R^1$ and $(s_{0,3}, s_{0,4}) \in R^2_{d_m(S_3, S_4)} \subseteq R^2$. Define

$$R_\varepsilon = \{(s_{1,2}, (s_3, s_4)) \in S_{t_1} \times S_{t_3} \times S_{t_2} \times S_{t_4} | (s_{1,2})_1 \in R^1_{\varepsilon_1}, (s_3, s_4) \in R^2_{\varepsilon_2} \subseteq R^2, \varepsilon_1 + \varepsilon_2 \leq \varepsilon \}$$

for all $\varepsilon \geq 0$ and let $R = [R_\varepsilon | \varepsilon \geq 0]$. We show that $R$ witnesses

$$d_m(S_1 \otimes_{\mathcal{H}_{\text{intv}}} S_3, S_2 \otimes_{\mathcal{H}_{\text{intv}}} S_4) \leq d_m(S_1, S_2) + d_m(S_3, S_4).$$
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We have \(((s_{0,1}, s_{0,3}), (s_{0,2}, s_{0,4})) \in R_{d_{m}(s_{1}, s_{2})+d_{m}(s_{3}, s_{4})} \in R\). Now let

\[ ((s_1, s_3), (s_2, s_4)) \in R_{\varepsilon} \in R \]

for some \(\varepsilon\), then \((s_1, s_2) \in R_{\varepsilon_1}^1 \in R^1\) and \((s_3, s_4) \in R_{\varepsilon_2}^2 \in R^2\) for some \(\varepsilon_1 + \varepsilon_2 = \varepsilon\).

Assume

\[(s_1, s_3) \xrightarrow{a_{k_1} \oplus \text{intv}_{k_3}} (s_1', s_3'), \]

then \(s_1 \xrightarrow{a_{k_1}} s_1'\) and \(s_3 \xrightarrow{a_{k_3}} s_3'\). By \((s_1, s_2) \in R_{\varepsilon_1}^1 \in R^1\), we have

\[s_2 \xrightarrow{a_{k_2}} s_2'\]

with \(d_{X_{\text{into}}} (k_1, k_2) \leq \varepsilon_1\) and \((s_1', s_2') \in R_{\varepsilon_1}^1 \in R^1\) for some \(\varepsilon_1' \leq \lambda^{-1}(\varepsilon_1 - d_{X_{\text{into}}} (k_1, k_2))\);

similarly,

\[s_4 \xrightarrow{a_{k_4}} s_4'\]

with \(d_{X_{\text{into}}} (k_3, k_4) \leq \varepsilon_2\) and \((s_3', s_4') \in R_{\varepsilon_2}^2 \in R^2\) for some \(\varepsilon_2' \leq \lambda^{-1}(\varepsilon_2 - d_{X_{\text{into}}} (k_3, k_4))\).

Let \(\varepsilon' = \varepsilon_1' + \varepsilon_2'\), then

\[
\varepsilon' \leq \lambda^{-1}(\varepsilon_1 + \varepsilon_2 - (d_{X_{\text{into}}} (k_1, k_2) + d_{X_{\text{into}}} (k_3, k_4)))
\]

\[\leq \lambda^{-1}(\varepsilon - d_{X_{\text{into}}} (k_1 \oplus \text{intv} k_3, k_2 \oplus \text{intv} k_4))\]

by Lemma\[6.2.1\] We have

\[ (s_2, s_4) \xrightarrow{a_{k_2} \oplus \text{intv}_{k_4}} (s_2', s_4'), \]

\(d_{X_{\text{into}}} (k_1 \oplus \text{intv} k_3, k_2 \oplus \text{intv} k_4) \leq \varepsilon_1 + \varepsilon_2 \leq \varepsilon\) again by Lemma\[6.2.1\] and

\[ ((s_1', s_3'), (s_2', s_4')) \in R_{\varepsilon'} \in R. \]

The reverse direction, starting with a transition

\[ (s_2, s_4) \xrightarrow{a_{k_2} \oplus \text{intv}_{k_4}} (t_2, t_4) \]

is similar. \[\square\]

6.3 Related Work

Our approach to quantitative analysis of modal transition system reuses existing notions and results from literature about simulation distances for weighted automata. Our work is mostly inspired by simulation distances for reactive systems as followed by the series of works from de Alfaro et al. [66, 64, 59, 60], however, adapted to take into account modalities. Another related line of research
in the area of quantitative analysis of systems is that of robustness properties of timed systems, originating in [153, 178]. In robust model-checking, one considers enlarged semantics of timed automata where all the clock constraints are widened by perturbation, in order to model the imprecisions of clocks. If no new behaviour is added by this perturbation, then the system under consideration is robust, satisfying the property also under minor timing inaccuracies of the concrete implementation.

For a comprehensive survey on distances for weighted automata, detailed comparisons and logical characterizations of distances, applications to timed automata, etc. we refer the reader to [172].

The results presented in this chapter can be generalized in several directions. Some are covered in our recent work [16], including the generalization to arbitrary distances and weight structures. Environment correctness has not been defined in this chapter. It would be interesting to study distances for environment correctness which depends on the particular interpretation of the weight intervals. The result would be a “quantitative” specification theory which would be a generalization of the specification theory presented in Chapter 2 by refinement distances and environment correctness distances.

Publication history. The present chapter is based on [14, 15] and contains additional material not covered by this thesis chapter, for instance, the logical characterization from Section 5.4 has been completely lifted from the qualitative to the quantitative setting. Furthermore, we have shown in [14, 15] that certain results of specification operators like conjunction and quotient can only be obtained to some extent under certain requirements on the underlying weight structure.

Additional results that are out of the scope of this thesis include the following works: In [15] we study a quantified notion of satisfaction of HML-formulae that can be used to provide a characterization of modal refinement distances. How to generalize modal refinement distances to arbitrary weight structures \( K_{\text{intv}} \) and with an arbitrary strategy how to measure distances of specifications is presented in [16].

6.4 Summary

We have shown in this chapter that within the quantitative specification framework of \( K_{\text{intv}} \)-weighted modal input/output automata, modal refinement distances provide a useful tool for measuring quantitative differences in refinements. Modal refinement distances are proven equivalent to a natural thorough notion of distances if the abstract \( K_{\text{intv}} \)-WMIO is deterministic. We have shown that modal synchronous composition and modal refinement distances satisfy a
quantified compositionality property.
Chapter 7

Moving from Specification Theories to Contracts

Assume-guarantee reasoning \cite{145,113} is a well-studied approach which proposes proof methods to verify global properties of a system by proving local properties of individual components of the system. For the verification of local properties, system components are equipped with a specification that consists of an assumption on its environment, and a guarantee of the component itself given that the environment meets the assumption. Assume-guarantee reasoning has been very successfully applied in formal specification and verification, and in particular in model checking, see e.g. \cite{150}.

The motivation for investigating assume-guarantee reasoning in the context of our research is that, what we have seen so far, only a single specification was used to describe the behaviour of a component, with implicit assumptions on the environment. We would like to make these assumptions explicit by splitting the specification into an assumption on the environment describing what the environment has to fulfil in order to correctly use the component, and a guarantee that describes the behaviour of the component given that the environment fulfils the assumption. This splitting into explicit assumptions and guarantees has the following advantages over single, monolithic specifications of components:

- Assume-guarantee specification style clearly distinguishes between the external and internal view on the component. The external view (i.e. the assumption) only specifies the correct usage of the component, without any implementation details which are usually not of interest for the environment. The internal view (i.e. the guarantee) is the specification of the behaviour of the component which might or might not include implementation details. From a practical point of view, having a single specification with implicit assumptions can distort the component description and it can be rather difficult or even not feasible to figure out from a single specification what are its guarantees and what are its assumptions on the environ-
ment. Moreover, single specifications might lead to unnecessary complex verification problems, e.g. compatibility checking of environment and component behaviour, that might arise if the behaviour contains implementation details that need to be considered.

- Reusing already existing, implemented and tested components is a key concept in component-based development. Assume-guarantee reasoning supports this fundamental concept by reusing specifications of component guarantees and only specifying assumptions for the current use case (or for the environment of interest in which it will be used). The splitting allows to easily exchange assumptions and to adapt specifications according to the changing circumstances in the environment.

In the context of behaviour specifications for components that are based on state transition systems, several approaches were proposed that extend transition systems by assume-guarantee proof rules, for instance, such theories exist for discrete systems [123, 154] and probabilistic systems [179, 67]. A more general approach to deal with assume-guarantee rules was proposed by Benveniste et al. [33] where they use sets of traces as specifications and build contracts on top of it. Those approaches were proposed mostly independently of each other, with a similar aim of achieving sound and compositional proof rules.

Even though the specification theory is abstract enough to view the above theories for assume-guarantee reasoning again as a specification theory, we would like to investigate in this chapter whether there is a uniform way of defining a contract theory (i.e. a theory with assume-guarantee specifications and associated proof rules) on top of a given specification theory. Thus, the goal is to investigate to which extent we can define assume-guarantee reasoning within a specification theory, and what are the necessary requirements of the specification theory to ensure sound proof rules. This study should deliver a uniform abstract theory of contracts, and we demonstrate how a contract framework can be derived from a specification theory, using our abstract constructions. As a result we are able to instantiate “for free” a contract theory out of any specification theory. Any such derived contract theory is automatically equipped with:

- **Behaviour semantics** and **environment semantics** of contracts reflecting the set of behaviours and environments that satisfy the guarantees and assumptions of the contract, respectively.

- A **refinement relation** that allows to compare contracts in terms of sets of correct behaviours and environments.

- Sufficient conditions called **dominance** for a sound parallel composition of contracts which encapsulates contracts for two communicating components into one contract for the composition of the two.
Furthermore, as an important contribution of this chapter, we identify additional specification operators that guarantee a direct definition of contract composition as the strongest dominating contract. A specification theory is complete if it is equipped with conjunction to compute a greatest lower bound with respect to refinement, quotient to compute the residual of specifications with respect to parallel composition, and a maximal environment operator to compute largest correct environments. When the underlying specification theory is complete in the above sense and every contract has a normal form, then contract composition can be directly defined. Finally, an additional assumption on the interplay of composition and environment correctness guarantees that we obtain a specification theory for contracts.

In the course of this chapter, we show how the generic constructions can be applied to $Th^{dMIO}_{strong}$ for which we show is a complete specification theory. We also show contracts for deterministic MIODs with strong modal refinement and weak environment correctness; in both instantiations we illustrate the abstract concepts with several small examples. We already point out that our framework can only be meaningfully instantiated by deterministic MIOs and MIODs with strong environment correctness; contracts instantiated for weak theories with weak environment correctness do not seem adequate and we illustrate this claim by an example. These limitations of our work are again explained in Section 7.5 together with possible solutions.

At this point, we would like to make our ideas more concrete by illustrating them with a simple example from our domain of deterministic MIOs, see Figure 7.1. Assume an implementation $I$ of a simple message processing component that receives messages, processes them, and then acknowledges the processing to the sender of the messages. It is important to note that $I$ can receive more than one message during the processing with the effect that each received message is processed, and the acknowledgement is sent once for possibly many messages. The MIO $G$ (with the same action alphabet as $I$) is the behaviour that $I$ should comply to. Clearly, $I$ is not a strong modal refinement of $G$, since the $G$ does only allow single message processing with one acknowledgement for each processed message.

However, the implementation $I$ is already very “close” to $G$ (in sense of $\leq_s$) and can indeed be very well used in those situations in which the environment waits with sending the next message until it receives the corresponding acknowledgement. This condition on the environment is expressed as assumption $A$, seen in Figure 7.2. Actually, $A$ expresses even more: after a message has been sent, the environment must accept the acknowledgement, a reasonable assumption on the environment in this context. The specification $G$ has now grown to the contract $(A, G)$, with $A$ the assumption and $G$ the guarantee. Now, $I$ is a correct behaviour of $G$ given that the environment does not make use of the additional message processing feature that $I$ offers. Thus, we have widened the set of re-
finements of $G$ by explicitly stating assumptions on the environment, and $I$ is a correct refinement of $G$ as long as it is used in a context (i.e. environment) which satisfies the assumption $A$.

**Outline.** We start by introducing complete specification theories in Section 7.1. In Section 7.2, we will define, for a given specification theory, the notion of a contract and its semantics, contract refinement and contract composition. In particular, if the underlying specification theory is complete, we show how to define a specification theory for contracts. We then instantiate contracts to deterministic MIOs and MIODs and show several examples of such modal contracts that illustrate contract semantics and contract composition. In Section 7.3, the instantiation is shown for a complete specification theory for deterministic MIOs, Section 7.4 illustrates modal contracts based on deterministic MIODs. In Section 7.5, we summarize limitations of the contract framework. Related works are mentioned in Section 7.6, and we conclude this chapter with a summary in Section 7.7.
Some theories, which we call complete specification theories, offer additional operators that are useful in designing interface specifications for component-based systems. Recent works on concrete instances of interface theories \cite{73,57,158} have identified conjunction and quotient as two important ingredients of any specification theory. The former, conjunction, computes a largest common refinement of two specifications, whereas the latter, quotient, is adjoint to composition which allows to compute residuals. In addition, we introduce a new operator not seen before, computing a maximal refinement of a specification such that it is a correct environment for a given specification. We see later in Section \ref{sec:7.2} that we can use them to derive most permissive assumptions achieving maximality of contract compositions.

**Conjunction.** When two separate teams independently develop specifications that are intended to be realized by the same component, then it is useful to have conjunction, denoted $\land$, that computes a most general specification that realizes both specifications (if this is possible, i.e. if there exists a common refinement), cf. Figure \ref{fig:7.3}. When the first team proposes a specification $S_1$ which a component $C$ should comply with, and the second team proposes $S_2$ for $C$, then $S_1 \land S_2$ is the conjunction of the two specifications which is defined whenever both $S_1$ and $S_2$ can be refined at the same time. Moreover, $S_1 \land S_2$ is a most general specification with this property. Formally, conjunction is a partial commutative function

$$\land : \mathcal{S} \times \mathcal{S} \to \mathcal{S}$$

such that

$S_1 \land S_2$ is defined if and only if $\exists X \in \mathcal{S} : X \leq S_1$ and $X \leq S_2$,

and, if $S_1 \land S_2$ is defined, then

$S_1 \land S_2 \leq S_1$ and $S_1 \land S_2 \leq S_2$, and

$\forall X \in \mathcal{S} : (X \leq S_1$ and $X \leq S_2)$ implies $X \leq S_1 \land S_2$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig73.png}
\caption{Illustration of conjunction}
\end{figure}
Conjunction $S_1 \land S_2$, if it exists, is unique up to equivalence $\approx$ of specifications (see Chapter 2, Definition 2.1.1). Note that the definition also immediately implies that $[S_1 \land S_2] = [S_1] \cap [S_2]$ whenever $S_1 \land S_2$ is defined.

**Quotient.** Specification theories sometimes come along with a *quotient* operator, written $//$, which is dual to parallel composition (or in other words $//$ is adjoint to $\otimes$), cf. Figure 7.4. When given a requirement specification $T$ of the overall system and another specification $S$ that is supposed to be part of the system, then the quotient $T // S$ is a most general solution $X$ satisfying

$$S \otimes X \leq T$$

i.e. $T // S$ is a most general specification such that $S \otimes (T // S) \leq T$. Formally, quotient is a partial function

$$// : \mathcal{S} \times \mathcal{S} \rightarrow \mathcal{S}$$

that satisfies:

$$T // S \text{ is defined if and only if } \exists X \in \mathcal{S} : S \otimes X \leq T.$$ 

And if $T // S$ is defined, then

$$S \otimes (T // S) \leq T, \text{ and } \forall X \in \mathcal{S} : S \otimes X \leq T \Rightarrow X \leq T // S.$$ 

The requirements of a quotient operator implies that $T // S$ is unique up to equivalence of specifications.

**Maximal Environment Operator.** For obtaining maximally correct environments for a given specification we stipulate the existence of an operation that, given two specifications $S, E \in \mathcal{S}$ such that $S$ and $E$ are composable, computes a largest refinement $E' \in \mathcal{S}$ of $E$ such that $S \rightarrow E'$. Formally, we require the existence of a partial operation

$$\max_{\_\_}( \_ ) : \mathcal{S} \times \mathcal{S} \rightarrow \mathcal{S}$$

such that

$$\max_{\_\_}(E) \text{ is defined if and only if } \exists E' \in \mathcal{S} : E' \leq E \text{ and } S \rightarrow E'.$$
and if \( \max_{S\to}(E) \) is defined, then
\[
\max_{S\to}(E) \leq E \quad \text{and} \quad S \to \max_{S\to}(E),
\]
\[
\forall E' \in \mathcal{S} : (E' \leq E \quad \text{and} \quad S \to E') \implies E' \leq \max_{S\to}(E)
\]
Again, \( \max_{S\to}(E) \) is unique up to \( \approx \).

**Definition 7.1.1 (Complete Specification Theory)**
A specification theory \( (\mathcal{S}, \mathcal{S}^i, \leq, \otimes, \to) \) is complete if it offers conjunction \( \land \), quotient \( // \), and a maximal environment operator \( \max_{S\to}(\cdot) \).

### 7.2 Contracts and Their Semantics

For the development of our abstract contract framework, we assume to be given a specification theory \( (\mathcal{S}, \mathcal{S}^i, \leq, \otimes, \to) \) as defined in Chapter 2. Only later, when we give a direct definition of contract composition we stick to complete specification theories, so the first part of this section also applies to specification theories which are not complete.

**Assumption 1.** \( (\mathcal{S}, \mathcal{S}^i, \leq, \otimes, \to) \) is a specification theory.

We start by defining the notion of a contract which explicitly distinguishes between assumptions and guarantees.

**Definition 7.2.1 (Contract)**
A contract is a pair \( (A, G) \) where \( A, G \in \mathcal{S} \) are two specifications such that \( G \to A \).

In a contract \( (A, G) \), the specification \( A \) expresses the assumption on the environment of the component, whereas the specification \( G \) describes the guarantee of any component to the environment given that the environment respects the assumption \( A \). In any contract \( (A, G) \) the assumption \( A \) should specify a correct environment for \( G \), i.e. \( G \to A \).

For the definition of when a specification is a correct behaviour of a given contract, we use a notion of relativized refinement which is derived from the refinement relation of the underlying specification theory.

**Definition 7.2.2 (Relativized Refinement)**
Relativized refinement is the ternary relation in \( \mathcal{S} \times \mathcal{S} \times \mathcal{S} \) defined as follows:
for all \( S, E, T \in \mathcal{S} \),
\[
S \leq_{E} T \quad \text{if and only if} \quad \forall E' \in \mathcal{S} : (E' \leq E \quad \text{and} \quad T \to E')
\]
\[
\Rightarrow (S \to E' \quad \text{and} \quad S \otimes E' \leq T \otimes E').
\]
\( S \leq_{E} T \) intuitively means that \( S \) refines \( T \) if both are put in any correct environment \( E' \) that refines \( E \). The following lemmata summarize properties of relativized refinement that are easy consequences of the definition.
Lemma 7.2.3
Relativized refinement is a preorder, and for all \( S, E, E', T \in \mathcal{S} \), if \( S \leq_E T \) and \( E' \leq E \) then \( S \leq_{E'} T \).

Proof. Reflexivity and transitivity of relativized refinement is easy to see. For the second claim, assume that \( S \leq_E T \) and \( E' \leq E \). Let \( E'' \leq E \), hence we can use our assumption \( S \leq_E T \) to infer \( S \rightarrow E'' \) and \( S \otimes E'' \leq T \otimes E'' \). Hence \( S \leq_{E'} T \) which was to be shown.

We note that for the second part of Lemma 7.2.3, switching the context by a refined one, the universal quantification in Definition 7.2.2 is essential.

Lemma 7.2.4
Let \( S, T, E \in \mathcal{S} \) and assume that \( T \rightarrow E \). Then \( S \leq_E T \) if and only if

\[
\forall E' \in \mathcal{S} : E' \leq E \rightarrow S \rightarrow E' \quad \text{and} \quad S \otimes E' \leq T \otimes E'.
\]

Proof. Assume that \( S \leq_E T \) and let \( E' \in \mathcal{S} \) such that \( E' \leq E \). Then \( S \rightarrow E' \) follows from \( S \leq_E T \), the definition of relativized refinement and \( T \rightarrow E' \). The same argument implies \( S \otimes E' \leq T \otimes E' \). For the other direction, let \( E' \in \mathcal{S} \) such that \( E' \leq E \) and \( T \rightarrow E' \). Then \( S \rightarrow E' \) and \( S \otimes E' \leq T \otimes E' \).

Lemma 7.2.5
Let \( S, T \in \mathcal{S} \). Then \( S \leq T \) implies \( S \leq_{E} T \) for any \( E \in \mathcal{S} \).

Proof. Let \( E' \in \mathcal{S} \) such that \( E' \leq E \) and \( T \rightarrow E' \). By preservation of environment correctness, \( S \leq T \) implies \( S \rightarrow E' \). By compositionality of refinement, we can infer \( S \otimes E' \leq T \otimes E' \).

Let us now turn to the definition of the semantics of a contract. The behaviour semantics of a contract \((A, G)\) is given by the set of all specifications that satisfy the contract guarantee \( G \) under the assumption \( A \):

\[
[C]_{\text{beh}} = \{ I \in \mathcal{S} | I \leq_A G \}.
\]

This is a significant generalization of pure specification theories where it is usually assumed that refinements must literally satisfy the specification. The environment semantics of the contract \((A, G)\) consists of all environments for (or users of) the component satisfying the assumption \( A \) of the contract:

\[
[C]_{\text{env}} = \{ E \in \mathcal{S} | E \leq A \}.
\]

In summary, the semantics of a contract is given by both behaviour semantics and environment semantics. Two contracts are semantically equivalent if they have the same (behaviour and environment) semantics.
Remark 7.2.6

In the following, for a given contract \( C \), we use the terms behaviour and environment for specifications in \( \llbracket C \rrbracket_{beh} \) and \( \llbracket C \rrbracket_{env} \), respectively.

Our first result is a direct consequence of the definition of a contract and contract semantics: Whenever one has a correct environment and a correct behaviour of a contract, then their composition is a refinement of the composition of assumption and guarantee of the contract. In other words, the following theorem states the adequacy of contracts semantics.

**Theorem 7.2.7 (Adequacy of Contract Semantics)**

Let \( C = (A,G) \) be a contract. For all specifications \( E, I \in \mathcal{S} \), if \( E \in \llbracket C \rrbracket_{env} \) and \( I \in \llbracket C \rrbracket_{beh} \) then \( I \rightarrow E \) and \( E \otimes I \leq A \otimes G \).

**Proof.** The claim follows from Lemma 7.2.4 by choosing \( T = G \), \( E = A \), \( E' = E \) and \( S = I \), and by applying transitivity of refinement. \( \square \)

This theorem is not used in any later proofs. Still importantly, it states that both behaviour and environment semantics are adequate, i.e. meeting our intuition about what should result whenever we compose correct behaviours and environments: their composition should refine the interaction \( A \otimes G \) that is described by any contract \( (A,G) \).

The behaviour semantics of a contract in general depends on both the assumption \( A \) and the guarantee \( G \). However, when any refinement of \( G \) is independent of the assumption \( A \), we say that the contract \( (A,G) \) is in normal form.

**Definition 7.2.8 (Normal Form)**

A contract \( C = (A,G) \) is in normal form if for all specifications \( I \in \mathcal{S} \), \( I \leq_A G \) if and only if \( I \leq G \).

We say that a contract \( (A,G) \) has a normal form if it can by transformed into a semantically equivalent contract \( (A,G^{nf}) \) in normal form by weakening of \( G \) to \( G^{nf} \). In Section 7.3 we show that deterministic MIOs are powerful enough to allow such a semantic-preserving transformation for any contract \( (A,G) \). If in a specification theory every contract has a normal form, then we say that the specification theory has normal forms.

### 7.2.1 Refinement of Contracts

Next, we turn to the question how contracts can be refined. We follow here a standard approach inspired by notions of behavioural subtyping and say that a contract \( C' \) refines another contract \( C \) if \( C' \) admits less behaviours than \( C \), but more legal environments than \( C \).
Definition 7.2.9 (Contract Refinement)
Let $C$ and $C'$ be two contracts. The contract $C'$ refines the contract $C$ (is stronger than $C$), written $C' \sqsubseteq C$, if $[C']_{\text{beh}} \subseteq [C]_{\text{beh}}$ and $[C']_{\text{env}} \supseteq [C]_{\text{env}}$.

The refinement relation between contracts is reflexive and transitive. Obviously, two contracts $C$, $C'$ are semantically equivalent if and only if $C' \sqsubseteq C$ and $C \sqsubseteq C'$. The following theorem characterizes contract refinement by contravariant (relativized) refinement of corresponding assumptions and guarantees.

Theorem 7.2.10 (Characterization of Contract Refinement)
Let $(A, G)$ and $(A', G')$ be two contracts. Then $(A', G') \sqsubseteq (A, G)$ if and only if $A \leq_A A'$ and $G' \leq_A G$.

Proof. First we show that $(A', G') \sqsubseteq (A, G)$ implies $A \leq_A A'$ and $G' \leq_A G$.

$$A \in [(A, G)]_{\text{env}} \subseteq [(A', G')]_{\text{env}}$$

implies $A \leq A'$, and similarly,

$$G' \in [(A', G')]_{\text{beh}} \subseteq [(A, G)]_{\text{beh}}$$

implies $G' \leq_A G$.

Second, for the other direction, we have to show that $A \leq_A A'$ and $G' \leq_A G$ imply $(A', G') \sqsubseteq (A, G)$. Thus we have to show

(a) $[(A', G')]_{\text{beh}} \subseteq [(A, G)]_{\text{beh}}$,

(b) $[(A, G)]_{\text{env}} \subseteq [(A', G')]_{\text{env}}$.

To show (a), let $I \in [(A', G')]_{\text{beh}}$, so $I \leq_{A'} G'$. Then also $I \leq_A G'$ by Lemma 7.2.3 and $A \leq A'$. From $G' \leq_A G$ and transitivity of relativized refinement it follows that $I \leq_A G$ which is $I \in [(A, G)]_{\text{beh}}$. To show (b), let $E \in [(A, G)]_{\text{env}}$, so $E \leq A$. From $A \leq A'$ and transitivity of refinement it follows that $E \leq A'$, and thus $E \in [(A', G')]_{\text{env}}$. □

An immediate consequence is the following corollary:

Corollary 7.2.11
Let $(A, G)$ and $(A', G')$ be two contracts such that $(A, G)$ is in normal form. Then $(A', G') \sqsubseteq (A, G)$ if and only if $A \leq A'$ and $G' \leq G$.

Remark 7.2.12
Thorough refinement of contracts and the question of completeness of refinement, cf. Section 2.1, is not considered here and left for future work.
7.2 Contracts and Their Semantics

7.2.2 Dominance and Composition of Contracts

When behaviours \( I_1 \) and \( I_2 \) of individual components are composed, their composition is only semantically meaningful if the contracts, say \( C_1, C_2 \), of the single components fit together. This means that there exists a ‘larger’ contract \( C \) which subsumes \( C_1 \) and \( C_2 \) such that (1) the composition of any behaviours of \( C_1 \) and \( C_2 \) is a correct behaviour of \( C \), and (2) each correct environment of \( C \) controls the single behaviours in such a way that they mutually satisfy the assumptions of the single contracts. Inspired by \[154\] we call such a contract \( C \) a dominating contract for \( C_1 \) and \( C_2 \).

**Definition 7.2.13 (Dominance)**

Let \( C, C_1 \) and \( C_2 \) be contracts. \( C \) dominates \( C_1 \) and \( C_2 \) if the following two conditions are satisfied:

1. Any composition of correct behaviours of \( C_1 \) and \( C_2 \) results in a correct behaviour of the contract \( C \):
   
   \[
   \forall I_1 \in \mathbb{J}_{\text{beh}}(C_1) : \forall I_2 \in \mathbb{J}_{\text{beh}}(C_2) : I_1 \otimes I_2 \text{ is defined and } I_1 \otimes I_2 \in \mathbb{J}_{\text{beh}}(C)
   \]

2. For any correct environment of \( C \), the composition with a correct behaviour of \( C_1 \) (\( C_2 \)) results in a correct environment of \( C_2 \) (\( C_1 \), respectively):

   \[
   \forall E \in \mathbb{J}_{\text{env}}(C) : \forall I_1 \in \mathbb{J}_{\text{beh}}(C_1) : E \otimes I_1 \text{ is defined and } E \otimes I_1 \in \mathbb{J}_{\text{env}}(C_2),
   \]

   \[
   \forall E \in \mathbb{J}_{\text{env}}(C) : \forall I_2 \in \mathbb{J}_{\text{beh}}(C_2) : E \otimes I_2 \text{ is defined and } E \otimes I_2 \in \mathbb{J}_{\text{env}}(C_1).
   \]

We say that two contracts \( C_1, C_2 \) are dominable if there exists a contract \( C \) dominating \( C_1, C_2 \).

An immediate consequence of the definition of dominance is the following lemma.

**Lemma 7.2.14**

Let \( C, C_1 \) and \( C_2 \) be contracts. If \( C \) dominates \( C_1 \) and \( C_2 \) then for any \( E \in \mathbb{J}_{\text{env}}(C) \), \( I_1 \in \mathbb{J}_{\text{beh}}(C_1) \) and \( I_2 \in \mathbb{J}_{\text{beh}}(C_2) \), it holds that

1. \( I_1 \otimes I_2 \rightarrow E \),
2. \( I_1 \rightarrow E \otimes I_2 \),
3. \( I_2 \rightarrow E \otimes I_1 \).

**Proof.** Let \( C = (A, G) \), \( C_1 = (A_1, G_1) \) and \( C_2 = (A_2, G_2) \). Condition 1 of Definition [7.2.13] requires \( I_1 \otimes I_2 \in \mathbb{J}_{\text{beh}}(C) \) which is \( I_1 \otimes I_2 \leq_A G \). Since \( G \rightarrow A \) and \( E \leq A \), we also have \( I_1 \otimes I_2 \rightarrow E \) by applying Lemma [7.2.4] for \( T = G, E = A, S = I_1 \otimes I_2, E' = E \). Furthermore, condition 2 of Definition [7.2.13] requires \( E \otimes I_1 \in \mathbb{J}_{\text{env}}(C) \).
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\([C_2]_{\text{env}}\) which implies \(E \otimes I_1 \leq A_2\). Since \(G_2 \rightarrow A_2\) and \(I_2 \leq A_2 G_2\) it follows from Lemma 7.2.4 (applied for \(T = G, E = A_2, S = I_2\) and \(E' = E \otimes I_1\)) that \(I_2 \rightarrow E \otimes I_1\).

The third claim \(I_1 \rightarrow E \otimes I_2\) is symmetric.

Thus, when taking any legal environment \(E\) according to the dominating contract \(C\) and any implementations \(I_1\) composed with \(I_2\) of \(C_1\) and \(C_2\), respectively, then \(I_1\) and \(I_2\) feel well in the environment \(E\), but also individually they feel well in the composed environment of \(E\) together with the other implementation.

Dominance is preserved under refinement of individual contracts.

**Theorem 7.2.15 (Preservation of Dominance under Refinement)**

Let \(C_1, C_1', C_2, C_2'\), \(C\) be contracts such that \(C_1' \subseteq C_1\) and \(C_2' \subseteq C_2\). If \(C\) dominates \(C_1\) and \(C_2\), then \(C\) dominates \(C_1'\) and \(C_2'\).

**Proof.** This theorem follows from the semantic definition of contract refinement and the fact that dominance of two contracts \(C_1\) and \(C_2\) is based on the semantics of the individual contracts in such a way that by replacing \(C_1\) with \(C_1'\) and \(C_2\) with \(C_2'\) all conditions continue to hold. Formally, we have \([C_i']_{\text{beh}} \subseteq [C_i]_{\text{beh}}\) and \([C_i']_{\text{env}} \supseteq [C_i]_{\text{env}}\), for \(i = 1, 2\). Observing the conditions of dominance, we can see that we can replace any occurrence of \([C_i']_{\text{beh}}\) by \([C_i]_{\text{beh}}\) without changing the satisfaction of the statements, and similarly for the environment semantics.

For the following results, we generally assume that the underlying specification theory has normal forms, i.e. for any \(C = (A, G)\) there exists a semantically equivalent contract \(C^{nf} = (A^{nf}, G^{nf})\) which is in normal form. Due to the definition of environment semantics, without loss of generality, we can always assume in the following that \(A^{nf} = A\).

**Assumption 2.** The specification theory \((\mathcal{S}, \mathcal{S}^i, \leq, \otimes, \rightarrow)\) has normal forms.

The following lemma is a consequence of the definition of a dominating contract.

**Lemma 7.2.16**

Two contracts \(C_1\) and \(C_2\) are dominable if and only if their normal forms \(C_1^{nf}\) and \(C_2^{nf}\) are dominable.

**Proof.** This simply follows from the fact that the definition of dominance of two contracts \(C_1\) and \(C_2\) only relies on their semantics, and normal forms \(C_1^{nf}\) and \(C_2^{nf}\) are semantically equivalent to \(C_1\) and \(C_2\), respectively.

The next theorem provides a characterization of dominance for specification theories with normal forms. The idea is that there must exist an environment under which behaviours of the single contracts can be adapted to meet each others assumptions, while satisfying the remaining assumptions on the environment of the composed system.
Theorem 7.2.17
Let \( C_1 = (A_1, G_1) \) and \( C_2 = (A_2, G_2) \) be two contracts with normal forms \( C_{nf1} = (A_1, G_{nf1}) \) and \( C_{nf2} = (A_2, G_{nf2}) \), respectively. The following are equivalent:

1. \( C_1 \) and \( C_2 \) are dominable,
2. there exists \( E \in \mathcal{S} \) such that
   \( (a) \ E \otimes G_{nf1} \leq A_2 \) and \( E \otimes G_{nf2} \leq A_1 \),
   \( (b) \ G_{nf1} \otimes G_{nf2} \rightarrow E \).

Proof. By Lemma 7.2.16 we can show the equivalence of the two conditions for contracts in normal form.

First, assume that \( C_{nf1} \) and \( C_{nf2} \) are dominable, say by a contract \( C = (A, G) \). Note that \( A \in [C]_{env} \), \( G_{nf1} \in [C_{nf1}]_{beh} \), and \( G_{nf2} \in [C_{nf2}]_{beh} \). Then, by the definition of dominance, we can conclude that \( A \otimes G_{nf1} \leq A_2 \) and \( A \otimes G_{nf2} \leq A_1 \). The claim \( G_{nf1} \otimes G_{nf2} \rightarrow E \) follows from the first condition of dominance: We know that \( G_{nf1} \otimes G_{nf2} \in [C]_{beh} \) and \( G \rightarrow A \), hence by perservation of environment correctness we get \( G_{nf1} \otimes G_{nf2} \rightarrow A \), hence \( G_{nf1} \otimes G_{nf2} \rightarrow E \).

Second, for the other direction, we assume that there exists \( E \in \mathcal{S} \) such that \( E \otimes G_{nf1} \leq A_2 \), \( E \otimes G_{nf2} \leq A_1 \), and \( G_{nf1} \otimes G_{nf2} \rightarrow E \). It is easy to verify that the contract \( (E, G_{nf1} \otimes G_{nf2}) \) dominates \( C_{nf1} \) and \( C_{nf2} \).

This theorem shows that in order to find a contract that dominates two contracts \( (A_1, G_{nf1}) \) and \( (A_2, G_{nf2}) \) it suffices to come up with an \( E \) such that the above two points are satisfied; then \( (E, G_{nf1} \otimes G_{nf2}) \) is a dominating contract. In the following we propose two different variants of finding such a “good” environment \( E \):

(Variant 1) In this variant we assume that assumptions are decomposable leading to a simple syntactical construction of a “good” environment \( E \).

(Variant 2) The most general case is covered by the second variant. It relies on completeness of the underlying specification theory, and a “good” environment \( E \) can be constructed by using quotient, conjunction and the maximal environment operator. In particular, the so constructed \( E \) is shown to be a most permissive environment \( E \) rendering \( (E, G_{nf1} \otimes G_{nf2}) \) a strongest dominating contract.

Contract Dominance based on Decomposability of Assumptions
(Variant 1)

Let us consider two contracts \( C_1 = (A_1, G_{nf1}) \) and \( C_2 = (A_2, G_{nf2}) \) in normal form for which we would like to find a dominating contract \( (E, G_{nf1} \otimes G_{nf2}) \). The situation is illustrated in Figure 7.5.
• the assumptions $A_1$ and $A_2$ of $C_1$ and $C_2$ are decomposable into separate assumptions $A'_1, A''_1$ and $A'_2, A''_2$, respectively, and

• $A''_1$ and $A''_2$ are satisfied by $G_{n1}^nf \otimes A'_2$ and $G_{n1}^nf \otimes A'_1$, respectively, and

• $A'_1 \otimes A'_2$ is a correct environment of $G_{n1}^nf \otimes G_{nf2}^n$, then $E$ can be easily obtained by composing the assumptions $A'_1$ and $A'_2$ that specify the requirements for the remaining environment. The so obtained dominating contract is shown in Figure 7.6.

Figure 7.5: Contracts $C_1 = (A'_1 \otimes A''_1, G_{nf1}^n)$ and $C_2 = (A'_2 \otimes A''_2, G_{nf2}^n)$ with decomposable assumptions such that $A'_1 \otimes G_{nf1}^n \leq A''_2$ and $A'_2 \otimes G_{nf2}^n \leq A''_1$.

Figure 7.6: Contract $(A'_1 \otimes A'_2, G_{nf1}^n \otimes G_{nf2}^n)$ which dominates the contracts shown in Figure 7.5.

**Theorem 7.2.18**

Let $C_1 = (A_1, G_1)$ and $C_2 = (A_2, G_2)$ be two contracts with normal forms $(A_1, G_{nf1}^n)$ and $(A_2, G_{nf2}^n)$. If there exists $A'_1, A''_1, A'_2, A''_2, A''_2 \in \mathcal{S}$ such that

1. $A'_1 \otimes A''_1 \leq A_1$ and $A'_2 \otimes A''_2 \leq A_2$, and

2. $A'_2 \otimes G_{nf2}^n \leq A''_1$ and $A'_1 \otimes G_{nf1}^n \leq A''_2$, and

3. $G_{nf1}^n \otimes G_{nf2}^n \rightarrow A'_1 \otimes A'_2$,

then $(A'_1 \otimes A'_2, G_{nf1}^n \otimes G_{nf2}^n)$ dominates $C_1$ and $C_2$. 

---

**Notes:**

- The assumptions $A$ and $A'$ are decomposable into separate assumptions $A'$ and $A''$, respectively.
- The assumptions $A''$ and $A''$ are satisfied by $G_{nf1}^n \otimes A'_2$ and $G_{nf1}^n \otimes A'_1$, respectively.
- $A'_1 \otimes A'_2$ is a correct environment of $G_{nf1}^n \otimes G_{nf2}^n$, allowing for the composition of the assumptions $A'_1$ and $A'_2$ to obtain $E$. The dominating contract is shown in Figure 7.6.
Proof. First, we note that \((A'_1 \otimes A'_2, G^{nf}_1 \otimes G^{nf}_2)\) is a valid contract since by (3.) \(G^{nf}_1 \otimes G^{nf}_2 \rightarrow A'_1 \otimes A'_2\). We show the two conditions of dominance, see Definition 7.2.13.

1. Let \(I_1 \leq G^{nf}_1, I_2 \leq G^{nf}_2\). By compositionality of refinement we get \(I_1 \otimes I_2 \leq G^{nf}_1 \otimes G^{nf}_2\). Then by Lemma 7.2.5 it follows that

\[
I_1 \otimes I_2 \leq A'_1 \otimes A'_2, G^{nf}_1 \otimes G^{nf}_2.
\]

2. Let \(E \leq A'_1 \otimes A'_2\) and \(I_1 \leq G^{nf}_1\). Then by compositionality of refinement

\[
E \otimes I_1 \leq A'_1 \otimes A'_2 \otimes G^{nf}_1
\]

which by assumption \(A'_1 \otimes G^{nf}_1 \leq A''_2\) and transitivity of refinement and commutativity of \(\otimes\) implies

\[
E \otimes I_1 \leq A'_2 \otimes A''_2 \leq A_2, \text{ hence } E \otimes I_1 \leq A_2
\]

which was to be shown. The other condition \(E \otimes I_2 \leq A_1\) can be shown similarly.

Contract Composition with Underlying Complete Specification Theory (Variant 2)

In the previous variant we relied on decomposable assumptions such that all the conditions of Theorem 7.2.18 are satisfied. Clearly, decomposing assumptions accordingly is often not possible, which is the case as soon as there are behavioural dependencies between the two communication points (as illustrated in the figures) of the component.

What we present in this second variant of finding a environment for a dominating contract is much more general approach works as soon as the underlying specification theory is complete (see Section 7.1). In this case we can obtain a dominating contract by using the specification operators of the complete specification theory, without having to assume decomposable assumptions anymore. More precisely, when given two dominable contracts \(C_1 = (A_1, G_1)\) and \(C_2 = (A_2, G_2)\) with normal forms \((A_1, G^{nf}_1)\) and \((A_2, G^{nf}_2)\), then we can compute \(E\) that renders \((E, G^{nf}_1 \otimes G^{nf}_2)\) a dominating contract. Even better, we can show that the obtained \(E\) is a most permissive assumption rendering \((E, G^{nf}_1 \otimes G^{nf}_2)\) a strongest dominating contract for \(C_1\) and \(C_2\).

In general terms, we first define contract composition of two contracts \(C_1\) and \(C_2\) as the strongest dominating contract for \(C_1\) and \(C_2\), or in other words, a contract composition is a dominating contract which satisfies a universal property.
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Definition 7.2.19 (Contract Composition)

A contract $C$ is called contract composition of the contracts $C_1$ and $C_2$ if

1. $C$ dominates $C_1$ and $C_2$,
2. for all contracts $C'$, if $C'$ dominates $C_1$ and $C_2$, then $C \sqsubseteq C'$.

Contract compositions, if they exist, are unique up to semantic equivalence of contracts. We will now turn to the question whether the composition of two contracts exists and, if so, whether it can be constructively defined in the presence of a complete specification theory. Thus, to answer this question we assume from now on a complete specification theory (recall that such a theory has quotient, conjunction and a maximal environment correctness operator, see Section 7.1) over which contracts are constructed.

Assumption 3. The specification theory $(\mathcal{S}, \mathcal{S}^i, \leq, \otimes, \rightarrow)$ is complete.

In what follows we show that for two given contracts $(A_1, G_{nf}^1)$ and $(A_2, G_{nf}^2)$ the specification

$$\max_{G_{nf}^1 \otimes G_{nf}^2 \rightarrow} ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))$$

forms the most permissive assumptions $E$ rendering $(E, G_{nf}^1 \otimes G_{nf}^2)$ a composition of $C_1$ and $C_2$. We first show that the definedness of the above construction is equivalent to dominability of $C_1$ and $C_2$.

Lemma 7.2.20

Let $C_1 = (A_1, G_1)$ and $C_2 = (A_2, G_2)$ be two contracts with normal forms $(A_1, G_{nf}^1)$ and $(A_2, G_{nf}^2)$. The following are equivalent:

1. $\max_{G_{nf}^1 \otimes G_{nf}^2 \rightarrow} ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))$ is defined,
2. $C_1$ and $C_2$ are dominable.

Proof. We only need to show that

$$\max_{G_{nf}^1 \otimes G_{nf}^2 \rightarrow} ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))$$

is defined if and only if there exists $E \in \mathcal{S}$ such that $E \otimes G_{nf}^1 \leq A_2$, $E \otimes G_{nf}^2 \leq A_1$, and $G_{nf}^1 \otimes G_{nf}^2 \rightarrow E$, the rest follows from Theorem 7.2.17. For this proof, we basically use the assumptions on the specification operators as listed in Section 7.1.

The specification

$$\max_{G_{nf}^1 \otimes G_{nf}^2 \rightarrow} ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))$$


is defined if and only if there exists $X$ such that $X \leq (A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1)$ and $G_{nf}^1 \bowtie G_{nf}^2 \rightarrow X$. The former two hold if and only if $X \leq (A_1 \parallel G_{nf}^2)$ and $X \leq (A_2 \parallel G_{nf}^1)$, and again, this is the case if and only if both quotients involved are defined. Hence, the definedness of $\max G_{nf}^1 \bowtie G_{nf}^2 \rightarrow ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))$ is equivalent to the fact that there exists $X$ such that $X \bowtie G_{nf}^2 \leq A_1$, $X \bowtie G_{nf}^1 \leq A_2$, and $G_{nf}^1 \bowtie G_{nf}^2 \rightarrow X$.

We can now define contract composition of two dominable contracts.

**Definition 7.2.21**

Let $C_1 = (A_1, G_1)$ and $C_2 = (A_2, G_2)$ be two contracts with normal forms $(A_1, G_{nf}^1)$ and $(A_2, G_{nf}^2)$. $C_1 \bowtie C_2$ is defined if and only if $C_1$ and $C_2$ are dominable and then

$$C_1 \bowtie C_2 \triangleq (\max_{G_{nf}^1 \bowtie G_{nf}^2 \rightarrow ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))}, G_{nf}^1 \bowtie G_{nf}^2).$$

Note that $C_1 \bowtie C_2$ is a valid contract since

$$\max_{G_{nf}^1 \bowtie G_{nf}^2 \rightarrow ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))}$$

is defined by Lemma 7.2.20, moreover,

$$G_{nf}^1 \bowtie G_{nf}^2 \rightarrow \max_{G_{nf}^1 \bowtie G_{nf}^2 \rightarrow ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))}$$

by definition of $\max_{\cdot \rightarrow (\cdot)}$.

The next theorem states that $\bowtie$ yields a *strongest* dominating contract.

**Theorem 7.2.22**

If the contracts $C_1$ and $C_2$ are dominable, then $C_1 \bowtie C_2$ is (up to semantic equivalence) the composition of $C_1$ and $C_2$.

**Proof.** By the previous Lemma 7.2.20

$$C_1 \bowtie C_2 = (\max_{G_{nf}^1 \bowtie G_{nf}^2 \rightarrow ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))}, G_{nf}^1 \bowtie G_{nf}^2)$$

is defined.

We first show that $C_1 \bowtie C_2$ dominates $C_1$ and $C_2$. The first condition simply follows from compositionality of refinement. For the second condition, we have to consider some $E \in [C_1 \bowtie C_2]_{env}$, i.e.

$$E \leq \max_{G_{nf}^1 \bowtie G_{nf}^2 \rightarrow ((A_1 \parallel G_{nf}^2) \land (A_2 \parallel G_{nf}^1))}.$$
Since the right hand side is a correct environment for $G_1^{nf} \otimes G_2^{nf}$, also $E$ is a correct environment for $G_1^{nf} \otimes G_2^{nf}$ which follows by preservation of compatibility. Since $E \otimes (G_1^{nf} \otimes G_2^{nf})$ is defined, also $E \otimes G_1^{nf}$ is defined. Then we can infer the following refinements:

$$E \otimes G_1^{nf}$$

$$\leq \max_{G_1^{nf} \otimes G_2^{nf} - ((A_1 \parallel G_2^{nf}) \wedge (A_2 \parallel G_1^{nf}) ) \otimes G_1^{nf}}$$

(by compositionality of refinement)

$$\leq ((A_2 \parallel G_1^{nf}) \wedge (A_1 \parallel G_2^{nf})) \otimes G_1^{nf}$$

(by $\max_S(S \leq S)$)

$$\leq (A_2 \parallel G_1^{nf}) \otimes G_1^{nf}$$

(conjunction is greatest lower bound w.r.t. $\leq$)

$$\leq A_2$$

Thus $E \otimes G_1^{nf} \leq A_2$ and $E \otimes G_2^{nf} \leq A_1$.

Now, we have to show that $C_1 \otimes C_2$ is the strongest dominating contract of $C_1$ and $C_2$. Assume $C' = (A', G')$ another dominating contract of $C_1$ and $C_2$. We know $A' \in [C']_{beh}$, hence by definition of dominance, we can conclude that $A' \otimes G_2^{nf} \leq A_1$, $A' \otimes G_1^{nf} \leq A_2$, and $G_1^{nf} \otimes G_2^{nf} \rightarrow A'$. It follows that

$$A' \leq \max_{G_1^{nf} \otimes G_2^{nf} - ((A_1 \parallel G_2^{nf}) \wedge (A_2 \parallel G_1^{nf}) )}$$

thus $A' \in [C_1 \otimes C_2]_{beh}$. If $I \in [C_1 \otimes C_2]_{beh}$, then

$$I \leq \max_{G_1^{nf} \otimes G_2^{nf} - ((A_1 \parallel G_2^{nf}) \wedge (A_2 \parallel G_1^{nf}) )} G_1^{nf} \otimes G_2^{nf}.$$ 

Then we can infer by Lemma 7.2.3 and $(\ast)$ that $I \leq_A' G_1^{nf} \otimes G_2^{nf}$. By dominance we know that $G_1^{nf} \otimes G_2^{nf} \in [C']_{beh}$ which is $G_1^{nf} \otimes G_2^{nf} \leq_A' G'$, hence by transitivity $I \leq_A' G'$ which is $I \in [C']_{beh}$. \(\square\)

The next theorem shows that contract refinement is preserved under contract composition.

**Theorem 7.2.23 (Compositionality)**

*Let $C_1, C_2, C'_1, C'_2$ be contracts such that $C_1$ and $C_2$ are dominable. If $C'_1 \subseteq C_1$ and $C'_2 \subseteq C_2$ then $C'_1$ and $C'_2$ are dominable and $C'_1 \otimes C'_2 \subseteq C_1 \otimes C_2$.***

**Proof.** In this proof, we omit the superscript $nf$ for the guarantees (and for the assumptions, as before) to improve readability. Assume that $C_1 = (A_1, G_1)$, $C_2 = (A_2, G_2)$, $C'_1 = (A'_1, G'_1)$, and $C'_2 = (A'_2, G'_2)$.

Dominability of $C'_1$ and $C'_2$ is already shown in Theorem 7.2.15. We now prove $C'_1 \otimes C'_2 \subseteq C_1 \otimes C_2$. Let $E \in [C_1 \otimes C_2]_{beh}$, hence

$$E \leq \max_{G_1 \otimes G_2 - ((A_1 \parallel G_2) \wedge (A_2 \parallel G_1))}.$$
From the contract refinement of the individual contracts we can conclude that $A_1 \leq A'_1$, $A_2 \leq A'_2$, $G'_1 \leq G_1$ and $G_2 \leq G_2$. Applying the properties of conjunction, quotient, and compositionality of refinement (see Chapter 2) we can infer that $(A_1 / G_2) \land (A_2 / G_1) \leq (A'_1 / G'_2) \land (A'_2 / G'_1)$. It follows that
\[
\max_{G_1 \otimes G_2 \rightarrow}((A_1 / G_2) \land (A_2 / G_1)) \leq (A'_1 / G'_2) \land (A'_2 / G'_1)
\]
and since the left hand side is a correct environment for $G'_1 \otimes G'_2$ (by $G'_1 \otimes G'_2 \leq G_1 \otimes G_2$ and preservation of environment correctness), it holds that
\[
\max_{G_1 \otimes G_2 \rightarrow}((A_1 / G_2) \land (A_2 / G_1)) \leq \max_{G'_1 \otimes G'_2 \rightarrow}((A'_1 / G'_2) \land (A'_2 / G'_1)), \quad (*)
\]
hence $E \in [C_1 \boxtimes C_2]_{\text{env}}$.

Let $I \in [C_1 \boxtimes C_2]_{\text{beh}}$, thus
\[
I \leq \max_{G_1 \otimes G_2 \rightarrow}((A_1 / G_2) \land (A_2 / G_1)) G'_1 \otimes G'_2.
\]
Hence by Lemma 7.2.3 and (*) we get that
\[
I \leq \max_{G_1 \otimes G_2 \rightarrow}((A_1 / G_2) \land (A_2 / G_1)) G'_1 \otimes G'_2.
\]
From the first condition of dominance we know that
\[
G'_1 \otimes G'_2 \leq \max_{G_1 \otimes G_2 \rightarrow}((A_1 / G_2) \land (A_2 / G_1)) G_1 \otimes G_2
\]
and by transitivity of refinement we can conclude that $I \in [C_1 \boxtimes C_2]_{\text{beh}}$ which finishes the proof.

What is still missing to form a specification theory for contracts is a notion of environment correctness which is preserved by contract refinement. It is a slight discrepancy that arises here in the theory for contracts: Environment correctness must entail composability, thus our only choice is dominability as environment correctness which is a symmetric condition rather than a non-symmetric one. The reason why this discrepancy arises here is that composability is a semantic rather than a syntactic condition. Preservation of environment correctness then amounts to preservation of dominability which was proven in Theorem 7.2.15.

Lastly we have to prove that contract composition is commutative and associative. Interestingly, associativity can only be proven if we impose the following assumption on environment correctness.

**Assumption 4.** Let $S_1, S_2, E \in \mathcal{S}$ be specifications. If $S_1 \rightarrow S_2 \otimes E$ and $S_2 \rightarrow S_1 \otimes E$, then $S_1 \otimes S_2 \rightarrow E$.

The above assumption requires that we can check individually whether $S_1$ and $S_2$ feel well in the remaining environment $S_2 \otimes E$ and $S_1 \otimes E$, respectively, in order to conclude that $S_1 \otimes S_2$ feels well in $E$. We will see later that strong environment correctness (for both MIOs and MIODs) satisfies this assumption, in contrast to weak environment correctness which does not satisfy this property.
Lemma 7.2.24

Contract composition $\otimes$ is commutative and associative.

Proof. Commutativity simply follows from commutativity of conjunction $\wedge$ and composition $\otimes$. For proving associativity of $\otimes$, assume $(C_1 \otimes C_2) \otimes C_3$ for contracts $C_i = (A_i, G_i)$, $1 \leq i \leq 3$. We show that $C_1 \otimes (C_2 \otimes C_3)$ is defined and both assumptions and guarantees are equivalent. For the guarantees this is easy to see:

$$(G_1 \otimes G_2) \otimes G_3 = G_1 \otimes (G_2 \otimes G_3)$$

follows from associativity of composition. Let us consider the assumptions: we have to prove that

$$\max_{G_1 \otimes G_2} G_3 \rightarrow \left((\max_{G_1 \otimes G_2} \rightarrow ((A_1 \rightarrow G_2) \wedge (A_2 \rightarrow G_1)) \wedge (A_3 \rightarrow (G_1 \otimes G_2)))\right)$$

is equivalent to

$$\max_{G_1 \otimes G_2 \otimes G_3} ((A_1 \rightarrow (G_2 \rightarrow G_3)) \wedge (\max_{G_2 \otimes G_3} \rightarrow ((A_2 \rightarrow G_3) \wedge (A_3 \rightarrow G_2)) \wedge (\max_{G_1 \otimes G_2 \otimes G_3} \rightarrow (A_2 \rightarrow G_3)) \wedge (A_3 \rightarrow G_2)) \rightarrow G_1).$$

Let $X$ be a specification refining (1). Then

- $G_1 \otimes G_2 \otimes G_3 \rightarrow X$,
- $G_2 \otimes G_3 \otimes X \leq A_1$, and thus also $G_1 \rightarrow G_2 \otimes G_3 \otimes X$,
- $G_1 \otimes G_3 \otimes X \leq A_2$, and thus also $G_2 \rightarrow G_1 \otimes G_3 \otimes X$,
- $G_1 \otimes G_2 \otimes X \leq A_3$, and thus also $G_3 \rightarrow G_1 \otimes G_2 \otimes X$.

It follows that $G_1 \otimes X \leq A_2 / G_3$ and $G_1 \otimes X \leq A_3 / G_2$, thus $G_1 \otimes X \leq (A_2 / G_3) \wedge (A_3 / G_2)$. From Assumption 4 it follows that $G_2 \otimes G_3 \rightarrow G_1 \otimes X$, hence $G_1 \otimes X \leq \max_{G_2 \otimes G_3} \rightarrow (A_2 / G_3) \wedge (A_3 / G_2)$. Since we also know that $G_2 \otimes G_3 \otimes X \leq A_1$ and hence $X \leq A_1 \rightarrow G_2 \otimes G_3$, we can infer altogether that

$$X \leq (A_1 \rightarrow (G_2 \otimes G_3)) \wedge (\max_{G_2 \otimes G_3} \rightarrow ((A_2 \rightarrow G_3) \wedge (A_3 \rightarrow G_2)) \rightarrow G_1).$$

Finally, $X$ also refines (2) because $G_1 \otimes G_2 \otimes G_3 \rightarrow X$. The other direction can be proven analogously.

In order to obtain a specification theory for contracts, we have to fix a subset of contracts that form the implementations, i.e., contracts that are final elements with respect to contract refinement. As we do not further study these final elements here, we just define the set of final elements semantically: A contract $C$ is an implementation if whenever $C' \subseteq C$ for some contract $C'$, then $C \subseteq C'$. By Corollary 7.2.11 a sufficient condition for a contract $(A, G)$ to be an implementation w.r.t. $\subseteq$ is that (1) $(A, G)$ is in normal form, (2) $G$ is an implementation and (3) for any $A' \in \mathcal{G}$, whenever $A \leq A'$ and $A' \nsubseteq A$, then $G \not\succ A'$. 


Corollary 7.2.25
Contracts itself form again a specification theory, with environment correctness defined as existence of a dominating contract.

Proof. Theorem 7.2.15 shows that dominance is preserved contract refinement. Compositionality of contract refinement is shown in Theorem 7.2.23. Contract implementations are final elements with respect to contract refinement. □

Remark 7.2.26
Unfortunately, due to the discrepancy mentioned before, it is not possible to define a specification theory morphism from a specification theory to its derived contract theory because definedness of $S \otimes T$ in the underlying specification theory does not imply definedness of $(A_S,S) \boxdot (A_T,T)$ in general where $A_S$ and $A_T$ are some (possibly maximal) correct environments of $S$ and $T$.

7.3 Modal Contracts based on $Th_{dMIO}^{strong}$

In this section we illustrate our generic constructions for moving from a specification theory to contracts by considering the complete specification theory $Th_{dMIO}^{strong}$ for deterministic MIOs. We first justify this claim in Section 7.3.1 that one can indeed define conjunction, quotient and a maximal environment correctness operator for deterministic MIOs. After discussing normalization of contracts in Section 7.3.2 we study a small example in Section 7.3.3 that illustrates contracts based on deterministic MIOs.

7.3.1 Completeness of $Th_{dMIO}^{strong}$

In Section 3.3 we have established the specification theory $Th_{dMIO}^{strong}$ for deterministic MIOs based on strong modal refinement and strong environment correctness. We now show that it is a complete specification theory, i.e. the additional specification operators conjunction, quotient and a maximal environment operator can be defined. The assumption of determinism is in fact crucial for the maximality of the operators; see [69] for an example showing that in general no conjunction operator exists for non-deterministic modal transition systems.

Pruning

Before we introduce conjunction and quotient for deterministic MIOs, we have to introduce a pruning operator. When synthesizing new MIOs, it may happen, e.g. when conjoining MIOs, that there is a local inconsistency due to mismatching requirements. For instance, assume two MIOs $S_1$ and $S_2$ which describe the behaviour of the same component and they shall be conjoined to form a largest common refinement of both $S_1$ and $S_2$. Assume that there is a pair of states
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$(s_1, s_2)$ of $S_1 \land S_2$ with a must-transition enabled in $s_1$ labelled with $\alpha$ and there is no may-transition enabled in $s_2$ labelled with $\alpha$, then there is obviously an inconsistency in the requirements. Thus, this pair of states $(s_1, s_2)$ is marked as inconsistent during the construction of $S_1 \land S_2$ and all states, that necessarily lead to this state $(s_1, s_2)$ in $S_1 \land S_2$ by a sequence of must-transitions are considered inconsistent as well. The pruning $\rho$ takes then a MIO and a subset of inconsistent states and removes all those states and all states that necessarily lead to inconsistent states.

The pruning operator for a deterministic MIO $S = (St_S, s_0, \Sigma_S, \rightarrow_S, \rightarrow_S)$ is formally defined as follows. First, the must-predecessor is defined, for a set of states $B \subseteq St_S$ by

$$\text{mustPre}_S(B) \doteq \{ s \in St_S \mid \exists \alpha \in \bigcup \Sigma_S, s' \in B : s \xrightarrow{\alpha} s' \}$$

and $\text{mustPre}_S^0(B) \doteq B$, $\text{mustPre}_S^{j+1}(B) \doteq \text{mustPre}_S(\text{mustPre}_S^j(B))$ for $j \geq 0$. Given a set $\mathcal{I} \subseteq St_S$ of states of $S$, the pruning of $\mathcal{I}$ in $S$ is defined by the tuple

$$(St^\rho_S, s_0, \Sigma_S, \rightarrow^\rho_S, \neg\rightarrow^\rho_S)$$

where

$$St^\rho_S = St_S \setminus \text{mustPre}_S^{|St_S|}(\mathcal{I}),$$
$$\rightarrow^\rho = \rightarrow_S \setminus \left( St^\rho_S \times \bigcup \Sigma_S \times St^\rho_S \right),$$
$$\neg\rightarrow^\rho = \neg\rightarrow_S \setminus \left( St^\rho_S \times \bigcup \Sigma_S \times St^\rho_S \right),$$

and where $|St_S|$ denotes the number of states of $S$.

One can easily observe that $\mathcal{I}(S)$ is a deterministic MIO if and only if $s_0 \notin \text{mustPre}_S^{|St_S|}(\mathcal{I})$. Moreover, if $\mathcal{I}(S)$ is a deterministic MIO, the implementation semantics of $S$ is preserved by $\mathcal{I}(S)$ when one considers only implementations $I$ of $S$ for which there exists a refinement relation $R \subseteq I \times (St_S \setminus \mathcal{I})$.

Conjunction

Conjoining deterministic MIOs is the operation of computing a largest common refinement of two deterministic MIOs with the same action signature. Conjunction of (deterministic) modal transition systems was already defined by Larsen in 1989 [121].

**Definition 7.3.1 (Conjunction)**

Let $S, T \in d\text{MIO}$ with the same action signature $\Sigma$ and let $S \land^{pre} T$ be the tuple

$$\rho_{\land^{pre}}((St_S \times St_T, (s_0, t_0), \Sigma, \rightarrow_S, \rightarrow_T))$$
where the set \( \frac{1}{4} \subseteq St_S \times St_T \) of inconsistent states and the transition relations \( \rightarrow, \rightarrow^* \) are defined by the following rules:

\[
\begin{align*}
    s \xrightarrow{a \in S} t \not \rightarrow^* T & \quad (s, t) \in \frac{1}{4} \\
    s \xrightarrow{a \in S} t \rightarrow T & \quad (s, t) \in \frac{1}{4}
\end{align*}
\]

Conjunction \( \land \) is defined by

\[
S \land T \triangleq \begin{cases} 
    S \land^{\text{pre}} T & \text{if } S \land^{\text{pre}} T \text{ is a deterministic MIO,} \\
    \text{undefined} & \text{otherwise,}
\end{cases}
\]

for any \( S, T \in dMIO \).

**Example 7.3.2**

We illustrate conjunction of deterministic MIOs again with the vending machine. Consider two specifications \( S \) and \( T \) with the same action signature, shown in Figure 7.7. \( S \) expresses that after dispensing coffee or tea, the machine must beep before any other action is performed. \( T \) is a vending machine that must be able to dispense coffee, and after dispensing a drink, the machine beeps. Additionally, the machine allows a coin being inserted twice in a row. The machine then dispenses either coffee or tea, and returns to the state \( t_1 \).

We are interested in whether these two (loose) specifications are consistent in the sense that there exists a common refinement of \( S \) and \( T \). Applying the conjunction operator as defined in Definition 7.3.1 results in \( S \land T \), shown in Figure 7.8. The state \((s_1, t_1)\) is an “inconsistent” state because \( s_1 \) requires beep, however, \( t_1 \) does not allow beep. Thus, there is no common refinement of this pair of states \((s_1, t_1)\). \( S \land T \) is then the result of pruning all those states in which must-transitions lead to such an “inconsistent” state – in our case, we have to additionally remove the state \((s_0, t_2)\).

![Figure 7.7: Two MIO specifications for a vending machine.](image-url)
Theorem 7.3.3
Let $S, T \in dMIO$ with the same action signature $\Sigma$.

1. $S \land T$ is defined if and only if there exists $X \in dMIO$ with action signature $\Sigma$ such that $X \preceq S$ and $X \preceq T$.

2. If $S \land T$ is defined, then for any $X \in dMIO$ with action signature $\Sigma$, whenever $X \preceq S$ and $X \preceq T$, then $X \preceq S \land T$.

Proof. 1. If $S \land T$ is defined, then one can easily show that $S \land T \preceq S$ and $S \land T \preceq T$. For instance, $S \land T \preceq S$ is shown by the refinement relation

$$\{(s,t) \mid s \in St_S, t \in St_T\}.$$  

For the other direction, assume that $S \land T$ is undefined and assume that there is $X \in dMIO$ such that $X \preceq S$ and $X \preceq T$. Then the pruning operator removed the initial state during the construction of $S \land T$. But this can only happen if there are must-transitions leading from the initial state to some inconsistent state $(s,t) \in \not{\Sigma}$ in which w.l.o.g. $s \xrightarrow{a} t$ and $t \not{x \rightarrow a}$. As $S$ and $T$ are deterministic, $X$ would have to implement these must-transitions in $S$ and $T$ by a unique sequence of must-transitions in $X$, leading to a state $x \in St_X$ such that $x$ is related to $s$ and $t$. This is a contradiction, because $x$ would have to implement $s \xrightarrow{a}$ which is, however, not allowed because of $t \not{x \rightarrow a}$.

2. Assume that $S \land T$ is defined, and assume that $X \preceq S$ and $X \preceq T$ demonstrated by refinement relations $R_1$ and $R_2$, respectively. The refinement $X \preceq S \land T$ is shown by the refinement relation

$$\{(x,(s,t)) \mid (x,s) \in R_1, (x,t) \in R_2\}.$$  

Corollary 7.3.4
Let $S, T \in dMIO$ such that $S \land T$ is defined. Then $[S \land T]_s = [S]_s \cap [T]_s$.  

Figure 7.8: The conjunction of $S$ and $T$ from Figure 7.7.
Quotient

Recall that the quotient operator \( \parallel \) is adjoint to composition: \( T \parallel S \) is a most general solution \( X \) for the refinement statement \( S \otimes X \leq T \). We first note that the quotient \( T \parallel S \) has the signature \( \Sigma_T \parallel \Sigma_S \), as explained in the following. Given the action signature \( \Sigma_T \) of \( T \) and \( \Sigma_S \) of \( S \), \( \Sigma_T \) is quotientable by \( \Sigma_S \) if \((\bigcup \Sigma_S) \subseteq (\bigcup \Sigma_T)\) and \( \Sigma_S^{\text{int}} \subseteq \Sigma_T^{\text{int}}, \Sigma_S^{\text{out}} \cap \Sigma_T^{\text{ext}} \subseteq \Sigma_T^{\text{out}} \) and \( \Sigma_S^{\text{in}} \cap \Sigma_T^{\text{ext}} \subseteq \Sigma_T^{\text{in}} \).

**Definition 7.3.5**

Let \( \Sigma_T \) and \( \Sigma_S \) be two action signatures such that \( \Sigma_T \) is quotientable by \( \Sigma_S \). The quotient of \( \Sigma_T \) by \( \Sigma_S \) is defined as the action signature \( \Sigma_T \parallel \Sigma_S \equiv (\Sigma_T^{\text{in}}, \Sigma_T^{\text{out}}, \Sigma_T^{\text{int}}) \), where

\[
\begin{align*}
\Sigma_T^{\text{in}} &= (\Sigma_T^{\text{in}} \setminus \Sigma_S^{\text{in}}) \cup (\Sigma_S^{\text{out}} \setminus \Sigma_T^{\text{out}}), \\
\Sigma_T^{\text{out}} &= (\Sigma_T^{\text{out}} \setminus \Sigma_S^{\text{out}}) \cup (\Sigma_S^{\text{in}} \setminus \Sigma_T^{\text{in}}), \\
\Sigma_T^{\text{int}} &= \Sigma_T^{\text{int}} \setminus (\bigcup \Sigma_S).
\end{align*}
\]

It is easy to prove that \( \Sigma_T \parallel \Sigma_S \) is the unique solution \( \Sigma \) to the statement \( \Sigma_S \otimes \Sigma = \Sigma_T \).

By the modal synchronous composition with any shared external action becoming an internal action, the performing of some actions of \( S \) is not visible to the quotient \( T \parallel S \): every external action of \( S \) not shared with \( T \parallel S \), and any internal action of \( S \) are not visible to \( T \). The state space of the quotient \( T \parallel S \) consists, on the one hand, by elements of \( \mathcal{P}_{\geq 1}(St_T \times St_S) \), which contains all the state pairs \((t, s)\) with the meaning that \( T \) is currently in state \( t \) and \( S \) is in state \( s \). Note that, since some actions of \( S \) are not visible for the quotient \( T \parallel S \), any reachable state of \( s' \) from \( s \) with actions not visible to \( T \parallel S \) must be taken into account as well, and any state in \( \mathcal{P}_{\geq 1}(St_T \times St_S) \) must be closed with respect to this reachability property. On the other hand, the state space of the quotient \( T \parallel S \) contains a distinguished universal state \( \text{univ} \) in which the MIO can show arbitrary behaviour. The universal state is needed to achieve maximality of the quotient.

**Example 7.3.6**

Consider an example of a verification component \( T \), that can receive a request by action check, then performs an internal verification, action verify, then can either do the external action ok or notOk, and then goes back to the initial state with the internal action ready. Assume that we are given a component \( S \), that already partially implements the component \( T \): when receiving a new check request, then, it forwards this request to another component, and then goes back to the initial state with ready. The question is now whether there exists a component \( T \parallel S \) that, when composed with \( S \), realizes (more precisely, refines) the given specification \( T \). As expected, the quotient \( T \parallel S \) waits for a verification request, then answers with
Figure 7.9: A simple example for the quotient operation
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Ok or notOk and then synchronizes with S on the action ready to go back to the initial state. The additional may-transitions to the universal state univ indicate which transitions are additionally allowed (and which will not be synchronized when composing with S). In the following we show that the quotient operator $\parallel$ can be defined such that $T \parallel S$ is a most general specification X that solves the problem $S \otimes X \leq s T$.

**Definition 7.3.7 (Quotient)**

Let $S, T \in d\&\O$ such that $\Sigma_T$ is quotientable by $\Sigma_S$. Let $T^{\preceq} \parallel S$ be the tuple

$$\rho \left( \left( \mathcal{P}_{\geq 1}(St_T \times St_S) \cup \{\text{univ}\}, \mathcal{R}(t_0, s_0), \Sigma_T / \Sigma_S, \cdot \rightarrow, \rightarrow \right) \right)$$

in which, for any states $t \in St_T, s \in St_S$,

$$\mathcal{R}(t, s) \triangleq \left( (t', s') \mid \exists \sigma \in (\bigcup \Sigma_T \setminus \bigcup (\Sigma_T / \Sigma_S))^* : t \xrightarrow{\sigma} T t' \text{ and } s \xrightarrow{\sigma} S s' \right),$$

and in which the set of inconsistent states $\bot \subseteq \mathcal{P}_{\geq 1}(St_T \times St_S)$ is defined as follows: A set $q \in \mathcal{P}_{\geq 1}(St_T \times St_S)$ is in $\bot$ if at least one of the following conditions is satisfied:

1. Let $\alpha \in \bigcup \Sigma_S, \alpha \notin \bigcup (\Sigma_T / \Sigma_S)$.
   
   (a) $\exists (t, s) \in q : t \xrightarrow{\alpha} T$ and $s \xrightarrow{\alpha} S$,
   
   (b) $\exists (t, s) \in q : t \xrightarrow{\alpha} T$ and $s \xrightarrow{\alpha} S$.

2. Let $\alpha \notin \bigcup \Sigma_S, \alpha \in \bigcup (\Sigma_T / \Sigma_S)$.

   $\exists (t, s), (t', s') \in q : t \xrightarrow{\alpha} T$ and $t' \xrightarrow{\alpha} T$,

3. Let $\alpha \in \bigcup \Sigma_S, \alpha \in \bigcup (\Sigma_T / \Sigma_S)$.

   (a) $\exists (t, s) \in q : t \xrightarrow{\alpha} T$ and $s \xrightarrow{\alpha} S$,

   (b) $\exists (t, s), (t', s') \in q : t \xrightarrow{\alpha} T$ and $s' \xrightarrow{\alpha} S$ and $t' \xrightarrow{\alpha} T$.

Moreover, the transition relations $\cdot \rightarrow, \rightarrow$ are defined by the following rules:

Let $q \in \mathcal{P}_{\geq 1}(St_T \times St_S) \setminus \bot$.

1. For any $\alpha \notin \bigcup \Sigma_S, \alpha \in \bigcup (\Sigma_T / \Sigma_S)$:

   $$\exists (t, s) \in q : t \xrightarrow{\alpha} T$$

   $$q \xrightarrow{\alpha} \bigcup (\mathcal{R}(t', s) \mid \exists t \in T : (t, s) \in q, t \xrightarrow{\alpha} T t')$$

   $$\forall (t, s) \in q : t \xrightarrow{\alpha} T$$

   $$q \xrightarrow{\alpha} \bigcup (\mathcal{R}(t', s) \mid \exists t \in T : (t, s) \in q, t \xrightarrow{\alpha} T t')$$
2. For any \( \alpha \in \bigcup \Sigma_S, \alpha \in \bigcup (\Sigma_T \parallel \Sigma_S) \):

\[
\begin{align*}
\exists (t, s) \in q : t \xrightarrow{\alpha} T \\
q \xrightarrow{\alpha} A(t', s') | \exists (t, s) \in q : t \xrightarrow{\alpha} T t', s \xrightarrow{\alpha} S s'
\end{align*}
\]

\[
\begin{align*}
\exists (t, s) \in q : s \xrightarrow{\alpha} S \\
\forall (t, s) \in q : (s \xrightarrow{\alpha} S \text{ implies } t \xrightarrow{\alpha} T)
\end{align*}
\]

\[
q \xrightarrow{\alpha} A(t', s') | \exists (t, s) \in q : t \xrightarrow{\alpha} T t', s \xrightarrow{\alpha} S s'
\]

\[
\forall (t, s) \in q : s \xrightarrow{\alpha} S \\
q \xrightarrow{\alpha} \text{univ}
\]

3. For any \( \alpha \in \bigcup (\Sigma_T \parallel \Sigma_S) \):

\[
\text{univ} \xrightarrow{\alpha} \text{univ}
\]

The quotient operator \( \parallel \) is defined by

\[
T \parallel S \triangleq \begin{cases} 
T \parallel^{\text{pre}} S & \text{if } \Sigma_T \text{ is quotientable by } \Sigma_S \text{ and } T \parallel^{\text{pre}} S \in dMIO, \\
\text{undefined} & \text{otherwise},
\end{cases}
\]

for any \( S, T \in dMIO \).

The set of inconsistent states \( \neq \) contains those states \( q \in P_{\geq 1}(St_T \times St_S) \) for which there is an unsatisfiable requirement: either there is some behaviour of \( S \) that cannot be interfered by \( T \parallel S \) and does not refine \( T \) (conditions in 1.), or there are two states of \( T \) in \( q \) with a requirement for \( T \parallel S \) that are contradicting (condition 2.), or there is a requirement in \( T \) for an action shared between \( S \) and \( T \parallel S \) that is not satisfied by any state \( s \) that is possible according to \( q \) (conditions in 3.).

For the transition relations, note that the target states contain all those states that are reachable by the respective action, but must also contain states that \( S \) may perform without synchronizing with \( T \parallel S \). Also note the rule in (2.) that introduces transitions to the universal state \( \text{univ} \): whenever a shared action \( \alpha \in (\bigcup \Sigma_S) \cap (\bigcup (\Sigma_T \parallel \Sigma_S)) \) is not enabled in any possible state \( s \in St_S \) (according to \( q \)), then this action will never synchronize and hence the quotient is allowed to show arbitrary behaviour.

Observe that, to ensure that the above definition is well-defined, one has to prove that the intermediate transition system in the above construction, before pruning is applied, is indeed a proper deterministic MIO, i.e. satisfying \( \xrightarrow{\alpha} \subseteq \xrightarrow{\alpha} \). This can be seen as follows: Let \( q \in P_{\geq 1}(St_T \times St_S) \), and let \( \alpha \notin \Sigma_S \), then

\[
\exists (t, s) \in q : t \xrightarrow{\alpha} T \text{ implies } \forall (t, s) \in q : t \xrightarrow{\alpha} T
\]
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because of inconsistency rule (2) in Definition 7.3.7. Similarly, the consistency of transitions involving actions \( \alpha \in \bigcup \Sigma_S \) is also satisfied: Assume \((t, s) \in q \) and \( t \xrightarrow{\alpha} T \), then by rule (3a) we know that \( s \xrightarrow{\alpha} S \), hence \( \exists (t, s) \in q : s \xrightarrow{\alpha} S \). Finally, from rule (3b),

\[
\forall (t, s) \in q : (s \xrightarrow{\alpha} S \text{ implies } t \xrightarrow{\alpha} T)
\]

follows.

The following theorem shows that the quotient operator \( \parallel \) satisfies the abstract properties of a quotient defined in Section 7.1.

**Theorem 7.3.8**

Let \( S, T \in d\mathbb{MIO} \).

1. \( T \parallel S \) is defined if and only if there exists \( X \in d\mathbb{MIO} \) such that \( S \otimes X \leq_s T \).

2. If \( T \parallel S \) is defined, then \( S \otimes (T \parallel S) \leq_s T \) and for any \( X \in d\mathbb{MIO} \), if \( S \otimes X \leq_s T \), then \( X \leq_s T \parallel S \).

**Proof.**

1. The implication from left to right is subsumed by the second statement. For the other direction, assume that there exists \( X \in d\mathbb{MIO} \) such that \( S \otimes X \leq_s T \). Assume that pruning removes the initial state \( \mathcal{R}(t_0, s_0) \). This is the case if and only if there is a sequence of must-transitions in the “intermediate” (unpruned) tuple of the quotient construction that lead to an inconsistent state in \( \mathcal{J} \). In other words, there are must-transitions leading to a state that cannot be realized such that, when composed with \( S \), refines \( T \). This contradicts with the fact that \( X \) is deterministic and solves the equation, as \( X \) would have to implement all the must-transitions, necessarily leading to this inconsistent state because of determinism. Thus, pruning does not remove the initial state \( \mathcal{R}(t_0, s_0) \) and \( T \parallel S \) is defined. Note that by construction of the transition relations, \( T \parallel S \) is deterministic.

2. We first show that \( S \otimes (T \parallel S) \leq_s T \). We define a relation \( R \) by

\[
R = \left\{ ((s, q), t) \in (St_S \times \mathcal{P}_{\geq 1}(St_T \times St_S)) \times St_T \mid (t, s) \in q \right\},
\]

and we show that \( R \) demonstrates \( S \otimes (T \parallel S) \leq_s T \). Obviously, it holds that \( ((s_0, \mathcal{R}(t_0, s_0)), t_0) \in R \).

(a) Assume \( (s, q) \rightarrow_{S \otimes (T \parallel S)} (s', q') \).

- If \( \alpha \in \bigcup \Sigma_S \), \( \alpha \notin \bigcup (\Sigma_T \parallel \Sigma_S) \), then \( s \xrightarrow{\alpha} S \) and \( q = q' \). We know that \((t, s) \in q \), and since \( q \notin \mathcal{J} \), we have \( t \xrightarrow{\alpha} T' \), and \((t', s') \in q \) by definition. Hence \((s', q), t') \in R \).
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- If \( \alpha \notin \Sigma_S, \alpha \in \Sigma_T, \) then \( s = s' \) and \( q : S \Downarrow T \Downarrow S \) \( q' \) where
  \[
  q' = \bigcup \{ (t', s) \mid \exists t \in St_T : (t, s) \in q, t : \Downarrow T \Downarrow t' \}.
  \]
  For this transition in \( T \Downarrow S \) to be present, we must have \( \forall (t, s) \in q : t : \Downarrow T \Downarrow t' \). Hence there exists \( t : \Downarrow T \Downarrow t' \) such that \( (t', s) \in q' \) by definition. It follows that \( ((s, q'), t') \in R \).

- If \( \alpha \in \Sigma_S, \alpha \in \Sigma_T \) then \( s \Downarrow T \Downarrow S s' \) and \( q : S \Downarrow T \Downarrow S q' \) where
  \[
  q' = \bigcup \{ (t', s') \mid \exists (t, s) \in q : t : \Downarrow T \Downarrow t', s \Downarrow T \Downarrow S s' \}.
  \]
  By the precondition of the (unique) rule which generates this transition, we know that there is \( t : \Downarrow T \Downarrow t' \) and hence \( (t', s') \in q' \) and \( ((s', q'), t') \in R \).

(b) Assume \( t : \Downarrow T \Downarrow t' \).

- If \( \alpha \in \Sigma_S, \alpha \notin \Sigma_T, \) then \( s \Downarrow T \Downarrow S s' \) because of \( (t, s) \notin q' \). Hence \( (t', s') \in q \) and \( ((s', q), t') \in R \).

- If \( \alpha \in \Sigma_S, \alpha \in \Sigma_T \) then from \( q \notin q' \) it follows that for all \( (t, s) \in q, t : \Downarrow T \Downarrow t' \). Hence there exists \( q : S \Downarrow T \Downarrow S q' \) with
  \[
  q' = \bigcup \{ (t', s') \mid \exists (t, s) \in q : t : \Downarrow T \Downarrow t', s \Downarrow T \Downarrow S s' \}.
  \]
  Thus \( (t', s) \in q' \), and \( ((s', q), t') \in R \).

- If \( \alpha \in \Sigma_S, \alpha \in \Sigma_T \) then from \( (t, s) \in q \notin q' \) we can infer that \( s \Downarrow T \Downarrow S s' \) and \( q : S \Downarrow T \Downarrow S q' \) with
  \[
  q' = \bigcup \{ (t', s') \mid \exists (t, s) \in q : t : \Downarrow T \Downarrow t', s \Downarrow T \Downarrow S s' \}.
  \]
  Hence \( (t', s') \in q' \) and \( ((s', q'), t') \in R \).

We now show the second claim. Let \( S, X \), and \( T \) as above, and assume that \( S \otimes X \leq T \) which is witnessed by a relation \( R \). Then we define a relation \( R' \) by

\[
R' = \{(x, q) \in St_X \times \mathcal{P}_{\leq 1}(St_T \times St_S) \mid \forall (t, s) \in q : ((s, x), t) \in R \}
\]

\[
\cup \{(x, \text{univ}) \mid x \in St_X \}
\]

where \( \text{univ} \) is the unique universal state in the construction of \( T \Downarrow S \). We show that \( R' \) demonstrates \( X \leq T \Downarrow S \). Obviously, it holds that

\[
(x_0, \mathcal{R}(t_0, s_0)) \in R',
\]
because \(((s_0, x_0), t_0) \in R\), and for any state \((t, s) \in \mathcal{R}(t_0, s_0)\), \((t, s)\) is reachable from \((t_0, s_0)\) be actions in \(\bigcup \Sigma_S \setminus \bigcup (\Sigma_T \parallel \Sigma_S)\), respectively. Since these transitions are interleaved in the deterministic MIO \(S \otimes X\) and \(((s_0, x_0), t_0) \in R\), we know that \(((s, x_0), t) \in R\).

Now, let \((x, q) \in R'\).

(a) Assume \(x \xrightarrow{\alpha \in X} x'\).

- If \(\alpha \in \bigcup (\Sigma_T \parallel \Sigma_S)\), \(\alpha \notin \Sigma_S\), then \(t \xrightarrow{\alpha} t\) for all \((t, s) \in q\). Hence
  \[
  q \xrightarrow{\alpha} \bigcup \{\mathcal{R}(t', s) \mid \exists t \in St_T : (t, s) \in q, t \xrightarrow{\alpha} t'\}.
  \]

  We still have to show that for all \((t'', s'') \in \bigcup \mathcal{R}(t', s) \mid \exists t \in St_T : (t, s) \in q, t \xrightarrow{\alpha} t'\), it holds \(((s'', x'), t'') \in R\). By assumption, we know that \(((s, x'), t') \in R\). Then any path with action sequence \(\sigma \in (\bigcup (\Sigma_T \parallel \Sigma_S))^*\), starting from \(s\), must be matched with the unique path with the same action sequence \(\sigma\), hence \(((s'', x'), t'') \in R\).

- If \(\alpha \in \bigcup (\Sigma_T \parallel \Sigma_S)\), \(\alpha \in \Sigma_S\), then we distinguish cases: If for all \((t, s) \in q\), \(s \xrightarrow{\alpha} s\), then \(q \xrightarrow{\alpha} \text{univ}\) and \((x, \text{univ}) \in R'\). Assume now that there exists \((t, s) \in q\) such that \(s \xrightarrow{\alpha} s\). We can infer that for every \((t, s) \in q\), if \(s \xrightarrow{\alpha} s\) then \(t \xrightarrow{\alpha}\). Thus, by the rules of the transition relation of the quotient, we get
  \[
  q \xrightarrow{\alpha} \bigcup \{\mathcal{R}(t', s') \mid \exists (t, s) \in q : t \xrightarrow{\alpha} t', s \xrightarrow{\alpha} s'\}.
  \]

  For every \(((t'', s'') \in \bigcup \mathcal{R}(t', s') \mid \exists (t, s) \in q : t \xrightarrow{\alpha} t', s \xrightarrow{\alpha} s')\) we know that \(((s'', x'), t'') \in R\), by the same argument as above, hence
  \[
  (x', \bigcup \{\mathcal{R}(t', s') \mid \exists (t, s) \in q : t \xrightarrow{\alpha} t', s \xrightarrow{\alpha} s'\}) \in R'.
  \]

(b) Assume \(q \xrightarrow{\alpha} R' \parallel_S q'\).

- If \(\alpha \in \bigcup (\Sigma_T \parallel \Sigma_S)\), \(\alpha \notin \Sigma_S\), then
  \[
  q' = \bigcup \{\mathcal{R}(t', s) \mid \exists t \in St_T : (t, s) \in q, t \xrightarrow{\alpha} t'\}
  \]

  and there exists \((t, s) \in q\) such that \(t \xrightarrow{\alpha} t'\). Since \(((s, x), t) \in R\), we know that \(x \xrightarrow{\alpha} x'\) such that \(((s, x'), t') \in R\). By the same argumentation as above, we get that \(((s'', x'), t'') \in R\) for all \(((t'', s'') \in q')\). Hence
  \[
  (x', q') \in R'.
  \]
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- If $\alpha \in \bigcup (\Sigma_T / \Sigma_S)$, $\alpha \in \bigcup \Sigma_S$, then
  \[ q' = \bigcup \{ R(t', s') \mid \exists (t, s) \in q : t \xrightarrow{\alpha} T t', s \xrightarrow{\alpha} S s' \} \]

  and there is $(t, s) \in q$ such that $t \xleftarrow{\alpha} T t'$. It follows that there exists $x \xrightarrow{\alpha} x'$ and $s \xrightarrow{\alpha} S s'$ such that $((s', x'), t') \in R$. Again, $((s'', x'), t'') \in R$ for all $(t'', s'') \in R(t', s')$, hence
  \[ (x', q') \in R'. \]

\[ \square \]

**Maximal Environment Operator**

We already defined a quotient and a conjunction operator for deterministic MIOs with strong modal refinement, so only a maximal environment operator for strong environment correctness is missing to achieve a complete specification theory.

We first define the maximal correct environment $\max_{S \rightarrow_s} (\Sigma)$ for a given action signature $\Sigma$ and specification $S$.

\[ \max_{S \rightarrow_s} (\Sigma) \triangleq (\mathcal{P}_{\geq 1}(S) \cup \{ \text{univ} \}, \mathcal{R}(s_0), \Sigma, \rightarrow, \rightarrow) \]

in which for all states $t \in T$,

\[ \mathcal{R}(s) \triangleq \{ s' \in S \mid \exists \sigma \in (\bigcup \Sigma_S \setminus \bigcup \Sigma)^* : s \xrightarrow{\sigma} S s' \}, \]

and the transition relations $\rightarrow, \rightarrow$ are defined by the following rules:

1. \[ q \xrightarrow{a} q \cup (\mathcal{R}(s') \mid \exists s \in q : s \xrightarrow{a} S s') \]
2. \[ q \xrightarrow{a} q \cup \text{univ} \]
3. \[ q \xrightarrow{a} q \cup (\mathcal{R}(s') \mid \exists s \in q : s \xrightarrow{a} S s') \]
4. \[ q \xrightarrow{a} q \cup \text{univ} \]
5. \[ \alpha \in \bigcup \Sigma \quad \alpha \notin \bigcup \Sigma_S \rightarrow q \]
6. \[ \text{univ} \rightarrow \text{univ} \]

**Lemma 7.3.9**

Let $S \in \mathcal{dMIO}$ and $\Sigma$ be an action signature such that $\Sigma_S$ and $\Sigma$ are composable. Then $S \rightarrow_s \max_{S \rightarrow_s} (\Sigma)$, and for all $E \in \mathcal{dMIO}$ with action signature $\Sigma$, if $S \rightarrow_s E$, then $E \leq_s \max_{S \rightarrow_s} (\Sigma)$. 
Then, by rule (1) in Definition 7.3.10, we know that $q \rightarrow_{S} \alpha$.

Proof. We first show that $S \rightarrow_{s} \max_{S \rightarrow_{s}}(\Sigma)$. Observe that for any reachable state $(s, q)$ in $S \otimes \max_{S \rightarrow_{s}}(\Sigma)$ we have that $s \in q$. Assume that $s \rightarrow_{S} \alpha$ with $\alpha \in \Sigma_{out} \cap \Sigma_{in}$. Then, by rule (1) in Definition 7.3.10 we know that $q \rightarrow_{S} \alpha$.

To prove the second claim, let $E \in d_{MIO}$ with action signature $\Sigma$ and assume that $S \rightarrow_{s} E$. $E \leq_{s} \max_{S \rightarrow_{s}}(\Sigma)$ is proven by the relation

$$R = \{(e, q) \in S_{E} \times \mathcal{P}_{s}(S_{E}) \mid \forall s \in S_{E} : s \in q \iff (s, e) \text{ is reachable in } S \otimes E\}$$

Clearly, we have that $(e_{0}, P(s_{0})) \in R$, because any state in $P(s_{0})$ is reachable from the initial state with actions not in $\Sigma$. Let $(e, q) \in R$. The only interesting case is to consider $q \rightarrow_{S} q'$ in $\max_{S \rightarrow_{s}}(\Sigma)$. Then, by rule (1) there must exist $s \in q$ such that $s \rightarrow_{S} s'$. Since $S \rightarrow_{s} E$, we must have $e \rightarrow_{S} E e'$. By definition of $q'$, we know that $(e', q') \in R$.

**Definition 7.3.10 (Maximal environment operator)**

The maximal environment operator for strong environment correctness is defined by

$$\max_{S \rightarrow_{s}}(E) \triangleq \begin{cases} E \land \max_{S \rightarrow_{s}}(\Sigma_{E}) & \text{if } S \otimes E \text{ and } E \land \max_{S \rightarrow_{s}}(\Sigma_{E}) \text{ are defined}, \\ \text{undefined} & \text{otherwise}, \end{cases}$$

for any $S, E \in d_{MIO}$.

The maximal environment operator w.r.t. strong environment correctness, as defined above, satisfies the conditions of a maximal environment operator from Section 7.3.11.

**Theorem 7.3.11**

Let $S, E \in d_{MIO}$.

1. $\max_{S \rightarrow_{s}}(E)$ is defined if and only if there exists $E' \in d_{MIO}$ such that $E' \leq_{s} E$ and $S \rightarrow_{s} E'$.

2. If $\max_{S \rightarrow_{s}}(E)$ is defined, then $\max_{S \rightarrow_{s}}(E) \leq_{s} E$, $S \rightarrow_{s} \max_{S \rightarrow_{s}}(E)$, and for all $E' \in d_{MIO}$, if $E' \leq_{s} E$ and $S \rightarrow_{s} E'$, then $E' \leq_{s} \max_{S \rightarrow_{s}}(E)$.

Proof. 1. Assume that $\max_{S \rightarrow_{s}}(E)$ is defined which is $E \land \max_{S \rightarrow_{s}}(\Sigma_{E})$ by definition. Then we can take $E \land \max_{S \rightarrow_{s}}(\Sigma_{E})$ as the $E'$ that we are looking for. Since $\max_{S \rightarrow_{s}}(\Sigma_{E})$ is a strongly correct environment for $S$ (see Lemma 7.3.9), also $E \land \max_{S \rightarrow_{s}}(\Sigma_{E})$ is a strongly correct environment for $S$ by preservation of strong environment correctness. The refinement $E \land \max_{S \rightarrow_{s}}(\Sigma_{E}) \leq_{s} E$ follows from the properties of conjunction.

For the other direction assume $E' \in d_{MIO}$ such that $E' \leq_{s} E$ and $S \rightarrow_{s} E'$. Thus we know that $E' \leq_{s} \max_{S \rightarrow_{s}}(\Sigma_{E})$ as well as $E' \leq_{s} E$. Hence $E' \leq_{s} \max_{S \rightarrow_{s}}(E)$ because conjunction is a greatest lower bound with respect to strong modal refinement.
2. This follows from very similar arguments as in the previous paragraph. □

Summing Up: A Complete Specification Theory for MIOs

Finally, we obtain a complete specification theory for deterministic MIOs.

Corollary 7.3.12

$\mathcal{T}_h^{d\text{MIO}}_{\text{strong}}$ is a complete specification theory with quotient $\parallel$, conjunction $\land$ and the maximal environment operator $\max\ldots(\cdot)$ as defined above.

7.3.2 Modal Contracts

We assume a fixed global set $\text{Act}$ of action labels. Such a fixed global set of action labels is needed because the assumption of a contract must encompass all actions of possible environments, i.e. all actions of contracts that are later considered for composition must be known in advance. This is caused by the fact that we use strong modal refinement which does not allow new internal actions in a refinement hence an assumption in a contract must already take into account all possible internal actions of any environments.

A modal contract is a pair $(A, G)$ with $A, G \in d\text{MIO}$ such that $G \to_s A$. We restrict modal contracts to those pairs $(A, G)$ for which $\Sigma_A \otimes \Sigma_G = \Sigma_{\text{Act}}$ where $\Sigma_{\text{Act}}$ is the action signature determined by $\Sigma_{\text{in}}^{\text{Act}} = \Sigma_{\text{out}}^{\text{Act}} = \emptyset$ and $\Sigma_{\text{int}}^{\text{Act}} = \text{Act}$. Note that due to this signature restriction and composability of $A$ and $G$ the external actions of $A$ and $G$ must be complementary, i.e. $\Sigma_{\text{in}}^A = \Sigma_{\text{out}}^G$ and $\Sigma_{\text{out}}^A = \Sigma_{\text{in}}^G$. Although our generic constructions in the previous section does not allow such restrictions on the signatures (because signatures of specifications are not considered), it is straightforward to see that contract composition will be closed under this property.

Before we go on with discussing semantics of modal contracts, we would like to stress that MIOs are very suitable for expressing assumptions. May-transitions allow to specify loose assumptions leaving open many possible design choices for the environment. Furthermore, must-transition can express local liveness properties that go beyond specifications based on single MIOs: with a modal contract, we can specify that an input of the guarantee $G$ must be served by the environment by putting a must-transition with the corresponding output in $A$. Examples of modal contracts with MIOs are shown in the next section.

In order to provide a characterization of relativized refinement – written $S \leq_{s,E} T$ in the following – and hence in particular a characterization of the behaviour semantics of a contract, we define a weakening operator that is used to obtain the normal form of a contract. The weakening of a guarantee $G$ by an assumption $A$, written $A \triangleright G$, weakens $G$ by taking into account $A$ by modifying or adding, for each input action $\beta \in \Sigma_G^{\text{in}}$, may-transitions labelled with $\beta$ to the
universal state in $G$ whenever $A$ is not allowed to perform $\beta \in \Sigma_A^{\text{out}}$. Note that such a weakening is done only for input actions of $G$, not for output actions of $G$, because we want to have environment correctness $G \rightarrow_s A$ preserved. Formally, the weakening operator is defined as follows.

**Definition 7.3.13 (Weakening)**

Let $A,G \in d\text{MMO}$ such that $A$ and $G$ are composable and $\Sigma_A^{\in} = \Sigma_G^{\text{out}}$, $\Sigma_A^{\text{out}} = \Sigma_G^{\in}$. The weakening of $G$ by $A$ is defined by

$$A \triangleright G \triangleq ((\mathcal{P}_{\geq 1}(A) \times G) \cup \{\text{univ}\}, (\mathcal{R}(a_0), g_0), \Sigma_G, \rightarrow_s, \rightarrow)$$

where, for any $a \in A$,

$$\mathcal{R}(a) \triangleq \{a' \in A \mid a \rightarrow_A a'\}$$

and $\rightarrow_s, \rightarrow$ are defined as the smallest relations satisfying the following rules:

**for $\beta \in \Sigma_G^{\text{int}}$:**

1. $\begin{align*} g \xrightarrow{\beta} G g' \\ (q,g) \rightarrow (q,g') \end{align*}$
2. $\begin{align*} g \xrightarrow{\beta} G g' \\ (q,g) \rightarrow (q,g') \end{align*}$

**for $\beta \in \Sigma_G^{\text{ext}}$:**

3. $\begin{align*} \exists a \in q : a \rightarrow_A g \xrightarrow{\beta} G g' \\ (q,g) \rightarrow (q,g') \end{align*}$

4. $\begin{align*} \exists a \in q : a \rightarrow_A g \xrightarrow{\beta} G g' \\ (q,g) \rightarrow (q,g') \end{align*}$

**for $\beta \in \bigcup \Sigma_G$:**

5. $\begin{align*} \beta \in \Sigma_G^{\text{in}} \forall a \in q : a \nrightarrow_{\rightarrow_A} \text{univ} \\ (q,g) \rightarrow \text{univ} \end{align*}$

6. $\begin{align*} \beta \in \bigcup \Sigma_G \text{univ} \rightarrow \text{univ} \end{align*}$

The weakening operator adds to every state in $G$ a set of states of $A$ in which $A$ can possibly be in when $G$ is composed with $A$. Rules (1) and (2) preserve internal transitions in $G$, rules (3) and (4) preserve also the external transitions in $G$ provided that $A$ can possibly perform this action as well. Rule (5) adds an input transition to the universal state whenever $A$ cannot perform this action. Finally, rule (6) makes sure that in the universal state all actions are allowed, i.e. in the universal state $A \triangleright G$ may show arbitrary behaviour.

The properties of the weakening operator are summarised in the following lemma.
Lemma 7.3.14
Let \((A,G)\) be a modal contract. Then the following are satisfied:

(a) \(A \triangleright (A \triangleright G) = A \triangleright G\),

(b) \(A \otimes G = A \otimes (A \triangleright G)\),

(c) \(A \triangleright G \rightarrow_s A\).

(d) \(A \triangleright G = A^{\text{max}} \triangleright G\), with \(A^{\text{max}}\) is the maximal implementation of \(A\) with the transition relations defined by \(\rightarrow_A \trianglelefteq \rightarrow_A \trianglelefteq \rightarrow_A\).

Proof. We first observe that \(q \in \mathcal{P}_{\geq 1}(A)\) in any reachable state \((q,g)\) in \(A \triangleright G\) contains exactly all those states \(a \in A\) for which \((a,g)\) is a reachable state in \(A \otimes G\).

(a) This is an immediate consequence from the observation above: \(A \triangleright G\) already takes into account all reachable states in \(A\), and in the second weakening \(A \triangleright (A \triangleright G)\) no input-transitions are added or modified; all states in \(A \triangleright (A \triangleright G)\) are of the form \((q,(q,g))\) or \(\text{univ}\).

(b) This is again an easy consequence of the fact that \(G\) and \(A \triangleright G\) only differ in input transitions that are not synchronized when composed with \(A\), hence do not appear in the composition.

(c) Let \(((q,g),a)\) be a reachable state in \((A \triangleright G) \otimes A\) – note that \((\text{univ},a)\) cannot be a reachable state. Reachability of \(((q,g),a)\) implies reachability of \((g,a)\) in \(G \otimes A\), in particular \(a \in q\). If \((q,g) \rightarrow_{\beta_1^A} \rightarrow_{\beta_1^G} \rightarrow_{\beta_1^G}\), then also \(g \rightarrow_{\beta_1^G}\) by rule (3), hence \(a \rightarrow_{\beta_1^A} \rightarrow_{\beta_1^G} \rightarrow_{\beta_1^G}\).

(d) The construction of \(A \triangleright G\) only refers to the may-transition relations which can be easily seen when looking at the rules (1) – (6).

Theorem 7.3.15
Let \((A,G)\) be a modal contract. Then, for any \(S \in d\mathbb{MIO} \), \(S \leq_s A \triangleright G\) if and only if \(S \leq_s A \triangleright G\).

Proof. \(\Rightarrow\): We assume \(S \leq_{s,A} G\) and show \(S \leq_s A \triangleright G\). Let \(A^{\text{max}}\) be the maximal implementation of \(A\) (see Lemma 7.3.14). We know that \(G \rightarrow_s A\), and since \(A^{\text{max}} \leq_s A\), by Lemma 7.2.4 we can infer that \(S \rightarrow_s A^{\text{max}}\) and \(A^{\text{max}} \otimes S \leq_s A^{\text{max}} \otimes G\) which is demonstrated by a refinement relation \(R\). Let us define a relation \(Q \subseteq St_S \times (\mathcal{P}_{\geq 1}(St_{A^{\text{max}}}) \times St_G)\) by
\[
Q = \{(s,(q,g)) | \forall a \in q : ((a,s),(a,g)) \in R\} \cup \{(s,\text{univ}) | s \in St_S\}.
\]
We show that \(Q\) proves \(S \leq_s (A^{\text{max}} \triangleright G)\), and since \(A^{\text{max}} \triangleright G = A \triangleright G\) is satisfied by Lemma 7.3.14 we get \(S \leq_s (A \triangleright G)\).
7.3 Modal Contracts based on $Th_{\text{dMIO}}^{\text{strong}}$

First, we have to show that $(s_0,(\mathcal{R}(a_0),g_0)) \in Q$. We know that

$$(a_0,s_0),(a_0,g_0) \in R,$$

and every state $a \in \mathcal{R}(a_0)$ is by definition reachable by internal transitions in $A^{\text{max}}$; it follows that $(a,s_0)$ is reachable by internal transitions which are simulated by $(a_0,g_0)$ to $(a,g_0)$ such that $((a,s_0),(a,g_0)) \in R$. Thus $(s_0,(\mathcal{R}(a_0),g_0)) \in Q$.

Second, let $(s,(q,g)) \in Q$.

1. Assume $s \xrightarrow{\beta} S s'$. 

   **Case** $\beta \in \Sigma_G^\text{int}$. Then, for all $a \in q$, $(a,s) \xrightarrow{\beta} A^{\text{max}} (a,s')$, hence $(a,g) \xrightarrow{\beta} G (a,g')$ and $((a,s'),(a,g')) \in R$. It follows that $(s',(q,g')) \in Q$.

   **Case** $\beta \in \Sigma_G^\text{out}$. Then, because $S \rightarrow_s A^{\text{max}}$, we know that for all $a \in q$, we have $a \xrightarrow{\beta} A^{\text{max}}$. Then $(a,s) \xrightarrow{\beta} A^{\text{max}} (a',s')$, hence $(a,g) \xrightarrow{\beta} G (a',g')$ and $((a',s'),(a',g')) \in R$.

   It follows that (by determinism of $G$) that there is a unique $g \xrightarrow{\beta} G g'$, thus $(q,g) \xrightarrow{\beta} A^{\text{max}} G (q',g')$ with

   $$q' = \bigcup \{ \mathcal{R}(a') \mid \exists a \in q : a \xrightarrow{\beta} A^{\text{max}} a' \}.$$ 

   The claim $(s',(q',g')) \in Q$ follows then with the same arguments used above in the demonstration of $(s_0,(\mathcal{R}(a_0),g_0)) \in Q$.

   **Case** $\beta \in \Sigma_G^\text{in}$. If for all $a \in q$, $a \not\xrightarrow{\beta} A^{\text{max}}$, then by rule (5) we can infer that $(q,g) \xrightarrow{\beta} A^{\text{max}} G \text{ uni}$ and then $(s',\text{ uni}) \in Q$. If there exists $a \in q$ such that $a \xrightarrow{\beta} A^{\text{max}} a'$, then the proof of $(s',(q',g')) \in Q$ is analogous to the previous case.

2. Assume $(q,g) \xrightarrow{\beta} A^{\text{max}} G (q',g')$. This transition must come from rule (3) thus there is some $a \in q$ such that $a \xrightarrow{\beta} A^{\text{max}} a'$. Let $a \in q$ be an arbitrary state in $A^{\text{max}}$ with $a \xrightarrow{\beta} A^{\text{max}} a'$. Since $A^{\text{max}}$ is an implementation, we also know that $a \xrightarrow{\beta} A^{\text{max}} a'$. Then $(a,s) \xrightarrow{\beta} A^{\text{max}} (a',s')$, hence $(a,g) \xrightarrow{\beta} G (a',g')$ and $((a',s'),(a',g')) \in R$. It follows that (by determinism of $S$) that there is a unique $s \xrightarrow{\beta} S s'$. The claim $(s',(q',g')) \in Q$ follows then with the same arguments used above in the demonstration of $(s_0,(\mathcal{R}(a_0),g_0)) \in Q$. 

Finally, observe that conditions of a refinement relation are also satisfied for the pairs \((s, \text{univ}) \in Q\). This finishes the proof that \(S \leq_s A \land G\) implies \(S \leq_s A \triangleright G\).

\[ \forall : \text{For the other direction assume } Q \text{ as a refinement relation demonstrating } S \leq_s (A \triangleright G). \text{ We can assume } \bar{A} \leq_s A \text{ with refinement relation } P \text{ and } G \leftarrow_s A \text{ (which already holds by assumption of the theorem).} \]

We first show that \(S \rightarrow_s \bar{A}\). By Lemma \(\text{7.3.14}\) we know that \(A \triangleright G \rightarrow_s A\), and since \(S \leq_s A \triangleright G\) we can infer by preservation of environment correctness that \(S \rightarrow_s A\), and again \(\bar{A} \leq_s A\) implies \(S \rightarrow_s \bar{A}\).

Second, we show that \(St_{\bar{A}} \otimes St_S \leq_s St_{\bar{A}} \otimes St_G\). We define \(R \subseteq ((\bar{A} \times S) \times (\bar{A} \times G))\) by

\[ R = \{(\bar{a}, s, (\bar{a}, g)) \mid \exists \bar{a} \in St_{\bar{A}}, q \in \mathcal{P}_{\geq 1}(St_A) : (\bar{a}, a) \in P \text{ and } a \in q \text{ and } (s, (q, g)) \in Q\}. \]

Clearly it holds that \(((\bar{a}_0, s_0), (\bar{a}_0, g_0)) \in R\). Now let \(((\bar{a}, s), (\bar{a}, g)) \in R\). We can assume that there is \(a \in St_A, q \in \mathcal{P}_{\geq 1}(St_A)\) such that \((\bar{a}, a) \in P\), \(a \in q\) and \((s, (q, g)) \in Q\).

\begin{enumerate}
\item Assume \((\bar{a}, g) \xrightarrow{\bar{a}_0, G} (\bar{a}', g')\). We only consider the case when \(\beta\) is a shared action of \(A\) and \(G\). Then \(\bar{a} \xrightarrow{\bar{a}} (\bar{a}')\) and \(g \xrightarrow{\bar{a}} g'\). Then \(a \xrightarrow{A} a'\) such that \((\bar{a}', a') \in P\). Then \((q, g) \xrightarrow{\bar{a}_0, G} (q', g')\) and \(a' \in q'\) according to rule (4), thus \(s \xrightarrow{S} s'\) such that \((s, (q', g')) \in Q\). It follows that \((\bar{a}, s) \xrightarrow{\bar{a} \otimes S} (\bar{a}', s')\) such that \(((\bar{a}', s'), (\bar{a}', g')) \in R\).

\item Assume \((\bar{a}, s) \xrightarrow{\bar{a}_0, S} (\bar{a}', s')\). We only consider the case when \(\beta\) is a shared action of \(A\) and \(S\). Then \(\bar{a} \xrightarrow{A} (\bar{a}')\) and \(s \xrightarrow{S} s'\). Then \(a \xrightarrow{A} a'\) such that \((\bar{a}', a') \in P\), and from \((s, (q, g)) \in Q\) it follows that there is \((q', g) \xrightarrow{\bar{a}_0 \otimes G} (q', g')\), hence \(g \xrightarrow{\bar{a}_0 \otimes G} g'\). By definition of \(q'\) in rule (3) we know that \(a' \in q'\). Then \((\bar{a}, g) \xrightarrow{\bar{a}_0 \otimes G} (\bar{a}', g')\) and \(((\bar{a}', s'), (\bar{a}', g')) \in R\). \(\square\)
\end{enumerate}

A consequence of the above theorem is that the weakening operator can be used to compute normal forms of modal contracts. This is shown in the following theorem.

**Theorem 7.3.16 (Normal form)**

Let \((A, G)\) be a modal contract. Then \((A, A \triangleright G)\) is a semantically equivalent modal contract in normal form. In the following we write \(G^{nf}\) for \(A \triangleright G\) if \(A\) is clear from the context.

**Proof.** First of all, \(A \triangleright G \rightarrow_s A\) follows from part (c) of Theorem \(\text{7.3.14}\).
Now, we have to show that \((A,A \triangleright G)\) is semantically equivalent to \((A,G)\), thus we have to show that
\[
\llbracket(A,G)\rrbracket_{\text{beh}} = \llbracket(A,G_{\text{nf}})\rrbracket_{\text{beh}} \quad \text{and} \quad \llbracket(A,G)\rrbracket_{\text{env}} = \llbracket(A,G_{\text{nf}})\rrbracket_{\text{env}}.
\]
The latter equality is trivial. The former equality \(\llbracket(A,G)\rrbracket_{\text{beh}} = \llbracket(A,G_{\text{nf}})\rrbracket_{\text{beh}}\) follows from part (a) of Lemma 7.3.14 and from Theorem 7.3.15 since
\[
S \leq_s, A G \iff S \leq_s (A \triangleright G) \\
\iff S \leq_s (A \triangleright (A \triangleright G)) \\
\iff S \leq s, A (A \triangleright G).
\]
Thus, we have shown that \(Th_{d^MIO}^{\text{strong}}\) has normal forms.

**Example 7.3.17**
We would like to exemplify the computation of a normal form of a modal contract by reconsidering the example of the introduction of this chapter. The modal contract \((A,G)\) is shown in Figure 7.10. As the environment is only allowed to send a message (\(\text{msg}!\)) once, any behaviour of \((A,G)\) is allowed to implement \(\text{msg}?\) with a subsequent arbitrary behaviour. The normalized contract \((A,G_{\text{nf}})\) with \(G_{\text{nf}} = A \triangleright G\) is shown in Figure 7.11.

![Figure 7.10: Modal contract \((A,G)\), not in normal form](image)

![Figure 7.11: Modal contract \((A,G_{\text{nf}})\) in normal form](image)
Proof. We have to show that $A$ such that

\[
A \in \Sigma_{S_1} \cap \Sigma_{E},
\]

then $A \circ_1 S_1$ for some $\alpha \in \Sigma_{S_2} \cap \Sigma_{E}$. According to $S_1 \circ_1 S_2 \in E$ we must have

\[
(s_2, e) \xrightarrow{\alpha} S_2 \in E
\]

which entails $e \xrightarrow{\alpha} E$.

If $s_2 \xrightarrow{\alpha} S_2$ for some $\alpha \in \Sigma_{S_2} \cap \Sigma_{E}$, then we can use similar arguments to conclude $e \xrightarrow{\alpha} E$. \hfill $\square$

Importantly, we prove that variant 1 of finding a dominating modal contract, see page 163 results in a strongest dominating modal contract given that the decompositions are independent of each other, i.e. there are no shared actions between assumptions of the same modal contract. Under this condition of independent assumptions, we prove that the dominating modal contract constructed along the lines of variant 1 equals more precisely the dominating contract obtained by contract composition.

**Corollary 7.3.19**

Let $C_1 = (A_1 \circ A_2, G_1)$ and $C_2 = (A_2 \circ A_2^*, G_2)$ be two modal contracts. If

1. $(\bigcup \Sigma_{A_1}) \cap (\bigcup \Sigma_{A_2}) = \emptyset$ and $(\bigcup \Sigma_{A_1^*}) \cap (\bigcup \Sigma_{A_2}) = \emptyset$,
2. $A_2 \circ G_2^* \leq A_1^*$ and $A_1 \circ G_1^* \leq A_2^*$,
3. $G_1^* \circ G_2^* \rightarrow A_1 \circ A_2^*$,

then

\[
C_1 \circ C_2 = (A_1 \circ A_2^*, G_1^* \circ G_2^*).
\]

**Proof.** We have to show that

\[
\max_{G_1^* \circ G_2^*} \left( (A_1 \circ A_2^*) \circ (G_2^*) \right) = (A_1 \circ A_2^*).
\]

First, using condition (1) it is straightforward to prove that $A_1 \circ A_2^* \circ G_2^*$ is defined if and only if $A_1 \circ (A_2^* \circ G_2^*)$ is defined, and if they are defined then $(A_1 \circ A_2^*) \circ G_2^* = A_1 \circ (A_2^* \circ G_2^*)$. Then $A_1 \circ (A_2^* \circ G_2^*) = A_1 \circ X_2^*$ for some $X_2^* \in d\text{MIO}$ such that $A_1 \circ X_2^*$. Similarly, we can infer that there exists $X_1^* \in d\text{MIO}$ such that $A_2^* \circ (A_2^* \circ G_1^*) = A_2^* \circ X_2^*$ and $A_1 \circ X_1^* = X_1^*$. Conditions (1) and (2) imply that $A_1^*$ and $A_2^*$ have no shared actions. Then one can show that

\[
(A_1 \circ X_1^*) \land (X_1^* \circ A_2^*) = (A_1 \land X_1^*) \land (X_2^* \circ A_2^*) = A_1 \circ A_2^*.
\]

Hence

\[
C_1 \circ C_2 = (A_1 \circ A_2^*, G_1^* \circ G_2^*)
\]

which is a valid modal contract because of condition (3). \hfill $\square$
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Figure 7.12: The static structure of the message transmission system

<table>
<thead>
<tr>
<th>Broker</th>
<th>Client</th>
</tr>
</thead>
<tbody>
<tr>
<td>msg?</td>
<td>receive the message</td>
</tr>
<tr>
<td>confMsg?</td>
<td>receive a confidential message</td>
</tr>
<tr>
<td>transmit!</td>
<td>deliver the message to the client</td>
</tr>
<tr>
<td>reqAuth!</td>
<td>send out an authentication request</td>
</tr>
<tr>
<td>auth?</td>
<td>receive the (valid) authentication information</td>
</tr>
<tr>
<td></td>
<td>transmit?</td>
</tr>
<tr>
<td></td>
<td>receive an authentication request</td>
</tr>
<tr>
<td></td>
<td>reqAuth?</td>
</tr>
<tr>
<td></td>
<td>send the authentication information</td>
</tr>
</tbody>
</table>

Table 7.1: Intuitive meaning of actions

7.3.3 Example: Message Transmission System

As an illustration we consider a simple message transmission system which consists of two components: a broker component delivers received messages to a client component. A standard message is immediately delivered while a confidential message is only delivered after successful authentication of the client. The static structure of this component system is shown in Figure 7.12. The meaning of the input and output actions is summarized in Table 7.1. The fixed global set $Act$ of action names is given by $\{\text{msg, confMsg, transmit, reqAuth, auth}\}$.

In the following we specify broker and client component by different modal contracts $C^1_{\text{Broker}}, C^2_{\text{Broker}}$ and $C^1_{\text{Client}}, C^2_{\text{Client}}$, respectively, and illustrate the two variants of finding a (strongest) dominating contract, see Section 7.2.2.

Modal contracts for the broker component. Let us start with specifying the broker component by the modal contract

$$C^1_{\text{Broker}} = (A^{1,1}_{\text{Broker}} \otimes A^{1,2}_{\text{Broker}}, G^1_{\text{Broker}})$$

shown in Figure 7.13. Note that the assumption $A^{1,1}_{\text{Broker}} \otimes A^{1,2}_{\text{Broker}}$ is a composition of two individual and independent assumptions on the environment of the broker component. $C^1_{\text{Broker}}$ models the following requirements for the behaviour and the environment.

- $A^{1,1}_{\text{Broker}}$ specifies that at any time the environment may send messages and confidential messages.
- $G^1_{\text{Broker}}$ specifies that any standard message (msg) received by the environment is immediately sent to the client (transmit). Whenever the environment sends a confidential message (confMsg), then this message is only delivered to the client if the broker receives valid authentication information (auth) from the client after requesting it (reqAuth).
• $A_{\text{Broker}}^{1,2}$ is an assumption on the client component and specifies that delivered messages as well as authentication requests must be received at any time, and once an authentication request is received, the client must answer with sending the authentication information to the broker. Note that $A_{\text{Broker}}^{1,2}$ never disallows the sending of the authentication information.

Obviously, $C_{\text{Broker}}^{1}$ is a valid modal contract, satisfying the following to requirements: First, the action signatures of assumption and guarantee compose to an action signature with the set $Act$ of internal actions; second, $A_{\text{Broker}}^{1,1} \otimes A_{\text{Broker}}^{1,2}$ is a strongly correct environment for $G_{\text{Broker}}^{1}$ since $A_{\text{Broker}}^{1,2}$ requires must-transitions for every input action $\text{transmit?}$ and $\text{reqAuth?}$ to be enabled in every state. Finally, note that $C_{\text{Broker}}^{1}$ is in normal form since in the assumption $A_{\text{Broker}}^{1,1} \otimes A_{\text{Broker}}^{1,2}$, the outputs $\text{msg!}, \text{confMsg!}$ and $\text{auth!}$ are always allowed.

Consider another modal contract

$$C_{\text{Broker}}^{2} = (A_{\text{Broker}}^{2}, G_{\text{Broker}}^{2})$$

for the broker component shown in Figure 7.14. The main difference between $C_{\text{Broker}}^{2}$ and $C_{\text{Broker}}^{1}$ is that the assumption in $C_{\text{Broker}}^{2}$ is specified by a single MIO. The guarantee $G_{\text{Broker}}^{2}$ is the same as the guarantee $G_{\text{Broker}}^{1}$ of the previous modal contract $C_{\text{Broker}}^{1}$. The assumption $A_{\text{Broker}}^{2}$ formulates requirements on the whole environment of the broker (including the client component), basically following the same control flow of the guarantee $G_{\text{Broker}}^{2}$. The assumption $A_{\text{Broker}}^{2}$ expresses that

• any action is allowed in any state;

• once a confidential message was sent in the initial state, the environment is obliged to answer any authentication request as the transition labelled with $\text{auth!}$ is a must-transition.

The modal contracts $C_{\text{Broker}}^{2}$ is also in normal form as for every output action in the environment there is a transition enabled in every state of the assumption.

We finally remark that $C_{\text{Broker}}^{2}$ is a refinement of $C_{\text{Broker}}^{1}$. As both contracts are in normal form, by Corollary 7.2.11 we only have to check that

$$A_{\text{Broker}}^{1,1} \otimes A_{\text{Broker}}^{1,2} \leq_{s} A_{\text{Broker}}^{2} \quad \text{and} \quad G_{\text{Broker}}^{2} \leq_{s} G_{\text{Broker}}^{1}.$$  

\footnote{Both refinements have been checked in the MIO Workbench, see also Chapter 8.}
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Figure 7.13: $C_{\text{Broker}}^1 = (A_{\text{Broker}}^{1,1} \otimes A_{\text{Broker}}^{1,2} \otimes G_{\text{Broker}}^1)$

Figure 7.14: $C_{\text{Broker}}^2 = (A_{\text{Broker}}^2 \otimes G_{\text{Broker}}^2)$
Modal contracts for the client component. Similar to the broker component we consider two different variants of modal contracts for the client component. The first modal contract

\[ C_{Client}^1 = (A_{Client}^1, G_{Client}^1) \]

is shown in Figure 7.15 and specifies that the client is always able to receive messages and authentication requests. Furthermore, the client must be able to answer authentication requests by sending the requested info to the broker. It is easy to see that the modal contract is valid again (i.e. satisfies the signature restriction, and \( G_{Client}^1 \rightarrow s A_{Client}^1 \)). Moreover, as there is a must-transition enabled for any input action in any state of \( G_{Client}^1 \), the modal contract \( C_{Client}^1 \) is in normal form.

Another contract \( C_{Client}^2 = (A_{Client}^2, G_{Client}^2) \), shown in Figure 7.16, specifies a client which is not authorized to receive confidential messages and does not accept any authentication requests and never sends the authentication information to the broker. According to the assumption \( A_{Client}^2 \), the environment of the client may show arbitrary behaviour. The guarantee \( G_{Client}^2 \) specifies that messages are always received from the broker (\( transmit? \)). Note that the modal contract is valid and is in normal form.

![Diagram showing Modal contracts for the client component](image)

**Figure 7.15:** \( C_{Client}^1 = (A_{Client}^1, G_{Client}^1) \)

Contract composition. For the illustration of contract composition we consider the modal contracts \( C_{Broker}^1, C_{Broker}^2, C_{Client}^1 \) and \( C_{Client}^2 \) introduced above and discuss all four possible compositions.

\[ C_{Broker}^1 \boxtimes C_{Client}^1 \]

In this case, we construct \( C_{Broker}^1 \boxtimes C_{Client}^1 \) by using Theorem 7.3.19. We can
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Figure 7.16: $C^2_{\text{Client}} = (A^2_{\text{Client}}, G^2_{\text{Client}})$

verify that

$$(\bigcup \Sigma A^1_{\text{Broker}}) \cap (\bigcup \Sigma A^2_{\text{Broker}}) = \emptyset \text{ and }$$

$$A^1_{\text{Broker}} \otimes G^1_{\text{Broker}} \leq_A A^1_{\text{Client}} \text{ and }$$

$$G^1_{\text{Client}} \leq_A A^1_{\text{Broker}} \text{ and }$$

$$G^1_{\text{Broker}} \otimes G^1_{\text{Client}} \rightarrow s A^1_{\text{Broker}}$$

are satisfied, hence

$C^1_{\text{Broker}} \boxtimes C^1_{\text{Client}} = (A^1_{\text{Broker}}, G^1_{\text{Broker}} \otimes G^1_{\text{Client}}).$

The contract composition $C^1_{\text{Broker}} \boxtimes C^1_{\text{Client}}$ is shown in Figure 7.17

Figure 7.17: $C^1_{\text{Broker}} \boxtimes C^1_{\text{Client}}$

$C^1_{\text{Broker}} \boxtimes C^2_{\text{Client}}$:

In this case, we show that $C^1_{\text{Broker}}$ and $C^2_{\text{Client}}$ are not dominable, hence the contract composition $C^1_{\text{Broker}} \boxtimes C^2_{\text{Client}}$ is undefined. Assume that there exists $E \in d\mathbb{MIO}$ with action signature $\Sigma A^1_{\text{Broker}} \otimes \Sigma G^1_{\text{Broker}}$ such that

$$E \otimes G^2_{\text{Client}} \leq_A A^1_{\text{Broker}} \otimes A^1_{\text{Broker}}.$$

(★)
However, $A^{1,1}_\text{Broker} \otimes A^{1,2}_\text{Broker}$ requires that in the initial state there is a must-transition enabled labelled with $\text{reqAuth}?$ – as $G^2_{\text{Client}}$ disallows this action to happen, the refinement statement ($\ast$) cannot hold. Thus, by Theorem 7.2.17, $C^1_\text{Broker}$ and $C^2_{\text{Client}}$ are not dominable.

$C^2_\text{Broker} \boxtimes C^1_{\text{Client}}$:

Since the assumption of $C^2_{\text{Broker}}$ is given as a single MIO for which no decomposition is given a priori, we cannot make use of Theorem 7.3.19 for a syntactic construction of $C^2_{\text{Broker}} \boxtimes C^1_{\text{Client}}$. Nevertheless, as the specification theory $Th_{d\text{MIOD}}$ is complete, we can compute the contract composition $C^2_{\text{Broker}} \boxtimes C^1_{\text{Client}}$ according to its definition which yields the same contract $C^1_{\text{Broker}} \boxtimes C^1_{\text{Client}}$ as shown in Figure 7.17.

$C^2_{\text{Broker}} \boxtimes C^2_{\text{Client}}$:

Recall that $C^2_{\text{Client}}$ specifies a client that never accepts authentication requests from the broker and never sends authentication information to the broker. Again, similar to the previous case, the assumption of $C^2_{\text{Broker}}$ is not given by the composition of two independent assumptions, hence we have to compute $C^2_{\text{Broker}} \boxtimes C^2_{\text{Client}}$ by using the definition of contract composition $\boxtimes$. The result of $C^2_{\text{Broker}} \boxtimes C^2_{\text{Client}}$ is shown in Figure 7.18. As expected, confidential messages may not be sent by the environment, because this would lead to an unsatisfied assumption of the broker component which assumes the authentication code to be received once it is requested. The reader may verify that indeed $C^2_{\text{Broker}} \boxtimes C^2_{\text{Client}}$ is dominating $C^2_{\text{Broker}}$ and $C^2_{\text{Client}}'$, in particular, if $A \boxtimes$ denotes the assumption of $C^2_{\text{Broker}} \boxtimes C^2_{\text{Client}}$ then

$$A \boxtimes G^2_{\text{Client}} \leq_s A^2_{\text{Broker}}$$  
$$A \boxtimes G^2_{\text{Broker}} \leq_s A^2_{\text{Client}}.$$  

Observe that the modal contract $C^2_{\text{Broker}} \boxtimes C^2_{\text{Client}}$ in Figure 7.18 is not in normal form, thus $C^2_{\text{Broker}} \boxtimes C^2_{\text{Client}}$ is an example that contract composition $\boxtimes$ not necessarily results in a modal contract in normal form.

### 7.4 Modal Contracts based on $Th_{d\text{MIOD}}^{\text{strong}}$

As the second illustration, we instantiate our generic contract framework for the specification theory $Th_{d\text{MIOD}}^{\text{strong}}$, with strong modal refinement and strong environment correctness, see Section 4.3. We do not introduce a complete specification theory for MIODs – we are convinced that conjunction and a maximal environment operator can be defined (though the latter would be very technical),
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However, whether quotienting is possible for MIODs is unknown so far (even for deterministic MIODs) and is subject of future work.\(^2\)

### 7.4.1 Modal Contracts

Similar to the instantiation of contracts for MIOs, we assume a fixed global set $Act$ of action labels. *Modal contracts* are defined as pairs $(A,G)$ with $A,G \in dMIOD$ such that

- $G \rightarrow s A$
- and $A \otimes G$ is a closed MIOD, i.e.
  - $\Sigma_A \otimes \Sigma_G = \Sigma_{Act}$ where $\Sigma_{Act}$ is the action signature determined by $\Sigma^{\text{in}}_{Act} = \Sigma^{\text{out}}_{Act} = \emptyset$ and $\Sigma^{\text{int}}_{Act} = \emptyset$;
  - $V^{\text{req}}_A = V^{\text{prov}}_G$ and $V^{\text{prov}}_A = V^{\text{req}}_G$.

In order to illustrate the semantics of modal contracts that are using MIODs for specifying assumptions and guarantees, a *weakening operator* $\triangleright$ may provide a characterization of relativized refinement for MIODs as well as obtaining normal forms of modal contracts, similarly to the case of MIOs. Crucially, in comparison to the MIO case, the weakening operator $\triangleright$ not just replaces or adds may-transitions to the universal state for input actions that cannot be served by the environment, but also adds may-transitions to the universal state for output actions, with preconditions $\varphi$ that are unsatisfiable by the environment (i.e. not satisfied by all possible data states of the environment). Furthermore, the weakening $A \triangleright G$ yields MIODs with infinitely many states and transitions even if $A$

\(^2\)In [25] we have define a quotient operator for restricted MIODs where postconditions do not refer to the previous data states.
and $G$ are finite MIODs. The weakening $A \triangleright G$ can be assured to be finite by restricting the assumptions $A$ to finite MIODs with postconditions not referring to the previous data state. As a consequence normalization of modal contracts based on finite MIODs is not guaranteed to result in finite MIODs. The definition of the weakening operator as well as a further discussion on sufficient conditions for obtaining finite normalized contracts is out of the scope of this work.

The question of finding environments for modal contracts with MIODs can only be answered here for situations as in variant 1, see page 7.2.2. More precisely, when given two modal contracts in normal form and with decomposed assumptions, then Theorem 7.2.18 offers a way to finding a dominating modal contract. Variant 2, see page 7.2.2 would require to show that $\text{Th}_{\text{d MIOD}}^{\text{strong}}$ is a complete specification theory (which is left for future work).

In what follows, we describe in detail the behaviour semantics $\mathcal{B} \mathcal{C} \mathcal{K}$ of modal contracts $C$ based on MIODs. As said before, we do not define the weakening operator for MIODs, but propose relativized refinement relations that enable us to characterize relativized refinement derived from strong modal refinement $\leq_s^d$.

Relativized refinement relations are very related to usual refinement relations for strong modal refinement, cf. Definition 4.3.1 in Chapter 4, however with the following differences:

- A must-transition in $G$ with external action must only be simulated if the environment $A$ does have a may-transition that can synchronize with that transition. Otherwise, there is no requirement because this transition does not occur in the composition $A \otimes^d G$ (see condition 1 in Definition 7.4.1).

- Similarly, any may-transition in $S$ with external action must only be simulated if the environment $A$ does have a may-transition that can synchronize with that transition. Otherwise, there is no requirement because this transition does not occur in the composition $A \otimes^d S$ (see condition 2 in Definition 7.4.1).

A relativized refinement relation $R$ for the refining MIOD $S$, the context MIOD $A$ and the refined MIOD $G$, is a relation in $\mathcal{S}_S \times \mathcal{S}_A \times \mathcal{D}(\mathcal{V}_{\text{prov}}^A) \times \mathcal{S}_G \times \mathcal{D}(\mathcal{V}_{\text{prov}}^G)$. To take into account all possible states of the environment $A$, $R$ must be closed under may-transitions of $A$ (see condition 3 in Definition 7.4.1). Formally, relativized refinement relations are defined as follows.

**Definition 7.4.1 (Relativized Refinement Relation)**

Let $S, G \in \text{d MIOD}$ with the same extended action signature $\Sigma = (\Sigma^{\text{in}}, \Sigma^{\text{out}}, \Sigma^{\text{int}})$ and state signature $V = (V^{\text{prov}}, V^{\text{req}})$. Let $A \in \text{d MIOD}$ with action signature $\Sigma_A = (\Sigma_A^{\text{in}}, \Sigma_A^{\text{out}}, \Sigma_A^{\text{int}})$ such that $\Sigma_A \otimes \Sigma = \Sigma_{\text{act}}$, and with state signature $V_A = (V_A^{\text{prov}}, V_A^{\text{req}})$ such that $V_A^{\text{prov}} = V^{\text{req}}, V_A^{\text{req}} = V^{\text{prov}}$.

A relation $R \subseteq \mathcal{S}_S \times \mathcal{S}_A \times \mathcal{D}(\mathcal{V}_{\text{prov}}^A) \times \mathcal{S}_G \times \mathcal{D}(\mathcal{V}_{\text{prov}}^G)$ is a relativized refinement relation for $(S, A, G)$ if $\forall F \in \mathcal{V}_{\text{req}}, \mathcal{D}(\mathcal{V}_{\text{prov}}^A) \times \mathcal{S}_G \times \mathcal{D}(\mathcal{V}_{\text{prov}}^G)$ is a relativized refinement relation for $(S, A, G)$ if $\forall F \in \mathcal{V}_{\text{req}}, (s_0, a_0, \delta_0, g_0, \delta_0) \in R$ for all $\delta_0 \in \mathcal{D}(\mathcal{V}_{\text{req}, A})$, $\delta_0, A \in \mathcal{D}(\mathcal{V}_{\text{req}, A})$, and for all $(s, a, \delta_A, g, \delta) \in R$:
1. (from abstract to concrete)

Let \( g \xrightarrow{[\varphi_G \beta \pi_G]} G g' \) and \((\delta \cdot \delta_A; \rho)) \models \varphi_G \) with \( \rho \in \mathcal{D}(\text{par}(\beta)) \).

**Case** \( \beta \in \Sigma^\text{int}_G \). Then there exists

\[
s \xrightarrow{[\varphi_S \beta \pi_S]} S s'
\]

such that \((\delta \cdot \delta_A; \rho)) \models \varphi_S \), and for all \( \delta' \in \mathcal{D}(\text{prov}_G) \), if

- \((\delta \cdot \delta_A, \delta'; \rho) \models \pi_S \)

then

- \((\delta \cdot \delta_A, \delta'; \rho) \models \pi_G \) and
- \((s', a, \delta_A, g', \delta') \in R \).

**Case** \( \beta \in \Sigma^\text{ext}_G \). If there exists

\[
a \xrightarrow{[\varphi_A \beta \pi_A]} A a'
\]

such that \((\delta \cdot \delta_A; \rho)) \models \varphi_A \), then there exists

\[
s \xrightarrow{[\varphi_S \beta \pi_S]} S s'
\]

such that \((\delta \cdot \delta_A; \rho)) \models \varphi_S \), and for all \( \delta' \in \mathcal{D}(\text{prov}_G) \), for all \( \delta' \in \mathcal{D}(\text{prov}_G) \), if

- \((\delta \cdot \delta_A, \delta'; \rho) \models \pi_A \) and
- \((\delta \cdot \delta_A, \delta'; \rho) \models \pi_S \)

then

- \((\delta \cdot \delta_A, \delta'; \rho) \models \pi_G \) and
- \((s', a', \delta'_A, g', \delta') \in R \).

2. (from concrete to abstract)

Let \( s \xrightarrow{[\varphi_S \beta \pi_S]} S s' \) and \((\delta \cdot \delta_A, \delta'; \rho)) \models \varphi_G \land \pi_G \) with \( \rho \in \mathcal{D}(\text{par}(\beta)) \) and \( \delta' \in \mathcal{D}(\text{prov}_G) \).

**Case** \( \beta \in \Sigma^\text{int}_G \). Then there exists

\[
g \xrightarrow{[\varphi_G \beta \pi_G]} G g'
\]

such that \((\delta \cdot \delta_A, \delta'; \rho)) \models \varphi_G \land \pi_G \) and \((s', a, \delta_A, g', \delta') \in R \).
7. Moving from Specification Theories to Contracts

Case $\beta \in \Sigma_G^{ext}$. If there exist $\delta_A \in \mathcal{D}(V_{prov})_{A}$ and

\[ a \xrightarrow{[\beta]_A} a' \]

such that $(\delta \cdot \delta_A, \delta_A' ; \rho) \vdash \varphi_A \land \pi_A$, then there exists

\[ g \xrightarrow{[\beta]_G} g' \]

such that $(\delta \cdot \delta_A, \delta_A' ; \rho) \vdash \varphi_G \land \pi_G$ and $(s', a', \delta_A, g', \delta') \in R$.

3. (context)

Let $a \xrightarrow{[\beta]_A} a'$ and $(\delta \cdot \delta_A, \delta_A' ; \rho) \vdash \varphi_A \land \pi_A$ then $(s, a', \delta_A, g, \delta) \in R$.

The following lemma shows a characterization of relativized refinement relations that will be used to formulate a characterization of the behaviour semantics of modal contracts.

Lemma 7.4.2

Let $S, A, G$ be MIODs as in Definition 7.4.1. Then there exists a relativized refinement relation $R$ for $(S, A, G)$ if and only if for all $A' \leq_s^d A$, $(A' \diamond_s^d S) \leq_s^d (A' \diamond_s^d G)$.

Proof. $\Rightarrow$: Assume that there exists a relativized refinement relation $R$ for $(S, A, G)$. Assume that $A' \leq_s^d A$, demonstrated by a refinement relation $P$. We define a relation $Q \subseteq (A' \times S) \times (A' \times G) \times \mathcal{D}(V_{prov}^A \cup V_{prov}^G)$ by

\[ Q = \{(a', s), (a', g), \delta_A \cdot \delta) \mid \exists a \in A : (a', a, \delta_A) \in P, (s, a, \delta_A, g, \delta) \in R\}. \]

Clearly $((a'_0, s_0), (a'_0, g_0), \delta_{0,A} \cdot \delta_0) \in Q$ for all $\delta_{0,A} \cdot \delta_0 \in \mathcal{D}(V_{prov}^A \cup V_{prov}^G)$ such that $\delta_{0,A} \cdot \delta_0 \vdash \varphi_{0,A} \land \varphi_{0,S}$. Now let $((a', s), (a', g), \delta_A \cdot \delta) \in Q$. By definition of $Q$ there exists $a \in A$ such that $(a', a, \delta_A) \in P$ and $(s, a, \delta_A, g, \delta) \in R$.

1. Assume that $(a', g) \xrightarrow{[\varphi]_{a[\pi]}} (\hat{a}', \hat{g})$ such that $(\delta \cdot \delta_A ; \rho) \vdash \varphi$.

Case $\beta \in \Sigma_A^{int}$. If $\beta \in \Sigma_A^{int}$ then $a' \xrightarrow{[\varphi]_{a[\pi]}} \hat{a}'$ and $g = \hat{g}$. From $(a', a, \delta_A) \in P$ it follows that for all $\delta_A' \in \mathcal{D}(V_{prov}^A)$ with $(\delta_A \cdot \delta_A' ; \rho) \vdash \varphi \land \pi$ there is

\[ a \xrightarrow{[\beta]_A} \hat{a} \]

such that $(\delta \cdot \delta_A, \delta_A' ; \rho) \vdash \varphi_A \land \pi_A$ and $(\hat{a}', \hat{a}, \delta_A') \in P$. By definition of $R$ we can infer that $(s, \hat{a}, \delta_A', g, \delta) \in R$. All together, there is

$(a', s) \xrightarrow{[\varphi]_{a[\pi]}} (\hat{a}', s)$
such that \((\hat{a}', \hat{a}, \delta_A') \in P\) and \((s, \hat{a}, \delta_A', g, \delta) \in R\) implying \(((\hat{a}', s), (\hat{a}', g), \delta_A', \delta) \in Q\).

If \(\beta \in \Sigma_{S}^{int} = \Sigma_{G}^{int}\). Then \(\hat{a}' = a'\) and

\[
\begin{align*}
g & \stackrel{[\phi]_{[\pi]}}{\rightarrow} \hat{g}.
\end{align*}
\]

From \((s, a, \delta_A, g, \delta) \in R\) it follows that there is

\[
\begin{align*}
s & \stackrel{[\psi_S]_{[\pi_S]}}{\rightarrow} \hat{s}
\end{align*}
\]

such that \((\delta \cdot \delta_A; \rho) = \psi_S\) and for all \(\delta' \in \mathcal{D}(V_S^{prov})\), if \((\delta \cdot \delta_A, \delta'; \rho) = \pi_S\) then \((\delta \cdot \delta_A, \delta'; \rho) = \pi\) and \((\hat{s}, a, \delta_A, \hat{g}, \delta', \delta') \in R\). Thus

\[
(a', s) \stackrel{[\psi_S]_{[\pi_S]}}{\rightarrow} (a', \hat{s})
\]

and also \(((a', \hat{s}), (a', \hat{g}), \delta_A \cdot \delta') \in Q\) follows.

**Case** \(\beta \in \Sigma_{A \delta S}^{ext}\). Then

\[
\begin{align*}
a' & \stackrel{[\psi_A']_{[\pi_A']} \cdot \cdot \cdot}{{\text{and}}} \cdot \cdot \cdot \\
g & \stackrel{[\psi_G]_{[\pi_G]}}{\rightarrow} \hat{g}
\end{align*}
\]

such that \(\psi' = \psi_{A'} \wedge \psi_G\) and \(\pi' = \pi_{A'} \wedge \pi_G\). Then

\[
\begin{align*}
a & \stackrel{[\psi_A']_{[\pi_A']} \cdot \cdot \cdot}{{\text{and}}} \cdot \cdot \cdot \\
a & \stackrel{[\psi_A]_{[\pi_A]}}{\rightarrow} \hat{a}
\end{align*}
\]

and \((\hat{a}', \hat{a}, \delta_A') \in P\) for any \(\delta_A' \in \mathcal{D}(V_A^{prov})\) such that \((\delta_A \cdot \delta_A', \rho) = \pi_{A'}\). Then from \((s, a, \delta_A, g, \delta) \in R\) it follows that

\[
\begin{align*}
s & \stackrel{[\psi_S]_{[\pi_S]}}{\rightarrow} \hat{s}
\end{align*}
\]

such that \((\delta \cdot \delta_A; \rho) = \psi_S\) and for all \(\delta' \in \mathcal{D}(V_S^{prov})\), if \((\delta \cdot \delta_A, \delta'; \rho) = \pi_S\) then \((\delta \cdot \delta_A, \delta'; \rho) = \pi_G\) and \((\hat{s}, \hat{a}, \delta_A', \hat{g}, \delta, \delta') \in R\) for all \(\delta' \in \mathcal{D}(V_A^{prov})\) such that \((\delta_A \cdot \delta, \delta_A'; \rho) = \pi_{A'}\). Finally,

\[
(a', s) \stackrel{[\psi_{A'} \cdot \psi_S]_{[\pi_{A'} \cdot \pi_S]}}{\rightarrow} (\hat{a}', \hat{s})
\]

such that \((\delta \cdot \delta_A; \rho) = \psi_{A'} \wedge \psi_S\), and for all \(\delta_A' \in \mathcal{D}(V_A^{prov})\), for all \(\delta' \in \mathcal{D}(V_S^{prov})\), if \((\delta \cdot \delta_A, \delta' \cdot \delta_A'; \rho) = \pi_{A'} \wedge \pi_S\) then \((\delta \cdot \delta_A, \delta' \cdot \delta_A'; \rho) = \pi_{A'} \wedge \pi_G\) and \(((\hat{a}', \hat{s}), (\hat{a}', \hat{g}), \delta', \delta') \in Q\).
2. Assume that \((a', s) \xrightarrow{[\varphi']A[\pi']} (a', s')\) such that \((\delta \cdot \delta_A, \delta', \delta', \rho) \models \varphi' \land \pi'\) with \(\delta' \in D(V_{prov}^S)\), \(\delta_A' \in D(V_{A}^S)\) and \(\rho \in D(par(\beta))\).

**Case** \(\beta \in \Sigma^{\text{int}}_A \otimes^d S\). The case \(\beta \in \Sigma^{\text{int}}_A\) is very similar to the corresponding case for must-transitions above.

Let \(\beta \in \Sigma^{\text{int}}_S = \Sigma^{\text{int}}_G\). Then \(\hat{a}' = a'\) and

\[
\frac{[\varphi']A[\pi']}{s} \xrightarrow{} \hat{s}.
\]

Then

\[
\frac{[\varphi_G]A[\pi_G]}{g} \xrightarrow{} \hat{g}
\]

such that \((\hat{s}, a, \delta_A, \hat{g}, \delta') \in R\). Hence

\[
(a', g) \xrightarrow{[\varphi_a[\pi_a]} (a', \hat{g})
\]

and \(((a', \delta), (a', \hat{g}, \delta_A \cdot \delta') \in Q\).

**Case** \(\beta \in \Sigma^{\text{ext}}_A \otimes^d S\). Then

\[
\frac{a' [\varphi_aA[\pi_a]}{a} \xrightarrow{} \hat{a}'
\]

and

\[
\frac{[\varphi_S]A[\pi_S]}{s} \xrightarrow{} \hat{s}
\]

such that \(\varphi' = \varphi_{A'} \land \varphi_S\) and \(\pi' = \pi_{A'} \land \pi_S\). Then there exists

\[
\frac{[\varphi_A]A[\pi_A]}{a} \xrightarrow{} \hat{a}
\]

such that \((\delta_A \cdot \delta, \delta'_A; \rho) \models \pi_A\) and \((\hat{a}', \hat{a}, \delta'_A) \in P\). Then from \((s, a, \delta_A, g, \delta) \in R\) it follows that

\[
\frac{[\varphi_G]A[\pi_G]}{g} \xrightarrow{} \hat{g}
\]

such that \((\delta \cdot \delta_A, \delta', \delta_A; \rho) \models \varphi_G \land \pi_G\) and \((\hat{s}, \hat{a}, \delta_A, \hat{g}, \delta') \in R\). Finally,

\[
(a', g) \xrightarrow{[\varphi_A \land \varphi_G][\pi_A' \land \pi_G]} (a', \hat{g})
\]

such that \((\delta \cdot \delta_A, \delta', \delta_A; \rho) \models (\varphi_{A'} \land \varphi_G) \land (\pi_{A'} \land \pi_G)\) and \(((\hat{a}', \hat{s}), (a', \hat{g}), \delta', \delta_A) \in Q\).

\(\Leftarrow\): Let \(A_{\text{max}}^{\text{max}}\) be \(A\) with \(- \rightarrow_{A_{\text{max}}^{\text{max}}} \equiv - \rightarrow_{A_{\text{max}}^{\text{max}}} \equiv - \rightarrow_A\). We can assume a refinement relation \(Q\) demonstrating \(A_{\text{max}}^{\text{max}} \otimes^d S \leq^d (A_{\text{max}}^{\text{max}} \otimes^d G)\). We define

\[
R = \{(s, a, \delta_A, g, \delta) \mid ((a, s), (a, g), \delta_A \cdot \delta) \in Q\}.
\]
We show that $R$ is a relativized refinement relation for $(S,A,G)$. First, observe that $(s_0,a_0,\delta_{0A},g_0,\delta_0) \in R$ for all $\delta_{0A} \in \mathcal{D}(\varphi_{0A})$, $\delta_0 \in \mathcal{D}(\varphi_{0G})$. Let $(s,a,\delta_A,g,\delta) \in R$. We only prove condition (1.) of Definition 7.4.1, the proofs of the other conditions are similar. Assume that

$$g \xrightarrow{[\varphi_G] \beta [\pi_G]} \gamma$$

and $(\delta \cdot \delta_A; \rho) \models \varphi_G$ with $\rho \in \mathcal{D}(\text{par}(\beta))$. If $\beta \in \Sigma^{\text{int}}_G$, then

$$(a,g) \xrightarrow{[\varphi_G] \beta [\pi_G]} A_{\text{max} \cdot \delta} G (a,g')$$

which implies

$$(a,s) \xrightarrow{[\varphi_S] \beta [\pi_S]} A_{\text{max} \cdot \delta} S (a,s')$$

such that $((a,s'),(a,g'),\delta_A \cdot \delta') \in Q$ for all $\delta' \in \mathcal{D}(V_{S}^{\text{prov}})$ such that $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_S$; in particular, $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_S$ implies $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_G$. Then $(s',a,\delta_A,g',\delta') \in R$ for all $\delta' \in \mathcal{D}(V_{S}^{\text{prov}})$ such that $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_S$.

If $\beta \in \Sigma^{\text{ext}}_G$ and there exists

$$\delta \xrightarrow{[\varphi_A] \beta [\pi_A]} a'$$

such that $(\delta \cdot \delta_A; \rho) \models \varphi_A$, then

$$a \xrightarrow{[\varphi_A] \beta [\pi_A]} A_{\text{max}} a'$$

because in $A_{\text{max}}$ every may-transition is also a must-transition. Then

$$(a,g) \xrightarrow{[\varphi_A \land \varphi_G] \beta [\pi_A \land \pi_G]} A_{\text{max} \cdot \delta} G (a',g')$$

which implies (by determinism of $A_{\text{max}}$)

$$(a,s) \xrightarrow{[\varphi_A \land \varphi_S] \beta [\pi_A \land \pi_S]} A_{\text{max} \cdot \delta} S (a',s')$$

and $((a',s'),(a',g'),\delta_A \cdot \delta') \in Q$ for all $\delta' \in \mathcal{D}(V_{A}^{\text{prov}})$, $\delta' \in \mathcal{D}(V_{S}^{\text{prov}})$ such that $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_A \land \pi_S$. In particular, for every $\delta' \in \mathcal{D}(V_{S}^{\text{prov}})$, $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_S$ implies $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_G$. Then

$$s \xrightarrow{[\varphi_S] \beta [\pi_S]} s'$$

such that $(s',a',\delta_A,g',\delta') \in R$ for all $\delta_A \in \mathcal{D}(V_{A}^{\text{prov}})$, $\delta' \in \mathcal{D}(V_{G}^{\text{prov}})$ such that $(\delta \cdot \delta_A, \delta'; \rho) \models \pi_A \land \pi_S$.

We now propose a characterization of behaviour semantics of modal contracts.
Theorem 7.4.3
Let \((A, G)\) be a modal contract, and let \(S \in d\text{MIOD}\). Then \(S \in \llbracket(A, G)\rrbracket_{\text{beh}}\) is equivalent to

1. \(S \rightarrow^d_s A\) and
2. there exists a relativized refinement relation for \((S, A, G)\).

Proof. First, assume that \(S \in \llbracket(A, G)\rrbracket_{\text{beh}}\). (1.) Since \(G \rightarrow^d_s A\) and \(A \leq A\), also \(S \rightarrow^d_s A\) by definition of relativized refinement. (2.) By Lemma 7.4.2 we only have to show that for all \(A' \leq^d_s A\), \(A' \odot^d_s S \leq^d_s A' \odot^d_s G\). Let \(A' \in d\text{MIOD}\) such that \(A' \leq^d_s A\). By preservation of environment correctness also \(G \rightarrow^d_s A'\). By definition of relativized refinement we can infer that \(A' \odot^d_s S \leq^d_s A' \odot^d_s G\).

Second, assume that \(S \rightarrow^d_s A\) and that there exists a relativized refinement relation \(R\) for \((S, A, G)\). Let \(A' \in d\text{MIOD}\) such that \(A' \leq^d_s A\) and \(G \rightarrow^d_s A'\). Then \(S \rightarrow^d_s A'\) by preservation of environment correctness and \(S \rightarrow^d_s A\). By Lemma 7.4.2 we can conclude that \(A' \odot^d_s S \leq^d_s A' \odot^d_s G\) which was to be shown.

7.4.2 Example: Bank Account

Let us consider an example of a modal contract using MIODs. The data universe is given by the set of all integers, i.e. \(U \triangleq \mathbb{Z}\).

The modal contract \(C_{\text{Account}} = (A_{\text{Account}}, G_{\text{Account}})\) in Figure 7.19 specifies a bank account which offers operations for money to be paid in money to be withdrawn as long as the account’s balance is high enough. The assumption \(A_{\text{Account}}\) allows outputs \(\text{deposit}(x)!\) for \(x \geq 0\), and \(\text{withdraw}(x)!\) for \(0 \leq x \leq \text{bal}\). The guarantee \(G_{\text{Account}}\) ensures that \(\text{withdraw}(x)\) must be possible exactly when \(0 \leq x \leq \text{bal}\), and the next provided data state decreases \(\text{bal}\) by \(x\).

![Figure 7.19: \(C_{\text{Account}} = (A_{\text{Account}}, G_{\text{Account}})\)](image)

Preconditions in assumptions can be assumed by the implementor of a modal contract, i.e. any behaviour can assume that the corresponding action is only performed by the environment if the precondition is met. For instance, the precondition \(0 \leq x \leq \text{bal}\) can be assumed by any behaviour whenever a synchronization on
withdraw(x) between A
Account and G
Account happens because the environment is only allowed to issue the output withdraw(x) for 0 ≤ x ≤ bal. A correct behaviour S
Account of C
Account is shown in Figure 7.20. Observe that as long as the environment satisfies A
Account the specified guaranteed behaviour G
Account is respected by S
Account. However, if the environment does not respect A
Account – for instance, if the environment issues withdraw(x) for x > bal – then there is no guaranteed behaviour anymore. As exemplified by S
Account, after withdraw(x)? for x > bal arbitrary behaviour is possible.

Figure 7.20: S
Account

To show that indeed S
Account ∈ [C
Account]beh is satisfied we can use the characterization proved in Theorem 7.4.3. First, S
Account →A
Account trivially holds because S
Account has no output actions. Second, the relation

\{(s_0, a_0, \varepsilon, g_0, \delta) | \delta \in \mathcal{D}(\{bal\})\}

is a relativized refinement relation for (S
Account, A
Account, G
Account) where \varepsilon is the trivial data state for the empty set of variables.

Remark 7.4.4

Behaviour semantics of modal contracts are in fact closely related to the semantics of method specifications in object-oriented programs following the idea of Design by Contract [140] where methods are specified by pre- and postconditions. The precondition formulates requirements on the data state that must hold when the method body is entered; the postcondition expresses requirements on the data state that must hold at the end of the method body given that the preconditions was satisfied upon entry of the method body. These semantics of pre- and postconditions is also commonly considered for OCL operation specifications [103].
Consider the following OCL operation specification for a withdraw operation for a bank account.

context Account::withdraw(x : Integer)
pre: 0 <= a <= bal
post: bal = bal@pre-x

An implementation of withdraw(x) satisfies the above OCL operation specification if the postcondition is true whenever the precondition was true when the operation was called. In our example, the postcondition only has to be established by the operation body if the precondition is met at the entry of the operation body, i.e. if \(0 \leq x \leq \text{bal}\) is satisfied for the current value of \(x\) and \(\text{bal}\). The contract \(C_{\text{Account}}\) would be the natural representation of the above OCL operation specification.

So far, we have seen how preconditions in assumptions are interpreted and how they are used to considerably enlarge the behaviour semantics of modal contracts based on MIODs. In the following we take a closer look at postconditions in assumptions that specify how the environment changes its data state when performing an action (i.e., from the viewpoint of the guarantee, how does the required data state change).

Postconditions in assumptions also relax the component behaviour semantics. To illustrate this let us consider the modal contract \(C_{\text{Client}} = (A_{\text{Client}}, G_{\text{Client}})\) for a client of a bank account, with \(A_{\text{Client}} = G_{\text{Account}}\) and \(G_{\text{Client}} = A_{\text{Account}}\), see Figure 7.21. Whenever some behaviour of \(C_{\text{Client}}\) issues on output \(\text{deposit}(x)\) with \(x \geq 0\) then it must synchronize with the corresponding transition in \(A_{\text{Client}}\), labelled with \(\text{deposit}(x)?\) and postcondition \(\text{bal}' \geq \text{bal} + x\). Thus, in this case any behaviour can assume that the balance of the account has increased by at least \(x\).

This interpretation gives rise to correct behaviours of the contract \(C_{\text{Client}}\) that may show additional outputs that were not specified in \(G_{\text{Client}}\). As an example consider the implementation \(I_{\text{Client}}\) in Figure 7.22 which is a component behaviour of \(C_{\text{Client}}\). Clearly, the implementation \(I_{\text{Client}}\) does not literally refine the
guarantee $G_{Client}$ because the precondition $x = 50$ for $\text{withdraw}(x)$ does not satisfy $0 \leq x \leq \text{bal}$ in general. However, $I_{Client}$ refines $G_{Client}$ in the context of $A_{Client}$: whenever $I_{Client}$ has deposited an amount of 50 on the bank account, then the implementation can rely on the postcondition $\text{bal}' \geq \text{bal} + 50$, thus it is safe to issue $\text{withdraw}(x)!$ with $x = 50$; the client can be sure to have a balance of at least 50. Hence $I_{Client}$ is a component behaviour of $C_{Client}$, i.e. $I_{Client} \in \llbracket (A_{Client}, G_{Client}) \rrbracket_{\text{beh}}$.

By Theorem 7.4.3 we can formally show that $I_{Client}$ is in $\llbracket (A_{Client}, G_{Client}) \rrbracket_{\text{beh}}$ by using the following relativized refinement relation $R$ for $(I_{Client}, A_{Client}, G_{Client})$:

$$R = \{(i_0, a_0, \delta_A, g_0, \epsilon) \mid \delta_A \in \mathcal{D} (\text{bal} \geq 0)\} \cup \{(i_1, a_0, \delta_A, g_0, \epsilon) \mid \delta_A \in \mathcal{D} (\text{bal} \geq 50)\}$$

with $\epsilon$ the function with empty domain.

![Figure 7.22: Behaviour $I_{Client}$ of $C_{Client}$](image)

### 7.5 Limitations of the Approach

We have shown in Corollary 7.2.25 that contracts also form a specification theory if environment correctness for contracts is defined as dominability. However, this so-defined specification theory for contracts does not fit very well in the intended meaning of the notions of composition, refinement and environment correctness. Environment correctness is in general a non-symmetric condition, however, dominability is a symmetric one; moreover, contract composition only works for dominable contracts. Thus, the theory as defined in this thesis

- lacks a syntactical composition operator that also works for contracts that are not dominable, and
• lacks a proper notion of environment correctness for contracts which is pre-
served by contract refinement.

One possibility to resolve these issues would be to pursue further the idea
of define contract composition just for specific cases in which assumptions are
already decomposed according to a suitable partition of action signatures. This
idea of decomposed assumptions can be developed further arriving at so-called
component contracts that consist of a behaviour (or component frame) $F$ together
with a set of port contracts $(A_P, G_P)$ for each port $P$ where the ports are basically
a partition of the action signature of $F$. Port contracts describe the assumptions
and guarantees at this specific interaction point of the component.

Such an approach would also solve the problem that instantiating contracts
by MIOs with weak modal refinement and weak environment correctness is not
possible so far. The reason for this is twofold. Firstly, specification theories for
MIOs with weak modal refinement and weak environment correctness are in
general not complete. Secondly, contracts of the form $(A, G)$ with a single as-
sumption $A$ do not seem adequate for weak environment correctness. Consider
the following example as shown in Figure 7.23. Intuitively, guarantee $G$ together
with assumptions $A_1$ and $A_2$ should be valid contract because $A_1 \otimes G \rightarrow_w A_2$ and
$A_2 \otimes G \rightarrow_w A_1$. But since $G \not\rightarrow_w A_1 \otimes A_2$, $(A_1 \otimes A_2, G)$ is not a contract. It seems ob-
vous that contracts should be capable to explicitly express several assumptions.

![Figure 7.23: Counterexample showing that weak environment correctness is not
adequately supported by the current contract framework](image)

### 7.6 Related Work

The general framework for contracts is inspired by the work of Benveniste et
al. [33]. They have chosen a trace-based approach, essentially following the
tagged signal model of Lee and Sangiovanni-Vincentelli [128], to represent in-
terfaces which in fact is a specification theory in our sense and an instance of
our proposed abstract contract framework – except that they do not consider
environment correctness and environment semantics. In [33] no definition of
dominance was needed because their trace-based specification theory is complete

---

3The example in [69] can be easily adapted to show that in general there does not exist a
conjunction operator for MIOs with weak modal refinement.
which makes a direct definition of contract composition possible. They go further then what is covered in this chapter by defining conjunction and disjunction of contracts which we believe can be integrated into our work, too.

The notion of relativized refinement goes back to Larsen’s PhD thesis [120] in which he generalized bisimulation to take into account contexts to alleviate the stepwise refinement process.

The idea to equip a specification with behaviour and environment semantics has been used already in [17] where UML protocol state machines were considered as specifications of component interfaces.

Modal contracts have already been introduced and investigated in several previous works, including [90, 154]. Raclet and Goessler [90] propose an implementation semantics that is slightly different to ours. In their paper, an implementation $I$ satisfies a contract $(A, G)$ if $A \land I \leq_m G$ whenever $A \land I$ is defined, which is in fact equivalent to our definition of contract satisfaction, but only for implementations. Our satisfaction relation works for arbitrary MIOs. Refinement and composition is only syntactically defined, without any semantic considerations as we do it here, hence they lack the universal property for contract compositions.

In [154], Quinton and Graf define an abstract framework of contracts which however tends to be technical and complex due to the integration of parameterized composition operators. Besides this difference, they do not consider environment semantics; their contract semantics coincide with our component behaviour semantics. Our notion of (semantic) dominance is inspired by their (syntactical) definition of dominance, but still their work lacks a careful discussion on dominance and the universal property of contract composition.

In summary, in comparison to both works [90, 154], we consider our work as “more semantical” as behaviour and environment semantics of contracts are carefully taken into account for the definition of contracts and contract operators.

De Alfaro and Henzinger introduced a new optimistic view on compatibility and composition in their work on interface automata [61] and interface theories [62]: Communication errors in a composition should be pruned by removing input transitions that necessarily lead to those error states. The pruned interface shows then the maximal subspecification such that no communication errors occur. Larsen et al. [124] transferred de Alfaro and Henzinger’s idea of optimistic compatibility and composition to modal input/output automata which was later refined by Raclet et al. in [157]. Their approach is in-fact very close to the idea of contracts, except that the optimistic approach to compatibility and composition has the disadvantage that the external and internal view on the component is mixed in a single specification with implicit assumptions. Once optimistic composition is computed, internal details of a specification are lost. The use of contracts is a possibility to separate assumptions on the environment from guarantees of the component while the latter can still keep details about the component specifi-
cation (or implementation). Also, moving from specifications to contracts usually results in a more expressive specification than with single specifications because the set of correct environments can be further restricted with the assumptions.

The complete specification theory for deterministic MIOs reuses several results on conjunction and quotient that can be found in the literature. The quotient operator for modal transition systems was first defined by Raclet in [156], however without considering internal actions (which makes our powerset construction necessary). Conjunction of modal transition systems was already defined by Larsen in 1989 [121].

Publication history. A first version of the present contract framework, without the integration of environment correctness, has been presented in [13]. As an instantiation we presented in [13] modal contracts based on pure deterministic modal transition systems without input/output actions.

7.7 Summary

In this chapter, we have shown how to construct a contract framework on top of any specification theory. We have defined when a contract is dominating two other contracts, and introduced contract composition as the strongest dominating contract. Whenever the specification theory is complete (i.e. offers quotient, conjunction, and a maximal compatibility operator) then we have shown that a contract composition can be constructively defined. The general constructions on the basis of abstract specification theories has been illustrated with modal input/output automata which provide a complete specification theory (with strong modal refinement and strong environment correctness). We also briefly discussed the instantiation of the framework to modal input/output automata with data constraints and studied contract semantics in this specific setting.
Chapter 8

Tool Support: The MIO Workbench

The MIO Workbench [144] is a tool for the design and verification of modal input/output automata (MIOs) and modal contracts with MIOs, implementing the following theories:

- the specification theory $\mathcal{T}_{\text{MIO}}^{\text{strong}}$, see Section 3.3
- the specification theory $\mathcal{T}_{\text{MIO}}^{\text{weak}}$, see Section 3.4
- the complete specification theory $\mathcal{T}_{\text{MIO}}^{\text{dstrong}}$ including conjunction, quotient and the maximal environment operator for deterministic MIOs, see Section 7.3.1
- modal contracts for the specification theory $\mathcal{T}_{\text{MIO}}^{\text{dstrong}}$, i.e., the generic contract framework instantiated for $\mathcal{T}_{\text{MIO}}^{\text{dstrong}}$, see Section 7.3

MIOs and modal contracts can be specified either graphically or by simple textual syntax in an integrated text editor. The MIO Workbench supports the verification of strong and weak modal refinement as well as strong and weak environment correctness in the context of the aforementioned specification theories. These verification tasks can either be performed in a verification view that graphically illustrates answers to modal refinement and environment correctness checks, or in a shell (a command-line interpreter) that returns a text-based answer. In this chapter, we highlight the different editors and views of the MIO Workbench and describe their basic usage.

Technically, the MIO Workbench is based on the Eclipse platform [75] and offers a comfortable workbench for user interaction. Eclipse itself became known as an open-source integrated development environment for Java applications,
but has grown to a general purpose software development framework. In particular, the Eclipse platform is highly extensible by Eclipse-plugins reusing basic functionality the Eclipse core offers, like resource management. The MIO Workbench is implemented as a set of Eclipse-plugins that use the Eclipse core framework and extend it by GUI elements used to design MIOs and drive their verification. The MIO Workbench is open source and can be downloaded from the website http://www.miowb.net/. The website of the tool additionally provides a basic usage tutorial as well as several examples.

Outline. In Section 8.1 we give an overview of the implemented relations and operations for MIOs and modal contracts. The different editors and views of the MIO Workbench are described in more detail in Section 8.2. The input language of the MIO Workbench that is used in both text editor and shell is described in Section 8.3. We compare the MIO Workbench to other related tools in Section 8.4.

8.1 Features

The MIO Workbench currently supports the specification theories $\text{Th}_{\text{MIO}}^{\text{strong}}$ and $\text{Th}_{\text{MIO}}^{\text{weak}}$, the complete specification theory $\text{Th}_{\text{dMIO}}^{\text{strong}}$ including conjunction $\land$, quotient $\text{quotient}$ and the maximal environment operator $\text{max}_{\cdot \to (\cdot)}$, and modal contracts for the complete specification theory $\text{Th}_{\text{dMIO}}^{\text{strong}}$. In addition, there are four other notions of modal refinement and compatibility for MIOs implemented in the MIO Workbench that are not further discussed here. Table 8.1 gives a detailed overview of the relations and operations that are implemented in the MIO Workbench.

We note that contract normalization is implemented by using the weakening operator, as described in Section 7.3.2. Contract refinement is implemented by using Corollary 7.2.11 see Section 7.2.1 to verify whether $(A_1, G_1) \sqsubseteq (A_2, G_2)$ for two modal contracts $(A_1, G_1)$ and $(A_2, G_2)$, we first compute their normal forms $(A_1, G_1^{nf})$ and $(A_2, G_2^{nf})$, respectively, and then check whether both $A_2 \leq_s A_1$ and $G_1^{nf} \leq_s G_2^{nf}$ are satisfied.

8.2 User Interface

An overview of the graphical user interface of the MIO Workbench is shown in Figure 8.1. The package explorer (1) is a standard view from the Eclipse framework and shows all available projects and their files in the current workspace. The editor area (2) can either show a graphical editor for MIOs, an editor for modal contracts, or a text editor with syntax highlighting for textual specification of MIOs and modal contracts. The verification view, the shell and the properties view for editing selected elements in the graphical editor are gathered in area
Table 8.1: Relations and operations implemented in the MIO Workbench

<table>
<thead>
<tr>
<th></th>
<th>Verification view</th>
<th>Shell</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modal refinement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong modal refinement $\leq_s$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Weak modal refinement $\leq_w$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>May-weak modal refinement [125, 27]</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Strict-observational modal refinement [139]</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Environment Correctness / Compatibility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong environment correctness $\rightarrow_s$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Weak environment correctness $\rightarrow_w$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Strict-observational I/O compatibility [139]</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Ultra-weak compatibility [112]</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Operations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modal synchronous composition $\otimes$</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Conjunction $\wedge$ for $d_{MIO}$</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Quotient $\parallel$ for $d_{MIO}$</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Maximal environment operator $\max \cdot \rightarrow (\cdot)$ for $d_{MIO}$</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Modal contracts (generic contract framework instantiated for $Th_{d_{MIO}}^{strong}$)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contract refinement $\sqsubseteq$</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Contract composition $\sqsupseteq$</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Contract normalization (via weakening operator)</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
Finally, the user can send (possibly newly constructed) MIOs from the shell to the image view (4) that draws the MIOs using the layout program dot from the open source graph visualization software Graphviz. We now describe areas (2), (3) and their editors and views in more detail.

### 8.2.1 Editors (Area 2)

**Graphical MIO Editor**

The graphical editor of the MIO Workbench displays a MIO in the classical way as a graph, with states as nodes and transitions as directed edges – may-transitions are dashed and are omitted if there is a corresponding must-transition connecting the respective states under the same action. To highlight the action type, input actions are suffixed with a question mark (?) and output actions are suffixed with an exclamation mark (!). In addition, transitions labelled with an input, output and internal action are coloured green, red and gray, respectively. The palette on the right hand side offers the creation of states and transitions. All other editing facilities are either accessible by context menus, by direct editing (e.g. of action names) in place, or by the properties view of the workbench.

---

1How to properly install the MIO Workbench and Graphviz is described on the webpage of the MIO Workbench [144].
8.2 User Interface

The layout can be manually changed simply by moving states and transitions. A basic automatic layout algorithm is available in the context menu. A new MIO can be created by using the corresponding wizard; a MIO is stored in an XML-file with file extension .mio.

Modal Contract Editor

For the design of modal contracts, the MIO Workbench offers a custom editor to group together MIOs for the specification of the environment (the assumption) and for the component itself (the guarantee), see Figure 8.2. The user can specify two lists of MIOs modelling the assumptions and guarantees, respectively. The assumption of the modal contract is then given by the conjunction of all MIOs in the list on the left hand side, and similarly, the guarantee of the modal contract is given by the conjunction of all MIOs in the list on the right hand side. A validation check is available in the contract editor that checks whether the list of assumptions and the list of guarantees can actually be conjoined, respectively, and if the conjoined assumptions form a correct environment for the conjoined guarantees. All MIOs in modal contracts are references to the individual .mio files, and each MIO can be opened in the graphical MIO editor by a double click. A modal contract is stored in an XML-file with extension .miocontract that is basically a list of the MIO references.

![Figure 8.2: Modal contract editor](image)

Text Editor

The MIO Workbench features a text editor offering a text-based input. The input language, described in more detail in Section 8.3, covers the definition of MIOs and modal contracts as well as relations and operators (see Table 8.1). The text editor should be used to write larger designs (or scripts) consisting of several MIOs or modal contracts as well as refinement and environment correctness
checks. The text editor offers a syntax highlighting for the input language, with error indication whenever a statement cannot be parsed. Technically, the text editor together with the underlying parser is generated from the grammar using Xtext [171], see Section 8.3. The scripts need to have the file extension .miotxt—the text editor is automatically opened for files with this extension.

The scripts are written in the text editor and executed in the shell, a command-line interpreter, which is described below.

8.2.2 Views (Area 3)

Verification View

The verification view offers a side-by-side view of two MIOs. MIOs from the project explorer can be put on one of the sides by a simple drag-and-drop. The verification view supports refinement and environment correctness checks, see Table 8.1. The desired refinement or environment correctness notion can be selected in the middle panel of the view. For refinement checks, the verification view shows in the positive case a refinement relation by drawing links between related states, in the negative one error path (marked in red) is displayed. Figure 8.3 shows a sample of a negative refinement check. For environment correctness checks, the verification view illustrates in the positive case all reachable states of the composition by drawing links between state pairs. In the negative case, one reachable state pair and an output transition is marked in red that cause the environment correctness not to be satisfied.

Shell

The shell offers a powerful text-based interface to the MIO Workbench, for specification of MIOs and modal contracts as well as the checking of refinement and environment correctness. The shell can be seen in area (3) in Figure 8.1. Commands can either be executed by typing them directly in the view, or all commands of a .miotxt file can be executed by drag-and-drop of the file from the project explorer onto the shell. Such .miotxt files should be created with the text editor, see above. The shell reuses the parser generated from the grammar of the input language (see Section 8.3), the obtained abstract syntax tree is manually traversed and evaluated. In addition to .miotxt files, the shell similarly accepts .mio and .miocontract files storing the described MIO and modal contract, respectively, under their names.

The shell gives a text-based answer to every command, for instance, to every refinement check the shell answers either with a refinement relation in the

---

2The illustration of negative answers to refinement checks is subject of future work, see Section 9.2. For deterministic MIOs displaying one error path is fine, however, for non-deterministic MIOs one would have to depict a set of paths which causes the refinement not to hold.
8.3 Input Language

The input language for the MIO Workbench has been designed with Xtext, a framework that simplifies the creation of domain-specific languages. We have specified a grammar for which Xtext has generated a parser as well as a text editor with syntax highlighting (described above). The complete grammar for the input language is shown in Section 8.3.2.
Figure 8.4: The graphical MIO editor and the properties view
8.3 Input Language

8.3.1 Short Tutorial on the Input Language

The input language allows to specify MIOs with an intuitive syntax, for instance, the MIO shown in Figure 8.4 can be specified by:

```plaintext
mio T2 {
  inputs coin
  outputs coffee, tea
  internals beep
  states t0, t1, t2
  start t0
  mayTransitions
    t1 -> t2 [tea]
  mustTransitions
    t0 -> t1 [coin],
    t1 -> t2 [coffee],
    t2 -> t0 [beep]
}
```

Note that, similarly to the graphical representation, may-transitions underlying must-transitions need not be explicitly mentioned. The assignment

```plaintext
S := T
```

defines a new MIO $S$ such that $S$ equals $T$ element-wise. The right hand side of an assignment may use modal synchronous composition $\otimes$ (denoted $\mid\mid$ in the shell), conjunction $\land$ (denoted $\&\&$), quotient $\parallel$ (denoted $\rightarrow$) and weakening $\triangleright$ (denoted $\triangleright\triangleright$). Moreover, $\max_{T\rightarrow}(E)$ is expressed by $\max(T,E)$. For example, the MIO $S = (T_1 \otimes T_2) / T_3$ can be defined by the command

```plaintext
S := (T_1 \mid\mid T_2) -- T_3
```

The command

```plaintext
S <= T
```

checks whether $S$ is a strong modal refinement of $T$. Weak modal refinement is written $\leqslant^\ast$. The equivalence relations $\approx_s$ and $\approx_w$ induced by strong and weak modal refinement are written $\equiv_{\leftrightarrow}$ and $\equiv_{\leftrightarrow^\ast}$. A strong environment correctness statement $S \rightarrow_s E$ can be checked by executing
Weak environment correctness is written $\rightarrow^*$, and the induced symmetric compatibility notions $\leftrightarrow_s$ and $\leftrightarrow_w$ are written $\leftrightarrow$ and $\leftrightarrow^*$, respectively.

A modal contract $C = (A, G)$ for existing MIOs $A$ and $G$ can be defined by the command

$$C := [ A, G ]$$

Note that, similar to the assignment of MIOs, the assumption and guarantee of $C$ are copies of $A$ and $G$, respectively, to avoid side-effects when normalizing contracts. New contracts can be constructed by composition or normalization. Contract composition $\boxdot$, see Definition 7.2.21, is expressed by $||$, e.g. two contracts $C_1$ and $C_2$ are composed by $C_1 \boxdot C_2$. Normalization of a contract $C$, see Theorem 7.3.16, is done by the command $\text{normalize}(C)$. For instance, to define a new contract $C$ by the normal form of the contract composition of $C_1$ and $C_2$, we can type

$$C := \text{normalize}(C_1 \boxdot C_2)$$

Refinement of two contracts $C_1$ and $C_2$ is expressed by

$$C_1 \leq C_2$$

The are a few other auxiliary commands. The command $\text{list}$ prints a list of all MIOs and modal contracts that are currently stored in the shell. The command $\text{save } S$ opens a save dialogue to save the MIO (or modal contract) $S$ to a .mio (or .miocontract) file. There are two different kinds of comments available:

```
// single-line comments
/*
   multi-line comments
*/
```

Finally, the command $\text{view } S$, where $S$ is the name of a MIO, sends the MIO $S$ to the image view where it is depicted using the program dot from the Graphviz package [94]. We remark that the $\text{view}$ command is only available in the shell for technical reasons (in the text editor, a syntax error is indicated by the syntax highlighting).
8.4 Related Work

The MIO Workbench was the first tool that implemented a modal specification theory with operators like conjunction and quotient, with a focus on checking of environment correctness. Unique to the MIO Workbench is the explicit support of modal contracts.

The tool TICC [2] implements the interface theory of sociable interfaces [58], that are interface automata extended with variables, and focuses on interface compatibility and composition. It also supports the model checking of CTL formulae. A very related tool is CHIC [37] that similarly focuses on interface compatibility and composition and supports various interface theories like syn-
chronous assume/guarantee interfaces [62], resource interfaces [52] or web service interfaces [38].

ECDAR [56] builds on UPPAAL [174] and implements the timed interface theory of [57]. The tool supports composition and conjunction and can verify refinement. Interface compatibility is not explicitly supported, but simple timed temporal logic properties (subset of TCTL formulae) can be model checked.

TAPAs [46] is a tool for the specification and the analysis of concurrent system. It supports a basic process algebra as input language, internally translates process terms to labelled transition systems, and is capable to verify various equivalences as well as to model check $\mu$-calculus formulae. The interesting point at TAPAs is that its aim is to be used as a tool in teaching process algebra. In particular, it supports a representation of processes both as a term and as a graph at the same time while being consistent with each other. Our verification view grew out of a similar idea: make results of checks visible and understandable for beginners.

The most related tool is MTSA [72, 71]. It is based on the LTSA tool [137] and integrated into the Eclipse platform – similar to the MIO Workbench – with a sophisticated GUI. MTSA supports the construction of modal transition systems using an adapted FSP (process algebra) syntax [137]. Although modal refinement can be checked on modal transition systems, MTSA focuses on synthesizing modal transition systems from scenarios/use cases or from requirement specifications expressed in fluent linear temporal logic [87]. Checks for compatibility of specifications like environment correctness are not implemented. Recently, Mica [44] has been released implementing modal interfaces [158]. In particular, (optimistic) composition, conjunction, quotient as well as refinement are supported. The user can interact with Mica through a shell. Visual representation of modal interfaces is provided by using Graphviz [94], however, the design of modal interfaces can only be done in the shell by textual input.

Tool and publication history. The MIO Workbench [144] was initiated in August 2009 by Philip Mayer and was first published in [27]. This first version of the MIO Workbench already contained strong and weak modal refinement, symmetric compatibility notions $\Rightarrow_s$ and $\Rightarrow_w$ [27], the graphical editor and the verification view. Mayer used the MIO Workbench in his thesis [138] for the verification of protocols and orchestrations of web services for which MIOs have been used as a formal semantics. In the course of this thesis the MIO Workbench has been extensively improved by the additional features described above. Some of the improvements were presented in [26], in particular, the shell and the additional MIO operations quotient and conjunction. Since then, the support of modal contracts has been added.
Chapter 9

Conclusion

9.1 Contributions

This thesis provides a comprehensive study of formal behavioural specification of reactive components in the context of modal specification theories. The abstract framework of a specification theory formalizes essential ingredients and properties of any formal theory supporting the compositional design and refinement of component interfaces with a focus on component compatibility. Specification theories have served as the common basis throughout the thesis in order to allow for detailed comparison of the introduced theories by morphisms and embeddings.

We have considered modal input/output automata (MIOs) as a flexible formalism for specifying the behaviour of communicating components. The may and must modalities for transitions support loose specifications and a stepwise refinement approach developing component-based systems in a top-down manner, from abstract specifications to implementations.

We have defined novel specification theories for MIOs, both a “strong” variant (based on strong modal refinement) and a “weak” observational variant (based on weak modal refinement). To accommodate current needs for rich heterogeneous formalisms for component-based design, we have proposed important extensions of MIOs that take into account data (MIODs) and quantitative aspects ($\mathcal{K}$-WMIOs) and we have shown how to obtain specification theories for these extensions (again distinguishing between “strong” and “weak” variant). Thus we have obtained a hierarchy of specification theories for (deterministic) MIOs, MIODs, $\mathcal{K}$-WMIOs and $\mathcal{K}$-WMIODs, see Figure 9.1, in which all introduced modal specification theories are related to each other by (reflective) embeddings.

In more detail, the hierarchy of modal specification theories in Figure 9.1 is the result of the following key contributions of this thesis:

- The modal specification theories $Th_{strong}^{MIO}$ and $Th_{strong}^{dMIO}$ have been inspired by related work in the literature [124, 158] being the starting point of this
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Th\textsubscript{MIO\text{weak}}\textit{weak}\n
Th\textsubscript{MIO\text{strong}}\textit{strong}\n
Th\textsubscript{dMIO\text{strong}}\textit{strong}\n
Figure 9.1: The hierarchy of modal specification theories introduced in this thesis. We have shown that in Th\textsubscript{dMIO\text{strong}}\textit{strong} modal refinement is equivalent to thorough refinement defined by inclusion of implementation semantics. Furthermore, we have shown in Chapter 7 that Th\textsubscript{dMIO\text{strong}}\textit{strong} is a complete specification theory supporting quotient, conjunction and a maximal environment correctness operator; this result has been particularly useful to derive modal contracts with an explicit contract composition operator (see below).

- For obtaining the observational specification theory Th\textsubscript{MIO\text{weak}}\textit{weak} for MIOs with weak modal refinement, we have introduced the novel notion of weak environment correctness that has been the solution to the problem that strong environment correctness (from Th\textsubscript{MIO\text{strong}}\textit{strong} and inspired by interface compatibility of interface automata [61]) is not preserved by weak modal refinement. Weak environment correctness requires that the environment guarantees to receive any outputs, possibly after some internal must-transitions.

- We have proposed MIOs with data constraints (MIODs) that enrich MIOs with provided and required state variables. The specification of data has been integrated by adding pre- and postconditions to transitions describing in which data states a transition is enabled and to which next (provided) data states the transition can lead. We extensively studied how modal refinement, environment correctness, and modal synchronous composition can be adapted accordingly to take into account pre- and postconditions.
The result has been the specification theories $\text{Th}^\text{MIOD}_{\text{strong}}$, $\text{Th}^\text{MIOD}_{\text{strong}}^d$ and $\text{Th}^\text{MIOD}_{\text{weak}}$ for MIOs. For the specification theories $\text{Th}^\text{MIOD}_{\text{strong}}$, $\text{Th}^\text{MIOD}_{\text{strong}}^d$, we have studied two additional topics:

- We have introduced predicate abstraction as a possible verification technique for strong modal refinement for finite MIOs but with infinite variable domains.
- Moreover, we have proposed a denotational semantics of implementations of MIOs, given by input/output automata with data states (IODs) that are implementation models with provided data states in each state and required data states on transitions. We have shown that the denotational semantics preserves both strong environment correctness and synchronous composition.

• We have also investigated MIOs extended with transition weights from an abstract, partially ordered weight structure $\mathcal{K}$. The obtained $\mathcal{K}$-weighted MIOs ($\mathcal{K}$-WMIOs) are capable of expressing constraints on non-functional properties such as resource consumption (power, fuel) or costs. We studied both strong and weak modal refinement for $\mathcal{K}$-WMIOs in which (additionally to the usual modal refinement of may- and must-transitions) transition weights can be refined by the partial order of $\mathcal{K}$. The result has been the specification theories $\text{Th}^\mathcal{K}_{\text{strong}}$, $\text{Th}^\mathcal{K}_{\text{strong}}^d$ and $\text{Th}^\mathcal{K}_{\text{weak}}$ for $\mathcal{K}$-WMIOs.

The notion of strong modal refinement of $\mathcal{K}$-WMIOs, that has been used for the definition of the above modal specification theories, can be generalized to modal refinement distances. We have studied how strong modal refinement can be lifted to modal refinement distances in the context of the weight structure $\mathcal{K}_{\text{intv}}$ of integer intervals. Modal refinement distances are functions from pairs of $\mathcal{K}_{\text{intv}}$-WMIOs to $\mathbb{R}_{\geq 0}$ measuring how “well” the refinement holds (with 0 meaning that strong modal refinement holds). We have shown how compositionality can be reformulated for modal refinement distances.

• The specification theories $\text{Th}^\mathcal{K}_{\text{strong}}$, $\text{Th}^\mathcal{K}_{\text{strong}}^d$ and $\text{Th}^\mathcal{K}_{\text{weak}}$ have been the result of the integration of data aspects and quantitative aspects into a single formalism.

On the abstract level of specification theories we have studied component contracts as a useful methodology in component-based design. Contracts explicitly distinguish between assumptions on the environment and guarantees of a component, strictly following the principle of separation of concerns. We have shown how one can build a contract theory in a generic way on top of any specification theory leading to generic definitions of contract semantics, contract refinement
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and contract dominance which defines necessary conditions for a contract to describe the structural combination of two contracts. For complete specification theories that feature conjunction, quotient and a maximal environment correctness operator, we have shown how to obtain a contract composition, i.e. a strongest dominating contract. Thus, for any instance of a (complete) specification theory one can obtain a corresponding contract theory “for free”. This has been exemplified by instantiating the generic contract framework for the complete specification theory \( T_{\text{dMIO}}^{\text{strong}} \) and for the specification theory \( T_{\text{dMIO}}^{\text{strong}} \), giving rise to modal contracts. Several examples have shown that modalities turn out to be very convenient for formulating loose environment assumptions.

Finally, the MIO Workbench is a tool for the verification of MIOs and modal contracts, implementing the specification theories \( T_{\text{dMIO}}^{\text{strong}} \), \( T_{\text{dMIO}}^{\text{weak}} \) as well as modal contracts obtained by instantiating the contract framework for \( T_{\text{dMIO}}^{\text{strong}} \). The MIO Workbench is based on the Eclipse framework \cite{75} and features an intuitive and easy-to-use graphical user interface. It supports a graphical MIO editor and modal contract editor, a graphical verification view for illustration of modal refinement and environment correctness checks, and features an expressive input language for the execution of verification tasks.

9.2 Discussion and Future Work

In this section we discuss findings together with future research directions on the basis of this thesis.

Specification theories, component languages and assemblies. The algebraic framework of a specification theory provides a common abstraction for all the formal theories introduced in this thesis. Specification theories have been inspired by de Alfaro and Henzinger’s work on interface theories \cite{62, 73}. We have distinguished between specification theory embeddings and reflective embeddings. Further work on this abstract framework may include a formal definition of products of specification theories to form new specification theories from existing ones, similar to what we have already done in this thesis: combining \( T_{\text{dMIO}}^{\text{strong}} \) with \( T_{\text{dMIO}}^{\text{weak}} \) resulting in the specification theory \( T_{\text{dMIO}}^{\text{weak}} \).

In the future more fine-grained features of component-based systems like signatures, channels, ports or connectors should be neatly integrated into the abstract framework of specification theories, similar to the work of Janisch \cite{112} or the work of Allen and Garlan on Wright \cite{4}. Furthermore, specification theories should explicitly support assemblies of components, with notions of assembly refinement and assembly compatibility. A first step into this direction has been developed by Hennicker and Knapp \cite{102}.
Modalities and variability. The formal theories presented in this thesis are based on variants of modal transition systems. The use of modalities in modelling the behaviour of component interfaces offers a greater specification variability and essentially increases the power of stepwise refinement from abstract specifications towards implementations. However, modal transition systems only provide means to specify local variability, in the sense that a transition may be implemented or dropped in a later refinement step. There are no global constraints on these choices possible, e.g. one might want to express that whenever one optional feature is implemented, then the other feature has to be there, too. Another example is the persistence of choices which cannot be expressed in modal transition systems, i.e. if we choose to implement an optional behaviour, we should do so whenever we reach that same state again. Recently, Beneš et al. [30] introduced parametric modal transition systems that try to resolve this problem by allowing constraints on parameters that regulate the possible choices of transitions to be implemented.

It would be interesting to integrate such extensions with respect to variability aspects into our work. We believe that environment correctness can be integrated in a straightforward way. Whether weak modal refinement can be defined, for instance for parametric modal transition systems [30], is an open issue.

Communication and compatibility. With regard to communication and compatibility of component interfaces (in this thesis defined via environment correctness), we have restricted our specification theories to modal transition systems with input, output and internal actions with binary synchronous communication only, i.e. component interfaces are composed by synchronizing on matching inputs and outputs. Environment correctness is closely connected to this communication scheme, and requires that whenever an output action is enabled, then the environment must be able to receive that output. This basic idea of environment correctness has also been at the core of compatibility in the related approach of interface automata [61], however, with the different optimistic view on compatibility.

More general communication schemes and associated compatibility notions are clearly desirable. We believe that adding the support for arbitrary synchronization schemes like in the BIP framework [40] or in Reo [8], in particular allowing $1:n$ communication like broadcast, would be a valuable effort. As compatibility is always tightly related to the desired communication scheme, a more general approach to communication errors is needed then. One possibility would be to lift the notion of stuck-freedom [86] of Fournet et al.– originally developed for CCS [142] – to the level of modal transition systems. Stuck-freedom is a kind of deadlock freedom, however, each process (or interface in our case) should not

---

1 Modelling with variability essentially follows the idea of loose algebraic specifications, see e.g. [162].
get stuck (or deadlock) as long as external actions are enabled meaning that the process is still willing to interact with its environment. We claim that output-compatibility for certain subclasses of MIOs could be equally analyzed with the more general approach using stuck-freedom. An alternative would be to use logics like the modal $\mu$-calculus [118] interpreted over modal transition systems like in [96]. Generalizing the satisfaction relation of [96] to a relativized satisfaction relation taking into account a given context would allow to express environment correctness and other compatibility notions by suitable formulae. Of course, refinement of the specification or the context would need to preserve the relativized satisfaction relation. It would also be interesting to integrate a logic into our abstract framework of a specification theory.

Another interesting direction of research is the integration of asynchronous compatibility. In [112, 20, 101] a specification theory was developed that defines asynchronous compatibility in the context of parallel composition in which component interfaces communicate via buffers. In principle, all of the introduced variants of MIOs in this thesis have to be reconsidered and studied to figure out how they work with asynchronous communication. In particular, it would be interesting to study asynchronous environment correctness for MIODs which was inherently synchronous so far: in the denotational semantics of implementations of MIODs, a transition labelled with $[\nu]a(\rho)$ is executed if $\nu$ is the data state of the environment and the environment offers a corresponding transition for $a$. So far it was assumed that the check for the environment’s data state and the execution of $a$ happens in one atomic step – which in the presence of asynchronous communication would not be possible anymore.

**Modal refinement distances.** We have presented a quantitative approach to system specification based on $K_{intr}$-WMIOs and modal refinement distances. One possible direction for future work is the integration of a suitable temporal logic that can express properties on the weights that are visited during a system run, e.g. one would like to decide whether there is a run such that the accumulated resource consumption stays below a given bound. A preliminary step is presented in our recent work [24] where we propose a subset of CTL extended with propositions reasoning about accumulated weights, and show various (un-)decidability results for the logic.

**Contracts.** In Chapter [7] we have shown how to derive a contract theory for a given (complete) specification theory. In particular, we required Assumption 4 to hold: whenever $S_1 \rightarrow S_2 \otimes E$ and $S_2 \rightarrow S_1 \otimes E$, then $S_1 \otimes S_2 \rightarrow E$. Specification theories for MIOs with weak environment correctness and weak modal refinement are neither complete nor satisfy Assumption 4. To overcome these problems, we believe that one has to integrate more structural elements into a contract and arrive at component contracts that consist of a component behaviour (or com-
ponent frame) $F$ together with a set of port contracts $(A_P, G_P)$ for each port $P$ that describe the assumptions and guarantees at this specific interaction point of the component. This extension is clearly closely related with the previously mentioned issue of integrating structural component concepts into specification theories. A first step into this direction is presented in our recent work [21], however, there is still missing a notion of dominance that semantically formulates requirements of contract compositions, and hence the formal treatment of deriving most permissive assumptions for proper contract compositions is to be added.

**Tool support.** So far, the MIO Workbench provides tool support for the specification theories $Th^{MIO}_{\text{strong}}$, $Th^{dMIO}_{\text{strong}}$, $Th^{MIO}_{\text{weak}}$, as well as modal contracts obtained by instantiating the contract framework for $Th^{dMIO}_{\text{strong}}$. Clearly, all other modal specification theories of Figure 9.1 should be added, including a support for modal refinement distances for $\mathcal{K}_{\text{into}}$-WMIOs. The implementation of the modal specification theories for MIODs, in particular predicate abstract for strong modal refinement, would be very worthwhile in order to model and work with larger case studies. Error reporting for modal refinement and environment correctness for (small) *deterministic* MIOs is conveniently realized by the verification view. However, for *non-deterministic* MIOs, the verification view cannot handle negative answers in a satisfactory manner. For instance, if a modal refinement check for non-deterministic MIOs is negative, the verification view can only present a path to a state pair that does not satisfy the conditions required by the refinement relation. As MIOs are in general non-deterministic, there could be many such paths that are better illustrated by a modal refinement game: the user should be able to play the modal refinement game (possibly directly on the graphical representation of MIOs) against the computer that uses a winning strategy for showing that the modal refinement does not hold.

Moreover, integrating hierarchical models, assemblies of specifications, in the sense of [102], and finally port-based components is also desirable. We strongly believe that having a sophisticated tool support is an indispensable prerequisite for handling large, industrial case studies.

**Software produce lines.** In a larger context, modal transition systems have gained a lot of interest in the software product lines community. Software product lines or software product families are sets of related software products with many similarities but varying functionality. Software product line engineering is often used as a term for the process of managing the development of software product families, see [152] for an overview. For instance, when embedded systems are realized with similar hardware devices the software usually differs only in some variation points depending on the functionality of the hardware device used. Over the last years, modal transition systems have been used to
model behavioural variability with a prospective application to software product line modelling [84, 124, 77, 78]. This line of research is of high practical interest with a promising application area for all the modal specification theories studied in this thesis.
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