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Summary

The global carbon cycle is substantially influenced by the terrestrial biosphere. Against
the background of accelerating global change and in particular of the rising CO2-concen-
tration in the atmosphere and associated climate change, the scientific community is
highly interested in analyzing and understanding the dynamics of the global carbon cycle.
The highly complex processes determining the gross primary production – the carbon
uptake and assimilation by photosynthetically active plants at ecosystem level – are of
particular relevance in this context and form the focus of this thesis. Only a comprehensive
observation network and thorough analyses of those interdependencies enable scientists
to achieve the objective of developing future scenarios and, finally, establishing adaptation
and mitigation strategies to combat the consequences of climate change.

To meet this challenge, measurement networks such as FLUXNET have been initiated.
Around the world, FLUXNET participants collect and provide data on the exchange of
energy and matter between vegetation stands and the atmosphere with the so-called
eddy-covariance (EC) technique. These EC measurements support the identification
and understanding of ecosystem processes and are indispensable for purposes of devel-
oping, calibrating and validating simulation models. However, if these soil-vegetation-
atmosphere-transfer (SVAT)models are to be applied on larger scales, spatially continuous
input data are needed. Remote sensing as only source of large-scale information on the
land surface can serve this purpose. MODIS, a satellite sensor specifically designed
for this task, has proven to be a key sensor for observing ecosystem states and track-
ing changes. Modeling, EC measurements and remote sensing complement each other
synergistically.

Existing SVAT models have shown to suffer from limitations: A mismatch between the
small scale and high complexity of the process descriptions implemented in the model
and the larger model application scale with scarce data sources has been detected. This
mismatch can render parameter calibrations difficult and predictions uncertain. Other
models specifically established for large-scale applications are, on the contrary, typically
formulated with parsimonious model structures. They are parametrized with fixed or
coarsely grouped values as well as predefined relationships between ecosystem processes
and environmental drivers that often do not hold when compared with EC measurement
data.

The overarching objective of this thesis is to exploit the powerful combination of modeling,
EC measurements and remote sensing in order to develop a simple but robust model
for the gross primary production of vegetation stands. Furthermore, an extrapolation
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scheme is sought with which the model parameters calibrated at FLUXNET sites can be
regionalized. To achieve this aim, the well-established concept of light use efficiency is
chosen as modeling framework. The basic equation is successively refined until the model
complexity commensurates with the observations made at daily time steps. To serve this
purpose, non-linear data analysis tools are applied to exploit the information content
of EC measurement data. The functional forms describing the relationships between
the photosynthetic gross CO2 flux and environmental drivers are directly identified
from the measurement data without making strong a priori assumptions. In this way,
physical process understanding is coupled with the information on ecosystem processes
as reflected in the measurement data. To apply the MODIS data products in a best
possible way and avoid usage pitfalls, a thorough analysis of a core MODIS product used
throughout this thesis is carried out.

The derived model demands not more than three environmental variables, namely the ab-
sorbed photosynthetically active radiation, temperature and a water availability measure.
Despite its simplicity, the model captures a great proportion of the day-to-day variations
of the gross primary production as measured at the study sites. The unique model struc-
ture accounts for variable influences of temperature and droughts on the photosynthetic
gross CO2 flux at different sites. This inherent model characteristic renders the model
widely applicable and enables its usage for differing vegetation types and environmental
conditions ranging from boreal needleleaf forests to semi-arid grasslands. The optimized
set of model parameters is well defined and the model uncertainty due to the parameter
calibration is generally found to be low.

To allow for model applications at larger scales, the calibrated model parameters are re-
lated to climatic and biophysical site characteristics bymeans of support vector regression,
a powerful machine learning technique. A novel framework is set up which automatically
and objectively selects the explanatory features for each model parameter out of a large
set of site characteristics. In a cross-validation, the time series of the photosynthetic
gross CO2 flux modeled with the extrapolated parameters correlates very well with the
measured dynamics. Likewise, the cumulative sums of the gross primary production as
stringent performance criterion compare satisfyingly with the measured sums. Overall,
the performed cross-validation proved the proposed scheme to be highly suitable for the
extrapolation of model parameters and thus allows the model application at larger scales.

The modeling and extrapolation framework presented in this thesis contributes substan-
tially to the efforts of the scientific community to predict the gross primary production
under future environmental conditions. The data-driven approach followed in this thesis
likewise appears to be appropriate for modeling other ecosystem fluxes such as the evap-
otranspiration. This crucial component of the water cycle, which is intrinsically linked to
the carbon cycle, is also of major importance in a changing environment.
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1
Introduction

1.1 Thematic Background and Motivation

1.1.1 The Terrestrial Biosphere and the Carbon Cycle

The terrestrial biosphere and the atmosphere are tightly coupled through the exchange of
energy and matter (Monteith & Unsworth, 2008). A central component of this interdepen-
dency is the assimilation of CO2 by photosynthesis of plants. Through this physiological
process – at the ecosystem level also referred to as gross primary production – terrestrial
ecosystems assimilate approximately 120 Pg carbon per year (Beer et al., 2010) – compared
to 5 Pg carbon released from fossil fuel burning (Janzen, 2004). Thus this assimilation
process by plants modulates substantially the global carbon cycle (Schimel et al., 2001),
especially in the Northern hemisphere (Fan et al., 1998).

Motivated by the substantial anthropogenic increase in atmospheric CO2 and associated
climate change scenarios (Cox et al., 2000), the scientific community has payed increased
attention to the respective role of the terrestrial biosphere within this complex system
(Running, 2008; Thornton et al., 2009; Mahecha et al., 2010). Addressing this scientific issue
is complicated by the fact that the rising atmospheric CO2 concentration and the associated
changing climate factors have implications on the functioning of ecosystems. Vice versa,
small alterations in the terrestrial carbon balance are likely to pose a significant impact
on CO2 concentrations in the atmosphere. Hence, feedback mechanisms are provoked in
a complex and non-linear manner rendering predictions difficult and uncertain (Cramer
et al., 2001; Heimann & Reichstein, 2008; Piao et al., 2009; Thornton et al., 2009; Arneth et al.,
2010; Zaehle et al., 2010). The question if terrestrial biosphere-atmosphere interactions
mitigate or amplify anthropogenic climate change under future climate scenarios is still
an active field of research (Frank et al., 2010; Friedlingstein & Prentice, 2010; Zhao &
Running, 2010; Betts et al., 2011) subject to immense public interest and being of politically
explosive nature (Klein et al., 2005; Parry, 2007; Lahsen, 2009).



2 1. Introduction

Quantifying the global carbon balance under current conditions is a prerequisite for
developing future scenarios; the identification of the main drivers of photosynthetic
CO2 uptake as largest terrestrial carbon flux component is of central importance in this
respect (Running, 2008; Beer et al., 2010; Yi et al., 2010). This dissertation approaches
this issue and focuses on developing a scheme to estimate the gross CO2 uptake by
plants for a wide range of biomes. To meet this challenge, the combination of (i) field
measurements and experiments, (ii) remote sensing from airborne or satellite platforms,
and (iii) simulation models offer the best promise (Roughgarden et al., 1991; Knorr &
Heimann, 2001b; Lefsky et al., 2002; Turner et al., 2004b; Gamon et al., 2006). None of these
three approaches alone is feasible to serve the purpose of understanding, monitoring
and prognosticating the carbon exchange by the terrestrial biosphere, but together they
frame a powerful, self-amplifying triangle and provide a promising pathway for the
collaboration of ecologists, biologists and chemists, information scientists and physicists
(Baldocchi et al., 1996; Running et al., 1999; Ustin & Gamon, 2010).

1.1.2 Micrometeorological Measurements

In the last two decades, large efforts in gathering data around the globe have been un-
dertaken to monitor exchanges of CO2, water vapor and energy between vegetation
and the atmosphere in field-measurement campaigns. FLUXNET (Baldocchi et al., 1988,
2001), a highly recognized, world-wide measurement network using eddy-covariance
(EC) techniques, arose from these endeavors (Friend et al., 2007; Baldocchi, 2008) and led
to concerted research projects aiming at the quantification and characterization of the ter-
restrial carbon exchange (Falge et al., 2002; Luyssaert et al., 2007; Yi et al., 2010). FLUXNET
is a global research network of currently over 500 EC towers, which measure the exchange
of energy, water vapor and CO2 along with further important meteorological variables.
These long-term measurement efforts provide valuable insights into the functioning of
ecosystems (Friend et al., 2007). FLUXNET merges these valuable data collected around
the world in a comprehensive database and provides the scientific community a unique
opportunity to establish understanding of ecosystem exchange processes and to set up,
calibrate and validate models to predict ecosystem behavior in a changing environment
(Wang et al., 2007b; Stoeckli et al., 2008; Williams et al., 2009).

1.1.3 Remote Sensing

Continuous EC measurements by micrometeorological flux towers have become indis-
pensable in monitoring the exchange of energy, carbon and water fluxes between the
terrestrial biosphere and the atmosphere. However, flux towers can only catch a glimpse
on ecosystem processes given their quasi-point measurement nature, which stands in
contrast to the usually more extensive, spatially continuous model application and map-



1.1 Thematic Background and Motivation 3

ping scale. Satellite remote sensing, instead, offers spatially continuous information. It
can consequently help to dissolve the dilemma of having scattered point-like measure-
ments on the one hand and the need to determine and predict exchange processes at
a local, regional or even global scale on the other hand by bridging the gap between
these scales (Running et al., 1999; Turner et al., 2004a; Coops et al., 2007; Schaepman
et al., 2009). Furthermore, remote sensing can provide ecosystem characteristics that are
time-consuming or difficult to gather in the field (Hanan & Begue, 1995; Juarez et al., 2009;
Zheng & Moskal, 2009). Vice versa, the validation of remote sensing products relies on
continuous measurements such as done at the FLUXNET sites (Cohen et al., 2003; Baret
et al., 2006).

As recently as in the year 1991, it was noted: "There has never been a remote sensing
instrument designed for ecological research" (Roughgarden et al., 1991, p. 1921). Fortu-
nately, this situation has improved: Sensors such as the Advanced Very High Resolution
Radiometer (AVHRR) onboard the Polar Orbiting Environmental Satellites (POES), SPOT
sensors (Satellite Pour l’Observation de la Terre) of the French Space Agency, the CHRIS
(CompactHighResolution Imaging Spectrometer) sensor on the European SpaceAgency’s
PROBA (PRoject for On-Board Autonomy) satellite or the NASA’s (National Aeronautics
and Space Administration) MODIS (Moderate Resolution Imaging Spectroradiometer)
were specifically designed to serve the purposes and demands of environmental research.

Amongst them, the MODIS sensor (King et al., 1992; Running et al., 1994; Justice et al.,
1998; Xiong et al., 2009) has proven itself a key sensor in remote sensing of ecosystem
dynamics and land surface processes. The sensor is mounted onboard the satellites
Terra and Aqua, which were launched within the framework of NASA’s EOS program
(Earth Observing System). MODIS data have been widely applied in studies to detect the
vegetation physiological status (e.g. Huete et al., 2002; Doraiswamy et al., 2005; Houborg
et al., 2007; Roehrig & Laudien, 2009), to track the course of phenology (Zhang et al.,
2003; Soudani et al., 2008; Julien & Sobrino, 2009), detect biodiversity changes (Duro et al.,
2007; Huang et al., 2009; He et al., 2009), dust storms (Hao & Qu, 2007) and burned areas
(Giglio et al., 2006; Chuvieco et al., 2008; Al-Saadi et al., 2008; Soja et al., 2009), to document
vegetation responses to global climate patterns (Potter et al., 2008), to assist in protected
area management (Crabtree et al., 2009; Nemani et al., 2009) and drought monitoring
(Wang et al., 2009), or to study explicatively the global carbon cycle (Jung et al., 2008;
Turner et al., 2006; Zhao & Qualls, 2006).

The ORNL DAAC (Oak Ridge National Laboratory Distributed Active Archive Center)
supports the synergetic interaction between micrometeorological tower measurements,
modeling and remote sensing: The institute makes resampled key remote sensing prod-
ucts from MODIS as so called "MODIS Land Product Subsets" freely available. These
files are provided in an easy to handle ASCII-format and comprise selected MODIS land
products, which are resampled specifically for FLUXNET and other long-term measure-
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ment sites. The subsets contain a grid with 7x7 1-km2 pixels, whereas the measurement
tower is located in the center pixel. One of the subset products retrieved from MODIS
Terra and Aqua data is MOD15A2 or MYD15A2, respectively, which provides 8-day
estimates of the leaf area index (LAI) accompanied by the closely related FPAR (Fraction
of Absorbed Photosynthetically Active Radiation Myneni et al. (2002)). At least one of
these two variables is a fundamental characteristic in almost every model concerning
the exchange of energy, water and carbon of ecosystems. In this context the MODIS
LAI/FPAR product has been used frequently for gross primary production models (e.g.
Yang et al., 2007; Xiao et al., 2008a; Zhao & Running, 2010) and is employed in this thesis,
too.

However, the time series provided by the MODIS LAI/FPAR product has shown to be
quite unstable with respect to the smooth LAI/FPAR time series that can be expected
from a vegetation stand that had been not exposed to extreme events (Weiss et al., 2004;
Lu et al., 2007; Xiao et al., 2009). Furthermore, the user is confronted with a variety of
options regarding quality filtering, spatial aggregation and sensor choice, for which no
standardized application is common amongst the users. The necessity of spatial and
temporal smoothing and interpolating of the noisy and incomplete time series has often
been formulated and respective methods have been proposed (Gu et al., 2006; Fang et al.,
2008; Gao et al., 2008; Borak & Jasinski, 2009). However, the effects of all the mentioned
options (spatial aggregations, quality filtering, sensor choice) on the resulting time series
and the consequences for model applications have not been studied explicitly yet. This
dissertation takes a critical look at these issues.

1.1.4 Modeling of Gross Primary Production

Prior to the availability of comprehensive data sets from observation networks, research
had rather focused on studying biochemical and biophysical processes of photosynthesis
under laboratory conditions. These processes are well understood on cell, leaf and plant
scales (e.g. Farquhar et al., 1980; Stitt, 2006). Sophisticated process models simulating
carbon fluxes have been formulated at these scales and incorporated into soil-vegetation-
atmosphere transfer model schemes (Collatz et al., 1991), which have more and more
often found their way into global circulation models (Sellers et al., 1997; Cox et al., 1998;
Cowling et al., 2009).

However, the up-scaling in time and space from a cell, leaf and plant scale to the stand-
level, landscapes or even regional dimensions is not straightforward and incorporates
non-linear relationships (Leuning et al., 1995). Furthermore, the complex photosynthesis
models need many detailed input parameters, which are often not measurable or not
available at canopy or regional scales. This situation can lead to the problem of parameter
equifinality referring to the non-uniqueness of optimized parameter sets (Franks et al.,
1997; Wang et al., 2001). This means that a more or less equally good model performance
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can be achieved by various parameter sets, a fact which consequently renders model
predictions uncertain (Beven & Freer, 2001; Schulz et al., 2001).

An alternative strategy to circumvent these difficulties is the development of plant-
physiological process models specifically for regional scale and inter-seasonal or inter-
annual purposes. Biosphere models like Biome-BGC (Running & Hunt, 1993) or BETHY
(Knorr, 2000) with daily time steps were designed with the compromise between mecha-
nistic details on the one hand and simplified process description and integrated consider-
ation of biology and geochemistry on the other hand. Still, these models are subject to
uncertainty in process parameters; studies have revealed that even these models devel-
oped in a process and scale integrating manner show an imbalance between the input
data requirements and the actual information content of measurement data, which en-
hances the forecast uncertainty significantly (Knorr & Heimann, 2001a,b; Zaehle et al.,
2005; White et al., 2000). A frequently tested possible solution for this dilemma are data
assimilation schemes to further constrain these models (Kaminski et al., 2002; Knorr &
Kattge, 2005; Rayner et al., 2005; Williams et al., 2004). This tactic has been made feasible
by the growing number of ecosystem observation networks such as FLUXNET, satellite
driven programs from ESA or NASA and integrative platforms like NESDIS (National
Environmental Satellite, Data and Information Service).

Some studies go even further to overcome the restrictions of lacking information content
in the available data to constrain model processes and to make the quantification of gross
primary productivity better applicable for larger scales: They chose parsimonious model
structures without the implementation of explicit physiological processes occurring at cell
and leaf scale. Such diagnostic models treat canopies as functional units by aggregating
and averaging processes over space and time. A very popular approach amongst those
models integrating system dynamics uses the concept of light use efficiency, which
represents the ratio of carbon biomass production per unit of absorbed photosynthetically
active radiation (Watson, 1947; Monteith, 1972; Monteith & Unsworth, 2008):

FG = ε · APAR (1.1)

with FG being the gross carbon uptake, ε being the light use efficiency, and APAR the
photosynthetically active radiation being absorbed. The latter is mainly a function of the
amount of incident radiation, of the available leaf surface area and chlorophyll content
(Sellers, 1985; Dawson et al., 2003) as well as a function of the leaves geometrical position
in relation to the incoming radiation (Chen & Black, 1992). The light use efficiency concept
is based on the "functional convergence hypothesis" stating that canopies act as resource
constrained units that optimize the capture of light to maximize carbon gain as a result
of evolutionary processes (Field, 1991). Convergence of form and functions are a conse-
quence of resource limitations and evolutionary adaption processes to environmental
constraints (Funk &Vitousek, 2007; Ustin &Gamon, 2010). The actually reached efficiency
with which the absorbed radiation as primary resource of photosynthesis is used, is thus
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assumed to be the result of a maximal possible efficiency limited by other resources such
as water, and environmental conditions such as the ambient temperature (Runyon et al.,
1994). Various studies have proven the light use efficiency to be quite constant over the
day, a fact which makes the light use efficiency concept particularly suitable for daily time
step models (Ruimy et al., 1995; Rosati & Dejong, 2003; Sims et al., 2005).

The light use efficiency approach has been used as a stand-alone application (Yuan et al.,
2007; Mäkelä et al., 2008) as well as integrated in ecosystem models (Coops et al., 2005). It
has been driven with groundmeasurement data as well as combined with remote sensing
data (Potter et al., 1993; Law &Waring, 1994; Prince et al., 1995; Zhao & Running, 2008).
The NASA’s EOS program makes a global estimation of the gross primary production
available (Running et al., 1999; Zhao et al., 2005); the product is based on the light use
efficiency approach, too. The light use efficiency parameter has been implemented in
ecosystem models as a constant (Landsberg & Waring, 1997; Veroustraete et al., 2002) or
modified by restricting environmental factors such as temperature and vapor pressure
deficit with predefined functions (McMurtrie et al., 1994; Prince et al., 1995; Veroustraete
et al., 2002; Xiao et al., 2004a; Yuan et al., 2007; Mäkelä et al., 2008). To do so, the maximum
light use efficiency is usually multiplied with scalars defined by a priori specified functions
of the limiting conditions (Potter et al., 1993).

Overall, numerous gross primary production models have been proposed and cross-
validated with the help of FLUXNET data, but they have mostly been limited to specific
vegetation types and regions (e.g. Xiao et al., 2004a,b, 2005; Mäkelä et al., 2008; Yan et al.,
2009). Furthermore, they are either too complex for the application at stand-level or
larger scales demanding a data information content that can not be satisfied, or they
make too strong assumptions that can not hold for a variety of vegetation stands. Many
questions have remained unanswered in the field of light use efficiency modeling, that
is still "an active area of research with issues remaining to be solved on the leaf, stand,
and landscape level [...] targeting issues of upscaling from site observations to ecoregion,
biome, and global level [...] with major challenges evident in the areas of modelling"
(Hilker et al., 2008, p. 418). There is still little clear evidence for relationships between the
variability of the light use efficiency parameter for differing vegetation types and climatic
drivers (Turner et al., 2003b; Still et al., 2004). Furthermore, as stated by Garbulsky et al.
(2010), many of the relationships applied in typical models – such as used as function
limiting the maximum light use efficiency – were derived from other models rather than
measurements matching the spatial and temporal model application scales. This thesis is
a response to the discussed problems and open questions of gross primary production
models.
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1.1.5 Extrapolation

Estimating gross primary production apart frommeasurement sites requires beside a pro-
found understanding of the ecosystem dynamics an extensive, scale-corresponding data
basis. At the latest when large-scale patterns are to be captured and spatially continuous
maps of gross primary production are to be produced, remote sensing has to complement
modeling approaches to allow for this task. As the MODIS gross primary production
algorithm mentioned above demonstrates, there have been attempts to produce spatially
continuous maps of gross primary production on regional or even global scale by means
of light use efficiency models, which have been tested at field measurement sites and
applied with the help of remote sensing.

In these cases, the light use efficiency models are driven by remotely sensed vegetation
properties such as vegetation indices, which reflect the physiological status of plants, and
by spatial fields of meteorological variables to detect conditions limiting photosynthesis.
The latter are usually either produced by the interpolation of measurements made by
meteorological networks such as provided by the NASA’s Data Assimilation Office (DAO)
or by retrieving the meteorological variables or surrogates of them, respectively, with
remote sensing. Typically, the maximum light use efficiency (εmax) – to name the most
important parameter of a light use efficiency model – is either set to a fixed value or to a
land class dependent constant stored in look-up tables (Running et al., 2004; Turner et al.,
2003a). The well-known MODIS gross primary production algorithm uses a defined εmax

for the six considered vegetation classes (Zhao & Running, 2010). This assignment of
εmax-values to a few, broad vegetation classes is assumed to be the major cause that the
MODIS gross primary production product reveals significant problems when compared
to EC measurement data (Heinsch et al., 2006; Yang et al., 2007; Zhang et al., 2008; Wu
et al., 2010a). Generally, the assumption of a constant maximum light use efficiency "for
different sites within a given biome is far from optimum and is the possible cause of
the low performance of the photosynthetic uptake models" (Garbulsky et al., 2010, p.
255). Stoy et al. (2009) noted, too, that static ecosystem assumptions may not be valid over
longer time and larger spatial scales with probable changes in ecosystem structure and
functioning being involved. In recent studies, Groenendijk et al. (2011) and Mäkelä et al.
(2008) confirmed that there is no general set of parameters for gross primary production
models; even more, the parameters vary strongly within broad vegetation classes and
even within simple plant functional types specified by coarse vegetation and climate
classifications. Another way some studies followed to tackle the problem of deriving
spatially continuous gross primary production estimates is the use of model-independent,
purely empirical machine learning algorithms trained with meteorological data, remotely
sensed vegetation properties and vegetation type in a "black-box"-fashion (Papale &
Valentini, 2003; Yang et al., 2007).
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Overall, "current remote sensingmethodologies for estimating gross primary productivity
are not satisfactory" (Garbulsky et al., 2010, p.2860) despite numerous attempts made. A
further alternative strategy could be constituted by relating calibrated light use efficiency
model parameters to site specific information and utilize these relationships to regionalize
the parameters. This approach would lead to more flexible model parameterizations
facilitating the model application to a broad range of vegetation types and climatological
conditions. This dissertation follows this approach, since – unlike in the field of hydrology
– explicit regionalization strategies for calibrated model parameters across biomes have
not been pursued with the necessary emphasis until recently. Respective efforts – sparked
by unprecedented, harmonized data assemblies – have recently got new impetus (Jung
et al., 2009; Garbulsky et al., 2010; Groenendijk et al., 2011).

1.2 Research Objectives

1.2.1 Outline

The comprehensive FLUXNET and MODIS data sets represent a substantial financial
investment into understanding the role of the terrestrial biosphere in the Earth system.
This work is dedicated to utilize these data collections and exploit relevant information
content extractable from FLUXNET data sets with non-stationary and non-linear dynamic
time series analysis tools in order to derive a robust light use efficiency model with daily
time steps to account for seasonal dynamics. Measurement data are given more weight in
the model building process than usual. In this way problems with highly uncertain model
parameter calibrations due to lacking information content of the available data shall be
circumvented. At the same time, the structure of the light use efficiencymodel is sought to
be so flexible that it is applicable to various vegetation types under awide range of climatic
conditions. The site-specific calibration of the model parameters such as the maximum
light use efficiency allows for parameter sets whose dependence on site conditions is not
restricted to broad vegetation classes. The development of an extrapolation scheme is a
first attempt towards a robust temporal and spatial extrapolation of flux measurements
via model parameter regionalization. The MODIS LAI/FPAR product is applied in both
steps – model building and extrapolation – and thus an important product within this
study. Therefore, a thorough analysis of possible usage options is carried out to deduce
optimal application strategies.

This thesis is structured in three main chapters, which build upon each other and present
the research on the three discussed topics carried out in this thesis: analysis of the usage
options of the MODIS LAI/FPAR product (chapter 3), formulation of a light use efficiency
model (chapter 4) and, finally, exploration of a proposed extrapolation scheme (chapter
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5). A preceding chapter (chapter 2) presents the data used throughout all study parts
of this thesis as well as general data processing methods. Chapter 6, finally, completes
this thesis with a synthesis and an overall discussion of the three study parts and makes
suggestions for further research activities. The appendix provides additional tables on
the study sites and results. In the following, a short introduction is given to the three
core chapters of this thesis.

1.2.2 Investigating Usage Options of MODIS LAI/FPAR Data

Chapter 3 deals with several usage options of MODIS LAI/FPAR data, since this remote
sensing product provides key input data for ecosystem models and in this function it
will be extensively used in this thesis, too: FPAR is an input variable for the derived light
use efficiency model, and the LAI serves as important characteristic for the extrapolation
scheme. But as a matter of fact, there is still no consensus on the product’s mode of usage
and its combination with FLUXNET data concerning (i) spatial aggregating, (ii) sensor
choice (Terra, Aqua, or both) and (iii) the employment of the additionally provided quality
criteria (QC), despite the frequent application of this product in ecosystem models. With
the final aim of finding a way for an optimal application of the MODIS LAI/FPAR subsets,
various usage options are explored. Using the example of the LAI values provided by this
MODIS product, the effects of applying various QC filters on magnitude and temporal
dynamics of MODIS LAI time series are analyzed at six exemplary FLUXNET sites.
Furthermore, the advantage of a spatial aggregation of LAI values of the pixels available
in theMODIS subset around the pixel containing the measurement tower is explored. The
benefits of taking Terra, Aqua or both sensor products into account is studied. Finally, the
sensitivity of a simple soil-vegetation-atmosphere-transfer (SVAT) model on differently
post-processed LAI times series is assessed. The results of this analysis enable a best
possible utilization of the MODIS LAI/FPAR product in the subsequent modeling and
extrapolation studies.

1.2.3 Deriving a Light Use Efficiency Model

A novel model for the gross primary production on stand-level is formulated in chapter 4
to circumvent some of the typical problems of ecosystem models elaborated above (see
section 1.1.4). This study distinguishes itself from existing ones by (i) its data-driven
model building approach which makes a minimum of prior functional assumptions,
by (ii) avoiding the assignment of fixed parameter values for broad vegetation classes
without (iii) making the model so complex that difficulties in the context of parameter
calibration arise, by (iv) allowing for an explicit extrapolation to larger scales with remote
sensing data, and by (v) the resulting flexible model structure which makes it possible to
apply the model to a wide variety of climate conditions.
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As mentioned above, relationships like the basic light use efficiency equation are well
suited as a starting point for model identification procedures in a top-down fashion. The
model building process in this study starts therefore with an "oversimplified" model
structure based on the light use efficiency concept. Micrometeorological measurements
from a broad range of FLUXNET sites are then analyzed to further refine the modeling
scheme. This approach enables the formulation of a flexible but robust hybrid stochastic-
mechanistic model with not more complexity than can be supported by the observation
data information content.

Suitable tools for this methodology are non-parametric state-dependent parameter es-
timation (SDP) and dynamic linear regression (DLR) based on filtering and smoothing
techniques. They allow for the time and state dependent evolution of model parameters
to be estimated directly from measured time series (Young & Pedegral, 1999; Young
et al., 2001) and have shown to be capable of capturing seasonal behavior of ecosystems
(Young, 1998; Schulz & Jarvis, 2004; Jarvis et al., 2004; Gamier, 2006; Taylor et al., 2007).
Uncertainties inevitably arise when constraining a model with observations, but using the
mentioned analysis tools in conjunction with the selection of an appropriate noise vari-
ance ratio (see below) when estimating the time or state dependencies, the uncertainties
remain traceable.

In this study, SDP and DLR are employed to derive a simple but – in contrast to many
models published earlier – broadly applicable model structure for the estimation of gross
primary production by extracting state-dependencies of the time-varying light use effi-
ciency parameter ε. Based on these results, functional forms describing ε are incorporated
into the model structure. The model parameters are calibrated site specifically following
the assumption that there is no single set of parameters that describes the behavior of sites
across climate classes and vegetation types. Finally, the optimized model parameters are
qualitatively analyzed for patterns which relate themselves to site specific characteristics
serving the final aim of regionalizing the model parameters.

1.2.4 Finding an Extrapolation Scheme

In chapter 5, finally, the model parameters calibrated at FLUXNET sites are related to a
variety of site characteristics in oder to spatially extrapolate them to unobserved sites
as a first step towards regionalization schemes for spatially continuous gross primary
production maps. To do so, site characteristics are extracted from the available FLUXNET
and MODIS data: General vegetations and climate classes are selected, climate charac-
teristics such as the average annual temperature amplitude are taken into account, as
well as physiological and phenological characteristics. Support vector regression (SVR), a
powerful machine learning technique, is applied to relate the model parameters to these
characteristics. SVR has a high generalization capacity and offers the advantage over
many similar methods in avoiding over-fitting of training data. It is suitable for capturing
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highly non-linear relationships and, moreover, is capable of exploiting information from
relatively small training data sets.

Apparently, the described spatial extrapolation approach and even more the data-based
derivation of a light use efficiency model sketched above rely on the existence of suitable
data sets. Indeed, the growing number of micrometeorological and flux measurements
within the FLUXNET framework makes such an approach as proposed in this thesis more
feasible than ever.





2
Data and

Data Processing Methods

2.1 Overview

Throughout this thesis, data from two sources are used: micrometeorological measure-
ments provided by FLUXNET and products from the satellite sensor MODIS. FLUXNET
data as well as MODIS products are coordinated by the ORNL DAAC (Oak Ridge Na-
tional Laboratory Distributed Active Archive Center), one of the large NASA’s (National
Aeronautics and Space Administration) Earth Observing System Data and Information
System (EOSDIS) data centers. In this chapter, the FLUXNET data are characterized,
data processing measures are explained and the applied MODIS products are described.
Finally, general model performance measures and criteria for the comparison of time
series are introduced.

2.2 Micrometeorological Data

2.2.1 FLUXNET Study Sites

FLUXNET – organized under the roof of NASA’s ORNL DAAC – is a global research net-
work of currently over 500 measurement towers, which continuously gather standardized
data on the exchange of energy, water and CO2 at the canopy level (Baldocchi et al., 2001);
additionally, meteorological information and relevant site characteristics are collected.
FLUXNET itself is an umbrella organization for regional measurement networks such as
AmeriFlux and CarboEurope, naming the largest ones. The distribution of the vegetation
types, in which the towers are located in, mirrors roughly the fraction the respective
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Figure 2.1: Geographical location of the FLUXNET measurement towers and their organizational
affiliation. (FLUXNET)

vegetation types cover globally. Figure 2.1 showing the flux towers distributed throughout
the world underlines the great scientific potential of this network to elucidate temporal
and spatial dynamics and variability of carbon, water and energy fluxes.

44 forest and grassland FLUXNET sites in climate zones reaching from boreal to semi-arid
were chosen as data base for this study. The selection criterion was the existence of at
least three measurement years at the beginning of this study and no measurement gaps
exceeding 14 consecutive missing days. The regional networks outside North America
and Europe are growing fast but at the time starting this project, longer time series were
only available from AmeriFlux and CarboEurope. The selected sites are therefore located
in North America and Europe (Figure 2.2) and comprise 18 coniferous forest sites, 12
deciduous, 5 mixed, 2 evergreen forests as well as 7 grasslands. The majority of them
is located in the continental climate type according to the Köppen-Geiger classification
(21 sites), but the temperate climate is (with 20 sites) nearly as strongly represented.
Only three sites are characterized by a dry climate. Table A.1 summarizes the main
characteristics of the selected sites. Meanwhile, a standardized synthesis data set ("La
Thuile") is available for FLUXNET data providers and selected project teams (Agarwal
et al., 2008). Since our team did not got access before the final stage of this thesis, the La
Thuile data set is only used for comparison with the flux data processing method applied
in this thesis (see section 2.2.3).
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Figure 2.2: Geographical location of the 44 study sites and their dominant vegetation type. DBF:
deciduous broadleaf forest, ENF: evergreen needleleaf forest, MF: mixed forest, EBF: evergreen
broadleaf forest. The center of the markers indicates the location of the towers.

2.2.2 Eddy-Covariance Measurements

To measure the exchange of energy, water and CO2 the eddy-covariance (EC) measure-
ment technique is the method of choice. FLUXNET participants use the sophisticated
EC technique, too, and that in a standardized manner regarding instrumentation and
data processing to facilitate cross-site comparisons (Papale et al., 2006). The underly-
ing idea behind the EC technique is the assumption that the vertical air flow above a
canopy – and with it the transportation of energy and matter – consists of air parcels
in turbulent motion and this turbulence is the main driver of transfers of energy and
matter; these air parcels are called eddies. The EC technique quantifies this motion along
with concentration measurements of the desired entity. These two turbulent variables
are decomposed into mean and fluctuating components (Arya, 2001). After this so-called
Reynolds decomposition and averaging, the resulting flux density is finally calculated as
the covariance between the fluctuations of the velocity of the vertical air movements, w′,
and the mixing ratio of interest (Baldocchi, 2003). In case of the net CO2 flux, FN , this is:

FN = ρa · w′ · c′ (2.1)

with ρa being the air density and c′ the fluctuation of the CO2 mixing ratio. This equation
is valid under the assumption of negligible density fluctuations and mean vertical flow
over horizontal, homogeneous terrain. The measurements are representative of a specific
up-wind area, called the "footprint" or "fetch" (Schmid et al., 2000). This area depends
mainly on the height of the measurements made, the surface roughness length, wind
speed and direction and atmospheric stability (Chen et al., 2009).

The technique obviously requires measurements being done above the canopy but still
within the boundary layer of interest, so the instruments are mounted on a tower; its
height depends on the height of the considered canopy (Figure 2.3a and b). The main
instruments are a sonic anemometer and an open- or closed-path infrared gas analyzer
(Figures 2.3c). Turbulent fluctuations happen fast, so their recording demands high-end
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instrumentations with an ideal temporal resolution of 10 to 50 Hz (Bosveld & Beljaars,
2001). Usually, 30 or 60 minutes are chosen as averaging periods for the flux density
calculations.

Figure 2.3: Eddy-covariance measurement towers above a forest (a) and a corn filed (b). The basic
sensors required for this technique are shown in c: Sonic anemometer and (open-path) CO2 and
H2O analyzer.

However, instrument limitations and assumptions that often cannot be met in reality
require sophisticated corrections of the flux measurements. Spectral corrections are to
be done as well as adjustments for drainage or advection, for limitations in measuring
low frequency contributions, diffusive exchange, the coordinate system, for air density
deviations and for stable stratifications often occurring at night (Massman & Lee, 2002).
However, even post-processing measures cannot prevent errors being made and EC data
are therefore afflicted with noise (Richardson et al., 2008; Stauch et al., 2008) what has to
be taken into account when using the measurement data as basis for modeling purposes.

2.2.3 Data Processing Methods

The data were downloaded from the web gateways of the regional FLUXNET sub-
networks AmeriFlux (AmeriFlux, 2009) and CarboEurope (CarboEuropeIP, 2009) as
so-called "level 2 data". At this processing level, the raw measurement data have been
processed and corrections schemes applied by the individual site measurement teams
but no other processing steps have been carried out. The downloaded data including
energy and carbon fluxes along with meteorological variables have measurement gaps.
These are filled in the following way: Short gaps up to three hours in meteorological and
soil moisture variables are linearly interpolated. The average values of the respective
values at the time of day in a 14-day moving time window around the gap (Falge et al.,
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2001a) serve to fill gaps of medium length up to 4 days. Even larger gaps are replaced
with the respective values averaged over the whole time series available.

State dependent parameter modeling (SDP) is used to fill gaps in the latent and sensible
heat fluxes. SDP employs linear models in which the parameters (ci) vary as functions of
system states (ui):

y(t) =
N

∑
i=1

ci(ui(t)) · xi(t) + ζ(t) (2.2)

with y being the function values, xi the depending variable, N the number of considered
dependencies and ζ being the model error series; all variables are varying with time, t. A
more detailed explanation of SDP is given in section 4.3, in which this tool is applied to
find new model structures by analyzing measured time series. For the latent heat flux,
λE, following model realization is chosen:

λE(t) = c1(TA(t)) · RN(t) + c2(VPD(t)) + ζ(t) (2.3)

where RN is the net radiation, TA the air temperature and VPD is the vapor pressure
deficit. Thus, λE is a function of the available energy, the temperature and the moisture
in the air. The remaining energy, RN − λE, the soil temperature TS and, again, TA serve
to model the sensible heat, H, to fill its measurement gaps:

H = c1(TA(t)) · (RN(t)− λE(t)) + c2(TA(t)) + ζ(t) (2.4)

Missing data in the time series of the net CO2 flux, FN , are replenished (Figure 2.4a) with
the multi-dimensional semi-parametric spline interpolation scheme developed by Stauch
& Jarvis (2006). The methodology combines the benefit of using current observations
and knowledge about the major driving forces of FN (light, temperature and time) and
assumes that FN can be described by a three dimensional function, f , of the mentioned
variables:

FN = f (S0, TA, t) + ζ(t) (2.5)

where S0 is the incident radiation. The model error series, ζ, includes the stochastic
behavior of the system as well as the uncertainty of the EC measurements. This unknown
function is obtained by fitting a piecewise cubic spline hyper-surface to the available
data of every site and each year. This is done by setting several fixed nodes in the
variable space. The intervals between these nodes are interpolated by Hermite cubic
splines. The values at the nodes are optimized against the data through nonlinear least
squares minimization. Figure 2.5a shows an example of such a hyper-surface, which is
for simplicity three-dimensionally plotted against the temperature and the time.

This procedure not only fills missing data but also extracts the deterministic component of
the measured time series (Figure 2.4b). A stochastic noise component is then added to this
signal component. The added noise is retrieved from the spline model residuals using
empirical cumulative probability distributions. A Monte Carlo framework for multiple
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realizations of the joint signal-noise model leads to the final flux estimates. In this way,
the stochastic nature of EC measurements is explicitly addressed (Stauch et al., 2008).
Since the goal of this thesis is to exploit the information on systematic behavior of the
CO2 fluxes as apparent in EC measurements, only the so derived deterministic signal
component of FN is used in the following.

Figure 2.4: a): The measured, incomplete time series of FN and the gap-filled time series. b) Same
fluxes as in the left plot but with the extracted deterministic component (cyan) being highlighted.
For gap-filling and determination of the deterministic component the semi-parametric spline
method was applied. Data from Harvard Forest, 1992.

The methodology compares very well to other gap-filling techniques for eddy covariance
net carbon fluxes. The performance of 15 techniques was tested for artificial gap scenarios
based on a set of ten benchmark datasets, and the method applied here performed best
together with non-linear regression techniques, a look-up table approach and marginal
distribution sampling (Moffat et al., 2007). Figure 2.5b shows an exemplary comparison
of the time series resulting from the semi-parametric spline interpolation (deterministic
plus stochastic component) with the respective flux from the La Thuile data set.

The so derived net CO2 flux is finally split up into its components, the respiration and the
gross flux of carbon uptake (FG) by using the semi-parametric model for the case S0 = 0
to quantify the respiration (Figure 2.5a). However, whilst the method performed well
in a comprehensive comparison of various partitioning methods used in the FLUXNET
community applied to a synthetic data set and European forests sites (Desai et al., 2008b),
problems of the method get evident if the respiration flux has to be extrapolated over
larger areas in the system state space. This is the case if either measurement gaps are
large or if day temperatures exceed those occurring at night considerably. Thus, the
hyper-surface for the case S0 = 0 has only information for lower temperatures. Whilst
otherwise performing satisfyingly, the Hermite cubic splines proposed in Stauch & Jarvis
(2006) can in these cases get somewhat unstable and lead to possibly unrealistic high or
low values (Figure 2.6). The method applied for the generation of the La Thuile data set
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Figure 2.5: a) Example (forest site UMBS, 2001) for a hyper-surface that is spanned through the
measured data to fill measurement gaps and extract the deterministic component. The fourth
dimension, the incident radiation, is omitted for clearness and the model is plotted for S0 = 0,
thus the night fluxes are shown. The blue points are the measurement data, the black points show
the realized data points upon the hyper-surface representing the deterministic component of the
noisy measurement data. b) The gap-filled time series compared with the respective time series
in the La Thuile data set. Exemplarily shown for the forest site MMSF, 2004.

also shows this "overshooting" behavior in some cases; Figure 2.7 is an extreme example
for this.

Therefore, a more robust method is used for the extrapolation of the night fluxes to the
daytime respiration fluxes occurring in the daytime, namely the thin-plate smoothing
spline method (Wahba, 1979) as implemented in the MATLAB® Curve Fitting Toolbox 3.0.
Thin-plate smoothing splines are especially helpful when noisy multi-dimensional data
have to be inter- and extrapolated and have been used before within a meteorological
context (Boer et al., 2001; Tait et al., 2006). Figure 2.7a shows an example of such a thin-plate
smoothing spline surface. Obviously, the robustness and more conservative behavior
is somewhat at the expense of short-term variability. But overall, this methods leads to
more reliable results. Figure 2.8 shows two examples of disaggregated FN time series
from the La Thuile data set and those resulting from the method applied in this thesis.

Having determined the respiration flux, the gross flux of carbon uptake (FG) is afterwards
simply calculated as difference of net flux and respiration. The so-derived flux of carbon
uptake, the gross primary production, is used in the further considerations within this
thesis. All values – meteorological and ecosystem fluxes – are aggregated to daily values:
climatological variables are averaged, fluxed are summed up. These are used throughout
this thesis with one exception when a SVAT model is run with hourly data to analyze the
effects of different LAI time series on the results of evapotranspiration calculations. At all
other stages of this thesis – for finding new model structures, for calibrating, validating
and spatially extrapolating the light use efficiency model – daily data are used. On this
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Figure 2.6: Example for a spline hyper-surface within the temperature-time-space (TS, t) used for
modeling the respiration flux, FR, by extrapolation of the measured night fluxes (S0 = 0). The
blue dots are the night fluxes, the modeled values (deterministic component) are dotted in red.
The yellow dots represent the model values within the range of variable input values occurring
at night. For a better indication of the extrapolation to be done, the day (black) and night (cyan)
fluxes are projected to the TS-t-plane. Data from the grassland site Neustift, 2003 (a), and 2006 (b).

daily basis, the carbon fluxes are expressed in terms of the units gC m-2 d-1, the energy
fluxes have the units MJ m-2 d-1.

2.3 MODIS Data

2.3.1 The MODIS Sensor

As sensor on-board Terra and Aqua, two sun-synchronous and near-circular satellites,
MODIS scans the earth surface every second day, above 40◦ latitude even every day with
a swath width of 2330 km. The 36 spectral channels in the visible and infrared spectrum
(0.4 to 14.4 µm) have a spatial resolution of 250 to 1000 m, with the shorter wavelength
having the greater resolution (Hyman, 1996). 44 MODIS products are offered, ten of
which characterize the land surface. Key products of this collection are prepared for the
usage with FLUXNET data. Three of these products – the LAI/FPAR product, the land
classification product as well as the product containing vegetation indices – are used in
this thesis.

2.3.2 The MODIS LAI/FPAR Product

The MODIS LAI/FPAR product, retrieved from MODIS Terra as well as Aqua data, is
referred to as MOD15A2 or MYD15A2, respectively (Myneni et al., 2002). It provides
8-day estimates of the leaf area index (LAI) accompanied by the closely related FPAR
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Figure 2.7: a) Hyper-surface for modeling the respiration flux, FR, with thin plate smoothing
splines at the grassland site Neustift, 2006. b) Instable behavior of the disaggregation method
used in the La Thuile data set occurring at the forest sites Boreas, 1997, and comparison with the
fluxes resulting from the more robust method used in this thesis.

Figure 2.8: Two exemplary comparisons between the net and disaggregated fluxes resulting from
the semi-parametric method applied in this thesis and those from the La Thuile data set. a)
Mediterranean forest site Castelporziano, 2004, b) continental, deciduous forest site Sylvania
Wilderness, 2003.

(Fraction of Absorbed Photosynthetically Active Radiation). To retrieve these products, up
to seven spectral bands are utilized to solve an inverse problem with a radiative transfer
model. The parameters for this model are stored in a look-up table with specific values
for eight biomes. If this main algorithm fails, a back-up algorithm is triggered, which
regresses the LAI and FPAR values on the basis of an empirical relationship between these
variables and the NDVI (Normalized Difference Vegetation Index). The final product
has a resolution of 1 km. The daily values are merged to 8-day composites to reduce
the impact of clouds and aerosols as disturbing factors. In order to do so, the LAI and
FPAR values of the day with the maximum FPAR value is selected for the respective
8-day period (Knyazikhin et al., 1999) since this value is expected to show the lowest
atmospheric influence.
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To create theMODIS Land Product Subsets for the specific usage with FLUXNET data, the
LAI/FPAR product is resampled in such a way that the center pixel of a 7x7 grid of 1-km2

pixels contains the FLUXNET tower. The subsets contain six values for every time step: a
LAI as well as a FPAR value, their standard deviations, a general and a detailed quality
criterion (QC). For the usage in this thesis, MOD15A2 and MYD15A2 are downloaded in
ASCII-format from the ORNL DAAC website (ORNL DAAC, 2009). The LAI and FPAR
values and the general QC are extracted from the data sets of both sensors.

The general QC provides four quality categories in 8 bits. One quality criterion is called
"MODLAND_Q" and allows a first check on the LAI quality. Since the algorithm path is
the main factor influencing the LAI quality (Knyazikhin et al., 1999; Yang et al., 2006b),
MODLAND_Q informs the user if the main algorithm was used, if the back-up algorithm
had to fill in or if the value could not be retrieved at all. Another quality criterion indicates
if the detector worked for up to 50 % of the channels or was mainly dead. The cloud state
quality bit specifies if the pixel was clear, a significant cloud coverage or mixed clouds
were present, or if the cloud status could not have been identified. Finally, additional
details about the algorithm path are provided: A retrieval with the main algorithm
without saturation is classified as "best possible result", with saturation as "good result".
Saturationmeans, the reflectances do not deliver precise information about the surface and
the canopy radiation transfer model is insensitive to a set of possible canopy realizations,
thus the probability for different LAI values is of the same magnitude. This situation
occurs with increasing frequency for LAI values greater than 4 and affects almost every
value greater than 5 since the reflectances at these high LAI values get more and more
insensitive to LAI differences (Knyazikhin et al., 1999). It is further stated in the detailed
QC bits if the main algorithm failed and the back-up algorithm was used due to geometry
problems or for other reasons than bad geometry. A complete failure is the last possible
outcome of the algorithm path analysis.

Chapter 3 investigates the usage of these QC meta-data and analyzes the consequences
of different modes of application; the same chapter furthermore pursues the questions if
aggregating the provided 7x7 pixels around the measurement towers as well as if merging
the Terra and Aqua data sets is useful for continuous and meaningful LAI/FPAR time
series. Finally, an interpolation scheme is proposed.

2.3.3 MODIS Land Cover Data

Additionally, the MODIS land cover product (MCD12Q1) retrieved with data from Terra
and Aqua (Friedl et al., 2002), is downloaded to further characterize the pixels around
the tower and to filter pixels of strongly differing land classes. MCD12Q1 subsets are
available for the years 2001 to 2005. They provide annual land class estimations around
the tower with a spatial resolution of 250 m. Five land classifications are offered. For this
study, the third land cover scheme, the so called "MODIS-derived LAI/FPAR scheme" has
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been selected. This scheme distinguishes between 8 vegetation classes beside water, non-
vegetated and urban classes: 1. Grasses and cereal crops, 2. shrubs, 3. broadleaf crops,
4. savanna, 5. evergreen broadleaf forests, 6. deciduous broadleaf forest, 7. evergreen
needleleaf forest, 8. deciduous needleleaf forest. These eight classes are exactly those
which are used in the LAI retrieval. They have shown to be somewhat more reliable than
the other classifications provided (Heinsch et al., 2006).

It is assumed that there have been no substantial land use changes in the areas around the
towers neither in the years 2001 to 2005 nor later on. For every study site, a single land class
map for all study years is generated by comparing the corresponding pixels of all available
years. That land class is assigned to the pixel that at least occurs three times. After the
temporal aggregation, the pixels are spatially aggregated: A mask with its resolution
matching that of the LAI grid is generated, for what the four corresponding 250-m pixels
of each 1-km pixel are examined. That land class which occurs at least at three of the four
sub-pixels is assigned to the 1-km pixel. If no land class appears more than two times, this
pixel is treated as unclassified and not considered in the further analysis. Additionally
those pixels are excluded from the further study which have a completely different land
cover and consequently not comparable LAI values in relation to the tower pixel. Borak
& Jasinski (2009) have shown spatial aggregations based on land class selections to be
superior. However, pixels with another but similar land class assigned to by the MODIS
classification are accepted for the further analysis. Our reason for this procedure is that
the MODIS land cover product often seems to have difficulties to distinguish between
similar vegetation classes, especially in inhomogeneous areas (Cohen et al., 2003; Heinsch
et al., 2006). Misclassifications in relatively similar biomes have moderate consequences
on the LAI retrieval (Heinsch et al., 2006). Therefore, the simplification is made that all
the forest classes 5 to 8 are considered as similar in the following for the MODIS LAI
subsets; the classes 1 to 4 serve as similar classes for the grassland sites. The classification
problems and the necessity of this simplification are clearly evident in the downloaded
subsets. For example, the concerned MODIS classification cannot detect the loblolly pine
plantation within a hardwood forest, but identifies a broadleaf forest in the whole region
around the tower at Duke Forest. Additionally, many pixels are variantly classified as
shrub, savanna and grass and evergreen and deciduous forest during the five years; the
severe ice storm disturbances and the rich understorey certainly play a role in this context
(see section 2.2.1). At the grassland sites, the grassland class alternates spatially and
temporally with the savanna class and in some cases with the crop class. The center
pixel at Vaira, for instance, is even classified as savanna in every year. For these reasons,
only those pixels around the tower are taken into account in the following which have a
similar land class as the known vegetation class of the FLUXNET site according to the
assumptions explained above.
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2.3.4 MODIS Vegetation Indices

The MODIS land products MOD13Q1 and MYD13Q1 from Terra and Aqua data (Huete
et al., 2002) contain the vegetation indices NDVI (Normalized Difference Vegetation
Index) and EVI (Enhanced Vegetation Index). For the usage in this study, they are also
downloaded as regriddedMODIS Land Product Subsets and interpolatedwith smoothing
splines in the same way as the MODIS LAI/FPAR subsets (see chapter 3).

The NDVI is the ratio of the near infrared (ρNIR) to red reflectance band (ρred) and stan-
dardized to values between -1 and 1:

NDVI =
ρNIR − ρred

ρNIR + ρred
(2.6)

The calculation of EVI (Rahman et al., 2005) is based on the NDVI but takes additionally
canopy background and atmospheric influences into account and incorporates blue band
reflectance (ρblue):

EVI = C1 ·
ρNIR − ρred

ρNIR + C2 · ρred − C3 · ρblue + C4
(2.7)

with the coefficients C1, C2, C3, and C4.

Vegetation indices such as NDVI and EVI represent a measure of both photosynthetic
activity and canopy structure in an integrative manner. They are useful in vegetation
monitoring, time series analysis as well as change detection studies. Spatial and temporal
variability as expressed in NDVI and EVI data arise from several vegetation related
properties, including LAI, green biomass, optical leaf properties, canopy structure and
architecture, species composition as well as land cover type (Huete et al., 2002). The
MODISNDVI/EVI therefore has been used to serve amultitude of purposes: The product
has been applied to detect seasonal patterns of leaf phenology (Hess et al., 2010), to model
gross primary production (Xiao et al., 2004a,b; Li et al., 2007) or tomonitor rapid vegetation
succession (Zhao et al., 2009). The indices were linked to vegetation water content (Cheng
et al., 2006) and live fuel moisture content for fire risk assessment (Yebra et al., 2008) or
even applied to estimate the root zone soil moisture content (Schnur et al., 2010). In this
study, EVI values are used amongst other attributes to relate optimized model parameters
to site characteristics.

2.4 Model Performance Measures

Several measures are used throughout this thesis to assess the predictive power of the de-
rived modeling schemes or to evaluate the accuracy with which remote sensing products
represent field-measured data. In the following, O denotes an observed variable and P
its predicted counterpart, both having N elements.
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2.4.1 Coefficient of Determination

The widely used coefficient of determination, r2, is a measure for the goodness of fit. It
explains how much of the variance of observed values is explained by predicted values.
A common definition according to Bravais-Pearson is (Krause et al., 2005):

r2 = (
∑N

i=1(Oi − Ō) ·∑N
i=1(Pi − P̄)√

∑N
i=1(Oi − Ō)2 ·

√
∑N

i=1(Pi − P̄)2
)2 (2.8)

with i running from 1 to N, the number of samples. A perfect fit is indicated by a r2-value
of one. A major drawback of its usage is the fact that it is oversensitive to outliers and
does not take systematic under- or overprediction of observed values into account since
only the dispersion is quantified. This, however, is insensitive to proportional or additive
differences (Legates & McCabe Jr, 1999).

2.4.2 Nash-Sutcliffe Efficiency Criterion

Therefore, other quality measures are often additionally used. The Nash-Sutcliffe effi-
ciency criterion (Nash & Sutcliffe, 1970; Krause et al., 2005), in this thesis denoted as NS,
is widely used in hydrology to evaluate modeled time series with measurements and is
defined as the variance of residuals of predicted and observed values normalized by the
variance of the observed values and subtracted from one:

NS = 1− ∑N
i=1(Oi − Pi)

2

∑N
i=1(Oi − Ō)2

. (2.9)

This quality criterion ranges from a value of one for a perfect fit to −∞ whereas negative
EC values indicate that the mean of the observed time series would have been superior
to the predictor.

2.4.3 Squared Errors

The sumof squared errors, SSE, is a basicmeasure that simply sums the squareddeviations
of the modeled to the observed values:

SSE =
N

∑
i=1

(Pi −Oi)
2. (2.10)

Similar to SSE, the root mean squared error, RMSE, considers the differences between the
observed and modeled values, averages them and takes the root to give a mean of the
deviation expressed in units of the considered variables:

RMSE =

√
∑N

i=1(Pi −Oi)2)

N
. (2.11)
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To facilitate an comparison of model performances regarding time series of different
magnitudes, the RMSE is normalized with the range of the observed values:

nRMSE =

√
∑N

i=1(Pi−Oi)2)
N

Omax −Omin
(2.12)

where Omax is the maximum O-value and Omin the minimum O-value.

2.4.4 Weighted Performance Indicators

The weighted SSE, SSEw, takes different weights into account that are assigned to the
data points by a weight vector w:

SSEw =
N

∑
i=1

(
yi − ŷi

wi
)2. (2.13)

A weighted form of the r2 is also used in this thesis and defined as:

r2
w =

∑N
i=1(wi · (Oi −Ow) · (Pi − Pw))√

∑N
i=1(wi · (O−Ow)2) ·

√
∑N

i=1(wi · (Pi − Pw)2)
(2.14)

with the weighted means (Kulinskaya & Staudte, 2006):

Ow =
∑N

i=1(wi ·Oi)

∑N
i=1 wi

, Pw =
∑N

i=1(wi · Pi)

∑N
i=1 wi

. (2.15)

2.4.5 Comparison of Means and Sums

The bias reveals systematic differences between observed and modeled values. It is
defined in this thesis with respect to their means:

bias = P̄− Ō. (2.16)

The relative error, RES [%], is used in this thesis to measure the difference between the
cumulative sums of a measured and modeled time series relative to the measured sums

RES =
∑N

i Pi −∑N
i Oi

∑N
i Oi

· 100. (2.17)

Comparably, REM [%] is referred to the means of the modeled and measured time series:

REM =
P̄i − Ōi

Ōi
· 100. (2.18)
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Analysis of the

MODIS Leaf Area Index Product

An edited version of this chapter is published as
Horn JE, Schulz K (2010) Post-processing analysis of MODIS leaf area index subsets.

Journal of Applied Remote Sensing, 4, 043557.

3.1 Introduction

The leaf area index (LAI) and the closely related fraction of absorbed photosynthetically
active radiation (FPAR) are indispensable as biophysical variables for the interpretation
of measured carbon, water and energy fluxes and their modeling (Bonan, 1993; Sellers
et al., 1997). The dimensionless LAI is defined as one-sided surface area of leaves and
needles per ground area (Watson, 1947; Breda, 2003) and thus provides information on
the seasonal course of vegetation and characterizes functional and structural attributes
of vegetation stands. FPAR indicates the fraction of the incoming solar radiation in the
spectral region that can be absorbed by vegetation for photosynthetic processes and
depends – amongst others – directly on the leaf area available to absorb radiation (Bonan,
2002). Therefore, LAI and FPAR as crucial biophysical variable are intrinsically tied to the
primary productivity of photosynthesis and in this context subject of the following study.

Satellite remote sensing offers a unique opportunity to estimate this basic parameter over
large areas in an efficient manner. Global LAI/FPAR products are routinely retrieved
from satellite sensors such as MODIS. The widely used MODIS LAI/FPAR product
MOD15A2 from Terra and MYD15A2 from Aqua data – introduced in section 2.3.2 – has
been provided globally since the year 2000 (Myneni et al., 2002). The product quality
varies, mainly due to cloud and snow cover, detector problems and other noise sources as
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well as due to retrieval algorithm inadequatenesses under certain boundary conditions
(Fang et al., 2008; Xiao et al., 2009).

Nonetheless, the MODIS LAI product is considered as having reached the second valida-
tion stage what means that it has been evaluated in several field studies over time periods
regarded as sufficiently, and all major biomes have been covered by these validation
analysis (Morisette et al., 2002; Yang et al., 2006a). Over all these biomes, the LAI shows
an accuracy of 0.66 (RMSE) according to the validation website of the MODIS Land Team
(Myneni, 2009). Still, several problems persist even in the actual Collection 5 and the
user is confronted with the problem of how to use the product data. This situation is
reflected by the different approaches using MODIS LAI data and comparing it with
other LAI data sources as well as the ongoing development of smoothing techniques and
alternative algorithms (Houborg et al., 2007; Pisek & Chen, 2007; Borak & Jasinski, 2009).
Consequently, when combining MODIS LAI subsets with FLUXNET data (see section
2.2.1) the user has to make several decisions regarding the data post-processing: Which
quality filter shall be applied? Should neighboring pixels be considered and if yes, how
wide shall the data window be drawn in the 7x7 1-km2 pixel subsets? Shall only Terra
or Aqua data be used or shall they be combined? These questions have to be answered
before methods are picked to fill missing data and smooth the time series if necessary.

Usually, MOD15A2, hence the more extensively validated Terra product, is downloaded
by researchers, but Yang et al. (2006b) showed that there are no significant differences
between the two sensors at the continental and tile scale and concluded that the combina-
tion of them helps to enlarge the number of high quality retrievals; on a pixel by pixel
basis, however, they found that large differences can occur. The problem of choosing an
appropriate LAI quality filter at FLUXNET sites has been tackled differently in MODIS
LAI studies: All variations are used from selecting only those values signed as "best" to
no filtering: For example, Wang et al. (2005a) preferred data flagged as "best", Kanniah
et al. (2009) and Verger et al. (2008) recognized all "good" data, Borak & Jasinski (2009)
screened low quality data not marked at least as "good" and those contaminated with
clouds, Zhang et al. (2006) filtered out cloud contaminated pixels, and Leuning et al. (2005)
averaged over all values. Yang et al. (2006b) advise to use back-up retrievals with care.
Likewise, the question whether surrounding pixels should be taken into account and if
yes how many pixels around the tower should be used has been answered differently by
scientists: For example, only the central tower pixel is considered byWang et al. (2005a); in
other studies, 3x3, 5x5 or 7x7 mean or median averaging windows are drawn around the
tower pixel with the purpose of better representing the flux tower footprint and reducing
geolocation and pixel-shift errors with the additional advantage of reducing the number
of missing data points (Xiao et al., 2008b; Kang et al., 2005; Leuning et al., 2005). The latter
problem of spatial and temporal discontinuity is an inherent characteristic of remote
sensing data in the visible and near infrared due to the sensitivity of the radiance to cloud
cover, snow and increased aerosol loading. Several studies have recently dealt with this
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problem and developed spatial-temporal smoothing, filtering and gap-filling techniques
(Gu et al., 2006; Fang et al., 2008; Gao et al., 2008; Borak & Jasinski, 2009). These approaches
make, together with complex statistical and modeling techniques, again usage of quality
flag and land class filtering as well as spatial averaging around a center pixel. However,
the analysis of effects of these basic methods and their modification have been somewhat
neglected in the literature.

In what follows, the consequences of some fundamental post-processing methods on
the magnitude, temporal variability and consistency of MODIS LAI values is explicitly
analyzed from an end user perspective. This is done exemplarily at six FLUXNET sites of
different vegetation classes. Specifically, the impact of several quality filters is illustrated,
the consequences of averaging over different window sizes around the tower pixel are
assessed, Aqua and Terra subsets are compared and the combination of them is considered.
Finally, the consequences on the output of a simple evapotranspirationmodel ("BUCKUP")
resulting from different LAI input data sets are evaluated. Following QC cases are
considered: unfiltered, cloudless, "good" values, "good" values without clouds, "best"
values, "best" values without clouds, back-up retrieval and back-up retrieval without
clouds. Terra began to provide MODIS data from the beginning of 2000, Aqua followed
in April 2002. For this analysis, data from the sensors on both satellites are recognized
from the latter date when both MODIS products are available until September 2009.

3.2 Study Sites

Six FLUXNET test sites in North America are selected (Table 3.1): Duke Forest, North
Carolina, USA; Howland, Maine, USA; Harvard Forest, Massachusetts, USA; Morgan
Monroe State Forest (MMSF), Indiana, USA; Vaira Ranch, California, USA; and Leth-
bridge, Alberta, Canada. These sites have been arbitrarily chosen between those featuring
comprehensive multi-annual time-series with a good temporal coverage and being often
used in the FLUXNET community (e.g. Falge et al. (2001b); Yuan et al. (2007)).

Duke Forest is an evergreen needleleaf forest plantation of about 25 years in a humid
climate with mild winters and hot summers. Its overstorey almost solely consists of
loblolly pine (Pinus taeda L.) with a mean height of about 20 m; 26 different hardwood
species form the rich understorey (McCarthy et al., 2007). In December of 2002 an ice
storm damaged one third of the trees (McCarthy et al., 2006). In the temperate continental
Howland Forest, hardwoods such as red maple and paper birch (Betula papyrifera) occur
among the still dominating coniferous species as red spruce (Picea rubens), eastern
hemlock (Tsuga canadensis), balsam fir (Abies balsamea), and white pine (Pinus strobus).
The median stand-age of this boreal-northern hardwood transitional forest is about 100
years. The canopy height is estimated as 20 m (Hollinger et al., 1999). Harvard Forest
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Table 3.1: Characteristics of the study sites according to FLUXNET and LocClim, the FAO Local
Climate Estimator (Grieser et al., 2006). Geographic location: latitude (lat), west longitude (long).
h: elevation. Vegetation types (VT): evergreen needleleaf forest (ENF), deciduous broadleaf forest
(DBF), grass (G). Koeppen-Geiger climate classes: C: temperate, D: continental, f: fully humid, s:
summer dry, a: hot summer, b: warm summer. Temperature (T) and precipitation (P) are annual
mean averages.

site lat, long [°] h [m] VT climate T [°C] P [mm]

Duke 35.98, 79.09 163 ENF Cfa 14.4 1169
Howland 45.20, 68.74 60 MF/ENF Dfb 5.3 1070
Harvard 42.53, 72.17 340 MF/DBF Dfb 6.6 1071
MMSF 39.32, 86.41 275 DBF Dfa 10.9 1032
Vaira 38.41, 120.95 129 G Csa 15.9 544
Lethbridge 49.71, 112.94 960 G Dfb 5.4 398

is mainly composed by deciduous broadleaf trees with a stand-age of about 80 years;
however, more andmore needleleaf species are present, so it ismeanwhile often referred to
as mixed forest. The main species are red oak (Quercus rubra), red maple (Acer rubrum),
black birch (Betula lenta), white pine (Pinus strobus), hemlock (Tsuga canadensis), white
oak (Quercus alba), black oak (Quercus velutina), and hickory (Carya ovata) with a mean
height of 23 m. The climate is characterized by cold winters andwarm summers (Goulden
et al., 2006). MMSF is classified as deciduous broadleaf forest dominantly composed by
sugar maple (Acer saccharum), tulip poplar (Liriodendron tulipifera), sassafras (Sassafras
albidium), white oak (Quercus alba), black oak (Quercus nigra) with a mean age of almost
80 years. Cold winters and hot summers form a temperate continental climate (Schmid
et al., 2000).

The two selected grassland sites represent contrasting ecosystems: Vaira Ranch is located
in the lower foothills of the Sierra Nevada Mountains on managed farmland. The C3
annual grasses grow in aMediterranean climate with a distinct drought season in summer
(Xu & Baldocchi, 2004). Lethbridge, however, east of the Canadian Rocky Mountains,
is characterized by a humid climate with cold winters and warm summers. The short
prairie consists of C3 and C4 species (Flanagan et al., 2002).

For all sites but Lethbridge, field measured LAI data were available via the website
of AmeriFlux, the regional subdivision of FLUXNET. An overview on the time range
with available measurements from 2002 to 2009, the number of measurements as well as
remarks to the measurements can be found in Table 3.1.
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Table 3.2: Available field measurements specified by the covered time range and the total number
of sample dates within the whole time period along with information on the measurements.

site time range number measurement

Duke 2002-2005 8 Multiple techniques assimilated
Howland 2006 7 LAI-2000; 200 m transect every 10 m
MMSF 2002-2006 95 LAI-2000
Harvard 2005-2008 41 33 samples per date
Vaira Ranch 2002-2006 48 Li-Cor 3100, 4 samples per date

3.3 Analysis

3.3.1 Overview

In what follows, the frequency of occurrence of the various quality criteria and their
effect upon the seasonal evolution and statistical characteristics of the analyzed LAI time
series are investigated. The various data sets resulting from the application of quality
criteria and the spatial aggregation from 3x3 to 7x7 pixels or mere usage of the tower
pixel, respectively, are thereafter analyzed and presented. Subsequently, the Terra and
Aqua data sets are directly compared and combined to a single time series. Finally, it
is shown of which magnitude the differences of a simple evapotranspiration model are
when using various MODIS LAI data sets as model input.

3.3.2 Quality Criteria

Occurrences of QC Classes

To characterize the quality sets, the proportion of the various quality classes (unfiltered,
"good", "best" and back-up) with and without clouds as percentage of all retrievals is
quantified as a first step. Figure 3.1 uncovers that significant more LAI values were
retrieved under cloud-free than under cloudy conditions according to the QC bits (59
- 94 %). Aqua data tend to have a little more cloudy pixels than Terra data (up to 6%).
Cloudy values have a higher percentage of back-up values. 68 to 100 % of all retrievals
resulted in "good" results via the main algorithm with the maximum number at Duke
Forest and Vaira; at the latter site, the back-up algorithm has barely had to be triggered.
Most "good" values are associated with a clear sky (76 - 99 % of all "good" values). Vice
versa, the percentage of back-up values increases for cloudy pixels up to 53 % The "best"
retrievals make up 62 to 82 % of the "good" set at the forest sites and almost all "good"
retrievals are "best" at grassland sites, so barely no saturation occurred. Overall, about 50
to 64 % of all retrievals achieved a "best" result, with the exception of Vaira, where almost
all LAI values are rated as "best". Most "good" values with clouds belong to the "best"
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quality set with up to 98 % at forest sites. In contrast, the percentage of "best" retrievals
amount to 62 - 82 % of the cloud-free "good" retrievals.

Figure 3.1: Quality sets of MODIS LAI data used in this study. The number are percentages of
the respective superordinate quality set for Terra, Aqua and the combined time series explained
below (listed in this order in %). Cloudy and cloudless values are subsets of the whole quantity
of LAI values. These sets characterized by the cloud state have subsets of back-up and "good"
quality sets. The sets of "good" retrievals have a subset of "best" values. The percentages refer to
the directly superordinate set. This means i.e. for the LAI Terra data at Duke Forest, there are 6 %
cloudy and 94 % cloudless retrievals. 95 % of the cloudless data are classified as "good", only 5
% have been retrieved by the back-up algorithm; 62 % of the "good" main algorithm retrievals
achieve even a "best" result.

Seasonal Evolution

As a second step to assess the impact of quality criteria on LAI time series, a visual
inspection is carried out. For this purpose, Figure 3.2 plots the LAI-time series of all
pixels for the various quality sets in following order of increasing filtering: all retrievals,
"good" retrievals, "good" retrievals without clouds, "best" retrievals, and "best" retrievals
without clouds. Earlier plotted values belonging to the "lower", less stringent quality
class are therefore covered by the dots of higher classes; values which are filtered out
remain visible. What catches the eye first is a division of LAI values into two domains:
"best" values make up the LAI values from 0 to about 4 m2 m-2 and "good" values without
the "best" are located above up to the maximum LAI. Even in summer, the LAI values are
scattered almost throughout the whole range of LAI values. Unfiltered values which are
not overlapped by the higher quality values, hence back-up values, appear in the whole
LAI range, but tend to agglomerate in winter. Often they appear as a vertical sequence of
dots. These can reach values that are lower or higher than the average at the considered
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time step. But beside the very low outliers in winter they form a time series that seems to
be not different from higher quality data. In summer the back-up retrievals at high LAIs
even tend to be not as noisy as the values flagged as "good" and adopt values around the
mean of "good" values. Values from cloudy pixels, back-up retrievals and values in the
"best" set accumulate frequently in clusters in the lower LAI range.

The phenomenon of segmentation of the "good" values in the saturation domain above
4 m2 m-2 and "best" values at forest sites beneath it becomes even more apparent in the
mean time series averaged over all years (Figure 3.4): Whereas they are similar in winter,
they diverge strongly in summer. The time series build from the "best" values reach
only about 60 % of the summer level of the time series resulting from the "good" values.
Since the set of "good" comprises the "best", the multi-annual mean of the "good" values
without the "best" retrievals in summer (averaged at the particular days of year) is even
higher. This time series of the "good" without the "best" in summer is plotted in Figure
3.3 and exhibits significant better seasonal dynamics than the unfiltered time series or the
"best" time series as shown in Figure 3.2 in blue color. It is generated in the following way:
As soon as the median of the 7x7 LAI values gets greater than 4 in spring, all values are
deleted which do not belong to the saturation domain ("best"). This approach is applied
for the whole summer until the median of the LAI gets smaller than 4 again. This value
is chosen as a limit because the non-saturation frequency increases drastically according
to the product’s theoretical basis document (Knyazikhin et al., 1999). And indeed, less
than 2 %, in most cases even less than 1% of the "best" values are greater than 4.

Statistical Characteristics

In statistical terms, the single quality sets show differences, too. The means of the quality
sets can be assigned to three groups of similar set means: Unfiltered values, retrievals
without clouds, "good" and "good" values without clouds form a group of means, "best"
retrievals and those with clouds build another group with lower means, and back-up
values, finally, present the third group with higher means with respect to the other
groups. Since there are almost no "good" values with saturation at grassland sites, hence
"good" values are also rated as "best", only two groups can be identified: unfiltered and
main algorithm values as well as back-up values. At the grasslands there is no tendency
regarding the difference between the group means. Within all groups, retrievals from
cloud-free pixels have a higher mean than their unfiltered counterparts, and a even higher
mean than the cloud affected retrievals. The differences between the quality set means
reach values in the range of the LAI magnitude of the unfiltered mean; at MMSF the
difference between the back-up values and the "best" amounts to nearly 4 LAI units. The
medians of the quality sets are lower than the means, only the back-upmedians are higher
in a few cases. The medians have the same characteristics as the means, but show with
up to 5 LAI units even higher differences between the quality sets. The analysis of the
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Figure 3.2: LAI time series of the Aqua data sets at Duke (a), Howland (b), Harvard (c), MMSF
(d), Vaira Ranch (e) and Lethbridge (f) showing the various quality criteria classes the LAI values
belong to. These have been plotted in the order unfiltered, "good","good" without clouds, "best",
"best" without clouds. Dots plotted later cover previous plotted dots. LAI field data are plotted as
a rough reference.
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quality sets’ variances draws a similar picture: lower variances of "best" and cloudy values
and higher for back-up retrievals compared to the unfiltered and "good" retrievals. The
average variance of time series without clouds is lower than that of the unfiltered time
series. The differences between the temporal variance of each pixel of the 7x7 pixels when
compared to each other are significant larger for time steps with clouds than without
cloud coverage, so the temporal variances are much more unsteady.

Figure 3.3: The set of "good" values without the "best" values in summer. This time series of the
Terra sensor at Howland is typical for the analyzed forest sites.

The LAI frequency distributions of the quality sets provide an explanation for the differing
means and medians as Figure 3.5 demonstrates: The unfiltered values show a frequency
distribution with two peaks around 1 as well as 5 m2 m-2. The "good" LAI values form a
similar bimodal frequency distribution pattern with somewhat more distinct maxima
at the most sites. Likewise, the frequency distribution of the back-up retrievals has two
peaks, but these are shifted towards the upper and lower end of the LAI range. The "best"
values, however, exhibit an uni-modal distribution with a peak between 0 and 1 m2 m-2.
Most quality sets free of cloud contamination show a smaller occurrence of lower values
and a higher occurrence of higher values; this shift to higher values is most distinctive for
the back-up sets.

With the non-parametric Kolmogorov-Smirnov-test all quality sets are compared mutu-
ally with each other with respect to their frequency distributions. The results indicate
that almost all quality sets at the forest sites can be assumed to have been drawn from
different distributions with two exceptions: first, the different cloudy data sets of the main
algorithm – which is simply a consequence of the fact that the most cloudy data from
the "good" set are classified as "best" since they are in the lower LAI domain and hence
not subject to saturation – and second, the "good" values without clouds and the data set
without non-saturation values in summer. At Duke Forest, the "good" and the unfiltered
set without clouds additionally comply with the null hypothesis that they are from the
same distribution and the same is true for the "best" sets with and without clouds. At
the grassland sites, unfiltered quality sets and those of the main algorithm are found to
be similar when they have the same cloud status; this similarity is not surprising since
the classes share almost the same elements. The additionally executed Kruskal-Wallis
hypothesis test, a one-way analysis of variance by ranks, draws a similar picture. In
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Figure 3.4: Multi-year average of the various quality classes in the Terra data sets at Duke (a),
Howland (b), Harvard (c), MMSF (d).

Figure 3.5: Relative frequency distributions of the quality sets using the example of Terra data at
Duke Forest and Vaira Ranch. Frequencies of the sets are relative to the number of all retrievals in
the respective sets.
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summary, the two applied hypothesis tests show the tendency of the "best" sets being
different from the other sets at the forest sites and the cloud state playing a significant
role when comparing data sets.

Comparison with Field Data

A comparison with the available LAI field data is done as next step in comparing the
quality sets. Since the LAI is not measured with the same methods at the test sites and
the field measurement and MODIS scales are different the comparison is executed to
show trends and not to validate the MODIS LAI data explicitly. The comparison shall
serve as an additional piece of the puzzle of hints regarding the best usage of MODIS
LAI data. A visual comparison in Figure 3.2 reveals that the MODIS LAI follows quite
good the seasonal LAI dynamics. In the critical summer season, the field measured LAI
values from Harvard and Howland lie in the range spanned by the "good" MODIS values,
at Duke Forest and MMSF, however, the field data are located at the lower end of range
of "good" values. In winter, however, the MODIS LAI values rather underestimate the
measured data at the needle leaf Duke Forest and tend to overestimate it at the broadleaf
MMSF – a phenomenon which has often been reported before (Chen et al., 2005).

A quantitative comparison at the three sites with the longest field measured time series
(Harvard, MMSF, Vaira) is carried out by applying the RMSE, the bias (as difference
between the means) as well as the Nash-Sutcliffe efficiency (NS). NS, RMSE and bias
show a comparable behavior of the unfiltered and "good" values with respect to the field
data at the forest sites (Figure 3.6a). This is true for all spatial configurations from the
exclusive use of the tower pixel to the exploitation of all 7x7 pixels with a similar land
class available in the subset whereas it appears that the more pixels are taken into account
the better is the match of field and remote sensing data. If the "good" values subject to
saturation are removed in summer comparison statistics improve a little bit. At MMSF
and Duke, however, the "good" values in the saturation domain are too high compared to
the field data; the consequence is that the unfiltered LAI data compare best to the field
data, since the too low "best" values and the too high "good" values in the saturation
domain compensate each other. Taking only the "best" values into account, however, the
goodness of fit between field and MODIS LAI data deteriorates and results in a greater
bias and RMSE as well as a lower NS at the forest sites. The retrievals without clouds
tend to be somewhat more concordant with the field measurements at all sites; this is
especially apparent at Vaira Ranch (Figure 3.6b).

3.3.3 Spatial Aggregation

Figure 3.6 discussed above has shown that the spatial aggregation by taking the mean
of the considered pixel window has an influence on the comparability with the field
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Figure 3.6: Comparison of field measured data with the MODIS LAI values for the various quality
sets at Harvard (a) and Vaira Ranch (b). The tower pixel (TP) alone as well as the 3x3, 5x5, 7x7
pixels around the tower pixel are compared with the field measurements.

measurements: Themore pixels around the tower are used, the better the field andMODIS
data are comparable tendentially. Do the spatial aggregations also have an positive effect
on the temporal consistency of the resulting time series? The temporal evolution during
a typical year without extreme events as storms, drought or severe fires is supposed to be
relatively smooth; MODIS LAI products, however, tend to show a higher temporal noise
than expected in a phenologically sound sense (Verger et al., 2008; Tan et al., 2005; Pisek &
Chen, 2007).

A comparison of the variances σ for the tower pixel and spatially aggregated time series
shows indeed a decrease with an increasing pixel window size in the most cases, whereas
at the same time, the means remain very similar for the aggregations, except for Howland
Forest. An inspection of the Howland time series reveals lower values in winter for the
more extensive aggregations, which is a consequence of a changing tree composition in
favor of deciduous species; this assumption is supported by the MODIS land class map.

But to evaluate the smoothness of the time series, the magnitude of the up-and-downs at
consecutive time steps is even more important, for what reason the smoothness measure
δ is consulted. This method has already been used by Verger et al. (2008) to compare
the temporal consistency of MODIS and CYCLOPES LAI time series. δ calculates the
difference for each time series element to the linearly interpolating line between its two
adjacent neighbors:

δ = (0.5 · (LAI(t + ∆t) + LAI(t− ∆t)))− LAI(t) (3.1)

A single drop of a time series element would for example lead to a high δ value at this time
point, a sudden jump to a high negative value. Histograms of the relative frequencies
of all occurring δ-values show indeed a change of the δ-distributions for the different
spatial aggregations towards the low δ-bins for the aggregations compared to the tower
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pixels’ δ-values: The greater the aggregation, the steeper is the decrease and the earlier
the frequencies approach zero occurrences towards larger δ-bins (Figure 3.7a).

As second method to measure the smoothness and noise of the LAI time series, frequency
analysis is applied and realized with the Matlab® function "spa", which calculates the
frequency response and power spectrum of a signal using Fourier analysis. A smooth,
periodic time serieswould result in a power spectrumwith a sharp peak at low frequencies
and low values at higher frequencies. A highly noisy time series would result in a large
horizontal part in the power spectrum. The application of this method to the various
aggregation show a faster drop of the power spectrum towards high frequencies, the
larger the aggregation window around the tower pixel is. Figure 3.7b shows this behavior
for Lethbridge. The aggregation not surprisingly tends to blur the difference between
the quality sets (Figure 3.7b); but still, the cloud filtered time series has a lower power
spectrum at high frequencies and the main algorithm time series without clouds tends
to show even more the characteristics of a slightly smoother time series. Using only the
tower pixel makes it more important to understand and apply the quality flags because
the difference between them gets larger (Figure 3.7d). The frequency analysis also shows
that the empirical back-up values are not necessarily more noisy than the main algorithm
values.

3.3.4 Comparison of Terra and Aqua Data

LAI Retrievals and Quality Classes

As a first step of the Terra-Aqua-analysis, the questions is explored of whether it is
advantageous to combine MOD15A2 with MYD15A2. The number of overall retrievals
would clearly profit from the combination of Terra and Aqua. In 6 to 7.4 % of all pixels
and retrieval dates one value lacks in the Terra or Aqua data set but the other is available.
In all but a few cases Aqua delivers 2 to 4 % more values than Terra, which is mainly
a consequence of a longer gap in the Terra time series in 2006. The proportions of the
quality classes are similar in the two data sets. The greatest differences occur at Duke
and Lethbridge with the Aqua data sets having 3 % or almost 7 %, respectively, less
main algorithm retrievals without clouds than Terra. In at least 4 % of all retrieval dates,
the pixel of one data set is cloudy, the other is not. The Canadian grassland Lethbridge
experiences the greatest cloud coverage of about 40 %; the combination of the two sensors
could reduce this amount to 26 %.

Statistical Characteristics

But are the two data sets really comparable and hence combinable? Analyzing the
statistical characteristics of the two data sets, it becomes evident that the overall means of
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Figure 3.7: Histogram of relative frequencies of δ for the spatial aggregations, namely for the time
series of the tower pixel (TP) up to the averaged (median) 7x7 pixel window, exemplarily shown
for the unfiltered MMSF Aqua data set (a). Power spectra for the aggregated Lethbridge data sets
(b) and for the various quality classes for the 7x7 aggregation (c) as well as the tower pixel (d).

Terra are slightly higher than those of the Aqua data sets (0.01 to 0.15 m2 m-2), only at
Duke, the bias constitutes even nearly 0.3. The medians are equal in all cases, but again
at Duke, the median differs even by 0.4. These differences get evident in the multi-year
averaged LAI-dynamics (Figure 3.8) as well as in the frequency distributions (Figure 3.9):
Average Terra values in summer are noticeably higher than the Aqua multi-year means,
and the relative frequencies of Terra retrievals in the second half of the LAI range exceed
the relative frequencies of Aqua retrievals. Vice versa, the Aqua data sets have relatively
more LAI values in the lower LAI range. This is true for both forests and grasslands, even
though the phenomenon is less distinctive at grassland sites.

The residuals of the two sets calculated as Terra minus Aqua values range up to 6 m2 m-2

in the forest data sets and up to 3 at the grassland data sets. Their frequency distributions
diverge from the normal distribution with a positive kurtosis and skewness rightwards,
so the deviations do not seem to be random but systematic. The Kruskal-Wallis-test
denies the null hypothesis that the two data sets are statistically similar and suggests that
they are drawn from different populations. For higher quality data, the null hypothesis
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Figure 3.8: Multi-year average LAI at a) Duke, b) Howland, c) Harvard, d) MMSF showing the
long-term difference between the MODIS sensors onboard Terra and Aqua.

gets somewhat more probable. According to the RMSE, the differences range from values
of 0.15 (Lethbridge) to 1.35 (Duke Forest).

Figure 3.9: Relative frequency of LAI values in bins of 0.5 LAI units as percentage of all retrievals
in the subsets of a) Duke and b) Vaira. Relative frequency distributions at the other study sites are
similar.
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Plotting the LAI values from the two data sets directly against each other (Figure 3.10)
and counting the occurrences in 0.1 m2 m-2 wide bins reveals different patterns at the
forest and the grassland sites: In both biomes, the highest frequencies of data points
occur around the 1:1 line of a perfect match between the two data sets. At grasslands,
the data points in the sensor space form an elliptic-like shape with some few scattered
points around it. At the four forest sites, however, the scatter pattern clusters in four parts:
One part is similar to an ellipse around the 1:1 line at LAI-values up to 4 and contains
the most values. After a gap with no or very few values, this part is continued at along
the 1:1 line at higher LAI-values by a second, wider cluster. Two additional clusters are
located in the left upper and right lower quadrant of the scatter plot, namely at low Terra
values and high Aqua values and vice versa. In summary, the data of Terra and Aqua
are either very similar or very different, whereas the first possibility has a significantly
higher probability, especially at low LAI values. Taking only values flagged as "good"
and without clouds into account, the clusters somewhat narrow, especially those two
clusters indicating high differences get smaller and less dense.

Figure 3.10: Bivariate histograms of Terra (x-axes) and Aqua (y-axes) LAI values, exemplarily for
a) MMSF and b) Lethbridge. White presents no occurrence, dark blue shows frequencies of 1,
dark red frequencies of 1000 cases and more.

Combination

Despite the clues for systematic but compared to other criteria rather small differences
between the Terra and Aqua data sets at these test sites, a composition scheme is applied
in what follows. To generate the combined LAI values this study follows the "official"
product combination approach (Yang et al., 2006b) but enhances it with the lessons learned
in this study regarding the influence of the cloud state. In doing so, the general quality
criterion are compared first: If one was retrieved by the main algorithm and the other
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not, the "good" value is preferred; if the algorithm path is equal the cloud free retrieval is
chosen; if the cloud state is also the same for both sensors, the LAI value with the higher
corresponding FPAR value is taken since this value is assumed to be less atmospherically
affected.

The advantage of the combined product is clearly the higher data availability as already
mentioned above. Due to the preference of "good" retrievals without clouds in the
combination procedure, the number of these retrievals is enhanced by up to almost 20 %
and the number of time steps, at which at least 45 pixels "good" retrievals without clouds
are available, rises by up to 40 % (Figure 3.11). The temporal consistency as described by
δ and frequency analysis is merely promoted by the combination procedure. The average
temporal variance shows no decline, too. The spatial variance at each time step, however,
tends to be moderated by the combination of the two sensors.

Figure 3.11: The combined product shows an increased frequency of "good" pixels without clouds
for the combined product at every time step (a). The temporal consistency analyzed with δ ,
instead, shows only a small improvement for the combined time series (b). Plots shown for
Howland.

3.3.5 Model Sensitivity to LAI

The leaf surfaces represent the exchange medium between the plants and the atmosphere.
The LAI as quantity for this exchange surface is consequently a critical variable for all
biophysical models describing fluxes of energy, momentum and matter such as the
exchange of carbon and water (Bonan, 2002). The index is of particular importance to
modelers who want to upscale fluxes measured by eddy-covariance towers (Cleugh et al.,
2007) or apply biomass models on a global basis or for agricultural purposes (Demarty
et al., 2007). Since biosphere-atmosphere interactions are more and more implemented in
global climate and hydrological models, the LAI is meanwhile also a key input variable
for these model types (Chase et al., 1996; Andersen et al., 2002).
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The Penman-Monteith equation is broadly applied in SVAT (soil-vegetation-atmosphere-
transfer) models involving an estimation of the evapotranspiration (Monteith, 1981) and
is often executed depending on LAI (Lindroth, 1993; Leuning et al., 2008). As final part
of this analysis, the potential consequences of using various LAI time series for the
calculation of latent heat fluxes are tested based on various quality criteria . To do so,
the simple bucket type SVAT-scheme "BUCKUP" (Franks et al., 1997; Schulz & Beven,
2003) based on the Penman-Monteith equation is chosen and executed for the 2004 data
of MMSF in a slightly modified mode:

λE =
∆RN + (ρacpδq)/ra

∆ + γP [1 + (rs/ra)]
(3.2)

with λE [W m-2] being the latent heat flux; ∆ [kg kg-1 K-1] the rate of change of saturated
specific humidity with temperature; Rn [W m-2] the net radiation; ρa [kg m-3] the dry air
density; cp [J kg-1 K-1] the specific heat of air; δq [kg kg-1] is the specific humidity deficit;
γP [kg kg-1 K-1] the psychrometric constant; and finally the surface and aerodynamic
resistances rs and ra in [s m-1]. While root zone water storage mainly controls water
availability , the canopy and upper soil interception store, the root zone store as well
as a variable ground water table act as evapotranspiration sources. Rainfall fills the
interception store up to its limit. The interception overflow is assigned to the root zone
store whose excess water is transferred to the groundwater table with a soil dependent
time delay. The surface resistance rs is updated every time step according to the actual
water availability of the three stores. In this study, BUCKUP is extended by considering
LAI seasonality: rs is assumed to depend inversely proportional to the LAI (Bonan, 2002).
Furthermore, the LAI is supposed to alter ra by means of the displacement height, D, as
well as the roughness length, RL according to following empirical relations (Raupach,
1994):

X = 0.2 ∗ LAI (3.3)

D = HV ∗ (log(1 + 6
√

X) + 0.03 ∗ log(1 + X6)) (3.4)

RL = HU + 0.3 ∗ HV ∗
√

X f orX < 0.2) (3.5)

RL = 0.3 ∗ HV ∗ (1− D/HV) f orX >= 0.2) (3.6)

where HV is the vegetation height and HU the understorey height. D and RL are then
used to calculate ra empirically. Details can be found in Schulz et al. (1998).

The model is run with hourly time steps using temperature, precipitation and humidity
as meteorological boundary conditions. As LAI time series input, the data from Terra,
Aqua as well as the combined data set are used. For the combined product, the various
spatial aggregations from the mere use of the tower pixel up to the 7x7 pixels are applied.



3.3 Analysis 45

Since themodel needs temporally continuous LAI data, an interpolationmethod is needed.
At the same time, the time series shall be smoothed, since even the time series from taking
the mean of all 7x7 pixels appears not to be physiologically sound. Interpolating and
smoothing for model purposes has been proposed by other authors, too (Kang et al., 2005;
Gu et al., 2006; Fang et al., 2008; Gao et al., 2008; Borak & Jasinski, 2009); they have used
spatial averaging, upper LAI envelope smoothing techniques, adaptive Savitzky-Golay
filtering, asymmetric and double logistic Gaussian filtering or an ecosystem curve fitting
method based on the MODIS vegetation continuous fields product. In this exercise it
is intended to give the noisy MODIS LAI data as much weight as possible but at the
same time fulfill the contradictory demand of reducing the noise and the influence of
outliers. Therefore, we choose a combined temporal-spatial interpolation scheme with a
cubic smoothing spline method as implemented in Matlab® ("csaps") is employed. The
smoothing spline f minimizes

pS

N

∑
w(i)
|y(:, i)− f (x(i))|2 + (1− pS)

∫
ω(t)

∣∣D2 f (t)
∣∣2dt (3.7)

where x in this case represents the time vector and y the LAI data; i runs from 1 to the
maximum number of entries of the temporal data vector, N; dt is a time increment; D2

denotes the second derivate; ω is a weight function and w a weight vector, which is set
to 1 in this study. pS represents a smoothing parameter; it is chosen by the algorithm
depending on the LAI values at each time step. Several data points at the same time
steps are recognized as the average. csaps is an implementation of the FORTRAN rou-
tine "SMOOTH" (Barry, 1973). Figure 3.12a shows the results of this interpolation and
smoothing procedure to daily LAI values for the combined Terra and Aqua data and the
various quality data sets.

Figure 3.12: (a) MODIS LAI (dots) and interpolated/smoothed LAI time series (lines) of different
quality sets at MMSF, 2004. "w/o" means data without clouds, "sat. filt." denotes the data set of
"good" values without clouds and without LAI values in summer outside the saturation domain
as described above. (b) Cumulative evapotranspiration for the different LAI input data.
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The results of the sensitivity analysis illustrated in Figure 3.12b) show that the influence
of the sensor choice as well as the quality criteria on the model output is rather small,
which is not surprising since the smoothing blurs the differences between the data sets.
However there is one drastic exception: The "best" values produce over 30 % lower
cumulative amounts of evapotranspiration compared to the measurements and over 25
% compared to the results without using "best" LAI values in summer. This is the case
because the model evapotranspiration does not reach the high evapotranspiration values
at daytimes in summer due to the much lower LAI values. This behavior will have a large
impact on the subsequent prediction of individual components of the water cycle such
as groundwater recharge or run off. Also, patterns of surface soil moisture availability
will be largely biased and estimates of e.g. net primary production or bio-geochemical
processes might be unreliably affected. Fact is, that the LAI time series at temperate forest
sites get more unreliable in the sense of physiologically plausible temporal behavior when
using the strictest quality filtering "best" and this is true even when exploiting the data
sets of both sensors.

3.4 Discussion and Conclusions

MODIS data from Terra and Aqua sensors in combination with ecosystem exchange
data collected from FLUXNET have become central to the development, calibration and
evaluation of soil-vegetation atmosphere transfer models (SVAT) and their regionaliza-
tion. MODIS land product subsets provided for long term field measurement sites as
from FLUXNET simplify the assimilation of field and remote sensing measurements for
practical usage. Despite the frequent application of MODIS LAI subset data in ecosystem
models, there is no consensus on their post-processing usage and the employment of the
provided QC information. In this study, the consequences of several post-processing user
choices for six MODIS LAI subsets at FLUXNET sites (four forests, two grasslands) on
the statistical characteristics and temporal behavior of the resulting LAI time series were
analyzed. The application of quality assessments as well as differing spatial aggregations
from the only use of the tower pixel to the aggregation of all 7x7 pixels have been studied.
The resulting various time series have been compared to ground-measured LAI values.
The data from both sensors have been compared and their combination has been consid-
ered. Finally, the influence of differing post-processing choices on a simple SVAT model
has been assessed.

The analysis of the quality criteria showed that most Terra and Aqua LAI values have been
retrieved with the main algorithm and without cloud coverage what is an improvement
compared to earlier MODIS LAI data collections. This fact has already been shown by
Yang et al. (2006b) for a provisional collection 5 analysis. The spatial variation within the
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7x7 pixels is high and the pixels’ time series are often unstable and vary through thewhole
LAI range from near 0 to over 6 m2 m-2. Cloud filtered time series and main algorithm
time series tend to be smoother than their unfiltered counterparts. Most interesting is
however the difference between "best" and "good" values from the main algorithm: "best"
values without saturation are significantly lower than main algorithm retrievals in the
saturation domain and – by definition – seldom reach for forests realistic summer LAI
values greater than 4m2 m-2. Cohen et al. (2006)mentions this phenomenon for forest sites,
too. After the deletion of "best" values in summer, the LAI time series shows – although
with a considerable range of dispersion – a physiologically sounder temporal evolution.
"best" values in summer compare not as good to field data as the other quality sets. The
unfiltered data sets perform well due to compensation effects of too high saturation
domain values and too low "best" LAI values. This is especially true for Duke Forest
where the MODIS time series exceeds the ground-measured LAI values by over 2 m2 m-2;
one reason for this observation is certainly the land cover classification problem evident
at this site (see section 2.3.3) as well as general algorithm problems for coniferous forests
(Wang et al., 2005a; Therezien et al., 2007).

Are "best" values in summer at forest sites just an artifact of cloudy conditions, which
have not been detected by the algorithm or the consequence of an erratic atmospheric
correction? The fact that the most main algorithm retrievals with clouds are also "best"
retrievals supports this assumption as well as the fact that cloudy pixels have the tendency
to have lower LAI values (Wang et al., 2005a; Yang et al., 2006b). Consequently, the end
user has to take care when filtering according to the supposedly most stringent QC,
"best"; the semantic meaning of this adjective can be misleading when dealing with pixels
covered by forests. Nonetheless, the study showed the benefit of using the provided QC
meta data.

The question of spatially aggregating pixel around the tower or not has certainly to be
answered from an site specific perspective and depends on the land cover classes involved
and their distribution around the tower. If the emphasis is put on reducing the noise and
increasing the data basis for interpolation and smoothing algorithms to build a more
robust seasonal variation of LAI, as many pixels as the land cover distribution around
the tower allows should be selected. The analysis showed that the smoothness, hence the
temporal consistency, of the time series is enhanced using more pixels. This is consistent
with the findings of Borak & Jasinski (2009): In their data denial exercise to test several
interpolation schemes, they used even 9x9 pixels and found it to be as good or even
superior compared to 5x5 aggregations with having a higher data coverage at the same
time.

The issue of spatial aggregation is tightly connected to three other post-processing options
for MODIS Land Product Subsets, namely the selection of pixels according to specific
land classes or other criteria as well as the interpolation and smoothing of the time
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series. The effects of filtering pixels around the tower on the basis of the MODIS land
classification on the resulting LAI time series have not been analyzed in this study; this
aspect needs further attention in future work. It will also be worthwhile considering to
select pixels with respect to the footprint of the flux tower, which depends mainly on
the wind speed and direction. How to interpolate and smooth the LAI time series can
certainly be discussed further: as Borak & Jasinski (2009) comments, there is no single
interpolation scheme that can serve all purposes and conditions. Further analysis could
analyze the benefits of using a weighting factor according to the LAI standard deviation
delivered in the MODIS product.

Comparing the Terra and Aqua LAI retrievals at the six test sites, a small bias between the
data sets was observed and pixel by pixel comparisons reveal large differences at a small
proportion of the data. These observed large discrepancies for a limited number of data
values can certainly be attributed to atmospheric conditions which are challenging for the
algorithm. The cause for the systematic difference is not as obvious. Yang et al. (2006b)
also observed a bias in Terra and Aqua reflectances and NDVI values at Harvard Forest.
They excluded solar zenith angle and cloud influences and ascribed the discrepancies to
erroneous atmospheric corrections, too. It is also known that Aqua suffers of band-to-
band misregistrations of its MODIS sensor in the Visible and Infrared (Wang et al., 2007a);
it is unclear, however, how this problem affects the LAI retrievals. In spite of the observed
bias, Yang et al. (2006b) suggested the use of both products. Furthermore, it is argued that
the difference between the means of the Terra and Aqua product is small compared to
the overall noise of the time series. Consequently, we have taken advantage of both LAI
products and combined them as described in section 3.3.4 to further increase the reliability
of the LAI time series. The combination of the two data sources increases the percentage
of "good" retrievals without cloud coverage by up to 17%. This is consistent with Yang
et al. (2006b) who found a high quality retrieval increase of 10-20% for woody vegetation.
The number of time steps with at least 45 "good" pixels without clouds increases by an
amount of up to 40%. However, the temporal smoothness of the LAI time series is not
improved (see section 3.3.4).

Also, the sensitivity of a simple SVAT model to the differently post-processed LAI input
data has been analyzed. Predicted rates of evapotranspiration confirmed the previous
findings: The use of "best" data introduces a large bias of up to 40 % with possibly
tremendous consequences on the subsequent prediction of individual components of the
water balance. However, these consequences need further investigation and have to be
extended to other related research areas.

Merging all analysis results, the conclusion can be drawn that it is advantageous to
combine Terra and Aqua to enhance the data coverage and maximize the number of
cloud-free main-algorithm retrievals and follow one of two major strategies: to apply no
QC filtering and take all pixels from the subset into account to achieve error nullification,
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or, alternatively, to make QC adjustments such as deleting back-up retrievals and those
from cloudy pixels as well as "best" retrievals belonging to the non-saturation domain
when the retrieval can be expected to belong the saturation domain. If the surrounding
of the tower allows for taking neighboring pixels into account, a spatial aggregation is
recommendable, especially for forests. After these selections and choices an interpolating
and smoothing approach such as a spline technique used in this study or a filtering
technique as proposed in Gao et al. (2008) is recommendable.

A final question with regard to the formulation of a light use efficiency model to be done
in this thesis is, if what has been found for the LAI values also holds true for the FPAR
values provided in MOD15A2/MYD15A2. A respective analysis showed that this is
the fact even if the difference between the "best" retrievals and the values classified as
"good" without the latter is somewhat smaller than that of the LAI values. However, the
phenomenon is definitively pronounced as Figure 3.13 shows.

Figure 3.13: Multi-year average MODIS FPAR values for the various quality classes exemplarily
shown for the Terra data sets of Harvard (a) and MMSF (b).

In the following two chapters, which concern the formulation of a light use efficiency
model and the extrapolation of its parameters, MODIS LAI and FPAR time series are used.
The processing of the values as delivered by the product to continuous time series follows
the conclusions of this study: MODIS Terra and Aqua data are merged, the "best" values
are deleted in summer when larger LAI values can be expected and all subset pixels
with a similar land class are taken into account when the final, temporally interpolated
time series is derived by the application of smoothing splines though the data points.
An exception are sites whose measurement tower is located within a mosaic of different
land use classes, what is in particular true for the grassland sites Neustift and Oensingen
located in the Alps; here, only the directly surrounding pixels are considered.
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Formulation of a

Light Use Efficiency Model

An edited version of this chapter is published as
Horn JE, Schulz K (2011) Identification of a general light use efficiency model

for gross primary production. Biogeosciences 8(4), 999-1021.

4.1 Introduction

The light use efficiency concept is one of themost widely applied approaches formodeling
the uptake of carbon by plants. It has proven to be particularly suitable if the focus is laid
on seasonal dynamics, for the use with remote sensing data for applications on regional
or larger scales (see Hilker et al. (2008) for a review) as well as for data-led modeling
approaches utilizing the information content of measurements (Jarvis et al., 2004; Schulz
& Jarvis, 2004). The latter studies followed a data-driven modeling approach developed
by Young and co-workers (Young, 1998; Young & Pedegral, 1999; Young et al., 2001; Young
& Ratto, 2009). This modeling philosophy derives models specifically at the scale of
interest beginning with a basic, parsimonious functional relationship. In a second step,
this basic equation is iteratively refined by adding additional dynamics on the basis of
data analysis results (Figure 4.1b). In this way, observed data is given more weight in
the model building process than in purely process-based model building approaches
(Figure 4.1a) without disregarding robust mechanistic processes. This leads to hybrid
stochastic-mechanistic models with not more complexity than can be supported by the
observation data information content. Nonetheless, the model structure and parameters
have to fulfill the requirement of being physically or physiologically interpretable.
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Figure 4.1: a) Scheme of a "classic" model building approach inwhich data processes are described
with a priori knowledge. Data are used to calibrate the model parameters and validate the model.
b) The data-based approach in which data are given more weight in the model building process
by additionally using them to iteratively refine a basic process description.

It is the intention of this thesis to find such a simple but robust light use efficiency model
simulating day-to-day variations of the gross primary production. The model shall allow
an application to a broad range of vegetation types and climatic conditions. The approach
chosen to reach this aim follows the data-based modeling philosophy discussed above:
A model is sought which can be characterized as a "parametrically efficient, low order,
dominant mode" model (Young, 1998, p. 1867). Its complexity is intended to be in
accordance with the information content of available data. Starting point for this attempt
is an oversimplified model formulation, the basic light use efficiency equation (Eq. 1.1).

This study builds upon the work of Jarvis et al. (2004). That part of their study dealing
with descriptions for the time-varying light use efficiency parameter was a first step
towards the final aim of a general gross primary production model and can be considered
as a first loop indicatedwith the color blue in (Figure 4.1b): Jarvis et al. (2004) formulated a
model – which is called the "Jarvis-model" in the following – on the basis of data available
at that time, namely data from two temperate to boreal deciduous forest sites. The Jarvis
model was shown to be able to capture and predict the dominant seasonal dynamics of
the two sites by solely using the soil temperature as variable influencing the evolution
of the light use efficiency. The model is not more complex than necessary and stands
out due to low parameter uncertainties; in this sense it fulfills the requirements of the
data-based modeling philosophy discussed above.

However, the strength of such a data-driven approach can also be its weakness: It might
become necessary to refine the model structure if the model is to be applied to sites with
strongly differing boundary conditions or if additional data are available revealing new
dynamics. This corresponds to the situation when the Jarvis-model is applied to the
44 study sites now available for this thesis (see section 2.2): As will be seen, the Jarvis-
model does not allow to reliably reproduce the gross primary production observed under
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warmer and drier climate conditions and for other vegetation types than those analyzed
in their study. Consequently, the data analysis and model building loop (colored in blue
in Figure 4.1b) has to be repeated. Systematic behavior of the 44 vegetation stands in
response to meteorological forcings as expressed in the daily data is extracted. On the
basis of these new findings, the Jarvis-model is substantially restructured. A flexible
model is developed, which additionally accounts for moisture availability as a major
forcing of gross primary production and which is applicable under a broad range of
boundary conditions.

4.2 Data Analysis Methods: DLR and SDP

The study of Jarvis et al. (2004) proved non-stationary regression frameworks such as
the "Captain Toolbox" for Matlab® (Pedregal et al., 2007) to be perfectly suited to derive
functional descriptions for the typical seasonal evolution of the respiration and gross
carbon flux (FG) from eddy covariance measurements. These time series do not only
depend on environmental conditions in a complex manner, but they are also afflicted with
noise. This can hinder a simple signal extraction directly from the time series without
filtering and smoothing techniques. Therefore, two of the toolbox’s powerful tools, which
are based on recursive Kalman filtering and fixed interval smoothing techniques, were
employed both in the aforementioned study and are used in this study, too: dynamic linear
regression, DLR, and state dependent parameter analysis, SDP. They allow the extraction
of systematic trends in the variation of non-constant model parameters directly from
measured time series and, hence, enable the objective identification of non-stationarities
or state dependencies characterizing these time-varying parameters.

In particular, the underlying regression type model in case of DLR is of the form

y(t) =
N

∑
i=1

ci(t) · xi(t) + ζ(t) (4.1)

where y is the dependent variable, xi(t) are the regressors, ci are time dependent regres-
sion parameters and ζ(t) is the regression model error series assumed to be a serially
uncorrelated white noise sequence with a zero mean (Young & Pedegral, 1999). i is the
increment running from 1 to the number of regressors, N. DLR extracts the incremen-
tal temporal variations in c assuming the parameters to gradually vary with time. The
stochastic random walk process follows a white noise sequence (η(t)) with a zero mean.
Each sampling instant depends on the data in its vicinity. A Gaussian weighting function
determines the influence of the neighboring data samples on the one currently considered.
The "bandwidth" of this Gaussian window function centered at the ith sample instant
and declining at either side is determined by the noise-variance ratio (NVR). The NVR
is calculated as ratio of the variances of η(t) and ζ(t). A NVR of zero corresponds to
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constant parameter values. Large NVR values (e.g. 0.1 and larger) imply a sharp decrease
of the weighting function with increasing distance from the considered sample, resulting
in rapid changes of the estimated parameter. By using a very large NVR an almost perfect
model fit can be achieved; then, however, the estimated SDP model is sensitive to data
outliers and anomalies. This is contraproductive if typical, systematic behavior is to be
identified to derive model structures for predicting future system behavior (Young, 2000;
Young et al., 2001; Young, 2001). The "Captain Toolbox" also provides uncertainty bounds
(standard errors) of the fits and of the parameter estimates, which are an important
criterion when evaluating the estimated state-dependencies.

As an illustrative example, let the latent heat flux λE be the dependent variable y(t) in Eq.
4.1 and the available energy (the sum of λE(t) [MJ m-2 d-1] and the sensible heat flux H(t)
[MJ m-2 d-1]) the regressor x(t). The regression parameter c(t) is then the well-known
evaporative fraction, EF [-]:

λE(t) = EF(t) · (λE(t) + H(t)) + ζ(t). (4.2)

Figure 4.2 illustrates the effect of DLR with different NVR values: Panel a) shows the
direct quotient of the measured λE and the sum of λE and H time series (black dots). The
red line indicates EF obtained by DLR, whereas the NVR value of 4 · 10−4 was optimized
within the DLR algorithm. The grey lines represent the standard error. Note that the
plot is a zoom and that there are outliers outside the shown axes range. DLR results in a
r2-value of 0.96 with respect to λE(t). In Panel b) the NVR value is set to a small value of
10−5 (green) resulting in EF values changing only slowly with time (r2 =0.88) and to a
large NVR value of 0.5 (blue) resulting in rapid changes of EF. The higher r2 value of 0.99
comes at the cost of larger standard errors (grey), which would render forecasts more
uncertain.

The SDP estimation, in contrast, presumes the regression parameters to not only vary
with time but also with a state of the considered non-linear system (Young & Pedegral,
1999; Young, 2000; Young et al., 2001; Young, 2001). The state variable, however, also
varies with time:

y(t) =
N

∑
i=1

ci(ui(t)) · xi(t) + ζ(t) (4.3)

with ui being variables representing time-varying system states. In the SDP algorithm, ci

is again assumed to evolve in a stochastic random walk process characterized by a white
noise sequence with a zero mean. Each sample instant depends on the data in its vicinity
in state space, in which all involved variables are sorted with respect to the system states
ui, hence out of temporal order. As with the DLR model, the NVR value determines the
weighting of neighboring samples.

This is again illustrated by an example for which the light use efficiency equation is
chosen: The basic light use efficiency equation (Eq. 1.1) is transformed to an adequate
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Figure 4.2: Example for EF using DLR. In Panel a the NVR is optimized (NVR= 4 · 10−4). EF
obtained by DLR shows distinct but moderate variations with time, modest standard errors (grey)
and a good r2 of 0.96 with respect to λE(t). In Panel b the NVR value is set to a small (green;
r2 =0.88) and to a large NVR value (blue) yielding a higher r2 of 0.99 but also higher uncertainty
bounds (grey). Data from MMSF, 2004.

SDP representation whereas the light use efficiency, ε, as a regression parameter is
assumed to depend on the soil temperature TS [°C] as system state (Jarvis et al., 2004):

FG(t) = ε(TS(t)) · APAR(t) + ζ(t) (4.4)

where APAR [MJ m-2 d-1] is the absorbed photosynthetically active radiation as a product
of FPAR [-] and PAR [MJ m-2 d-1]. In Figure 4.3a, ε [gC MJ-1] is plotted as direct ratio
of the gross CO2 flux, FG [gC m-2 d-1]. It is worth noting that the direct quotient of FG

and APAR often results in even noisier time series than in this example. The NVR is
optimized (8 · 10−5) and the SDP procedure results in a sigmoidal curve (red line) with a
quite stable course, acceptable uncertainty bounds (grey) and an r2 of 0.91. If the NVR
value is decreased to 10−6 (green line in Figure 4.3b) the curve gets even smoother but
some important seasonal variability gets lost and the r2 drops to a value of 0.88. Enlarging
the NVR to a value of 0.01 leads to rapid changes of the regression parameter ε (blue line
in Figure 4.3b), a r2 of 0.94 but higher standard errors (grey) of the SDP estimation of ε.

The examples shown above give an impression of how DLR and SDP can help to identify
dominant and systematic behavior of time-varying model parameters with respect to
the temporal evolution and other system variables. The DLR as well as the SDP model
estimations, however, strongly depend on the applied NVR values (see above), which
therefore shall receive further attention: The NVR values in this study are optimized from
the data via maximum likelihood prediction error decomposition as proposed by Young
& Pedegral (1999) and implemented in the "Captain Toolbox". In all SDP estimations of ε

described later, the NVR optimization procedure yields typically small values ranging
from 1 · 10−7 to 5 · 10−3; these values are large enough to confirm that it is justified to treat ε

as varying parameter, but small enough to prevent an oversensitivity to the existing noise
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Figure 4.3: Regression with SDP: example for the light use efficiency which is assumed to depend
on the soil temperature. In Panel a the NVR is optimized (red), Panel b shows the SDP results if
the NVR is set to a smaller value (green) and a larger value (blue). The black dots represent the
ε as direct quotient of the measured time series FG and APAR. Grey lines indicate the standard
errors. Data from Harvard Forest.

in the measured time series (Richardson et al., 2008). Varying the NVR values manually
shows that NVR values larger than 1 · 10−3 result in estimations too responsive to outliers
and anomalies, masking typical seasonal behavior embedded in the measurement data.
Therefore, in this study the range of possible NVR values estimated by the toolbox’s
optimization procedure is constrained by an upper bound of 10−3.

4.3 Model Identification

4.3.1 Evaluation of the Jarvis-model

As mentioned above, Jarvis et al. (2004) exploited the information content of data from
two temperate forests (Harvard Forest, UMBS) with SDP and, on that basis, derived a
functional form for describing ε as varying parameter of the following equation, a slight
variant of the typical light use efficiency approach:

FG,J(t) = εJ(t) · S0(t). (4.5)

Therein, the above-canopy incident solar radiation (S0 [MJm-2 d-1]) instead of the absorbed
PAR (APAR) was used; therefore, strictly speaking, εJ it is not a light use efficiency
and it was therefore termed "radiation capture and utilization coefficient" (Jarvis et al.,
2004, p.940). εJ is described by a sigmoidal relationship with TF, the time-delayed soil
temperature (TS), which is described by following function:

εJ(t) =
εmax,J

1 + exp(kT,J · (TF(t)− TI))
(4.6)
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where
TF(t) = (1− α) · TS(t) + α · TF(t− 1). (4.7)

TI is the inflection point of ε between its minimum and maximum level (εmax,J) and kT,J

the rate of change of this transition. α is the lag parameter for the time-delayed soil
temperature, TF. The mean of TS-values of the the first 30 days is chosen as starting point
for TF. The soil temperature was filtered because the measured time series showed εmax,J

responding with delay to changes of TS. The four parameters, εmax,J , TI , kT,J and α, were
site-specifically calibrated by Jarvis et al. (2004) against data of the two study sites. The
model was validated at Harvard Forest over a 6-year period. The resulting optimized
parameters were shown to be well-defined.

In this thesis, this promising modeling approach serves as starting point for identifying a
generalized model scheme applicable to a broader spectrum of vegetation and climate
types. To do so, the original Jarvis-model is, as a first step, applied to all study sites
regardless of their vegetational and climatological characteristics to test the suitability of
the model. The four constant model parameters (εmax, TI , kT and α) are optimized at each
study site individually with the non-linear least squares method. Only one difference
is made compared to Jarvis et al. (2004): For better comparability with other studies,
the global radiation S0 is changed to PAR, the photosynthetically active part of S0. This
change does not impair the model applicability of the Jarvis-model since PAR is a quite
conservative fraction of S0 (Stigter & Musabilha, 1982).

Figure 4.4: The – for better comparability – somewhat noise-reduced ε (black) obtained by DLR
(Eq. 4.1) compared to ε modeled by the Jarvis-model (red) vs. the delayed temperature, TF. Panel
a shows ε at the boreal deciduous forest site Sylvania Wilderness where ε reaches a plateau at
higher temperatures, whereas b) represents a typical example (Tharandt) for coniferous sites or
grasslands with a distinct decrease of ε at higher temperatures after a peak at mild temperatures.

The Jarvis-model reproduces well the gross CO2 uptake FG of boreal and temperate forests
in terms of r2- and NS-values. The model performs particularly well at deciduous forests
with strong seasonal dynamics as Figure 4.5 indicates and Figure 4.4a shows. In the
latter plot, the sigmoidal function describing ε in the Jarvis-model is compared with the
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measured ε, which is – for better illustration of the dominant behavior of ε – somewhat
noise-reduced by the application of DLR.

At forests sites in warmer C-climates and at needle-leaf forests, however, the model shows
deficiencies in the temperature dependency of ε: The model is not able to capture the
decrease of ε at high temperatures (Figure 4.4b), which is not surprising considering
the sigmoidal form of the function. r2- and NS-values with regard to the measured and
modeled FG time series are quite satisfying for most forests, though (Figure 4.5). However,
a comparisonwith themeasured and noise-reduced ε such as shown in Figure 4.4b reveals,
that these moderate to good model performances are often just a result of the fact that (i)
PAR itself explains a large variation of FG and (ii) a result of the nature of the parameter
optimization procedure, which – up to a certain degree – counterbalances shortcomings of
model formulations. Specifically, α seems to compensate inappropriate model structures.
FG of forest sites experiencing hot summers aswell asmost grasslands cannot be simulated
by the Jarvis-model at all, because the assumed sigmoidal temperature dependency of ε

does not exist, letting the conclusion to be drawn that a water availability proxy is lacking.
Even at the fully humid study sites analyzed by Jarvis et al. (2004), cross-correlations
between the model residuals and a water availability measure were found. Consequently,
not only the dependency of ε to TS has to be reconsidered, but also appropriate water
availability measures have to be identified and their functional relationship to ε has to be
derived.

4.3.2 Finding NewModel Structures

In order to identify the dominant state dependencies of ε at all study sites, SDP is applied
first with TS as state variable to systematically examine which pattern ε follows with
regard to TS:

FG(t) = ε(TS(t)) · APAR(t) + ζ(t) (4.8)

confirming that at many sites a distinct decrease of ε with increasing TS occurs (Figure
4.6a). APAR is chosen instead of S0 or PAR, respectively, for better comparability with
other studies and because of the overwhelming evidences for the significance of the LAI
or FPAR as scaling-factor for soil-vegetation-atmosphere-transfer processes (Watson, 1958;
Monteith, 1977; Tucker & Sellers, 1986; Goetz & Prince, 1999; Gower et al., 1999; Lindroth
et al., 2008) which cannot be compensated by other environmental variables used in the
light use efficiency modeling approach.

At those sites where the Jarvis-model is not able to properly reproduce the carbon flux
dynamics at all, SDP not surprisingly also fails to find a clear temperature dependency
indicating some other control on the ε-dynamics, presumably the a water availability
measure. SDP is therefore used to analyze several water availability measures (W) as
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Figure 4.5: Study sites in a vegetation-climate matrix; within one class, the sites are ranked
according to their mean temperature from top to down. The performance of the Jarvis et al. (2004)
model is indicated in 3 categories: high (green, r2 > 0.8), moderate (yellow), low (red, r2 < 0.5).
Köppen-Geiger-climate classes: steppe climate (BS), temperate (C), continental (D); summer dry
(s), fully humid (f); hot (h), cold in winter (k); hot summer (a), warm summer (b), cool summer
(c), cold winter (d); vegetation classes: deciduous broadleaf forest (DBF), mixed (MF), evergreen
needleleaf (ENF), evergreen broadleaf (EBF), grass (G).

potential further controls on ε:

FG(t) = ε(W(t)) · APAR(t) + ζ(t) (4.9)

including the evaporative fraction (EF) being the fraction of the latent heat and the
available energy, the vapor pressure deficit (VPD [kPa]), the soil water content (SWC [%],
Figure 4.6b), and the antecedent precipitation index (API [mm], Figure 4.6c). Besides API,
these variables have demonstrated before to significantly affect gross primary production
and are frequently used in light use efficiency models as moisture availability indicator
(Mäkelä et al., 2008; Yuan et al., 2007; Potter et al., 1993; Prince et al., 1995; Heinsch et al.,
2006). DLR is applied to estimate EFwith the aim to better capture seasonal variations and
reduce the impact of short term fluctuations by noise effects (Eq. 4.2). API is calculated
by a weighted sum of daily precipitation values in a time window Z before the current
time step t (Linsley et al., 1982; Samaniego-Eguiguren, 2003):

API =
Z

∑
d=0

κ−d · P(t)t−d (4.10)
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where d denotes the number of time steps before t and κ is a recession constant commonly
ranging between 0.85 and 0.98 (Chow et al., 1964). A cosinus function is chosen such, that
κ varied between these extremes with the lowest value of κ in summer and the highest in
winter to take the higher recession of precipitation events in summer into account. Indeed,
in several cases the SDP-analysis shows a distinct dependency on the water availability
state variables (Figure 4.6b,c).

Figure 4.6: ε depending on the major driver of FG as obtained by a SDP-model with one system
state (eq. 4.3 with N = 1). System states explaining ε in these examples were TS at Duke (a), SWC
at Vaira Ranch (b), API and Audubon (c). The grey lines represent the standard errors of the SDP
estimation.

At most sites, however, neither the temperature nor a water availability proxy alone can
explain FG satisfyingly. Therefore, an additive SDP-model is applied

FG(t) = c1(TS(t)) · APAR(t) + c2(W(t)) · APAR(t) + ζ(t) (4.11)

or respectively

FG(t) = (c1(TS(t)) + c2(W(t))) · APAR(t) + ζ(t) (4.12)

with
c1(TS(t)) + c2(W(t)) = ε(t) (4.13)

using TS and one of the mentioned water availability proxies. The model performance
varies between the water availability surrogates at the study sites, but none of them
delivers the best results in every case. EF, however, appears to perform most consistently
throughout the sites, whereas the use of API tends to lead to somewhat higher uncer-
tainties, i.e. the related parameter estimations are less uniquely identifiable compared
to the other state variables. The nonparametric relationship between εmax and TS in the
additive SDP model either has a sigmoidal form, or it can be described by a (sigmoidal)
peak function (Figure 4.7a), or no clear relationship can be identified at all (Figure 4.7c).
If a clear relationship between ε and the water availability state variable exists – as in the
majority of cases – it shows a threshold-like behavior as demonstrated exemplarily in
Figure 4.7b and 4.7d.
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Figure 4.7: ε as function of TS and EF at the Mediterranean site Roccarespampani (a, b) and as
function of TS and VPD at the desert-grassland Audubon (c, d) as determined by the additive
SDP-model (Eq. 4.11); at the latter site, no clear TS-dependency can be determined and the
standard error bounds (grey) are consequently large.

4.3.3 Formulating a Generalized Model

To overcome the applicability restrictions of the basic model with the lessons learned
in the SDP analysis, the sigmoidal temperature function is changed to a logistic peak
function, fT, which enables a decrease of ε with increasing temperatures after a sigmoidal
shift from the minimum to the maximum level:

fT =
4 · exp(−(TS − Topt)/kT)

1 + exp(−(TS − Topt)/kT)2 (4.14)

with kT [°C -1] being the rate of change and Topt [°C] being the temperature at which the
function is reaches its maximum.

To allow for the effect of water availability fluctuations, a sigmoidal function is used
since SDP shows the tendency that at very low and very high values of the respective
water availability proxies W (EF, SWC, API and VPD) there is no change of the influence
on ε; this behavior gets even more obvious when taking additively both temperature
and moisture in one SDP-model into account (Figure 4.7). The function allowing for the
influence of W on εmax, fW , is therefore chosen to be a sigmoidal function:

fW =
1

1 + exp(kW · (W −WI))
(4.15)
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with kW being the rate of change between the minimum and maximum levels of fW and
WI being the inflection point. Both fT as well as fW are scaled to the range between 0 and
1.

To account for lag effects between the response of ε to temperature variations the lag-
parameter α is again applied to TS (equation 4.7) as it has proven to be significant in
similar light use efficiency model approaches as proposed by Mäkelä et al. (2006, 2008)
for sites in temperate and boreal climates. However, in cases of W being the main driver
of ε as it is the case in semi-arid climates, the lag function is applied to W instead of TS.
In applying α only to the main driver, the number of free parameters is minimized, and
the lag is only expected to be apparent in a distinctive manner on this daily time step
basis when the canopy has to regenerate and redevelop green tissue after a dormant
period; and these periods are largely determined by the main driver as the temperature
in temperate and boreal climates and a moisture proxy in semi-arid climates.

The final model is formulated as follows:

FG = εmax · (p · fT + (1− p) · fW) · APAR (4.16)

where APAR is the absorbed photosynthetically active radiation [MJ m-2 d-1] as product of
FPAR and PAR, and p is a parameter between 0 and 1. If both temperature and humidity
conditions are optimal εmax is reached. If no humidity dependency can be detected,
because there is always enough water available, and ε-variations can be explained by the
temperature, p approaches 1 and the second term approaches zero, and vice versa. 1-p is
consequently indirectly a measure for the strength of the water availability influence on a
vegetation stand.

4.4 Model Calibration and Evaluation

The final model formulation given by Eq. 4.16 comprises seven constant parameters
including kW , εmax, p, Topt, kT, WI and α. Before the final calibration, the sensitivity
and variability for each of these parameters among different sites is explored. To do
so, a set of 750,000 Monte Carlo simulations is executed at each location allowing the
seven parameters to vary randomly within predefined (biophysically meaningful) ranges
following a uniform distribution. Using the SSE between measured and modeled FG

as performance criteria, the site specific parameters distributions of the respective 1000
best model runs were identified. Distinct minima of the parameter response surface –
indicating a unique identifiability – could be observed in most cases for the parameters
εmax and p as well as for either the parameters of fT or that of fW , dependent on the
dominant control (temperature or water availability, see below). Analyzing the 1000 very
best solutions with regard to all sites reveals that the parameters exploit a wide range
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within the assigned upper and lower boundaries. The probability distribution functions
(PDF) for the seven parameters are drawn (Figure 4.8). The PDF of the parameter kW

shows the sharpest peak, thus most of the best values at all sites are in a narrow range.

Figure 4.8: Probability density functions of the best parameters from all sites: Topt (a), kT (b), WI

(c), kW (d).

Against this background, kW is set to a constant value at the median of the best kW-values
from the Monte Carlo runs to reduce the parameters to be calibrated. The remaining
six parameters, εmax, p, Topt, kT, WI and α are finally calibrated using a non-linear least-
squares optimization routine ("lsqnonlin", MATLAB (Coleman et al., 2010)). The model
calibration is performed separately for each candidate for the water availability proxy W
(EF, SWC, API and VPD).

The calibration performs well for all model runs: r2 and NS-values of greater than 0.7 in
most cases as well as relatively small biases indicate the ability of the model to reproduce
FG-fluxes. Examples of fT and fW as well as the resulting cumulative sums of FG in
comparison with measured cumulative sums are shown in Figure 4.9 with their 95%
uncertainty bounds. These are a consequence of the propagation of error due to parameter
calibration uncertainties and were obtained by a Monte Carlo procedure: Instead of a
simple drawing of samples from a normal distribution, the samples (N = 1000) are
generated by a Cholesky decomposition of the covariance matrix of the model residuals.
The resultingmatrix ismultipliedwith amatrix of normally distributed randomparameter
samples. Thereby the interrelations of the parameters are accounted for. While these
uncertainty bounds are mostly bracketing measured cumulative FG-data, the parameters
are generally well defined. The minimal and maximal bias for all sites and models runs is
-0.23 and 0.55 gC m-2 d-1, respectively, with positive biases occurring more frequently. For
all model runs r2 ranges between 0.4 and 0.93. The model with EF as moisture surrogate
resulted in a mean r2 of 0.85 with a standard deviation of 0.10. The respective values for
the other model runs are 0.84 and 0.08 for SWC, 0.83 and 0.11 for VPD, and 0.82 and 0.11
for API.

In the following, results are described in more detail for the model with EF instead of
SWC, API and VPD as water availability proxy, since i) the calibrations with EF resulted in
the best results with the lowest 95% confidence intervals, ii) overall, EF already performed
best in the SDP-analysis, iii) it has often been successfully employed as water availability
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Figure 4.9: fT , fW and the cumulative sums of FG with 95% uncertainty bounds (grey) atWetzstein
(a) and Duke Forest (b), EF was used to model FG in a) and SWC in b) as water availability measure.
The 95% uncertainty bounds are due to the propagation of uncertainties in associated parameter
estimates (see text for further details).

proxy in similar studies (Kustas et al., 1994; Barr et al., 2007; Yuan et al., 2007) and proved to
be superior as explaining variable for ε in similar analysis (Garbulsky et al., 2010), and iv)
it can be retrieved from remote sensing, which is important from a regionalization point of
view (Venturini et al., 2004;Wang et al., 2006). Results for the other moisture surrogates are
shown exemplarily (Figure 4.9b and 4.13). The resulting parameters of the optimization
procedure, their confidence intervals, r2-values and model efficiencies NS are given in
Table A.2 for the EF-model. All parameters are shown in a climate-vegetation-matrix
(Figure 4.10).

The parameters of fT have in general wider confidence intervals than WI of fW ; one reason
for this certainly is that fT has two free parameters. However, fixation of one parameter
of fT deteriorates the model performance too much. Furthermore, the higher p, thus the
more the temperature dominates the variations of FG, and the smaller the confidence
intervals of the parameters kT and Topt of the corresponding temperature function tend
to be. Even more pronounced is the effect vice versa: the smaller p, thus the higher the
influence of EF, the smaller are the confidence intervals of WI (Figure 4.12a). This fact
can also be seen in the SSE-values resulting from the Monte Carlo simulations. These
were run again for the final model with the six free model parameters: For high p-values,
thus a high influence of the temperature on FG, the Topt-values of the best parameter sets
are located in a relatively narrow range, and vice versa, if p is low and EF dominates FG

variations, WI is better defined (Figure 4.11). This observed characteristic is an advantage
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Figure 4.10: The six model parameters εmax (a), p (b), Topt (c), kT (d), WI (e), α (f) in a vegetation
and climate context. See Figure 4.5 for an explanation of the abbreviations.

of the proposedmodel structure: Themodel is on the one hand flexible enough to simulate
daily fluxes of sites with very different environmental characteristics, but on the other
hand, gives less weight to the less influencing variables, which are at the same time prone
to uncertainties in optimizations. From Figure 4.12b it is also obvious that with increasing
length of the calibration time series the parameter confidence intervals tend to narrow,
hence better results can be expected with the availability of longer measurement time
series.

Figure 4.11: The parameter space of p and Topt (a and c) and p and WI (b and d) resulting from
Monte Carlo simulations (1000 best parameter sets according to SSE-values, 750,000 runs) for
Wetzstein (a and b) and Lethbridge (c and d). Topt is often better defined than WI if p is high
(greater contribution of fT) such as at Wetzstein, and Lethbridge is an example for WI being better
defined than Topt if p is low (greater contribution of fW).

The model parameter εmax varied at forest sites between 0.78 gCMJ-1 at a needleleaf forest
in Canada and 1.93 gC MJ-1 at a German needleleaf forest in a temperate climate with
mild summers. Deciduous forests form the highest average εmax with a mean of 1.25 gC
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Figure 4.12: Parameter confidence intervals in relation to p (a) and to the number of available
measurement years used to optimize the model (b) with SWC as water availability measure.

MJ-1 followed by mixed forests (1.18 gC MJ-1) and evergreen needleleaf forests (1.16 gC
MJ-1). Evergreen broadleaf forests have with 1.14 gC MJ-1 the lowest average εmax due to
low values in boreal climates and those with dry summers. Regarding the climate classes
with more than one forest site, the Cfb-class reveals the highest average εmax, closely
followed by Dfb; Csb and Dfc have the lowest εmax. At grasslands sites, εmax-values are
surprisingly high: εmax-estimations reach 2.25 at Oensingen and 1.80 at Neustift and lead
to an average εmax of 1.50 gC MJ-1. The highest εmax-values at Oensingen are attained in
spring and autumn when temperatures are favorable but APAR is relatively low.

Optimized parameter values for p, indicating the influence of TS and EF, range between 0
and 1 and only the lowest values are omitted: FG at the Mediterranean Roccarespampani
and at Audubon, Arizona, is largely explained by EF with a p-value of 0.14 and 0.24,
respectively, FG at Griffin, England, follows highly the course of temperature (p= 0.98).
Most forest sites, however, have a medium p-value between 0.4 and 0.8. The low p-values
at Hainich and especially at Boreas and Howland can be explained by a an especially
high correlation between ε and EF in the seasonal course. At Hainich, particularly the
distinct summer drought of 2003 (Reichstein et al., 2007) with a strong decrease of ε in late
summer leads to an higher influence than at the other sites in this climate class. p-values
greater than 0.6 aremainly clustered in the forest and fully humid climate classes, whereas
p-estimates at forests at summery sites as well as grasslands take values in the medium
to lower range.

The temperature Topt atwhich the sites reach εmax is smaller than 14 °C for the all needleleaf
forests but the warmest fully humid study site, a result of lower average temperatures and
a high efficiency in spring and autumn. The deciduous forests, instead, have Topt-values
greater than 14 °C; here, the most efficient periods occur when the leafs have emerged
following the rise of temperature in spring and before the loss of the leafs or they occur
even in summer when temperatures get not too high and there is no lack of water. The
grasslands located at sites with hot and semi-arid conditions are dominated by medium
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to high Topt-values up to 24.5 °C in case humid and warm periods coincide. The alpine
and northern Dfb grassland sites are characterized by medium to low Topt-estimates
corresponding to the mild average temperatures and highest efficiencies in spring and
autumn.

In addition to the information at which temperature εmax occurs, the parameter kT char-
acterizes the steepness of the temperature sensitivity in relation to the temperature range
and the vegetation period. Accordingly, deciduous forests, especially at colder sites, as
well as grasslands at semi-arid sites have rather low kT-values corresponding to a sharper
peak of the temperature function, whereas evergreen sites particularly with a relatively
small annual temperature range feature medium to high kT-values leading to a flatter
and wider peak.

The parameter WI determining the inflection point of the fW-function takes in the most
cases values between 0.3 and 0.7 with regard to EF as water availability surrogate, but
more extreme values are represented, too. The lower WI-values cluster in the cooler
climate classes and those with hot and dry summers, whereas the representatives of the
upper third of the WI-range cluster in the fully humid climate classes with warm and hot
summers.

Model parameter α, finally, gets assigned values at one end of the scale between 0 and
1 in most cases. It reaches high values reflecting lag processes at deciduous study sites
throughout the climate classes and warmer sites of the other forest classes. However, in
the most classes both extremes – strong lag effect and direct immediate reaction of ε – are
represented. The C-climate grasslands show delay processes whereas the grasslands in
semi-arid and hot as well as continental D-climates seem to react rather promptly to the
triggering variables.

The parameter p for the further water availability proxies SWC, API and VPD is presented
in Fig 4.13. In case of SWC and API it illustrates a more homogeneous pattern of p-
values within the vegetation-climate-matrix with lower p-values predominating in B-
and summery climates as well as grasslands with exception of the alpine sites. More
often than for SWC and API, a higher explaining power is attributed to VPD, especially
at warmer coniferous sites. The highest influence of a W substitute, however, is assigned
to API at the desert grassland Audubon with a p-value of 0.15, meaning a contribution of
85 %.

4.5 Discussion

In this study, state dependent parameter estimation was used to determine typical non-
parametric relationships between the light use efficiency and relevant state variables. The
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Figure 4.13: Model parameter p with respect to vegetation and climate classes for the model runs
with SWC (a), API (b), and VPD (c) as input variables. See Figure 4.5 for an explanation of the
abbreviations.

relationship between ε and TS was determined as a sigmoidal peak function. Limiting
functions with respect to temperature have been used before: Mäkelä et al. (2008) tested a
model at several coniferous study sites and used a site-specific piecewise function with a
linearly increasing part and a constant value above a threshold temperature; this approach
contrasts with this study, in which particularly the coniferous forest sites show a relatively
small efficiency amplitude during the year with the highest light use efficiencies at lower
temperatures and an decrease of ε-values at higher temperatures. Potter & Klooster
(1999) and Yuan et al. (2007) who also modeled FG across a broad range of conditions
applied a peak function, too. They estimated an optimum temperature varying with the
geographical latitude and determined the optimum by non-linear optimization merging
the data from all study sites, respectively. In this study, however, it is shown that highest
actually occurring efficiencies occur at temperatures that vary significantly across study
sites. The strongly differing values do not allow the conclusion that a single optimum
temperature with an ε-maximum for all sites exists. Regarding moisture availability mea-
sures, various functional forms as well as different proxies have been applied previously:
For example, Yuan et al. (2007) and Heinsch et al. (2006) chose linear relationships between
ε and EF respectively. Mäkelä et al. (2008) represented the relationship between ε and
VPD by an exponential function and between ε and SWC by a Weibull- or sigmoidal
function following Landsberg &Waring (1997). In this study, SDP revealed inmost cases a
threshold-like response of ε to all water availability proxies given ε was sensitive to them.
Overall, SDP-analysis showed similar functional forms of the responses to the driving
variables across various boundary conditions and vegetation types. Moreover, these
relationships appear to be appropriate means to model FG if the functions describing the
ε-dependencies are flexible enough.

Indeed, the weighted additive model formulation rather than a multiplicative approach
has proven to serve as a robust approach. Most light use efficiency models use a multi-
plication of ε-down-regulating scalars determined by predefined functions (e.g. Potter
et al., 1993; Running et al., 1999; Mäkelä et al., 2008). This multiplicative approach as
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well as a model with a single potential ε-maximum (Yuan et al., 2007, 2010), however,
can lead to the parameterization of maximum ε-values which are often not reached in
reality, especially if a down-regulating variable has no strong influence at a given site,
as for example the soil water content in a forest with deep roots can be. Furthermore,
subfunctions with insensitive variables are prone to high calibration uncertainties of
respective parameters; these have less negative impact on the prediction uncertainty if
their influence is relativized by a weighting factor as realized in the proposed model.
Additionally, maximum or potential ε-values even vary if a modifying scalar is added
or omitted in a multiplicative approach (Mäkelä et al., 2008). The so-derived potential ε

is in these cases not more than a calibration artifact and not necessarily physiologically
meaningful. Instead, the proposed additive model with a site-specific weighting of the
variables’ influence on ε leads to a maximum ε actually realized by the considered vege-
tation stands. Thus, in contrast to Yuan et al. (2007) and Yuan et al. (2010) this approach
is based on the assumption that maximum ε-values and other model parameters on a
daily basis vary between forest stands and grasslands (Turner et al., 2003b; Bradford et al.,
2005; Schwalm et al., 2006; Kjelgaard et al., 2008; Stoy et al., 2008) and no globally valid
maximum ε, which is reachable by all vegetation stands under ideal conditions, exists
and respective biochemical processes are universal across species. Predictions with the
proposed model approach obviously require sufficiently long measurement time series
covering optimal periods for vegetation growth to reliably derive a true εmax-value for a
specific sites. The minimum required measurement period of three years presupposed
in this study can be critical in this sense (Nouvellon et al., 2000). But this restriction will
become less important when FLUXNET measurement time series get longer and are
made available for such calibration studies.

With the data available the calibrated parameter εmax varied strongly between sites.
Compared to εmax-values of several studies presented in the review of Goetz & Prince
(1999), the calibrated values appear to be somewhat greater. Compared to the average
values per vegetation type obtained by Garbulsky et al. (2010), however, εmax-values tend
to be smaller. However, most vegetation types were not sufficiently well represented in a
statistical sense to allow a definite statement. The largest uncertainty factor with respect
to the calibrated values, which could possibly lead to errors in ε-values, certainly is the
input of MODIS LAI/FPAR data. They have often been found to be inaccurate (e.g. Wang
et al., 2005b; Pandya et al., 2006; Pisek & Chen, 2007; Horn & Schulz, 2010), especially at
needleleaf forests (Wang et al., 2004; Yang et al., 2006a). Additionally , there is a distinct
scale mismatch between EC measurements and MODIS data and the linkage between
these two data sources is complicated by the variability of the area EC measurements
are representative for (Chen et al., 2009, 2010). However, remote sensing data are the
only data source for these variables at all study sites, so it is common practice to use
this product despite its limitations (e.g. Yuan et al., 2007; Xiao et al., 2008a, 2011) and it is
therefore used in this study, too, being aware of its drawbacks.
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The highest εmax-value reached at Oensingen is equal to the globally optimized potential
light use efficiency in Yuan et al. (2010). Both relatively high εmax-values at Oensingen and
also Neustift are certainly a consequence of the agricultural management with mowing (4-
5 and 2-3 times a year at Oensingen and Neustift, respectively) and fertilizing (Wohlfahrt
et al., 2008; Ammann et al., 2009; Schmitt et al., 2009). Furthermore, it is not unlikely
that CO2-measurement and FPAR retrievals are influenced by the relatively small scale
landscape mosaic the study site Oensingen is located in; fallow fields in vicinity of the
study site or fields covered by senescent vegetation could lead to an underestimation of
MODIS FPAR values and consequently an overestimation of ε (Ammann, 2010). Schwalm
et al. (2006) and Garbulsky et al. (2010) found a maximum daily ε at grasslands, too.
Interestingly, in the MODIS database a single value of 0.68 gC MJ-1 represents crop- and
grasslands as well as natural vegetation mosaics. Yang et al. (2007) determined higher
values of 0.86 for grass and 1.47 gC MJ-1 for crop and natural vegetation mosaic. In this
study, a relative highmean value of 1.50 gCMJ-1 for grasslands was identified. On the one
hand, this could be a consequence of the the small area they capture and the landscape
mosaic the grasslands are often located in. These circumstances can lead to influence
of the surrounding crop areas with higher ε-efficiencies on the flux measurement and
difficulties calculating FPAR due tomixedMODIS pixels. These problems become evident
in a inhomogeneous distribution of MODIS pixels with grass, crop, savanna and shrub
classifications around the grassland sites and a frequently changing classification of pixels
within consecutive years. On the other hand, in their recent study Garbulsky et al. (2010)
determined also grasslands as vegetation type with the highest εmax-values among their
35 study sites.

For (northern) forests, Lindroth et al. (2008) found maximum daily ε-values ranging
between 0.7 and 1.4 gC MJ-1, Jung et al. (2007) showed maximum ε of about 1.5 across
European Forests. Compared to these studies the upper boundary of the εmax-range
of forests in this study was somewhat larger but tend to be lower than in the analysis
of Garbulsky et al. (2010). This fact presumably reflects the tendency of the model to
underestimate FG-fluxes as apparent by rather positive bias values (see section 4.4). The
high εmax at Tharandt was also observed in the study of Mäkelä et al. (2008) and explained
by thinning of the forest stand. In average highest εmax-values at deciduous broadleaf
forest sites and lower values in mixed and deciduous needleleaf forests match with the
pattern obtained by the light use efficiency model of Yuan et al. (2007). In NASA’s MODIS
gross primary production algorithm (Heinsch et al., 2006), a maximum ε of 1.01 gC MJ-1

is stored in the algorithm’s look-up table for evergreen needleleaf forests, compared to a
higher mean εmax of 1.16 gC MJ-1 found in this study; the respective values for deciduous
broadleaf forests are 1.16 and 1.25 gC MJ-1, and for mixed forests 1.12 and 1.18 gC MJ-1.
Thus themodel values of this study are somewhat higher than those applied in theMODIS
gross primary production algorithm. That has to be considered against the background
of a rather negative bias of the modeled time series (see above) thus probably even higher
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εmax-values in the measurements – if the error is attributed to the representation of ε and
not APAR. And it has to be kept in mind, that not in all studies the assigned εmax-value is
an actually realized value.

The calibration of p shows that temperature has indeed a high influence on ε, especially
in cooler ecosystems, as shown by numerous studies (Runyon et al., 1994; Chen et al., 1999;
Nouvellon et al., 2000; Turner et al., 2003b; Schwalm et al., 2006). SWC as modulating
variable had the highest impact at summer-dry sites and grasslands, which reflects the
short rooting depth of grass and the low depth at which the SWC-measurements were
made. VPD appears to influence ε not only in dry areas as p values around 0.6 in boreal
and temperate forests indicate. Indeed, the interrelation between VPD and ε via stomatal
conductance has often been shown (Wang & Leuning, 1998; Goetz & Prince, 1999; Lager-
gren et al., 2005; Katul et al., 2003; McCaughey et al., 2006). This contrasts with the study
of Garbulsky et al. (2010), who only found a weak influence of VPD. Model runs with
API do not reach the performance of the other model configurations, but at sites with
strong periodic water shortage they can explain ε-variations with the lowest p-values,
thus the highest contribution of all fW-functions compared to the other W-variables.
API is therefore considered as promising variable. Overall however, the optimization
procedure attests EF most often the highest explaining capability on ε between the water
availability surrogates applied and model runs with EF lead to the best results. This is not
surprising considering the correlation of ε and EF (Monteith & Greenwood, 1986; Schulz
& Jarvis, 2004) and thus EF being an "integrator" of environmental conditions. The model
with EF consequently leads to a somewhat better model performance and even allows
the modeling of managed sites such as Oensingen and Neustift to a certain degree. This
behavior is supported by Stoy et al. (2009) who performed a orthonormal wavelet transfor-
mation analysis on measured CO2-fluxes and found a high importance of "endogenous"
variables compared to purely meteorological variables and a strong coupling between
λE and FG. In their correlation analysis Garbulsky et al. (2010) determined EF to have
the highest explanatory power with respect to ε; moreover, EF alone explained ε best
and their model deteriorated when adding another variable. This contradicts with our
calibration, which assigned EF a significant influence but never the only contribution to
the variation of ε: p-values of nearly 1 occurred but only in one case a p-value of smaller
than 0.2 was determined. Overall, both SDP-analysis and the model application show
that both temperature and water availability influence the variation of ε, but ε can not be
captured by one variable alone.

The model performance as determined by r2, NS and the degree of parameter uncertainty
militates in favor of the proposed model particularly with regard to the wide variety
of ecosystem characteristics represented at the study sites. Throwing a glance at the
distribution of the model parameters in the climate-vegetation matrix (Figure 4.10) may
lead to the assumption that the optimized parameter values have no bearing on site
specific characteristics at all. However, in the majority of cases the parameter values can
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be related to the vegetation class (i.e. deciduous or evergreen), the length of the vegetation
period (higher or lower kT), the season in which ε gets maximal, the seasonal fluctuation
of LAI and the degree of its minimization in dormant periods, the start of the vegetation
period in relation to the course of temperature, the temperature amplitude, or the degree
of superposition of seasonal temperature and humidity course. Noticeable are for example
the differences of such similar forest sites asHowland andHarvard are: Both are located in
the same category in the climate-vegetation matrix: mixed forests in a boreal climate with
warm summers. Maximum ε-values at Howland occur in spring and autumn, whereas the
maximum ε at Harvard occurs rather in summer. These circumstances explain the higher
Topt at Harvard despite lower mean annual temperatures. This fact probably indicates a
higher fraction of deciduous trees at Harvard. The higher ε at Harvard is also in line with
the assumption that the forest at Harvard needs more time to develop green biomass
in spring until εmax can be reached. This is just one example for existing but sometimes
not directly obvious relations between model parameters and site characteristics but
illustrates the presumption that the model parameters are applicable to a regionalization
strategy by means of characteristic features accounting for meteorological, physiological
and phenological attributes.
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Extrapolation

of Model Parameters

An edited version of this chapter is submitted as
Horn JE, Schulz K (2011) Spatial extrapolation of light use efficiency model parameters to predict

gross primary production. Journal of Advances in Modeling Earth Systems.

5.1 Introduction

Developing a scheme to spatially extrapolate model parameters is the logical continuation
of the previouswork andwill be themain focus of this chapter. The benefits of relating site-
specific calibrated parameters of the derived light use efficiency model (see chapter 4) to
site characteristics are explored and these relationships are utilized to spatially extrapolate
the model parameter values to sites outside the calibration domain. For this purpose
support vector regression (SVR) is used. The application of SVR is beneficial because of
its potential to robustly generalize multi-dimensional relationships and represent highly
non-linear structures with relatively few training samples (Vapnik et al., 1997; Smola &
Schölkopf, 2004). A further advantage of the method is given by the fact that a convex
objective function is formulated which guarantees a unique solution (Burges, 1998). In
the context of gross primary production modeling, Yang et al. (2007) proved SVR to be a
powerful technique for spatially upscaling tower measurements. The extrapolation study
within this thesis distinguishes itself from their purely empirical approach by not relating
the gross primary production directly to remotely sensed land surface characteristics.
Instead, an underlying physiological relationship – i.e. the light use efficiency model
derived in the last chapter – is used in this study. The calibrated model parameters are
extrapolated by means of SVR.
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5.2 Methods

5.2.1 Support Vector Regression

SVR is a special application of the support vector machine technique (SVM, Vapnik et al.
(1997)), which is a supervised statistical learning method (Vapnik, 2000). It is usually
used for classification tasks. SVM implements the method of structural risk minimization
(Shawe-Taylor et al., 1998) by setting an upper bound on the error rate of a model trained
with measurement data rather than solely minimizing the training error itself. This
approach leads to a better generalization performance compared to other methods. All
SVM methods have in common that they transform the data points into a feature space
using a set of nonlinear functions. In this potentially very high dimensional feature space
the problem can be solved linearly. SVM methods need only a subset of all training
samples: the support vectors.

As with other regression methods, the goal of SVR is to find a function which maps
sample data from a space spanned by independent variables into the output domain of a
depending variable. This can be a challenging task when being confronted with highly
non-linear problems. In these cases SVR is the method of choice since the basic principle
behind SVR is that the space of training sample vectors, x, is transformed to a higher
dimensional, kernel-induced feature space, in which a linear regression function, y, can
be formulated (Gunn, 1998):

y = 〈w, x〉+ b (5.1)

with x ∈ Rn and b ∈ R. The function that optimally describes the sample data is the one
that minimizes,

Φ(w, ξ) =
1
2
‖w‖2 + C ∑

i
(ξ−i + ξ+i ) (5.2)

satisfying the conditions
y− 〈w, x〉 − b ≤ εSVR + ξ− (5.3)

〈w, x〉+ b− y ≤ εSVR + ξ+

with a norm vector w and an offset b. εSVR forms the margins of a band with the width
2 · εSVR wrapping the true output values (Figure 5.1a). Within this band, the optimization
is insensitive to deviations of the data points from y and only x-values at the margins
or outside this band are recognized by the algorithm and represent the support vectors.
Therewith, the magnitude of εSVR has an effect on the complexity of the SVR model
and it also affects the number of support vectors and consequently the generalization
capability of the SVR model. The training errors as distance to the margins of the ε-band
are represented by the so-called slack variables ξ−i > 0 and ξ+i > 0 which contribute
linearly to the loss function. Hence, this type of SVR combines the structural with the
empirical risk, the latter defined by the second term in Eq. 5.2, the so-called "soft-margin"
optimization criterion. C > 0 is the weighting factor for this training error term and
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determines the trade-off between the training error and the dimension of the model; a
large value of C leads to a large penalty to training data points outside the εSVR-band
and to a more complex model. C and εSVR have to be adjusted for each application.

Figure 5.1: a) The SVRmodel f (x) (black line, with the norm vector w) inside the insensitive band
determined by εSVR and the slack variables ξ as distance of the data points (circles) outside the
εSVR-band from its margins. b) An example for the evolution of the training quality measure SSEw

during the accomplished attribute selection procedure by leaving – one by one – all attributes
successively out. If the SSEw indicates an equally good or even better result (circles), the left-out
attribute is finally removed (without circle).

The mapping into the higher dimensional feature space is done by Kernel functions.
The idea behind Kernel functions is to enable operations in the lower dimensional input
space rather than the higher dimensional feature space without waiving the advantage
of the linear solution in the feature space. The Radial Basis Function (RBF) is such a
Kernel-function, and it has shown to be highly flexible (Hsu et al., 2003). As a matter of
fact, the best performance was achieved by using the RBF as kernel. It is consequently
applied in this study. The RBF uses only one parameter, γ, which has to be identified in
addition to the SVR parameters C and εSVR.

To find adequate SVR parameter values, a dynamically dimensioned search (DDS) global
optimization algorithm (Tolson & Shoemaker, 2007) instead of a typically applied grid
search is used in this study, since it showed to be more efficient in test runs. DDS
automatically scales the search within the maximum number of model evaluations and
allows the accomplishment of computationally challenging optimization problems. Since
it became quickly clear that the applied optimization algorithm (see below) always yields
C-values around 1000 and above, and the result is not sensitive to the exact value, C is
always set to a value of 2000, and only γ and εSVR are left free in the optimization. SVR is
implemented with the LIBSVM-package (Chang & Lin, 2001) for usage with MATLAB®.
All data sets are z-transformed to sets with a mean of 0 and a standard deviation of 1.
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5.2.2 Finding Explanatory Attributes

Using the described SVR algorithm, the six calibrated light use efficiency model parame-
ters (εmax, p, TI , kT, WI and α) shall be spatially extrapolated depending on a bundle of
characteristic attributes specific for each parameter. Since only EF as water availability
measure is used in this extrapolation exercise WI is referred to as EFI in the following.
From the data available, attributes in various categories were collected: vegetation (conif-
erous, deciduous broadleaf, mixed, evergreen broadleaf, grass) and climate classifications
(Köppen-Geiger), climate characteristics (temperature, precipitation, radiation, conti-
nentality and aridity index), characteristics concerning the physiological status of the
vegetation (LAI, EVI, stand age), seasonal characteristics concerning the vegetation period
and the seasonal course of climatic and physiological characteristics in relation to each
other. Nominal attributes such as the vegetation classes were binarized. Table A.3 lists
the variables with a short description.

A SVR model is trained for each parameter separately. Which attributes are relevant for
each model parameter is determined by testing the model performance with various at-
tribute combinations. SVR is capable of achieving a very high training accuracy, which of-
ten not reflects the model performance for unknown data. Therefore, the cross-validation
performance is used to test the several combinations of attributes (Hsu et al., 2003). Con-
sidering the small number of study sites with often just very few sites representing a
specific climate and vegetation type (see Figure 4.5), a "leave-one-out" cross-validation
(N − 1 fold, where N is the number of sites) is performed using all data but one as train-
ing samples. This is repeated until each site has been used once as validation data set.
The performance is measured by the weighted SSE (SSEW) (see section 2.4) whereas the
weighting factor is the light use efficiency model parameter uncertainty resulting from
the model calibration. Thus data points having assigned a small confidence interval
or a small parameter uncertainty, respectively, receive more consideration in the SVR
optimization procedure than those having been retrieved with a higher uncertainty in the
light use efficiency model calibration. The model’s cross-validation performance is also
determined by the usual coefficient of determination, r2, and the weighted coefficient of
determination, r2

w (see section 2.4).

Since it is also not knownhowmany attributes are needed to explain themodel parameters,
many feature combinations are tested for each parameter. However, it is not feasible to
test all possible combinations for computational reasons. Furthermore, the explanatory
power of a specific attribute can depend on the inclusion of another attribute into the
training process, a fact which forbids a cumulative procedure starting with one attribute
and adding further attributes step by step. Therefore, the attribute selection and training
procedure is done iteratively starting with all attribute candidates (Figure 5.1b): First, a
cross-validation is done with all attributes and the resulting SSEw is stored. In the next
step, every attribute is removed and a cross-validation with the remaining attributes is
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executed. If the resulting SSEw is smaller, hence the model performance is better, the
left-out attribute is removed definitively, otherwise it is used again. When all attributes
have been left out once, the same procedure is done with the remaining set of features. At
the latest after five rounds the set of attributes is stable. Since the results of this approach
depend on the order in which the attributes are left out, the starting configuration is
randomly varied 1000 times. Despite the large number of possible configurations of
the attribute matrix, repetitions of the resulting set of attributes occur soon and new
results do not appear anymore at the latest after 300 repetitions. The SVR-parameter εSVR

is fixed for this procedure to the value 0.06. This is somewhat lower than the default
value of 0.1 and was found by test runs; it represents a trade-off between the average
number of attributes chosen and the goodness of fit. εSVR is finally optimized when
the attributes have been selected. For computing feasibility, the other parameters are
optimized during the selection procedure only when the number of features has changed.
When all attributes have been selected, each attribute is left out once again and the model
trained with the other attributes. The resulting model performance measures show how
important the single attributes are within the chosen set of attributes. This selection
procedure is executed for each of the six model parameters.

5.3 Results

5.3.1 Selected Attributes

SVR is able to explain the six light use efficiency model parameters in the cross-validation
exercise by a combination of seven to twelve attributes (Table 5.1) whereas some of the
attributes are binary representatives of one and the same feature; for example, binarization
of the vegetation class with five manifestations leads to four binary attributes.

To explain the parameter εmax radiation, moisture, temperature and stand characteristics
are selected likewise. The radiation influence is represented by themaximumPAR and the
average fraction of sunshine, the number of days with precipitation and the aridity index
reflect the importance of sufficient water for a high ε. The selection of the Köppen-Geiger
main type "D" attests a certain importance of a strong seasonality for εmax. The distinction
between the vegetation classes "deciduous broadleaf forest", "evergreen needleleaf forest"
and "grassland" as well as the stand age is also important for SVR to extrapolate εmax.
Finally, the day of year at which the growing season starts, and the amplitude of EVI and
its maximum are exploited by SVR. Leaving out the number of days with precipitation
and the binary variables for the Köppen-Geiger climate class "D" and the vegetation type
"deciduous broadleaf forest" lead to the greatest decline in the model performance (Figure
5.2).
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Table 5.1: Selected attributes to explain the light use efficiency model parameters by means of
SVR. "VP" refers to the vegetation period, "CI" and "AI" are the continentality and aridity index.
The attributes’ names are chosen such that they should be self-explanatory, but an explanation
can be found in Table A.3.

εmax p Topt k EFI α

maxPAR meanTA meanTS meanTS meanTA CI
sunshine Rnet meanTA meanTA sunshine sunshine
Pdays diffLAI CI VPstart diffEF diffLAI
AI VPstart maxPAR EVI_VPend maxEF vegLength

maxEVI r2EF-LAI vegLength r2TS-EF meanEF VPstart
diffEVI r2TS-EF r2TS-EVI D AI r2TS-EF
age D dbf dbf VPstart enf

VPstart dbf grass EVI_VPend ebf
D r2EF-LAI
dbf c
enf ebf
grass

Regarding the parameter p, which determines the influence of the temperature and
moisture function on ε, attributes related to seasonal characteristics come to the fore: In
addition to general climate features (mean temperature, average annual net radiation
balance and the fraction of sunshine) the differentiation between deciduous and non-
deciduous sites, between continental climates with strong seasonal characteristics and
those without appears to be essential for the p-differences between sites. Furthermore,
the LAI amplitude within the year, the timing of the onset of the growing season and,
finally, the correlation between the annual courses of EF and LAI as well as EF and TS

explain p. The omittance of four of the latter variables at a time also deteriorates the
extrapolation performance strongly, especially without the LAI amplitude attribute.

The peak of the temperature function Topt can be recaptured by four attributes based on
temperature characteristics: the mean soil and air temperature and the continentality
index depending on the temperature difference of the coldest and warmest month as well
as the relation of TS to EVI. The maximum PAR is chosen by the selection procedure as a
further climate variable. The length of the vegetation period and the variable indicating
deciduous broadleaf forests, complement the variables with which SVR can explain the
Topt-variations best. Removing the vegetation period attribute has by far the strongest
negative effect upon the SVR performance within this combination.

Attributes describing seasonal dynamics account for five of the eight attributes for the
parameter k, which indicates the rate of change of the temperature function, fT (Eq. 4.14):
the start of the growing season, the EVI at the end of the vegetation period, the seasonal
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Figure 5.2: The quality criteria SSEw for each selected attribute when it has been left out for
the model parameters a) εmax, b) p, c) Topt, d) k, e) EFI, f) α. The thick black line indicates the
SSEw-value when all attributes have been used.

correlation between TS and EF as well as the attributes for the Köppen-Geiger main
type "D" and deciduous broadleaf vegetation class. The mean air and soil temperatures
and the grass vegetation class are additionally selected to extrapolate k. Omitting the
temperature-EF-correlation worsens the SVR extrapolation capability most.

Eleven attributes have to be applied to extrapolate the inflection point of the moisture
function EFI whereas four of them are directly related to EF characteristics (amplitude,
maximum, mean EF and the correlation between EF and TS) and one attribute is the
aridity index. The two general climate features, mean air temperature and fraction of
sunshine, are also among the selected attributes and finally the start of the vegetation
period, the EVI at its end, as well as the vegetation class "evergreen broadleaf forest"
and the Köppen-Geiger subtype "c" indicating cool and short summers in temperate and
continental climates. The mean air temperature and the fraction of sunshine, respectively,
have the strongest negative impact on the quality measure SSEw when applying the SVR
extrapolation without them.

The lag parameter α, finally, is extrapolated with five out of eight attributes being re-
lated to seasonal dynamics: The continentality index depending on the temperature
amplitude, the LAI amplitude, the length and start of the vegetation period, and the
correlation between TS and EF. The average fraction of sunshine and the vegetation class
attributes "evergreen needleleaf forest" and "deciduous broadleaf forest" complement the
set features explaining α-dynamics between sites. Omitting the LAI amplitude and the
TS-EF-correlation, respectively, deteriorate the extrapolation quality most.
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5.3.2 SVR Performance

With the selected features, all six light use efficiencymodel parameters can be extrapolated
with reasonable results in the cross-validation (Figure 5.3). r2-values range from 0.68
for Topt to 0.90 for EFI, r2

w-values from 0.60 for α to 0.94 for εmax and EFI, so an effect of
the optimization with SSEw is evident. The largest deviations occur for Topt at Metolius
Intermediate, for k at Oensingen, and for α at various sites, especially at coniferous
forests, although their parameter uncertainty with regard to the model calibration is
in the medium range. α and Topt, the parameters with the worst SVR cross-validation
performance, were also the parameters with the highest uncertainties.

Figure 5.3: The calibrated model parameters compared to the parameters extrapolated with SVR
by means of the respective other sites ("leave-one-out" cross-validation).

In addition to the cross-validation, the trained SVRmodel is runwith all sites to determine
the number of support vectors since they allow an additional evaluation of the generality
capability of the SVR model. Using the SVR-parameter εSVR as determined in the above
selection procedure leads to an virtually perfect match of the SVR model applied to all
study sites, and the number of support vectors varies between 36 (k) and 41 (Topt, α)
support vectors. As a further test, the SVR-parameter εSVR is increased as long as the r2-
value is greater than 0.85, as compromise between precision and generality of the model,
and then the number of support vectors is determined. This exercise led to numbers
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of support vectors between 17 (EFI) and 22 (p). Hence, the parameters having yielded
better results in the cross-validation also tend to need less support vectors. And data
points or sites, respectively, which experienced larger deviations in the cross-validation
consequentially, served more often than others as support vectors since they obviously
cannot be explained well by the other sites.

5.3.3 Light Use Efficiency Model Performance

More important is the performance of the final light use efficiency model, so it is run with
the extrapolated parameters. Comparing the so derived FG time series with the dynamics
of the calibrated model time series reveals a high similarity of the variance indicated by
high r2-values between 0.91 and 1.00 (Table A.4). However, the time series are in some
cases biased. The largest bias is found at Sylvania Wilderness with a value of 0.99 gC m-2

d-1, accompanied by a RMSE of 1.71 gC m-2 d-1 with a FG amplitude of about 13 gC m-2

d-1. More positive than negative biases occur indicating an overprediction of fluxes; the
median of the bias values is 6.7. RMSE-values normalized by the range of FG-values are
between 0.01 (Willow Creek) and 0.14 (Wind River, Blodgett).

The comparisonwith themeasured FG time series is certainlymore relevant and shows FG-
values derived using the extrapolated parameters explaining large parts of the measured
variations with r2-values between 0.46 at Donaldson and 0.95 at UMBS; these sites had
already the lowest and highest calibration performance. Indeed, the r2-values are – with
an average of 0.82 – very similar compared to those of the calibration (r2 = 0.84), only in
one case (Wind River), the coefficient of determination differs by more than 0.1 (Figure
5.4a). At this site, the temperature function is given more weight by the extrapolated p-
value and its shape leads to higher light use efficiencies at high temperatures. This results
in a strong over-prediction of FG-fluxes in summer and is aggravated by an additional
slight over-prediction of εmax. Considering all sites, the biases range between 0.01 and
1.12; the latter occurs at Griffin having a FG-range of about 12 gC m-2 d-1. The frequency
distribution of all biases yields a mode at 0.00 gC m-2 d-1 (with a class-width of ±0.10),
and a median of 0.08. RMSE-values range between 0.62 and 2.16 gC m-2 d-1 with a mean
of 1.25 gC m-2 d-1. Normalized RMSE-values (nRMSE, see Eq. 2.12) vary between 0.06
and 0.19; the latter is found again at Donaldson. Relating these nRMSE-values to those
resulting from the model calibration, however, shows a stronger deterioration of this
model performance measure due to the extrapolation process than for the r2-values
(Figure 5.4b). Hence, the correlations of the extrapolated time series are not strongly
affected by the extrapolation, but the absolute deviation from the measured time series
are, due to observed biases.

Such diagnostic models like the presented light use efficiency model are a suitable tool for
carbon budgeting (e.g. Beer et al. (2010)). Consequently, not only simulating the temporal
evolution of the gross primary production with an adequate accuracy is an important



82 5. Extrapolation

Figure 5.4: Comparison between the model quality measures r2 and nRMSE of the model runs
with the calibrated parameters and with the extrapolated parameters.

criterion for a light use efficiency model, but also its reliability to calculate the cumulative
sum of carbon uptake at the considered area in a specific time window. Therefore, the
cumulative sums of the modeled and extrapolated FG time series are compared with the
measured ones for the whole time series available; Figure 5.5 shows four examples of
this comparison. The relative error of the sum of the carbon uptake per year (REM) is
calculated: Its values range between -23 % and 37 % difference per year; these values with
the lowest performance are found at Sylvania Wilderness and Griffin, both of which show
large biases. Griffin already had a relatively low model calibration performance in terms
of a quite large bias and wide uncertainty bounds of four parameters including those of
the dominating subfunction fT. At Sylvania Wilderness, in contrast, the model calibration
performance was acceptable, only the uncertainty bounds of fT were somewhat wider
than usual; in this case, the extrapolation performance was not satisfying: Especially
the parameters of fT could not be adequately recaptured. Taking all sites into account,
however, the mean of the relative differences between the cumulative sums (RES) is 1.8
%, so a small negative skewness of the RES-distribution is detected. Considering the
absolute values of these errors (instead of averaging the positive and negative differences),
the relative errors range between 0.4 % and 37 %, the median of these values is 11.8 %.

5.4 Discussion and Conclusions

Using support vector regression, the optimized parameters of a light use efficiency model
have been related to climatic and biophysical site characteristics and evaluated with
a "leave-one-out" cross-validation. Comparing the extrapolated parameters with the
optimized ones at each site shows a good correlation with r2

w-values between 0.6 and
0.94. The fluxes modeled with these parameters correlated very well with the fluxes
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Figure 5.5: The measured (grey) and extrapolated (black) cumulative FG time series exemplarily
shown for four study sites: a) Willow Creek , b) Roccarespampani, c) Wetzstein, d) Lethbridge.

originating from the calibration model results (r2-values > 0.91) but show biases of 13 %
per year in average with respect to the annual cumulative sum. The better correlation of
the fluxes compared to the cross-validation performance of the various model parameters
themselves is a consequence of the fact that a large part of FG-dynamics is explained by
PAR or APAR itself (Jenkins et al., 2007). The comparison of fluxes between those resulting
from model runs with the extrapolated parameters and the measured FG-values revealed
r2-values in the range of 0.43 and 0.95 what is only marginally lower than the r2-values of
the calibration performance in the most cases. Recapturing the fluxes at Donaldson where
the lowest calibration and extrapolation performance occurred revealed also difficulties
in the study of Yuan et al. (2007). Due to observed biases between the modeled and
measured data sets, however, the normalized RMSE-values differ more. Nonetheless, the
deterioration of the cumulative FG-sums per year due to the extrapolation procedure is
in average 7 %.

Considering other studies simulating the gross primary production on a daily basis and
using similar performance measures, the results of this study compare very well (Table
5.2): Yuan et al. (2007) calibrated a light use efficiency model with 12 AmeriFlux sites and
validated it with 16 other sites, which yielded in r2-values of 0.84 and 0.77, respectively;
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the relative validation error (REM) was about 18%. Yang et al. (2007) trained a SVR model
with 36 AmeriFlux sites for the years 2000-2003 and predicted the fluxes of 2004 with a
r2-value of 0.71, a RMSE of 1.87 gC m-2 d-1 and an average error RES of 28 %. Both models
out-performed NASA’s MODIS algorithm for the gross primary production, which is
probably the most prominent estimation of the gross primary production offering a
global coverage. The calibration of two similar process based photosynthesis models
using five consecutive measurement years of a FLUXNET forest site by Verbeeck et al.
(2008) resulted in r2-values of 0.72 and 0.73, a RMSE of about 2.3 gC m-2 d-1 and an error
of 16-31 % per year with regard to the cumulative sums of gross primary production. It
is clear that the results cannot be compared directly due to differences in the number
and type of validation and calibration sites, but they reveal a tendency, though: The
presented modeling and extrapolation scheme shows a somewhat better performance
than previously proposed models with its average model calibration r2 of 0.84, a cross-
validation r2 of 0.82, an average RMSE of 1.25 gC m-2 d-1, a relative error (RES) per year
of 13 % with regard to the cumulative sums and of 6 % with regard to the means (REM).

Table 5.2: Comparison of the model performance of the proposed model and extrapolation
scheme with the calibration and validation performance of other studies using FLUXNET sites.
For the various performance measures see section 2.4.

study r2 RMSE RES/REM notes
calibr. valid. valid. calibr. valid.

this 0.84 0.82 1.25 5%/6% 13%/5% 42 sites, "leave-one-out"
cross-validation

Yuan et al.
(2007)

0.84 0.77 -/17% -/18% 12 forest sites for calibra-
tion, 16 for validation of
a LUE model

Yang et al.
(2007)

0.71 1.87 28%/- 36 sites, SVR model
trained with data from
2000-2003, validated
with 2004

Verbeeck
et al. (2008)

0.78/
0.80

0.72/
0.73

2.33/
2.38

2%/- 16-31%
/-

Two leaf scale photosyn-
thesis models applied at
one site to 5 years; 1 of
these years served for ca-
libration

A particularly interesting part of this study is the automatic attribute selection by the
SVR optimization scheme. The attribute sets for the respective parameters show that the
selection is definitely not just arbitrary but appears to follow biophysically meaningful
patterns. For εmax, the maximum PAR and the average annual fraction of sunshine are
the most intuitive and directly related explaining attributes; the fraction of sunshine, the
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cloud coverage and diffuse PAR, respectively, have been discussed several times in the
last years in this context and shown to be an important factor influencing the light use
efficiency. The three main vegetation classes were also selected; the vegetation type has
often been shown to strongly influence εmax (Running et al., 2004). Garbulsky et al. (2010)
showed in their comprehensive analysis that εmax is also determined by the vegetation
type, but in the first instance, by precipitation. It is therefore not surprising that two
attributes including the number of days with precipitation and the aridity index account
for this climatic variable. The inclusion of the two EVI-attributes are supported by studies
of Wu et al. (2010b) or Sims et al. (2008) who found EVI to be capable of capturing light
use efficiency variations. The timing of the start of the growing was shown by Falge et al.
(2002) and Schwalm et al. (2006) to influence maximum carbon uptake especially in boreal
climates; the respective Köppen-Geiger-class of the latter was also selected for the SVR
extrapolation. The effect of stand age, finally, has also often been shown to be important
for light use efficiency differences between sites e.g. by Desai et al. (2008a).

The outcome of the selection process of the other five parameters cannot be directly com-
pared to other studies since they are model specific. But it can be discussed whether the
sets of selected attributes appear to be biophysically meaningful and reveal biophysical
characteristics of the respective parameters: Additionally to the three general climate
characteristics, mean air temperature, average annual fraction of sunshine and annual
radiation net balance, the parameter p balancing temperature and moisture influences
is explained by attributes describing the seasonality of the sites as well as the interde-
pendence of temperature, EF and LAI. This selection is consistent with the fact, that EF
as moisture surrogate is not a pure moisture indicator but integrates system dynamics:
It is not only an index of water deficit and is connected with soil moisture and there-
with precipitation, but it is also linked to the temperature gradient between surface and
atmosphere and the biophysical process of stomatal carbon exchange (Schwalm et al.,
2010). Hence, accounting for the correlations between EF, LAI, and TS when determining
the magnitude of p and therewith the influence of EF and TS is the logical consequence.
Intimately connected with these considerations are attributes indicating strong seasonal
dynamics due to dormant periods such as the D-Climate and the vegetation class decidu-
ous forest because in these times the components can be decoupled from each other; i.e.
the carbon assimilation of needle leaf forests can be very low due to low temperatures in
D-climates despite a LAI greater than zero, and at deciduous forests FG is not necessar-
ily correlated with EF in the dormant period and there is no photosynthesis when the
weather conditions are actually favorable but the trees are still bare-branched.

Four temperature attributes are chosen to explain the variations of the parameter Topt. The
attributes indicating the length of the vegetation period and deciduous broadleaf forests
can be explained by the pattern observable in the study data: At coniferous forests higher
light use efficiencies rather occur in spring or autumn when the temperature conditions
are favorable but the solar radiation is not very high: The light use efficiency of deciduous
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broadleaf forests, instead, follows more the course of the temperature. Here, the leaf
development corresponds to the temperature increase in spring, which leads to higher
light use efficiencies occurring at higher temperatures when the leaves have been fully
developed. The parameter k as rate of change of the temperature function fT is closely
linked to the parameter Topt and intrinsically connected to seasonality indicators. It is
therefore consequential that attributes corresponding to these characteristics dominate
this attribute set.

Four attributes predicting site variations of the inflection point EFI of themoisture function
are directly related to EF and aridity. The attribute "evergreen broadleaf forest" is also
selected. The appearance of this vegetation class yet in this attribute set can be justified
by the adaption of evergreen broadleaf forests to a warmer Mediterranean climate with
elevated drought risks by a better water use efficiency (Pereira et al., 2007) and thus a
generally lower EFI than the average.

Finally, all attributes of α but one (fraction of sunshine) are related to seasonal dynamics
and indicate large or small seasonal differences of temperature or moisture. This makes
sense considered the fact that stronger seasonal differences in environmental conditions
tend to lead to lag effects of the reaction of plants to these driving forces. However,
the capability of SVR to recapture the parameter α was lowest compared to the other
parameters. This is especially true for coniferous forests, even if the parameter calibration
uncertainties are considered; these were highest at coniferous and mixed forest sites.
Furthermore, a bad reconstruction of α is found at sites having a rather low p-value, thus
a higher influence of the EF-function. A reason for this could be that α is not always used
by the model parameter optimization process to account for actual lag effects but that
α is used to alleviate conceptual model deficiencies. The usage of this parameter has
therefore to be reconsidered in further studies.

It has also been analyzed in this study, which attribute has the most negative effect on
the performance of the extrapolation scheme when executing the SVR scheme without it.
This certainly indicates the importance of the respective parameter but it is clear that this
is only true for the specific set of features considered. Another important indicator for
the importance of an attribute for a specific parameter is the frequency with which it was
selected among all performed selection loops. For example, the mean air temperature
and the fraction of sunshine have the largest negative impact on EFI, but the EF-attributes
seem to be at least as important. However, they compensate each other to a certain extent
if one of them is left out. In every set of attributes resulting from the selection process
there are at least two EF-features, but there are sets without the mean air temperature
and even more without the fraction of sunshine.

Overall, as most frequently selected attribute the day of year of the start of the vegetation
period appeared. In the only set of attributes it was not a member, the length of the
vegetation period was instead. The binary attribute "deciduous broadleaf forest" was
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found in four of the six sets. The mean air temperature, the average annual fraction of
sunshine, the correlation between the time courses of temperature and EF as well as the
continental Köppen-Geiger-climate class "D" explain each three of the six parameters. So
amongst the most frequently selected attributes are two related to climate characteristics
and four to characteristics related to seasonal dynamics; here, we number "D" and the
attribute deciduous forest to this group since they indicate strong seasonality. If we assign
all selected attributes to the categories climate, seasonality, physiology and vegetation
class, the most fall into the climate category – approximately half of these attributes are
related to moisture characteristics – followed by the physiology and seasonality categories
with the equal number of matches. If we, however, also classify the attributes "D", the
continentality index, the vegetation class deciduous forest and the amplitudes of the
variables EF, LAI and EVI as indicators of seasonality, this category clearly dominates the
attributes. This outcome is of practical importance for future diagnostic model building
exercises.





6
Synthesis and Conclusions

6.1 The Scientific Context

Research efforts to study the global carbon cycle and its interactions with ecosystems
and the climate system have not lost their relevance since the beginning of this work.
Quite the contrary, describing and quantifying the exchange of carbon with respect to
terrestrial ecosystems is more than ever subject to research projects (Jung et al., 2009;
Beer et al., 2010; Huemmrich et al., 2010; Mahecha et al., 2010; Rotenberg & Yakir, 2010;
Zhao & Running, 2010). The reasons for this tendency cannot only be found in the
increasing awareness of the pressing challenges mankind is facing (e.g. Godfray et al.,
2010; Immerzeel et al., 2010; Reid et al., 2010; Vörösmarty et al., 2010; Godfray et al., 2011)
but also in the increased availability of data provided by international networks such
as FLUXNET as well as in advances in the field of remote sensing being made. The
growing FLUXNET network makes it possible to address research questions that could
not be pursued with data from a single or even a few measurement sites and boosts the
exchange of scientific ideas and methodologies. The spectral and spatial resolution of
satellite observations with global coverage improves step by step (Schaepman et al., 2009;
Ustin & Gamon, 2010). The advantages of these technological advances are obvious:
Multiple sensors acquire information on the land surface and atmosphere around the
world every day in a relatively economic way and they are furthermore the only source
of such comprehensive data collections. Models for large-scale applications in a spatially
continuous mode consequently rely on remote sensing data. Ground-based measurement
networks, in turn, serve as indispensable data sources for model development, calibration
and validation. The integration of remote sensing, ground measurements and modeling
enables a powerful interplay of these three cornerstones of ecological research and offers
a comprehensive view on ecosystem processes from local to global scales (Running et al.,
1999; Knorr & Heimann, 2001b; Turner et al., 2004a; Friend et al., 2007; Chambers et al.,
2007).
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This thesis set out to exploit this synergetic potential in order to derive a robust, widely
applicable gross primary productivity model on basis of FLUXNET data. The model
development aimed at offering the possibility for the extrapolation of the calibratedmodel
parameters to larger areas, thus the model was intended to be suitable for the application
with remote sensing data.

6.2 Model Development

To achieve this aim, a data-driven model building approach was chosen. It is based on
the theses (i) that the temporal and spatial scale of process descriptions used in many
ecosystemmodels often differs significantly from themodel application scale, and (ii) that
the level of complexity of typical SVATmodels can hardly be supported by the information
content of available measurement data. The consequences of these mismatches become
evident when calibrating the often numerous model parameters against available data:
Much of the model functionality is possibly unconstrained by the calibration process
rendering any subsequent predictions from these schemes uncertain. This can occur
even though the functional form of the process descriptions being implemented are
valid at the scale which they were derived at. Equifinality, i.e. the non-uniqueness of
identified parameter sets, has proven to be particularly problematic when the aim of
model calibration is to derive site-specific parameters that are to be regionalized bymeans
of site characteristics. Against this background, the formulation of a diagnostic light use
efficiency model as widely accepted concept for calculating the gross primary production
on larger scales was based on a data-driven modeling strategy in this thesis. In this sense,
this work is in line with the forefront of the respective research community (Jung et al.,
2008; Xiao et al., 2008a; Beer et al., 2009; Houborg et al., 2009; Jung et al., 2009; Turner et al.,
2009; Young & Ratto, 2009; Lu & Zhuang, 2010; Rastetter et al., 2010).

Non-linear analysis tools were applied to extract deterministic information as expressed
in measured CO2-fluxes. The tools were explicitly designed to enable the formulation of
model structures matching the information content of measurement data afflicted with
noise while making minimal prior assumptions. The extraction of deterministic signals
of gross primary production in response to environmental forcings as expressed in the
available data was supported by splitting the CO2 flux measurements in a systematic and
stochastic component, whereas the first component was used for the analyses. Indeed, a
suitable, simple but robust model structure for the gross CO2-uptake could be deduced
from the observations. The derived model is driven by incoming photosynthetically
active radiation, its fraction absorbed by vegetation, and two subfunctions depending
on the temperature as well as a water availability measure. The latter is represented
by either the evaporative fraction, the antecedent precipitation index, vapor pressure
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deficit, or the soil moisture. A variable "influence factor" is assigned to each of these two
subfunctions for the temperature and water availability and calibrated along with the
other model parameters at each study site. In this way, the model is applicable at sites
with a strong seasonal temperature variation such as in boreal climates, as well as at arid
sites dominated by the absence or availability of water.

The calibration of the model parameters at each study site individually followed the
assumptions that (i) the seasonal behavior of canopies varies between vegetation and
climate classes, (ii) the influence of explaining variables differs, and that (iii) there is no
maximum light use efficiency valid for all ecosystems or vegetation classes. Hence it was
assumed that no universal parameter set explaining the variation of CO2 uptake of all
vegetation types in every climate class exists. Overall, the calibration resulted in robust
parameter estimates with small uncertainty bounds. However, the parameters of the sub-
function describing the non-dominating system state (temperature or water availability,
depending on the site characteristics) are more prone to calibration uncertainties than
the parameters of the respective other, dominating subfunction. A great advantage of the
model is the fact that this secondary subfunction with the rather uncertain parameters
has a less influence on the model results due to the smaller contribution factor assigned to
it in the additive formulation. Consequently, the results are less corrupted by parameter
uncertainties. This characteristic distinguishes the proposed model from other light use
efficiencymodels in which the subfunctions describing limiting environmental conditions
are typically multiplied with the maximum or potential light use efficiency nonetheless
of their actual explanatory power.

The proposed model demands only variables which can potentially be taken from re-
analysis databases like ERA-Interim from the ECMWF, the NASA Data Assimilation
Office (DAO) or derived by remote sensing for larger scale applications. Possibilities for
the latter are outlined shortly in the following: Photosynthetically active radiation has
been estimated with data from the GOES (Geostationary Operational Environmental
Satellite) platform (Gu & Smith, 1997) and – for a better spatial resolution – by MODIS
data (Liang et al., 2006; Liu et al., 2008). The land surface temperature, often used as a soil
temperature surrogate (Sims et al., 2008), can be retrieved from almost all earth observing
satellites operating in the near infrared such asMODIS, NOAA-AVHRR, SEVIRI (Spinning
Enhanced Visible and Infrared Imager) or GOES (Dash et al., 2002; Sobrino & Romaguera,
2004; Wan, 2008). Explicit soil temperature estimates under vegetation stands are usually
retrieved within land surface model and data assimilation frameworks (Anderson et al.,
2008); Huang et al. (2008) presented an explicit retrieval scheme using MODIS data. A
calculation of the evaporative fraction by solely using MODIS atmospheric and land
products was proposed by Wang et al. (2006); Venturim et al. (2008). A proxy for the soil
moisture can be estimated with thermal infrared remote sensing data (Crow et al., 2008;
Hain et al., 2009); passive and active microwave sensors, finally, serve as data-basis for
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direct soil moisture retrievals (Reichle et al., 2007; Wagner et al., 2007; de Jeu et al., 2008;
Loew, 2008).

Overall, the proposed light use efficiency model proved to be a simple scheme which is
attractive in its generality and simplicity. With its help, the gross flux of carbon uptake
by desert grasslands as well as by boreal forests can be assessed likewise. Despite its
simplicity, the model showed to capture a major proportion of the day-to-day variations in
the gross CO2 uptake at 44 forest and grassland sites with largely well defined parameters.
In this sense, the derived model fulfills the primary requirements placed on the sought
model. Amongst the water availability surrogates tested, the evaporative fraction calcu-
lated using dynamic linear regression turned out to be the most successful variable in
explaining the light use efficiency parameter. It appears to incorporate more information
on ecosystem processes than just information on the current water availability.

Due to its empirical nature, the parameter sets will get even more robust the longer
available time series are. However, if longer time series are analyzed, new dynamics
can become apparent. These have to be captured by the flexible modeling methodology,
which enables the incorporation of new information as an inherent characteristic. In both
cases, yet a further performance increase with regard to predictions can be expected with
more data available. Generally, the benefit of a refinement of the model structure and
the integration of additional internal and external drivers could be tested in a future
study to achieve an even higher explanatory power for all study sites and a significantly
improved performance for those sites at which currently the model achieves only a
moderate performance. Possible model variables include the often discussed influence
of leaf nitrogen concentrations (Sinclair & Horie, 1989; Dewar, 1996; Kergoat et al., 2008;
Mäkelä et al., 2008; Ollinger et al., 2008) as intrinsic variable, the saturating behavior of ε

for high PAR values (Ruimy et al., 1995; Turner et al., 2003b; Lagergren et al., 2005; Hilker
et al., 2008) or the ratio of diffuse to total PAR with a proxy for cloudiness (Schwalm
et al., 2006; Jenkins et al., 2007). Using the evaporative fraction as system state variable
already takes the tight coupling of photosynthesis and transpiration into account. Further
exploiting this relationship could form the basis for a strategy to further improve the
model structure for example via the water use efficiency (Schulz & Jarvis, 2004; Stoy et al.,
2008; Jassal et al., 2009; Beer et al., 2009; Lu & Zhuang, 2010).

6.3 Extrapolation

The calibrated parameters of the derived light use efficiencymodel showed physiologically
meaningful patterns, a fact which led to the conclusion that the model is suitable to serve
as basis for regionalization strategies to perform the step from the point to the area.
So, as a last working step this thesis attempted to relate the model parameters to site
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characteristics to extrapolate them to unobserved sites. This serves the final aim of
regionalizing the model parameters in a spatially continuous way in order to avoid a
coarse grouping of the parameters to a few vegetation and climate classes. To do so,
support vector regression, a supervised machine learning technique exploiting structural
risk minimization, was applied. The model parameters were related to site characteristics
obtained by remote sensing or extracted from the FLUXNET data base; the latter features
were selected such that they can potentially also be retrieved by remote sensing data.

A cross-validation carried out showed the applied extrapolation scheme to be suitable to
extrapolate the optimized parameters of the proposed light use efficiency model. The
variations of the model parameters between the study sites could be recaptured in a cross-
validation with reasonable precision in most cases. The resulting time series of carbon
uptake modeled with the extrapolated parameters yielded in good correlations to the
measured values. The model performance deteriorated slightly compared to the original
model with the optimized parameters. A bias was in some cases introduced leading to
deviations of the annual sum of assimilated carbon of 12 % in average. However, this bias
is smaller than that observed for comparable models.

The composition of the attribute sets retrieved by an automatic selection algorithm appear
to be reasonable. The sets are not of a mere empirical nature, but also seem to carry a
particular biophysical meaning. Those attributes related to seasonality characteristics
dominate. This fact supports the extrapolation scheme applied and, in turn, attests a
certain biophysical meaning to the parameters of the light use efficiency model and
shows them not purely being of empirical nature. The selection procedure showed
that the extrapolation scheme could also have performed well with some other sets of
attributes for each parameter, but it became also obvious from the outcome that SVR
cannot extrapolate the parameters with arbitrarily chosen sets of attributes. This fact
undermines the argument SVR is not suitable for such an extrapolation task, because it
can perform with any variable attribute combination via the high dimensional feature
space.

The exercise which challenged the SVR model with an increase of the SVR parameter
responsible for the generalization capability shows a promising potential of the proposed
extrapolation methodology in this regard. But it became evident that the number of sites
is at its minimum for the applied extrapolation scheme in order to adequately capture
the dynamics in response to the manifold boundary conditions across the different sites.
Certainly, an evaluation with an x-fold cross-validation rather than a mere "leave-one-
out" cross-validation is desired; the obtained results indicate that this is possible with an
increase of the number of study sites. So this thesis arouses curiosity about performing
this exercise with a larger and more comprehensive data set.

Every year, this task is more feasible: The FLUXNET data base comprises meanwhile
over 500 towers worldwide (Figure 6.1). Most of the towers are still located in North
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America and Europe but more and more measurement sites are established on the other
continents, too. Thus FLUXNET successively comprises combinations of vegetation types
and environmental conditions that have not been covered so far. These circumstances
facilitate an up-scaling of themeasured fluxes to larger scales with data-drivenmethods in
the future. What is equally important, the measurement time series become longer. Since
the beginning of this thesis, the number of sites with at least three measurement years
increased by at least 60 %. These developments make data-driven approaches more and
more practical, since these methodologies suffer from the limitation that derived models
and parameters are prone to uncertaintywhen applied outside the range of environmental
conditions the observations were made. Since data-led modeling approaches not only
depend on a data basis covering sufficient environmental conditions but also on the
quality and comparability of the data from different sources, another great potential to
be explored in this context is given by the harmonized and standardized FLUXNET "La
Thuile" data set. The provision of ancillary site information such as biological, disturbance
and soil data by principle investigators also continues to evolve within FLUXNET. Such
data are of particular importance for extrapolation purposes. As a matter of principle,
not only the establishment of more towers and the generation of prolonged measurement
time series but also the willingness to share the data with the scientific community will
be the key to success of FLUXNET and comparable synthesis projects.

Figure 6.1: The growth of FLUXNET illustrated by the numbers of active towers per year and
continent as of March 2010.
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6.4 Remote Sensing

For the proposed model as well as for the subsequent extrapolation scheme, the inclusion
of the fraction of photosynthetically active radiation, FPAR, and the leaf area index, LAI,
which were obtained from the MODIS sensor, was essential. Therefore, this thesis also
dealt with post-processing issues of the respective MODIS product containing subsets
regridded specifically for the usage with FLUXNET data (Horn & Schulz, 2010). The
product utilization was discussed from an end-user point of view. Usage options with
regard to quality filtering, spatial aggregation and sensor choice were analyzed and
their effects on the resulting LAI time series were examined. It turned out that spatial
aggregations within the subset around the measurement tower and consideration of both
MODIS sensors are helpful in terms of a more reliable and somewhat less noisy LAI time
series. It is furthermore recommended to handle the quality criteria that come along
with the product with care. This is particularly true for the values classified as "best" in
case of forests. But nevertheless, even if product problems and possible pitfalls for the
end user have been revealed by this and other studies, this extensive MODIS database
belongs without doubt to the most valuable information sources on vegetation dynamics
the model community has to date.

As elaborated above, it is important to use the MODIS LAI/FPAR product with caution.
As a matter of fact, this is true for all remote sensing products and therefore, the same
study should also be carried out for the MODIS vegetation index products used in this
study. Furthermore, beside the analyzed effects from spatial aggregation, sensor choice
and quality criteria application on the LAI/FPAR time series, the selection of the land
classes considered for the aggregation needs further attention: In this thesis, various land
classes were considered as similar against the background of an often inexact classification
by the applied MODIS product. The benefits of applying a stricter selection could be
examined in a further study. In this context it shall be noted that hyperspectral remote
sensing (Figure 6.2b) – as will be provided by the German satellite mission "EnMAP"
(Stuffler et al., 2007) – makes an enhanced approach possible: Instead of the categorization
of a few broad vegetation classes as retrieved by MODIS data, hyperspectral data offer
novel ways of identifying optically detectable plant functional types (Ustin & Gamon,
2010) particularly for the discrimination of processes and patterns regulating the CO2

uptake (Shaver et al. (2007), Figure 6.2b).

The potential offered by remote sensing has not been fully tapped in this thesis. Firstly,
this would simply have gone beyond the scope of it, and secondly, data with a higher
resolution were not available. Remotely sensed parameters and indices offer relations
to the functionally and status of ecosystems and thus photosynthesis and should be
tested in a further study within the proposed extrapolation framework. Among them
are estimates of the content of leaf pigments such as carotenoide, anthocyanide and
chlorophyll (Feret et al., 2008; Rascher & Pieruschka, 2008; Ustin & Gamon, 2010). The
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Figure 6.2: a) A "data cube" of the airborne hyperspectral sensor HyMap. The sensor has 126
bands between 0.45 and 2.5 µm and is often considered as best hyperspectral airborne sensor
currently available. The EnMap sensor is expected to provide such high quality data from a
satellite platform and therewith opening up entirely new possibilities for ecosystem observation
andmodeling. b) Exemplary reflectance spectra of forest canopies with different nitrogen contents
(%) obtained from the airborne AVIRIS (Airborne Visible/Infrared Imaging Spectrometer; adapted
from Ollinger et al. (2008)). New satellite imaging spectrometers could offer the possibility of
exploiting information on leaf nitrogen and pigments over spatial and temporal continuous scales.
This information can help to distinguish between specific plant functional types as compromise
between broad vegetation classes and species types.

photochemical reflectance index (PRI) is of increasing interest to ecologists: It is sensitive
to activities of the xanthophyll cycle responsible for the dissipation of excess energy
and is therefore a good indicator for stress; it has been directly related to the light use
efficiency (Barton & North, 2001; Garbulsky et al., 2008; Hilker et al., 2009, 2010). The
advent of hyperspectral satellite remote sensing and therewith more precise information
promises to improve these relationships (Rahman et al., 2001, 2003; Rahman & Gamon,
2004; Fuentes et al., 2006; Schaepman et al., 2009) and thus also the presented modeling
and extrapolation scheme. Combining the mentioned remotely sensed parameters and
indices with information on water availability and other ecosystem information holds an
enormous potential to find ways to derive detailed maps of carbon uptake. Producing
those maps for spatially continuous areas defines the next research step beyond this
thesis; advances in remote sensing offer the best conditions for this task. However, to
fully exploit this potential, a more thorough integration of remote sensing techniques
and ecological theory than it generally has been the case is required in future (Ustin &
Gamon, 2010; Ollinger, 2010).
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6.5 Further Research Needs and Outlook

A regionalization strategy to spatially continuous scales also implies the consideration
of vegetation classes other than forests and grasslands. In further research activities,
modeling the carbon uptake of these vegetation classes has to be addressed; these include
shrublands, peatlands, wetlands, tundra, steppe dominated by C4-plants, croplands, and
tropical forests holding giant reservoirs of carbon and being crucial to the world’s climate
(Zhao & Running, 2010).

The light use efficiency concept was first developed in the tropics (Monteith, 1972) but
research within the FLUXNET community has primarily focused on temperate, boreal
andMediterranean forests, where themajority of the measurement towers are located and
which cover large areas of the Earth. However, rainforests are a key element of the global
carbon balance (Zhao&Running, 2010). Only in the last ten years longtermmeasurements
above tropical vegetation have been started within the FLUXNET community; longterm
data records for model building purposes and validation therefore have just not been
available so far (Fisher et al., 2009). Withmeasurements being especially challenging, these
regions might particularly benefit from hyperspectral satellite remote sensing campaigns
(Papeş et al., 2010; Asner & Alencar, 2010).

In the first years after its development, the light use efficiency concept wasmostly adopted
in the agricultural context for estimations of the efficiency of crop production (Monteith,
1977). The interest in the light use efficiency of crops is unbroken (Rascher & Pieruschka,
2008; Amthor, 2010; Rascher et al., 2010). On the contrary, as formulated in the U.N.’s
Millennium Development Goals, increasing the agricultural productivity – and thus the
light and water use efficiency – is an imperative for science in the face of climate change
and increasing water scarcity expected in many regions (Ziska & Bunce, 2007; Murchie
et al., 2009; Godfray et al., 2010). The expanding role of biomass as an energy source
and the increased market demand for energy crops competing with food production
intensifies the need of understanding the conversion of light to biomass (Karp & Shield,
2008; Edgerton, 2009; Hill, 2009) and requirements for enhancing yields by developing
more efficient ways to harness plants for meeting the growing demands (McCormick
& Tjian, 2010). Agricultural areas furthermore contribute significantly to the release of
greenhouse gases (Searchinger et al., 2008). Monitoring the carbon and water exchange of
agricultural lands and predicting crop carbon uptake and yields should therefore receive
more attention in the FLUXNET community (Wang et al., 2005c; Moureaux et al., 2008;
Aubinet et al., 2009; Morgan et al., 2010) despite the fact that more measurement towers
are located in forests.

As stated above (see chapter 1), light and water use efficiency approaches are based on
resource optimization theories. Recent studies have shown that plants and canopies
can also be viewed from a thermodynamic point of view: Plants can be considered
as members of a wider class of systems far from a thermodynamic equilibrium. The
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principle of maximum entropy production (MEP) based on statistical mechanics and
information theory states that non-equilibrium processes dissipate energy and produce
entropy at the maximum possible rate (Kleidon, 2010). Following this MEP-principle,
recent studies were able to unify different optimization theories (Dewar, 2010). MEP is
therefore expected to contribute to an improved understanding of the biosphere and to
lead to novel modeling approaches (Kleidon et al., 2010; Schymanski et al., 2010).

When spending efforts to quantify the global carbon cycle and make predictions for
the future, the respiratory release of CO2 from ecosystems as opposed flux to the CO2

uptake, with which it sums up to the net carbon flux, has of course to be addressed, too.
Moreover, better model descriptions for the respiration dynamics are still to be found, as
e.g. Portner et al. (2009) made clear recently: They stated that there is still no consensus on
the choice of the form of the response function that is used to describe the sensitivity of
respiratory processes of terrestrial ecosystems to temperature. Furthermore, they noted
a "lack of confidence in the parameter estimates of the temperature response" (Portner
et al., 2009, p. 3669), particularly for higher temperatures. Despite strong evidence for
comparable short-term temperature sensitivities between ecosystems, their respiratory
behavior was additionally found to differ significantly from each other on longer time
scales. Furthermore, a complex low-frequency influence of photosynthetic carbon uptake
on carbon release dynamics, which is not accounted for in typical models, was detected
(Mahecha et al., 2010). Data-led model building approaches resulting in a controlled
model complexity matching the information content exploitable from the rich FLUXNET
data base could contribute to these raised research needs, too.

By showing the potential of data-drivenmodel development and a powerful extrapolation
scheme, this thesis also paved the way for modeling evapotranspiration using these
principles. With plants trading water for CO2, evapotranspiration is closely connected to
the carbon uptake addressed in this thesis and a basic component of the hydrological
cycle, which is likewise a crucial global cycle of fundamental importance to mankind.
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A
Appendix

A.1 FLUXNET study sites

Table A.1: Name, vegetation (veg.) and climate class, used measurement years, as well as ref-
erences for each study site. Vegetation classes: deciduous broadleaf forest (DBF), mixed (MF),
evergreen needleleaf (ENF), evergreen broadleaf (EBF), grass (G). Köppen-Geiger-climate classes:
steppe climate (BS), temperate (C), continental (D); summer dry (s), fully humid (f); hot (h), cold
in winter (k); hot summer (a), warm summer (b), cool summer (c), cold winter (d).

Name veg. climate years reference
Black Hills (US-Blk) ENF Dfa 2004–2006 Wilson & Meyers (2007)
Blodgett (US-Blo) ENF Csb 2002–2006 Goldstein et al. (2000)
Boreas (CA-Man) ENF Dfc 1995–2005 Goulden et al. (2006)
Donaldson (US-SP3) ENF Cfa 2001–2004 Gholz & Clark (2002)
Flakaliden (SE-Fla) ENF Dfc 2000-2002 Wallin et al. (2001)
GLEES (US-GLE) ENF Dfc 2006–2008 Massman & Clement (2005)
Griffin (UK-Gri) ENF Cfb 1998,2000–2001 Clement et al. (2003)
Hyytiälä (Fl-Hyy) ENF Dfc 1997–2006 Suni et al. (2003)
Le Bray (FR-LBr) ENF Cfb 2001–2003 Berbigier et al. (2001)
Loobos (NL-Loo) ENF Cfb 1997–2006 Dolman et al. (2002)
Metolius Interm. (US-Me2) ENF Csb 2002–2005,2007 Anthoni et al. (2002)
Metolius Young (US-Me5) ENF Csb 2002–2002 Anthoni et al. (2002)
Niwot Ridge (US-NR1) ENF Dfc 1999–2006 Sacks et al. (2006)
Norunda (SE-Nor) ENF Dfb 1996–2005 Lagergren et al. (2005)
Tharandt (DE-Tha) ENF Dfb 1997–2003 Grünwald & Bernhofer (2007)
Wetzstein (DE-Wet) ENF Dfb 2002–2008 Rebmann et al. (2010)
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Table A.1: ...continued

Name veg. climate year reference
Wind River (US-Wrc) ENF Csb 1999–2004,2006 Shaw et al. (2004)
Yatir (IL-Yat) ENF BSh 2001-2002,2005 Maseyk et al. (2008)
Bartlett (US-Bar) DBF Dfc 2004–2007 Jenkins et al. (2007)
Duke Hardwood (US-Dk2) DBF Cfa 2001–2005 Stoy et al. (2005, 2007)
Hainich (DE-Hai) DBF Dfb 2000–2007 Mund et al. (2010)
Hesse (FR-Hes) DBF Cfb 1997–2007 Granier et al. (2008)
MMSF (US-MMS) DBF Dfa 1999-2006 Schmid et al. (2000)
Missouri Ozark (US-MOz) DBF Dfa 2005–2008 Gu et al. (2006, 2007)
Roccarespampani (IT-Ro1) DBF Csa 2001–2003 Keenan et al. (2009)
Soroe (DK-Sor) DBF Cfb 1997–2005 Pilegaard et al. (2003)
Sylvania Wilderness (US-Syv) DBF Dfb 2002–2004 Desai et al. (2005)
UMBS (US-UMB) DBF Dfb 1999–2003 Gough et al. (2008)
WalkerBranch (US-WBW) DBF Cfa 1995-1999 Wilson & Meyers (2007)
Willow Creek (US-WCr) DBF Dfb 2000–2006 Cook et al. (2004)
Castelporziano (IT-Cpz) EBF Csa 2002–2003 Seufert et al. (1997)
Puechabon (FR-Pue) EBF Csb 2001–2008 Allard et al. (2008)
Audubon (US-Aud) G BSh 2004–2008 Wilson & Meyers (2007)
Goodwin Creek (US-Goo) G Cfa 2004–2006 Wilson & Meyers (2007)
Lethbridge (CA-Let) G Dfb 1999–2004 Flanagan (2009)
Neustift (AT-Neu) G Dfb 2002,2005-2007 Wohlfahrt et al. (2008)
Oensingen (CH-Oe1) G Dfb 2002–2007 Ammann et al. (2009)
Peck (US-FPe) G BSk 2000–2006 Wilson & Meyers (2007)
Vaira Ranch (US-Var) G Csa 2001–2007 Ma et al. (2007)
Brasshaat (BE-Bra) MF Cfb 1997–2008 Carrara et al. (2003, 2004)
Duke (US-Dk3) MF Cfa 1999–2002 Siqueira et al. (2006)
Harvard (US-Ha1) MF Dfb 1992–2007 Urbanski et al. (2007)
Howland (US-Ho3) MF Dfb 1996–2004 Hollinger et al. (2004)
Vielsalm (BE-Vie) MF Cfb 2000–2008 Aubinet et al. (2001)
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A.2 Light use efficiency model

Table A.2: Optimized light use efficiency model parameters with their confidence intervals (in
brackets) and model accuracy measures coefficient of determination r2 and efficiency criterion
EC. Full site names can be found in Table A.1.
Name εmax p Topt kT WI α r2 EC

US-Blk 0,95 (0,01) 0,89 (0,04) 11,60 (0,08) 6,58 (0,23) 0,24 (0,05) 0,29 (0,04) 0,78 0,78
US-Blo 0,82 (0,00) 0,52 (0,01) 5,59 (0,09) 5,59 (0,10) 0,45 (0,00) 0,91 (0,00) 0,74 0,73
CA-Man 0,78 (0,00) 0,30 (0,01) 8,91 (0,09) 4,01 (0,11) 0,29 (0,00) 0,05 (0,05) 0,85 0,84
US-SP3 1,07 (0,01) 0,44 (0,02) 17,99 (0,13) 6,01 (0,20) 0,58 (0,01) 0,97 (0,00) 0,44 0,27
SE-Fla 0,89 (0,01) 0,66 (0,01) 5,00 (0,14) 6,05 (0,17) 0,41 (0,01) 0,00 (0,24) 0,85 0,85
US-GLE 0,86 (0,01) 0,79 (0,01) 10,20 (0,08) 5,12 (0,08) 0,47 (0,01) 0,32 (0,02) 0,88 0,88
UK-Gri 1,64 (0,01) 0,98 (0,01) 8,59 (0,44) 9,87 (0,77) 0,42 (0,16) 0,00 (0,42) 0,89 0,85
Fl-Hyy 1,16 (0,01) 0,55 (0,00) 7,90 (0,05) 4,87 (0,04) 0,54 (0,00) 0,61 (0,02) 0,92 0,92
FR-LBr 1,13 (0,01) 0,62 (0,01) 12,41 (0,20) 7,07 (0,21) 0,64 (0,01) 0,00 (0,10) 0,76 0,75
NL-Loo 1,66 (0,01) 0,63 (0,00) 6,70 (0,27) 9,27 (0,25) 0,62 (0,00) 0,00 (0,13) 0,87 0,83
US-Me2 0,92 (0,00) 0,57 (0,01) 12,94 (0,08) 7,94 (0,12) 0,32 (0,01) 0,07 (0,05) 0,85 0,85
US-Me5 0,82 (0,01) 0,41 (0,01) 13,30 (0,08) 4,49 (0,13) 0,32 (0,01) 0,00 (0,04) 0,84 0,84
US-NR1 0,82 (0,00) 0,59 (0,01) 8,52 (0,04) 3,86 (0,05) 0,44 (0,00) 0,00 (0,04) 0,84 0,84
SE-Nor 0,95 (0,01) 0,60 (0,01) 7,84 (0,20) 9,27 (0,23) 0,42 (0,00) 0,00 (0,28) 0,85 0,85
DE-Tha 1,93 (0,01) 0,57 (0,00) 8,11 (0,05) 4,25 (0,04) 0,53 (0,00) 0,00 (0,04) 0,88 0,87
DE-Wet 1,82 (0,01) 0,67 (0,00) 6,78 (0,05) 4,76 (0,03) 0,59 (0,00) 0,00 (0,02) 0,89 0,88
US-Wrc 0,98 (0,02) 0,82 (0,02) 5,77 (0,09) 5,64 (0,05) 0,71 (0,02) 0,00 (0,03) 0,70 0,65
IL-Yat 1,72 (0,01) 0,50 (0,01) 7,19 (0,42) 7,39 (0,20) 0,22 (0,00) 0,98 (0,00) 0,91 0,91
US-Bar 1,14 (0,01) 0,59 (0,01) 14,52 (0,08) 3,84 (0,05) 0,47 (0,01) 0,87 (0,01) 0,93 0,93
US-Dk2 1,25 (0,00) 0,43 (0,01) 14,55 (0,11) 5,04 (0,10) 0,71 (0,00) 0,98 (0,00) 0,93 0,93
DE-Hai 1,72 (0,01) 0,39 (0,00) 11,23 (0,04) 2,24 (0,03) 0,53 (0,00) 0,00 (0,03) 0,93 0,93
FR-Hes 1,46 (0,00) 0,43 (0,01) 13,63 (0,04) 2,75 (0,04) 0,52 (0,00) 0,00 (0,07) 0,85 0,85
US-MMS 1,29 (0,00) 0,49 (0,01) 21,19 (0,19) 5,67 (0,15) 0,57 (0,00) 0,00 (0,07) 0,91 0,91
US-MOz 0,95 (0,00) 0,56 (0,00) 9,63 (0,26) 7,33 (0,16) 0,59 (0,00) 0,98 (0,00) 0,92 0,92
IT-Ro1 1,19 (0,01) 0,37 (0,00) 15,05 (0,11) 4,99 (0,08) 0,47 (0,00) 0,81 (0,00) 0,93 0,93
DK-Sor 1,73 (0,01) 0,75 (0,01) 12,64 (0,05) 3,17 (0,03) 0,50 (0,01) 0,87 (0,01) 0,87 0,87
US-Syv 0,85 (0,01) 0,79 (0,01) 20,06 (0,25) 5,83 (0,16) 0,35 (0,02) 0,10 (0,04) 0,94 0,93
US-UMB 1,07 (0,00) 0,71 (0,01) 17,42 (0,06) 4,17 (0,05) 0,57 (0,01) 0,41 (0,02) 0,96 0,96
US-WBW 1,10 (0,01) 0,48 (0,01) 18,35 (0,10) 4,43 (0,08) 0,58 (0,00) 0,09 (0,08) 0,88 0,88
US-Wcr 1,28 (0,00) 0,67 (0,02) 18,66 (0,06) 3,39 (0,09) 0,40 (0,01) 0,33 (0,03) 0,90 0,90
IT-Cpz 1,25 (0,01) 0,14 (0,01) 23,40 (3,39) 12,00 (2,78) 0,37 (0,00) 0,95 (0,00) 0,77 0,61
FR-Pue 1,03 (0,00) 0,60 (0,00) 8,51 (0,10) 5,69 (0,05) 0,43 (0,00) 0,84 (0,01) 0,79 0,75
US-Aud 1,04 (0,01) 0,24 (0,01) 24,45 (0,13) 2,00 (0,12) 0,33 (0,00)) 0,00 (0,05) 0,68 0,68
US-Goo 1,47 (0,01) 0,31 (0,01) 23,56 (0,08) 2,00 (0,08) 0,53 (0,00) 0,95 (0,00) 0,88 0,87
CA-Let 1,49 (0,01) 0,35 (0,00) 12,19 (0,12) 4,68 (0,08) 0,47 (0,00) 0,00 (0,04) 0,92 0,92
AT-Neu 1,80 (0,01) 0,64 (0,02) 12,21 (0,08) 4,04 (0,12) 0,64 (0,01) 0,00 (0,08) 0,83 0,82
CH-Oe1 2,25 (0,01) 0,54 (0,01) 9,27 (0,17) 7,56 (0,14) 0,78 (0,00) 0,00 (0,07) 0,88 0,86
US-FPe 1,09 (0,02) 0,63 (0,01) 9,13 (0,31) 6,30 (0,19) 0,43 (0,01) 0,00 (0,10) 0,49 0,48
US-Var 1,36 (0,00) 0,38 (0,00) 13,24 (0,05) 2,71 (0,04) 0,57 (0,00) 0,91 (0,00) 0,91 0,91
BE-Bra 1,05 (0,01) 0,66 (0,00) 17,66 (0,42) 10,13 (0,41) 0,57 (0,01) 0,00 (0,16) 0,87 0,87
US-Dk3 1,03 (0,01) 0,69 (0,01) 16,52 (0,28) 12,00 (0,68) 0,55 (0,01) 0,11 (0,51) 0,84 0,82
US-Ha1 1,41 (0,02) 0,89 (0,01) 20,88 (0,36) 6,34 (0,17) 0,56 (0,02) 0,78 (0,01) 0,91 0,91
US-Ho3 1,32 (0,01) 0,28 (0,00) 5,00 (0,06) 2,00 (0,05) 0,31 (0,00) 0,00 (0,09) 0,88 0,88
BE-Vie 1,09 (0,01) 0,92 (0,01) 14,81 (1,61) 12,00 (1,60) 0,37 (0,03) 0,98 (0,00) 0,87 0,85
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A.3 Parameter extrapolation

Table A.3: Site characteristics used to regionalize the model parameters. See Table A.1 for expla-
nations of the Köppen-Geiger-climate and vegetation classes.
attribute description

vegetation and climate classes:
B,C,D Main type of the Köppen-Geiger classification
f,s Subtype 1 of the Köppen-Geiger classification
a,b,c Subtype 2 of the Köppen-Geiger classification
ENF, DBF, MF, EBF, G Vegetation class
climate characteristics:
meanTS mean annual soil temperature (TS) [°C]
diffTS amplitude of TS [°C]
maxTS maximum TS [°C]
meanTA mean annual air temperature (T) [°C]
sumP average sum of precipitation per year [mm]
Pdays number of days with precipitation [d]
maxPAR maximum photosynthetically acitve radiation (PAR) [MJ m-2 d-1]
sumPAR average annual cumulative sum of PAR [MJ m-2 d-1]
sunshine average fraction of sunshine per year (according to LocClim) [%]
Rnet annual net radiation balance [MJ m-2 d-1]
maxEF average maximum evaporative fraction (EF)
minEF average minimum evaporative fraction (EF)
diffEF amplitude of the EF
meanEF average EF
PE Potential monthly evaporation [mm] (according to LocClim)
AI aridity index (Budyko, 1958): AI = 100 · Psum/(Rnet · λ)
CI continentality index (Conrad, 1950): CI = 1.7 · (Tmax − Tmin)/sin(φ + 10)− 14
physiological characteristics:
maxLAI maximum leaf area index (LAI) [m2 m-2]
diffLAI amplitude of the LAI [m2 m-2]
meanLAI average LAI [m2 m-2]
maxEVI maximum enhanced vegetation index (EVI)
minEVI minimum EVI
diffEVI amplitude of the EVI
meanEVI average EVI
age age of the vegetation stand [a]
seasonal characteristics:
vegLength average length of the vegetation period [d]
VPstart average day of year of the start of the vegetation period
VPend average day of year of the end of the vegetation period
VPstartEVI average EVI at the start of the vegetation period
VPendEVI average EVI at the end of the vegetation period
VPstartLAI average LAI at the start of the vegetation period [m2 m-2]
VPendLAI average LAI at the end of the vegetation period [m2 m-2]
r2TS-LAI correlation between the TS and LAI time series
r2EF-LAI correlation between the EF and LAI time series
r2TS-EF correlation between the TS and EF time series
r2EF-EVI correlation between the EF and EVI time series
r2TS-EVI correlation between the TS and EVI time series
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Table A.4: SVR extrapolation performance related to the calibrated model (columns 2 to 5) and
related to the measured time series of carbon uptake (remaining columns). For the various
performance measures see section 2.4. RMSE and bias are given in units of gC m-2 d-1, RES in %.

site r2 RMSE nRMSE bias r2 RMSE nRMSE bias RES

US-Blk 0,99 0,52 0,07 -0,41 0,78 1,02 0,15 -0,36 -13,76
US-Blo 0,92 1,06 0,14 -0,67 0,69 1,33 0,17 -0,61 -20,42
CA-Man 0,99 0,77 0,11 -0,54 0,83 1,02 0,15 -0,44 -31,11
US-SP3 0,97 0,75 0,09 -0,59 0,43 1,63 0,19 -0,35 -6,83
SE-Fla 1,00 0,26 0,03 -0,13 0,85 0,79 0,09 -0,01 -0,38
US-GLE 0,98 0,43 0,05 0,06 0,86 0,88 0,11 0,06 2,69
UK-Gri 0,99 0,77 0,06 0,57 0,90 1,54 0,12 1,12 23,37
FI-Hyy 1,00 0,21 0,02 0,13 0,92 0,71 0,08 0,23 11,25
FR-LBr 0,96 0,82 0,09 0,56 0,71 1,34 0,14 0,71 21,27
US-Me2 0,99 0,64 0,06 0,50 0,87 1,21 0,11 0,85 22,97
US-Me5 0,91 0,86 0,09 0,27 0,75 1,28 0,14 0,36 10,28
NL-Loo 0,92 0,43 0,08 -0,11 0,74 0,75 0,14 -0,06 -2,83
US-NR1 1,00 0,25 0,04 -0,20 0,85 0,79 0,11 -0,25 -13,89
SE-Nor 1,00 0,67 0,07 -0,46 0,85 1,14 0,11 -0,29 -12,29
DE-Tha 0,97 0,80 0,06 0,29 0,83 1,49 0,11 0,59 14,31
DE-Wet 0,99 0,31 0,03 -0,01 0,89 1,07 0,09 0,25 7,04
US-Wrc 0,97 1,19 0,14 -0,91 0,68 1,55 0,18 -0,65 -23,07
US-Bar 0,96 0,77 0,06 0,11 0,90 1,27 0,10 0,22 7,17
US-Dk2 1,00 0,41 0,03 0,24 0,92 1,06 0,08 0,37 8,68
DE-Hai 0,98 0,66 0,05 -0,27 0,91 1,31 0,09 -0,10 -2,89
FR-Hes 0,99 0,63 0,04 0,30 0,84 1,77 0,10 0,57 15,67
US-MMS 0,97 0,93 0,06 0,37 0,88 1,62 0,11 0,45 11,78
US-MOz 0,99 0,36 0,03 0,19 0,91 0,88 0,08 0,33 10,96
IT-Ro1 0,96 0,68 0,07 -0,04 0,89 0,98 0,09 -0,02 -0,74
DK-Sor 1,00 0,63 0,03 0,39 0,87 1,58 0,09 0,69 19,79
US-Syv 0,97 1,71 0,13 -0,99 0,91 1,87 0,14 -0,90 -37,46
US-UMB 0,99 0,74 0,06 0,47 0,95 1,09 0,08 0,48 16,95
US-WBW 1,00 0,46 0,03 -0,18 0,88 1,37 0,09 0,03 0,68
US-WCr 1,00 0,19 0,01 0,06 0,90 1,52 0,09 0,14 4,09
IT-Cpz 1,00 0,12 0,02 0,04 0,76 0,88 0,13 0,28 6,74
FR-Pue 0,94 0,66 0,09 -0,35 0,74 1,10 0,15 -0,11 -3,66
US-Aud 0,98 0,33 0,04 0,18 0,66 0,89 0,10 0,08 12,42
US-Goo 0,99 0,73 0,06 -0,56 0,86 1,28 0,11 -0,32 -9,26
CA-Let 0,98 0,28 0,03 -0,03 0,90 0,62 0,06 -0,04 -3,05
AT-Neu 0,98 0,88 0,05 0,55 0,82 2,16 0,13 0,98 18,58
CH-Oe1 0,94 1,08 0,07 0,40 0,83 1,83 0,11 0,80 15,16
US-FPe 0,99 0,19 0,03 -0,06 0,49 0,82 0,15 0,07 7,58
US-Var 0,95 0,76 0,07 -0,51 0,86 1,12 0,10 -0,50 -26,12
BE-Bra 0,99 1,26 0,13 -0,96 0,86 1,49 0,16 -0,78 -31,56
US-Dk3 0,99 0,81 0,07 0,68 0,85 1,48 0,13 0,99 21,44
US-Ha1 0,97 0,87 0,05 -0,36 0,87 1,61 0,09 -0,28 -7,34
US-Ho3 0,94 0,85 0,08 0,08 0,81 1,43 0,13 0,30 8,97
VE-Vie 0,99 0,66 0,06 0,50 0,87 1,28 0,11 0,81 22,52
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