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Vorwort

Die Astrophysik beinhaltet und verknüpft verschiedene Bereiche der Physik, wobei interessante Prob-
lemstellungen und fundamentale Sachverhalte (wie z.B. dieDunkle Energie) bis heute nicht eindeutig
geklärt sind. Durch numerische Methoden gelingt es jedochviele Prozesse, wie die kosmische Struk-
turbildung, detailliert zu studieren. Da es in diesen Bereichen sehr viele interssante Fragestellungen
gibt, habe ich mich in der vorliegenden Arbeit mit zwei Themen eingehend beschäftigt.
Die numerische Beschreibung von Strömungen und den dabei auftretenden Instabilitäten bildet die
Grundlage für verschiedene hydrodynamische Prozesse in der Astrophysik. Um eine möglichst
genaue Darstellung der Entwicklung dieser Systeme zu erreichen, ist es wichtig an einem Testbeispiel
die Genauigkeit der numerischen Algorithmen zu untersuchen. Der erste Teil meiner Dissertation be-
fasst sich daher eingehend mit der Kelvin-Helmholtz Instabilität und deren numerische Umsetzung.
Ein weiterer wichtiger Bereich der Astrophysik behandelt die Dunkle Energie, deren Eigenschaften
und Ursprung. Da mich dieses Thema schon seit Beginn meines Studiums fasziniert, widme ich mich
im zweiten Teil meiner Arbeit der Quantifizierung der Dunklen Energie mit Hilfe der kosmischen
Hintergrundstrahlung.
Beide Themenbereiche sind nicht direkt miteinander verkn¨upft. Aus diesem Grund besteht diese Dis-
sertation aus zwei getrennten Abschnitten.
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Zusammenfassung

Der erste Teil dieser Arbeit behandelt die numerische Beschreibung von Scherströmungen
(grundlegend für astrophysikalische Prozesse auf verschiedensten Grössenskalen) und der dabei
auftretenden Kelvin-Helmholtz Instabilität (KHI). Bezugnehmend auf die theoretische Herleitung
von Chandrasekhar (1961), welche das lineare Wachstum der KHI erfasst, wird diese unter Mit-
berücksichtigung der physikalischen Viskosität neu berechnet und bildet die Grundlage für spätere
Anwendungen und Vergleiche mit numerischen Simulationen.Der numerische Teil stützt sich
auf zwei weitverbreitete Methoden in der Astrophysik, ”Smooth-particle hydrodynamics” (SPH)
und Gitter-Verfahren. SPH beschreibt eine Flüssigkeit durch Betrachtung von Teilchen, dessen
Eigenschaften aus Nachbarteilchen innerhalb eines fest vorgegebenen Radiuses (der sogenannten
Glättungs oder Smoothing Länge) bestimmt werden. Die in dieser Arbeit benutzten numerischen
SPH-Algorithmen sind der VINE code (Wetzsteinet al., 2009; Nelsonet al., 2009) und der von Price
(2008) (P08) beschriebene Code. Die intrinsische Viskosität in VINE wird mit Hilfe der analytischen
Anwachsrate bestimmt, wobei der Effekt der sogenannten künstlichen Viskosität (wichtig in allen
SPH-Anwendungen um Schock-Phänomene zu simulieren) analysiert wird. Für die üblich angesetzen
Parameter ist die Entwicklung der KHI in VINE erheblich ged¨ampft, was aber durch Verwendung
der sogannten Balsara-Viskosität korrigiert werden kann. Im Fall unterschiedlicher Dichte der
Strömungsschichten wird die KHI komplett unterdrückt. Dieses Problem, von numerischer Natur
und daher in vielen SPH-methoden gegenwärtig, ist Mittelpunkt aktueller Forschung. Der von
P08 entwickelte Code besitzt eine Lösung implementiert inForm einer künstlichen thermischen
Konduktivität. Diese sorgt dafür, dass die thermische Energie, dessen Erhaltung ein Mischen der
Teilchen verhindert, beim̈Ubergang vom dichten ins dünne Medium ausgeschmiert wird und eine
Mischung ermöglicht. Das gutëUbereinstimmen des Vergleichs mit der analytischen Erwartung
unterstützt diese Methode.
Die Gitterverfahren unterteilen eine Flüssigkeit in Zellen, wobei die entsprechenden Gitterpunkte
die gwichteten physikalischen Grössen beinhalten. Basierend auf den Gitter-codes FLASH (Fryxell
et al., 2000), PROTEUS (e.g. Heitschet al., 2006), PLUTO (Mignoneet al., 2007) und RAMSES
(Teyssier, 2002) wird die Entwicklung der KHI im nicht-viskosen wie im viskosen Fall betrachtet.
Im nicht-viskosen Fall gleicher Dichten stimmen FLASH und PLUTO gut mit der analytischen
Erwartung überein. PROTEUS jedoch weicht stark ab und unterschätzt das Wachstum um einen
Faktor von∼ 4. Um eine möglicheÜberlagerung von KHI-Eigenfunktionen beim Aufsetzten
der Störung auszuschliessen, wurden diese analytisch bestimmt und die Anfangsbedingungen für
PROTEUS entsprechend angepasst. Die Abweichung verringert sich nur minimal, das Problem
bleibt weiterhin bestehen und ist vermutlich auf die intrinsiche Viskosität innerhalb PROTEUS
zurückzuführen. Dies zeigt sich auch im viskosen Fall, woPROTEUS ebenfalls eine stark gedämpfte
Entwicklung aufweist. Die viskose Entwicklung mit FLASH ist in guterÜbereinstimmung mit der



analytischen Erwartung. Für unterschiedliche Dichten (mit einem Dichtekontrast vonDC = 10)
folgen FLASH, PLUTO und RAMSES der analytischen Vorhersagesehr gut. Im viskosen Fall zeigt
FLASH ein leicht erhöhtes Wachstum (um ein Faktor∼ 0.12).

Der zweite Teil befasst sich mit der Thematik der Dunklen Energie (DE) und die Unterschei-
dung verschiedener Modelle mit Hilfe der kosmischen Hingergrundstrahlung (CMB = ”cosmic
microwave background”). Basierend auf den zwei weitverbreitesten Konzepten zur Charakter-
isierung der DE, die kosmologische Konstante(wDE = −1) und die Quintessence (ein sich langsam
veränderliches skalares Feld mitwDE 6= konst.) wird das theroretische CMB L-RS Bispektrum
berechnet. Es stellt eine Kreuz-Korrelation aus dem Rees-Sciama (RS) und dem Weak-lensing (L)
Effekt dar. Die gravitative Ablenkung der CMB Photonen wirdbeschrieben durch den L-Effekt. Der
RS-Effekt umfasst die späte Abnahme der Potential-Fluktuationen (Sachs & Wolfe, 1967) und das
nichtlineare Wachstum kosmischer Strukturen (Rees & Sciama, 1968). Da das Wachstum beeinflusst
wird von der DE geht hier direkt die Abhängigkeit vom entsprechenden DE-Modell ein. Besonderes
von Interesse ist ein möglicher Beitrag zu frühen Zeiten,beschrieben durch die sogenannte ”Early
Dark Energy” (EDE). Um Vergleiche zu ziehen, werden zusätzlich zu EDE noch zwei weitere
Quintessence-Modelle herangezogen, die Parameterisierung von Linder (2003a,b) (LIND03) und
Komatsuet al. (2009) (KOMAT09), sowie Beispiele mitwDE = konst..
Weiterhin beinhaltet der RS-Effekt das lineare- wie das nichtlineare Wachstum von Dichtefluktu-
ationen der sich bildenden Strukturen. Daher wird ein entsprechendes Modell zur Beschreibung
des nichtlinearen Regimes benötigt. Auf Grundlage der kosmologischen Störungstheorie dritter
Ordnung (PT) wird das von Bernardeauet al. (2002) vorgestellte Konstrukt benutzt. Um eine
mögliche Abhängigkeit der Resultate von diesen Modell zuquantifizieren werden (im Falle der
kosmologischen Konstanten) die Beschreibungen von Maet al. (1999) (MA99) und Smithet al.
(2003) (HALOFIT) untersucht. PT und HALOFIT führen zu einer ähnlichen Entwicklung der L-RS
Bispectrum-Amplitude. Der̈Ubergang vom linearen in das nichtlineare Regime, deutlichdurch den
Vorzeichenwechsel der Amplitude, erreignet sich für MA99auf grösseren Skalen im Gegensatz zu
PT und HALOFIT. Dies lässt sich zurückführen auf den stärkeren nichtlinearen Beitrag von MA99
bei höhren Rotverschiebungen. Die Berechnung der Bispektrum-Amplitude für die verschiedenen
Quintessence-Modelle beruht auf PT. Hierbei wird eine Abh¨angigkeit des Vorzeichenwechsels von
dem Beitrag der DE deutlich. Je grösser die Dichte der DE, desto stärker wird das lineare Wachstum
der Fluktuationen gedämpft, was ein späteres Erreichen der nichtlinearen Entwicklung zur Folge hat.
Daher verschiebt sich der̈Ubergang vom linearen in das nichtlinear Regime zu kleineren Skalen. Es
ergeben sich deutliche Unterschiede der einzelnen Modellen, was sich auch in der Entwicklung des
Signal-to-Noise Verhältnisses (S/N) wiederspiegelt. Das stärkste Signal folgt dem EDE-Modell mit
dem grössten DE-Beitrag. Durch Vergleich derS/N Entwicklung folgt, dass PLANCK die nötige
Auflösung besitzt um zwischen den unterschiedlichen Modellen zu unterscheiden.



Summary

Given the importance of shear flows for astrophysical gas dynamics, we study the evolution of
the Kelvin-Helmholtz instability (KHI) analytically and numerically. We derive the dispersion
relation for the two-dimensional KHI including viscous dissipation. The resulting expression for the
growth rate is then used to estimate the intrinsic viscosityof four numerical schemes depending on
code-specific as well as on physical parameters. Our set of numerical schemes includes the Tree-SPH
code VINE, an alternative SPH formulation developed by Price (2008), and the finite-volume grid
codes FLASH, PROTEUS, PLUTO and RAMSES. In the first part, we explicitly demonstrate the
effect of dissipation-inhibiting mechanisms such as the Balsara viscosity on the evolution of the
KHI. With VINE, increasing density contrasts lead to a continuously increasing suppression of the
KHI (with complete suppression from a contrast of 6:1 or higher). The alternative SPH formulation
including an artificial thermal conductivity reproduces the analytically expected growth rates up to a
density contrast of 10:1. The second part addresses the shear flow evolution with FLASH, PLUTO
and RAMSES. All codes result in a consistent non-viscous evolution (in the equal as well as in the
different density case) in agreement with the analytical prediction. The viscous evolution studied
with FLASH shows minor deviations from the analytical prediction.

Given the importance of forthcoming CMB measurements and their corresponding implica-
tions for cosmology, we re-investigate the theoretical CMB-cross correlation bispectrum (between
the Rees-Sciama and weak lensing effect) and the corresponding signal-to-noise ratio assuming
dark energy models with a time varying equation of state - thequintessence. Our main focus is
on a special form of quintessence, the early dark energy. Thetheoretical predicted signals give
insight if future experiments, such as PLANCK are able to distinguish between quintessence and the
standard cosmological constant. Depending on the amount ofdark energy density we indeed find a
difference within the bispectrum evolution and thus, the signal-to-noise ratio. Furthermore, to test
the dependency of our results on the model of the nonlinear power spectrum we apply (in addition to
cosmological perturbation theory) two widely used approaches (MA99 and HALOFIT), both based
on analytical functions. HALOFIT has a similar behavior with respect to perturbation theory, while
MA99 differs considerably.
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Chapter 1

Motivation

In this thesis, we study the implications of structure formation in an astrophysical context from two
different perspectives. We start in the first part with the hydrodynamical evolution, where we play
special attention to the occurring instabilities, in particular, the Kelvin-Helmholtz instability (KHI)
and its implementation within numerical algorithms. In thesecond part, we analyze the effects of
dark energy on forming cosmological structures (like galaxies), which leave a trace within the cosmic
microwave background. 1.1 and 1.2, shortly motivate and introduce our further proceedings.

1.1 Part I : Modelling Shear Flows with SPH and Grid Based Methods

The physics of hydrodynamics are a central part in order to understand the evolution of astrophysical
systems which involve any forms of gas. Therefore, structure formation at different scales can only
be described sufficiently if the corresponding gas components are treated correctly. Very important
in this context is the interstellar medium (ISM), which connects hydrodynamical processes on stellar-
(small) and galactic-(large) scales. The ISM consists of∼ 99% gas (mostly hydrogen and helium),
and∼ 1% dust made out of heavier elements (such as metals). On stellar scales, its dynamical evo-
lution includes the turbulence of molecular clouds, which can be identified with the densest spots of
the ISM. They provide the birthplaces for stars, which in turn fuel their surrounding with jets and
outflows. On galactic scales, galaxy formation, where smallsubhalos (known as satellite galaxies)
fall within the hot gaseous halo of its parent galaxy leads toan interaction between the satellites cold
gas component and the ISM. Gas is stripped from the subhalo via ram pressure stripping1 and driven
towards the center of the host galaxy, where the galactic disc formation takes place.
All these scenarious display a system known as shear flows, where two gas-layers move in the oppo-
site direction. They play a crucial part in structure formation (see Fig. 1.2) and are fundamental to
understand how the universe evolved into its form today. Thevarious complex procedures are mod-
eled by numerical methods, where smooth particle hydrodynamics (SPH) and grid based schemes are
the most commonly used. Given the importance of shear flows and the corresponding instabilities for
the evolution of cosmic structures, it is essential to verify how accurate numerical algorithms describe
those systems, and to determine their limitations with a test example.
The KHI (see Fig. 1.1), arising from an oscillation of the interface between two fluid layers as a result
of their velocity difference is important for several astrophysical processes where shear flows emerge.

1 In general, ram pressure arises when a body is moving througha fluid or gas. It experiences a strong drag force.
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Figure 1.1: KHI in nature: KHI forming in clouds (upper left panel), in earth’s atmosphere (upper
right panel), and in Jupiters atmosphere (bottom panel).

It has given rise to serious discussion in the literature when numerically modeled. For example, its
evolution is completely suppressed in presence of density contrasts when simulated with SPH (e.g.
Agertz et al., 2007; Price, 2008). In contrast to this, grid codes seem to do not suffer from such a
problem. But yet, it is not clear how exact they describe the evolution of this instability. We therefore
focus on the incompressible KHI applying SPH and grid based codes in order to verify their depen-
dency on numerical parameters and to test limitations and applications.
The outline is as follows:

• Chapter 2 introduces the theoretical framework necessary for chapter 3. The basic principles of
hydrodynamics are discussed in section 2.1. A short introduction concerning the main features
of SPH and grid codes is given in section 2.2.

• We start with an introduction in chapter 3. The analytical treatment of the KHI in terms of
linear perturbation theory is given in section 3.2. Section3.3 outlines the numerical setup and
the analysis method. Section 3.4 describes the KHI evolution with SPH, where special attention
is given on the role of artificial viscosity. A serious problem is discussed when simulating
shear flows with a density gradient using the SPH code VINE. A possible solution in form of an
artificial thermal conductivity is tested. Section 3.5 focuses on the non-viscous and viscous KHI
evolution applying the GRID-codes FLASH, PROTEUS PLUTO andRAMSES. The instability
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Figure 1.2: Cosmological timeline starting from the big bang until the formation of our solar sys-
tem, see also Mukhanov (2005), Schneider (2006) or www.en.wikipedia.org/wiki/Timeline-of-the-
Big-Bang).

growth is compared to the analytical expectation, where FLASH, PLUTO and RAMSES are in
very good agreement. The summary of the results is presentedin section 3.6.

1.2 Part II : The Trace of Dark Energy captured within the CMB

The surprising realization that our universe undergoes an accelerated expansion as accounted for by
Supernova observations type Ia (SNIa) (Krauss & Turner, 1995; Ostriker & Steinhardt, 1995; Riess
et al., 1998; Perlmutteret al., 1999; Netterfieldet al., 2002) is currently thought to originate from an
unknown energy density that fills up almost our complete universe today (∼ 70%). The origin and
nature of this dark energy (DE) is one of the most challengingquestions of astrophysics. Combined
observations of SNIa, large scale structure (LSS) (Colless, 1999; Abazajianet al., 2003) and the
cosmic microwave background (CMB) (Spergelet al., 2003; Komatsuet al., 2009) point toward an
equation of state2 for DE which is close towDE ≈ −1. The standard picture invokes a cosmological
constant(Λ) with the energy density of the vacuum. Yet, there exist also other possibilities like

2 The ratio of pressure to densitywDE = pDE/ρDE.
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models with a time varyingwDE. A very common branch of these approaches is based on particle
physics, which describe DE via a slowly changing scalar fieldcalled the quintessence. Its behavior at
late times adapts that ofΛ with wDE =−1, but differs from this in the past. Several attempts have been
discussed, where certain parameterizations ofwDE encompass a range of models. The only possibility
to distinguish between different approaches and to constrain further parameters of DE is provided by
observations, where among SNIa- and LSS measurements the CMB plays an important role.
The CMB, a relict from the big bang results from the decoupling of matter and radiation at the epoch
of recombination (see Fig. 1.2). It presents the most accurate measured black body radiation (Penzias
& Wilson, 1965) with a temperature today aboutT ∼ 2.728 K. In particular, the imprinted anisotropies
(see Fig. 1.3), induced through interactions of CMB photonswith their surrounding environment allow
to gain insight into the physics at early times and to constrain cosmological parameters. The primary
anisotropies arise before the CMB photons have decoupled and leave a Gaussian signature within
their temperature distribution. However, for our study thesecondary anisotropies are of more interest.
These are caused as the photons travel through the universe after decoupling and interact with the
forming structures. Since DE influences the growth of density fluctuations, the CMB photons carry
information about DE and its equation of statewDE. This is described by the Rees-Sciama (RS) effect
(see also Fig. 1.3). It leaves, along with gravitational deflection (weak lensing) a non-Gaussian signal
within the CMB.
The CMB bispectrum, a tool to analyze non-Gaussianity is therefore useful to constrain properties of
DE. The focus of the second part of this work is thus on the cross correlation bispectrum between the
weak lensing- and RS-effect (L-RS bispectrum). We calculate the theoretical L-RS bispectrum and
the corresponding signal to noise ratio using different models of DE. They aim is to obtain the limits
of future CMB-observations to distinguish betweenΛ and quintessence. The outline is as follows:

• In Chapter 4 we concentrate on the calculation of the L-RS bispectrum and the signal-to-noise
ratio (S/N). We start with an introduction followed by a short recap of cosmological basics in
section 4.2, fundamental for this work. In section 4.3 we motivate the DE-models with constant
wDE and the quintessence models following Wetterich (2004) (WETT04), Linder (2003a,b)
(LIND03) and Komatsuet al. (2009) (KOMAT09), respectively. Section 4.4 introduces the
description of the nonlinear power spectrum using Bernardeau et al. (2002) (PT), the model
of Ma et al. (1999) (MA99) and Smithet al. (2003) (HALOFIT), respectively. The basics of
CMB correlation-functions are given in section 4.5. The L-RS bispectrum is discussed in detail
in section 4.6, using PT, MA99 and HALOFIT, as well as the DE-models with constantwDE,
WETT04, LIND03 and KOMAT09. TheS/N evolution follows in section 4.7. We conclude
with section 4.8

A short summary with outlook for part I and II is given in Chapter 5.
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Figure 1.3: Introduction of the CMB and its most important temperature anisotropies, divided into
primary- (before the decoupling of photons and baryons at the last scattering surface) and secondary
anisotropies (after decoupling).



Chapter 2

Theoretical Basics

In this chapter we present the theoretical background required in chapter 3. First, the hydrodynamical
principles and the linear perturbation theory are introduced. This provides the framework to derive
the analytical growth rate of the Kelvin-Helmholtz instability carried out in section 3.2. Afterwards,
the characteristic properties of our numerical algorithms- Smooth Particle Hydrodynamics (SPH) and
grid based codes - are briefly discussed.

2.1 Basics of Hydrodynamics and Instabilities

This short overview mostly uses the convention given in Landau & Lifschitz (1991), where a complete
introduction to hydrodynamics can be found.

2.1.1 Equation of Motion for the Fluid

The state of a fluid is determined by five quantities: the threevelocity components (v), the density (ρ)
and the pressure (p). It experiences additional transfer of momentum due to internal friction forces,
resulting in a relative motion between the different fluid-layers. This is expressed by the momentum
flux density tensor (Π ), written in its components,

Πik = ρvivk−σik, (2.1)

whereρ is the density of the fluid andvi , vk the corresponding velocity components. The quantityσik

represents the stress tensor,

σik =−pδik + σ ′ik, (2.2)

with p being the pressure,δik the kronecker-symbol (that equals 1 ifi = k, and 0 otherwise), andσ ′ik
the viscous stress tensor, which is a linear function of the first spatial velocity derivatives (Landau &
Lifschitz, 1991).
The motion for this kind of fluid is fully described by theNavier-Stokes equation,

ρ ·
[

∂v
∂ t

+(v ·∇)v
]

=−∇p−ρ∇φ + η△v+
(

ξ +
η
3

)

∇(∇ ·v), (2.3)
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with the gravitational potentialφ , and the constant viscous coefficientsη andξ . For an incompress-
ible fluid, which implies no sources (∇ ·v = 0), the last term in eq. (2.3) vanishes and the equation
simplifies to,

ρ ·
[

∂v
∂ t

+(v ·∇)v
]

=−∇p−ρ∇φ + ρν△v. (2.4)

Here we introduced the kinematical viscosityν ,

ν =
η
ρ

. (2.5)

The mass conservation is expressed by the continuity equation,

∂
∂ t

ρ + ∇(ρ ·v) = 0. (2.6)

If the fluid does not have inherent viscosity (ν = 0), we obtain the familiar Euler-Jeans-equation,

ρ ·
[

∂v
∂ t

+(v ·∇)v
]

=−∇p−ρ∇φ . (2.7)

To fully determine the fluid properties, we also need the equation of state,

p = p(ρ ,S), (2.8)

whereSexpresses the entropy. The equation of state is the link between thermodynamics and hydro-
dynamics. For example, the equation of state for a isothermal ideal gas is given by,

p =
nRT
V

, (2.9)

whereRdenotes the gas constant1, n = N/ρ the particle density andT the temperature.

2.1.2 Hydrodynamical Instabilities in the Linear Regime

To mathematically describe the perturbations leading to instability effects we apply the first order
perturbation theory. The perturbed values of the fluid are given by,

v → v+ δv, (2.10)

ρ → ρ + δρ , (2.11)

p → p+ δ p. (2.12)

δv expresses the perturbation in the velocity,δρ andδ p in the density and pressure, respectively. For
the linearized Navier-Stokes- and continuity equation follows,

ρ(∂tδv+(v ·∇)δv+(δv ·∇)v)+ δρ(∂tv+(v ·∇)v) =

−∇(δ p)+ ρν△δv+ δρν△v+ ρ∇(δφ)+ δρ∇φ , (2.13)

∂tδρ +(v ·∇)δρ +(δv ·∇)ρ = 0, (2.14)

where we use the abbreviation∂/∂ t := ∂t . Eq. (2.13), and eq. (2.14) are crucial to derive the growth
rate of the Kelvin-Helmholtz instability, which is discussed in detail in Chapter 3, section 3.2. They
also provide the fundament of treating linear cosmologicalperturbations in the Newtonian limit dis-
cussed in Chapter 4, section 4.2.6.

1 R= 8.314472J·mol−1K−1
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2.2 Numerical Methods

Numerical algorithms are an important tool in modern astrophysics. Their ability to follow linear
as well as nonlinear dynamics provides a detailed insight into complex physical processes. To treat
hydrodynamical systems, two basic approaches are widely used: SPH and Grid-based codes.
The equations of fluid dynamics (eq. (2.4), and eq. (2.7)) have the form

dv
dt

=

[

∂
∂ t

+(v ·∇)

]

v = f (v,∇ ·v, r), (2.15)

where the convectional derivative is defined by

d
dt

:=

[

∂
∂ t

+(v ·∇)

]

. (2.16)

Eq. (2.15) can be interpreted as

dA
dt

= f (A,∇A, r), (2.17)

whereA characterizes any physical quantity. To determine the rates of change of physical quantities
requires their spatial derivatives. In numerical simulations, any algorithm approximates these deriva-
tives using information from a finite number of points. In Grid-codes, the points are identified with
the vertices of a mesh (see 2.2.2). For SPH, the interpolating points are the particles moving with the
flow, and the interpolation of any quantity is based on a kernel estimation (see 2.2.1). In the following
both approaches are introduced.

2.2.1 Basic Principles of SPH-codes

We outline shortly the basic assumptions and equations of SPH. A detailed introduction to SPH can
be found in Monaghan (1992, 2005), Benz (1990) and references therein. The original idea dates back
to Gingold & Monaghan (1977) and Lucy (1977).

• Interpolation and SPH equations:

SPH follows the equations of fluid dynamics using a set of particles. It presents a ker-
nel estimation technique, where the value of a general function A(r) at some specific point
(particle) is estimated by ’smoothing’ over the values of this function at neighboring particles.
The integral interpolation (Aint ) of any functionA(r) is defined as

Aint(r) =

∫

A(r ′)W(r − r ′,h)dr ′, (2.18)

whereh is the smoothing length that determines the region for contributing neighbors anddr ′

a differential volume element.W characterizes an interpolation kernel, which must satisfytwo
properties:

∫

W(r − r ′,h)dr ′ := 1, (2.19)

lim
h→0

W(r − r ′,h) := δ (r − r ′). (2.20)
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The functionA is reproduced exactly if the kernel is a delta function, while the normalization
to 1 guarantees that also constants are interpolated exactly. In most numerical applications the
kernel has a Gaussian form,W(r − rb,h) ∼ exp[−(r − rb)

2/h2]. This produces a symmetric
central force between pairs of particles, thereby conserving linear and angular momenta.
A more convenient choice to ensure a finite range kernel (fixednumber of neighbors) is based
on a cubic spline (Monaghan & Lattanzio, 1985),

W(r ,h) =
τ
hκ · f

( r
h

)

=







1− 3
2q2 + 3

4q2 0≤ q < 1,
1
4(2−q)2 1≤ q < 2,
0 q≥ 2,

(2.21)

with q = r/h, andτ = [2/3;10/(7π);1/π ] for theκ = 1,2,3 spatial dimensions.
For numerical studies, eq. (2.18) can be approximated by a summation interpolant,

Asum(r) = ∑
b

mb
Ab

ρb
W(r − rb,h), (2.22)

where the sum goes over all particles (indicated by summation index b), with the physical
quantities beingρb, mb, vb, rb, Ab. For example, the density is defined as,

ρ(r) = ∑
b

mbW(r − rb,h). (2.23)

Provided that the kernel is differentiable it follows,

∇Asum(r) = ∑
b

mb
Ab

ρb
∇W(r − rb,h). (2.24)

However, the derivative does not vanish ifA is constant. To ensure this, we have to write
(Monaghan, 2005),

∇A =
1
Φ

(∇(ΦA)−A∇Φ) , (2.25)

whereΦ is a differentiable function. This results in,

∇Asum=
1

Φa
∑mb

Φb

ρb
(Ab−Aa)∇aWab, (2.26)

where∇aWab is the gradient ofW(ra− rb,h) with respect to particlea. Eq. (2.26) vanishes ifA
is constant.
Various forms ofΦ exist, resulting in different versions of derivatives. Forexample, using
Φ = ρ we can write the continuity equation (eq (2.6)2) either as

dρa

dt
= ρa∑

b

mb

ρb
vab ·∇aWab, (2.27)

or

dρa

dt
= ∑

b

mbvab ·∇aWab, (2.28)

2 Note, that we rewrite the continuity equation using the convectional derivative, eq (2.16) obtainingdρ/dt =−ρ∇ ·v.
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wherevab = va−vb, respectively. Comparing eq. (2.27) with eq. (2.28), we seethat the former
involves ρ explicitly, while the latter does not. This can be crucial ifsystems with different
(fluid) densities are involved. If this is the case, then eq. (2.27) is more accurate. Near an inter-
face the summation for, e.g.∇ ·v involves contributions of both fluids. Using the summation of
eq. (2.27), the ratio of mass to density will be constant and∇ ·v remains unchanged (Colagrossi,
2004). However, using that of eq. (2.28) the mass elements change and the estimate of∇ ·v will
be different, even if the fluids have the same velocity and particle positions and differ only in
the density. Monaghan (2005) states that for density contrasts≤ 2 both descriptions are valid,
but for larger contrasts eq. (2.27) is preferred. We return to this important point in chapter 3
under section 3.4.
For the pressure gradient follows,

∇p
ρ

= ∇
(

p
ρ

)

+
p

ρ2∇ρ , (2.29)

and the momentum equation3 becomes,

dva

dt
=−∑

b

mb

(

Pb

ρ2
b

+
Pa

ρ2
a

)

∇aWab. (2.30)

Eq. (2.30) can be derived from a discrete form of the action principle of an adiabatic fluid, it is
symmetric and conserves linear and angular momentum, see Monaghan (1992).
The thermal energy per unit mass (u) is determined by the first law of thermodynamics

du= TdS− pdV = TdS+
p

ρ2dρ , (2.31)

with Sbeing the entropy. For the derivative ofu follows

du
dt

=
p

ρ2

dρ
dt

=− p
ρ

∇ ·v, (2.32)

where we use the continuity equation of the formdρ/dt = −ρ (∇ ·v). Applying the different
SPH descriptions (eq. (2.27), and eq. (2.28)), this expression transforms either into,

du
dt

=
Pa

ρ2
a
∑
b

mbvab ·∇aWab, (2.33)

or

du
dt

=
Pa

ρa
∑
b

mb

ρb
vab ·∇aWab, (2.34)

respectively. It can be useful to treat the energy in SPH in terms of the thermokinetic energy
per unit mass,

e=
1
2

v2 +u, (2.35)

3 The Euler equation (eq. (2.7)), where gravity has been neglected, and eq. (2.16) is used such thatdv/dt =−∇p/ρ.
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which evolves according to,

de
dt

=− 1
ρ

∇(p·v) =−∑
b

mb

(

pavb

ρ2
a

+
pbva

ρ2
b

)

∇aWab, (2.36)

and is symmetric like eq. (2.30). The description of the thermokinetic energy is often used in
shock phenomena modeled with grid schemes, since it guarantees the conservation of energy.

• Artificial viscosity in SPH:

Artificial viscosity (AV) is not a real physical viscosity. It is implemented in order to
permit the treatment of shock phenomena. Eq. (2.30) does notallow for dissipation of kinetic
energy into heat, and therefore cannot describe shock features. In nature, the always present
intrinsic viscosity of the fluid regulates this dissipation. In SPH this is done by adding an
completely artificial viscosity term and modifying the equations of momentum and energy
conservation correspondingly. Monaghan & Gingold (1983) present an example for AV based
on simple arguments referring to its form and relation to gasviscosity. A viscous term,Πab

4 is
added to the SPH-evolution equation for the velocity (eq. (2.30)),

dva

dt
=−∑

b

mb

(

pb

ρ2
b

+
pa

ρ2
a

+ Πab

)

∇aWab, (2.37)

where,

Πab =−ν
(

vab · rab

r2
ab+ ε h̄2

ab

)

. (2.38)

The quantityε ∼ 0.01 prevents a singularity ifrab→ 0, while forν follows,

ν =
α h̄abc̄ab

ρ̄ab
, (2.39)

h̄ab = (ha + hb)/2 andc̄ab = (ca + cb)/2, c denotes the sound speed.Πab is Galilean invariant
and leads to a repulsive force when two particles approach each other, where it acts as an
attractive force if they are receding. An improved form which prevents the so called particle
streaming (i.e. particles belonging to different areas streaming between each other) leads to
(Monaghan, 1992),

ν =
h̄ab

ρ̄ab

(

α c̄ab−β
h̄abvab · rab

r2
ab+ ε h̄2

ab

)

, (2.40)

cab = ca− cb is the difference of the sound speeds. The first term∼ h̄ab/ρ̄abα c̄ab can be in-
terpreted as a kind of shear and bulk viscosity, whereα controls its strength. The second term
∼ h̄ab/ρ̄abβ

[

h̄abvab · rab/
(

r2
ab+ ε h̄2

ab

)]

resembles the von Neumann-Richtmyer viscosity, con-
trolled by β . It becomes important if compression arises. The form of eq.(2.40) has evolved
further, see Lattanzioet al. (1985). Best results are achieved with the AV-parametersα = 1 and
β = 2, but see for a more detailed study of their effects chapter 3, section 3.4.

4 This should not be confused with the momentum flux density tensor, eq. (2.1).
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x(j+1)

x

t

t(n−1)

t(n)

t(n+1)

x(j−1) x(j)

Figure 2.1: The grid discretizes the fluid in time and space (shown here by the x-direction).

Due to the AV term, energy is transformed from kinetic to thermal energy. Therefore, its con-
tribution must also be added to the thermal energy equation (eq. (2.33)) correspondingly. The
final result is given by (Monaghan & Gingold, 1983; Monaghan,1997)

du
dt

=
pa

Ωaρ2
a
∑
b

mbvab ·∇aWab+
1
2 ∑

a
ma∑

b

mbΠabvab ·∇aWab. (2.41)

For the thermokinetic energy (eq. (2.36)) an dissipative term of the form

ϒab =−Kvsig(a,b)
(

e∗a−e∗b
)

r̂
ρ̄ab

, (2.42)

has to be added, where

e∗a =
1
2

(va · r̂)2 +ua, (2.43)

andr̂ = rab/|rab|. vsig is the signal velocity andK is a constant. Eq. (2.36) generalizes to,

dea

dt
=− 1

ρ
∇(p·v) =−∑

b

mb

(

pavb

ρ2
a

+
pbva

ρ2
b

+ϒab

)

∇aWab. (2.44)

2.2.2 Basic Principles of GRID-codes

Another very promising and widely used approach to solve thehydrodynamical equations is presented
by the Grid-codes. In this framework, various methods to solve the differential equations in terms of
grid points have been proposed.
All grid-methods divide the fluid into separate cells calledthe mesh. An example is shown in Fig. 2.1.
A common scenario to solve partial differential equations,in particular the fluid equations (eq. 2.15)
is known as discretization, while a further improvement is provided by the Riemann-Solvers. We
motivate both approaches below:

• DISCRETIZATION METHODS: A very simple method is to transform the regarded equations
into an discretized form. For example, consider the one-dimensional scalar equation

∂A
∂ t

+b
∂A
∂x

= 0, (2.45)



2.2. NUMERICAL METHODS 13

whereb is a positive constant. We seek the solutionA(x, t), with the following initial conditions,

A(x,0) = Ψ (x). (2.46)

Assuming that the mesh spacing∆x, and the time step∆ t are constant, the solutionA(x, t) can
be expressed by the analogous discretized solution at the mesh cell j and time leveln asAn

j ,
which is located at the center of the cell in physical space (see also Fig. 2.1). By replacing the
derivatives of eq. (2.45) with one-sided finite difference approximations the equation becomes,

An+1
j −An

j

∆ t
+O(∆ t)+b

An
j −An

j−1

∆x
+O(∆x) = 0 for b > 0 (2.47)

An+1
j −An

j

∆ t
+O(∆ t)+b

An
j+1−An

j

∆x
+O(∆x) = 0 for b < 0. (2.48)

This scenario applies the one-sided forward differencing in time. Depending on whetherb is
positive or negative, the left side of the grid pointj is called upwind side forb > 0 (downwind
side forb < 0), while the right is called downwind side forb > 0, (upwind side forb < 0). If
the error terms are dropped, the discrete evolution equation for An

j follows as,

An+1
j = An

j +
b∆ t
∆x

(

An
j−1−An

j

)

for b > 0, (2.49)

An+1
j = An

j +
b∆ t
∆x

(

An
j −An

j+1

)

for b < 0, (2.50)

where the termb∆ t
∆x determines the stability of the scheme, and is called CFL (Courant,

Friedrichs, and Lewy) number. The scheme is stable, if
∣

∣

∣

∣

b∆ t
∆x

∣

∣

∣

∣

≤ 1. (2.51)

There exist various simple finite difference schemes, e.g. downwind differencing or centered
differencing.

• RIEMANN SOLVERS: These schemes are used to solve Riemann problems (RP), suchas the
hydrodynamical fluid equations. The RP’s are fundamental tostudy the interaction between
waves, and allow to analyze the micro-wave structure of the flows. Properties like shocks
and rare-fraction waves appear as characteristics in the solution. RP’s consist of conservation
laws together with piecewise constant data including a single discontinuity. Thus, they appear
naturally in grid codes, which solve conservation laws on discrete grids.
For example, a simple, one dimensional RP has the initial state of,

A(x,0) =

{

AL for x≤ 0,
AR for x > 0,

(2.52)

which is constant forx≤ 0 andx > 0, but differs between left and right. Such a system can
be identified with a one dimensional hydrodynamic problem, where initially gas with a certain
temperature and density is confined at the left side of a removable barrier, and another gas of
different temperature and density at the right side. The barrier is removed att = 0 and the
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system begins to evolve5.
For the Euler equations (eq. (2.7)), the RP is defined as:

ρ ,v,P =

{

ρL,vL,PL for x≤ 0,
ρR,vR,PR for x > 0,

(2.53)

It is much more complex due to the nonlinear nature of eq. (2.7). Analytical solutions can be
obtained only for special cases. The majority of RP’s are solved numerically.
The first exact numerical solver was introduced by Godunov (1959). It is an extension to the
discretization method (as discussed above) for solving nonlinear-systems of hyperbolic conser-
vation laws. Consider Fig. 2.1 with the numerical solution at tn given byAn

j , which is located
at the cell-centerx j . The interface between two cells resides atx j+1/2. At each time step the
state within each cell is constant (piecewise constant). Yet, at the interfaces the state variables
describe a jump. This construct resembles the definition of aRP, here within two adjacent cells.
The solution at each interface characterizes the subgrid analytic evolution of the hydrodynamic
system.
Based onGodunovs-Theorem(Godunov, 1954), which states that linear numerical schemes that
are used to solve partial differential equations are first-order accurate, various methods of ap-
proximate solvers have been proposed, e.g. Roe solver (Roe,1981), HLLC solver (Hartenet al.,
1983), HLLE solver (Hartenet al., 1983; Einfeld, 1988), and Rotated-hybrid Riemann solvers
(Nishikawa & Kitamura, 2008).

5 These so called shock tube tests are very common to test the accuracy of numerical hydrodynamical schemes (e.g. Sod,
1978)



Chapter 3

Modelling Shear Flows with SPH and
Grid Based Methods

3.1 Introduction

3.1.1 Definitions:

In general, shear flows express two fluid- or gas-layers, which are moving in the opposite direction.
They are an integral part of many astrophysical processes, from jets, the formation of cold streams,
to outflows of protostars (Dekelet al., 2009; Agertzet al., 2009; Diemandet al., 2008; Walchet al.,
2010), and cold gas clouds falling through the diffuse hot gas in dark matter halos (Bland-Hawthorn
et al., 2007; Burkertet al., 2008). Jets and outflows of young stars can entrain ambient material,
leading to mixing and possibly the generation of turbulencein e.g. molecular clouds (Burkert, 2006;
Banerjeeet al., 2007; Gritschnederet al., 2009b; Carrollet al., 2009), while the dynamical interaction
of cold gas clouds with the background galactic halo medium can lead to gas stripping of e.g. dwarf
spheroidals (e.g. Grcevichet al., 2010), and the disruption of high-velocity clouds (Quilis& Moore,
2001; Heitsch & Putman, 2009). The KHI, arising from an oscillation of the interface between two
fluid layers as a result of their velocity difference is believed to significantly influence the gas dynam-
ics in all of these different scenarios.
Moreover, viscous flows play a crucial role in e.g. gas accretion onto galactic discs (Das & Chattopad-
hyay, 2008; Park, 2009; Heinzelleret al., 2009), as well as in dissipative processes like the turbulent
cascade. Typically, the gas viscosity seems to be rather lowin the interstellar medium, with typical
flow Reynolds numbers of 105.
To describe these complex processes in detail, numerical schemes are applied to follow the hydro-
dynamical evolution. Numerous simulations use smoothed-particle hydrodynamics (SPH), (Gingold
& Monaghan, 1977; Lucy, 1977; Benz, 1990; Monaghan, 1992, 2005), because its Lagrangian ap-
proach allows us to follow the evolution to high densities and small spatial scales. In combination
with N-body codes, it is a perfect tool for cosmological simulations (e.g. Hernquist & Katz, 1989;
Couchmanet al., 1995; Springel & Hernquist, 2002; Marri & White, 2003; Serna et al., 2003) and
galaxy formation and evolution (Katzet al., 1992; Evrardet al., 1994; Navarroet al., 1995; Steinmetz
& Navarro, 1999; Thacker & Couchman, 2000; Steinmetz & Navarro, 2002; Naabet al., 2006). SPH
describes the physical properties of a fluid by smoothing over a representative set of particles. How-
ever, this can lead to several problems. It can fail to correctly model sharp density gradients such as
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contact discontinuities, or velocity gradients occurringin e.g. shear flows (see Agertzet al., 2007),
thus suppressing shear instabilities such as the KHI.

3.1.2 Earlier Studies:

An interesting problem to test the limitations of SPH as wellas grid codes is the passage of a cold
dense gas cloud moving through a hot and less dense ambient medium (Murrayet al., 1993; Vietri
et al., 1997; Agertzet al., 2007). Such a configuration would be typical for gas clouds raining onto
galactic protodisks, for High-Velocity Clouds in the MilkyWay and for cold HI clouds in the Galactic
disk. Murrayet al. (1993) demonstrated using a grid code that in the absence of thermal instabilities
and/or gravity clouds moving through a diffuse gas should bedisrupted by hydrodynamical shear flow
instabilities within the time they need to travel through their own mass. Agertz et al. (2007) have
shown that the KHI, and therefore the disintegration of suchclouds is suppressed in SPH simulations.
This problem, in particular the suppression of the KHI, has been subject to recent discussion in the
literature. Several solutions have been proposed, e.g. Price (2008) discusses a mechanism, which
involves a special diffusion term (see also Wadsleyet al., 2008).
Furthermore, Readet al. (2010) identify two effects occurring in the SPH formalism,each one sepa-
rately contributing to the instability suppression. The first problem is related to the leading order error
in the momentum equation, which should decrease with increasing neighbor number. However, nu-
merical instabilities prevent its decline. By introducingappropriate kernels, Readet al.(2010) showed
that this problem can be cured. The second problem arises dueto the entropy conservation. Entropy
conservation inhibits particle mixing and leads to a pressure discontinuity. This can be avoided by
using a temperature weighted density following Ritchie & Thomas (2001). Recently, Abel (2010) has
shown to reduce the leading error problem by using a novel discretization of the pressure equation,
which smoothes the force on the kernel scale and improves thestability.
Another characteristic of SPH is the implementation of an artificial viscosity (AV) term (Monaghan
& Gingold, 1983), which is necessary in order to treat shock phenomena and to prevent particle in-
terpenetration. AV can produce an artificial viscous dissipation in a flow corresponding to a decrease
of the Reynolds-number and therefore a suppression of the KHI (Monaghan, 2005). To confine this
effect, a reduction of viscous dissipation was proposed by Balsara (1995) and improved by Colagrossi
(2004). Thackeret al. (2000) studied different AV-implementations in SPH and pointed out that the
actual choice of the AV-implementation is the primary factor in determining code performance. An
extension of SPH which includes physical fluid viscosities was discussed by e.g. Takedaet al.(1994),
Flebbeet al. (1994), Español & Revenga (2003), Sijacki & Springel (2006) and Lanzafameet al.
(2006).
An alternative to conventional numerical schemes may arisefrom a new class of hybrid schemes based
on unstructured grids and combining the strengths of SPH andgrid codes (Springel, 2010). Some of
the problems listed above might be solved with this type of implementation.

3.1.3 Outline:

In this chapter we determine how accurate shear flows and the corresponding incompressible KHI are
described in common numerical schemes. Therefore, in section 3.2, we analytically derive the growth
rates of the KHI including viscosity. In section 3.3 we briefly describe the numerical schemes and
outline how the simulations have been analyzed. We then discuss our results. At first, we concentrate
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Figure 3.1: Sketch of the initial conditions considered: Two fluid layers with constant densitiesρ1 and
ρ2 flowing in opposite directions with uniform velocitiesU1 andU2.

on the standard SPH implementation, which does not contain aphysical viscosity but instead uses AV.
However, as mentioned above, AV does influence the evolutionof the flow. In section 3.4, we discuss
the ability of two numerical SPH-schemes to model the incompressible KHI, namely the Tree-SPH
method VINE (Wetzsteinet al., 2009; Nelsonet al., 2009), and the SPH code of Price (2008).
By comparing to the derived analytical solution, we asses the effects of AV in VINE and estimate
the intrinsic physical viscosity caused by AV (3.4.1). We then study the development of the KHI for
different density contrasts (3.4.2). We show that the instability is suppressed for density contrasts
equal to or larger than 6 : 1. We also discuss the remedy suggested by Price (2008), hereafter P08.
In section 3.5 we then study the same problem with the grid codes, FLASH (Fryxellet al., 2000),
PROTEUS (e.g. Heitschet al., 2006), PLUTO (Mignoneet al., 2007) and RAMSES (Teyssier, 2002).
We study the non-viscous as well as the viscous evolution of the KHI for equal (3.5.1) as well as
non-equal (3.5.2) density layers. We summarize our findingsin section 3.6.

3.2 KHI – analytical description

The Kelvin Helmholtz instability is a very common phenomena. It might be found either for fluid-
layers with a sufficient difference in the velocity across their interfaces, or in a continuous fluid, if a
form of velocity shear is present. Considering two incompressible fluid layers (Fig. 3.1) with constant
densities (ρ1, ρ2), and flow velocities (U1, U2) an external perturbation results in an oscillation of the
interface, where the amplitude grows due to a pressure difference between concavities and convexities
of the oscillation. This leads to a rolling up of the boundarylayer. An example is the flow of air over
water, responsible for the buildup of waves.
To derive the growth rate of the KHI including viscosity, we follow the analysis of Chandrasekhar
(1961) (see also Funada & Joseph (2001) and Kaiseret al. (2005)). The fluid system is assumed to be
viscous and incompressible. We use Cartesian coordinates in x, y, andz with two fluids at densities
ρ1, ρ2, and velocitiesU1, U2 moving antiparallel along thex-axis, separated by an interface layer at
z= zs, see Fig. 3.1. We neglect the effect of self-gravity. The hydrodynamical equations for such a
system are then given by the continuity equation (eq. 2.6) and momentum equation (eq. 2.7) with the
flow densityρ , velocity v, the thermal pressurep and the kinematic viscosityν .
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3.2.1 Linear Perturbations

This analysis is an extension of the work done by Chandrasekhar (1961), where we rederive the linear
KHI growth including a constant viscosity. The linearized Navier-Stokes- (eq. (2.3)) and continuity-
equation (eq. (2.6)) are determined by eq. (2.13) and eq. (2.14). The perturbed quantities are given by,

v → v+ δv, (3.1)

ρ → ρ + δρ , (3.2)

p → p+ δ p, (3.3)

wherev = (U(z) + u,v,w) with u,v,w expressing the perturbation in the velocity andδρ , δ p in
the density and pressure, respectively. The goal of this calculation is the dispersion-relation, which
contains the time evolution of the modes and allows to constrain the linear KHI growth rate.
Inserting these perturbed values into eq. (2.13) and eq. (2.14) yields the system of linearized equations
as

ρ∂tu+ ρU∂xu+ ρw∂zU = −∂xδ p+ ν(ρ + δρ)∂ 2
zU + ρν(∂ 2

x + ∂ 2
y + ∂ 2

z )u, (3.4)

ρ∂tv+ ρU∂xv = −∂yδ p+ ρν(∂ 2
x + ∂ 2

y + ∂ 2
z )v, (3.5)

ρ∂tw+ ρU∂xw = −∂zδ p+ ρν(∂ 2
x + ∂ 2

y + ∂ 2
z )w+

∑
s

Ts
[

(∂ 2
x + ∂ 2

y )δzs
]

·δ (z−zs), (3.6)

∂tδρ +U∂xδρ = −w∂zρ , (3.7)

∂tδzs+Us∂xδzs = −w(zs), (3.8)

∂xu+ ∂yv+ ∂zw = 0. (3.9)

Eqs. (3.4), (3.5) and (3.6) represent the linearized Navier-Stokes equation, where in eq. (3.6) the effect
of surface tension has been incorporated, and the density may change discontinuously at the interface
positions denoted byzs. The derivatives∂/∂t,x,y,z are abbreviated by∂t,x,y,z. Ts is introduced as an
advanced parameter who describes the surface tension at theshear layer. It does not play a role for
our analysis, yet to be complete we include it in the calculation. Eq. (3.7) is the linearized continuity
equation. In eq. (3.8) the subscripts distinguishes the value of the quantity atz = zs (the interface
layer). The last equation, eq. (3.9) expresses the incompressibility of the fluid. With perturbations of
the form

u,v,w,δρ ,δ p,δzs∼ exp[i(kxx+kyy+nt)], (3.10)

whereD≡ d/dzandk2 = k2
x +k2

y, we arrive at

iρ(n+kxU)u+ ρ(DU)w = −ikxδ p−ρνk2u+ ν(ρ + δρ)(D2U)+ ρν(D2u), (3.11)

iρ(n+kxU)v = −ikyδ p−ρνk2v+ ρν(D2v), (3.12)

iρ(n+kxU)w = −(Dδ p)−k2∑
s

Tsδzs ·δ (z−zs)−ρνk2w+ ρν(D2w), (3.13)

i(n+kxU)δρ = −w(Dρ), (3.14)

i(n+kxU)δzs = w(zs), (3.15)

i(kxu+kyv) = −(Dw), (3.16)
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Note that the linear growth of the KHI with time is determinedby n, which is the quantity we are
solving for. To do so, we need first the dispersion relation, which quantifies the time evolution of the
different modes. Combining these equations and assuming that the flow is aligned with the perturba-
tion vector, i.e.k = kx, we obtain the dispersion-relation as,

D{ρ(n+kU)(Dw)−kρ(DU)w}−ρk2(n+kU)w = iD
{

ρνk2(Dw)
}

−
iD
{

ρν(D3w)
}

−D
{

kν(ρ + δρ)(D2U)
}

+ iρνk2(D2w)− iρνk4w−

k4
(

∑
s

Ts·δ (z−zs)

)(

w
n+kU

)

s
. (3.17)

The term,iρνk2(D2w) in eq. (3.17) can be replaced with

iρνk2(D2w) = ik2D(ρν(Dw))− ik2(Dw)(D(ρν)). (3.18)

Eq. (3.17) describes the interrelation of the modes. Most important for the KHI is their evolution at the
interfacez= zs. Let us consider the boundary condition atzs, which is determined by an integration
over an infinitesimal element (zs− ε to zs+ ε), for the limit ε → 0. Please note, that with eq. (3.14) it
follows for δρ ,

δρ = i
w

(n+kxU)
(Dρ). (3.19)

After integration the boundary condition becomes,

∆s{ρ(n+kU)(Dw)−ρk(DU)w}=−k4Ts

(

w
n+kU

)

s
+

ik2∆s{νρ(Dw)}− i∆s
{

νρ(D3w)
}

−k∆s
{

νρ(D2U)
}

+ ik2∆s{νρ(Dw)}−

ik∆s

{

ν
w

(n+kU)
(Dρ)(D2U)

}

− ik2 lim
ε→0

∫ zs+ε

zs−ε
(Dw)D(νρ)dz (3.20)

where∆s is specifying the jump of any continuous quantityf at z= zs,

∆s( f ) = f(z=zs+0)− f(z=zs−0). (3.21)

(For ν ≡ 0 we retrieve the corresponding expression as given by Chandrasekhar (1961).) Using
eq. (3.20) we seek the solution forn, which characterizes the linear KHI evolution with time. This is
the main issue in the following subsection.

3.2.2 Special case: constant velocities and densities

To simplify the derivation of the growth raten further, we consider the case of two fluid layers with
constant densitiesρ1 andρ2, respectively, and constant flow velocitiesU1 andU2 = −U1. In each
region of constantρ1,2 andU1,2, eq. (3.17) reduces to,

[

(n+kU1,2)ρ1,2−2iνk2](D2w)+ iν(D4w)−k2[(n+kU1,2)− iνk2]w = 0 (3.22)

The layers are separated atz= zs = 0, and w/(n+ kU) must be continuous at the interface. Also, w
must be finite forz→ ∞, so that the solution of eq. (3.22) has the following form,

w = A(n+kU1)e
+kz (z< 0) (3.23)

w = A(n+kU2)e
−kz (z> 0). (3.24)
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Inserting this in the eq. (3.20) the characteristic equation yields,

n2 +2

[

k(α2U2 + α1U1)−
ik2

2
(α2ν2 + α1ν1)

]

n+k2(α2U
2
2 + α1U

2
1 )−k3 TS

ρ1 + ρ2
−

ik3(α2ν2U2+ α1ν1U1) = 0. (3.25)

The parametersα1, α2 are defined by,

α1 =
ρ1

ρ1 + ρ2
, α2 =

ρ2

ρ1 + ρ2
. (3.26)

Solving for n, we get the expression for the mode of the linearKHI:

n =−
[

k(α2U2 + α1U1)−
ik2

2
(α2ν2 + α1ν1)

]

±
{

k2α1α2 (ik[ν1−ν2]− (U1−U2)) · (U1−U2)+
k3Ts

(ρ1 + ρ2)
− k4

4
(α2ν2 + α1ν1)

2
}1/2

.(3.27)

We assume thatν1 = ν2 = ν (which is the case if we consider a medium consisting of the same
material), andU2 =−U1 = U . This leads to

n =

[

k2U2(α2−α1)+
iνk2

2

]

±
√

−4k2α1α2U2+
k3Ts

(ρ1 + ρ2)
− k4ν2

4
. (3.28)

The mode is exponentially growing/decaying with time, if the square root ofn becomes imaginary,

n =
[

k2U2(α2−α1)
]

+ i

[

νk2

2
±
√

4k2U2α1α2−
k3Ts

ρ1 + ρ2
+

ν2k4

4

]

. (3.29)

The first term describes oscillations (which is not of interest for the growth), the second term the
growth/decay, with a damping due to the viscosity. Droppingthe first term, eq. (3.29) results in

n = i

[

νk2

2
±
√

4k2U2α1α2−
k3Ts

ρ1 + ρ2
+

ν2k4

4

]

. (3.30)

We use eq. (3.30) for the comparison with our numerical studies in the case of different density
shearing layers. The surface tension termk3Ts/(ρ1+ρ2) is counteracting the instability. As mentioned
before, we do not considerTs and skip it from now on. For equal density shearing layersρ1 = ρ2 = ρ ,
eq. (3.30) leads to

n = i

[

νk2

2
±
√

k2U2 +
ν2k4

4

]

. (3.31)

In section 3.4 and section 3.5 we use the velocity in direction of the perturbation, which in the above
analysis refers to thez-direction and therefore, to the vz-velocity component (w). Our simulation setup
(see section 3.3) only uses two dimensions (x andy), where the perturbation will be in they-direction.
Hence, we have to identify the vy-velocity component with w. The exponential term in eq. (3.10)
∼ exp(int) describes the time evolution of the KHI. In the following, wetherefore compare ln(vy)
with the analytical expectation ln(w)∼ int.
3.2.2 presents a short discussion on the dependence of[i ·n] with viscosity (ν) and density contrast
(DC = ρ2/ρ1).
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Figure 3.2: Left side: Evolution of the linear analytical KHI growth (eq. (3.31)) withν , for equal
density layers. Right side: The same, but withDC (eq. (3.30)) assumingν = 0.

physical parameters dimensionless in cgs units

Box size 2 2 cm
Mass 4 2780.81 g

velocity 0.387 0.40 km/s
time 1 9.8 ·10−6s

Table 3.1: Initial conditions in dimensionless units (firstcolumn) and in cgs units (second column).
In the text we always refer to dimensionless units.

Analytical growth of the KHI

We briefly analyze the dependence of the linear KHI-growth onthe various parameters such as the
viscosity (ν) and the density contrast (DC). The parameters are in code units, for conversion to phys-
ical units refer to table 3.1.
Fig. 3.2 shows the behavior of[i ·n] with ν (left panel) andDC (right panel), important for the com-
parison with simulations. The flow-velocity has been set toU = 0.387,k = 2π (see also 3.3.3). The
left panel of Fig. 3.2 assumes equal density layers with the KHI growth determined by eq. (3.31). The
right panel shows the variation withDC, where the growth is described through eq. (3.30). In this
case we useρ1 = 1, ν = 0, the other parameters are as before. As can be seen in Fig. 3.2, increasing
ν andDC suppresses the linear growth and dampens the KHI evolution.We return to this issue in the
sections 3.4 and 3.5, when simulating the KHI using different values ofDC andν .

3.3 KHI - numerical description

In the previous section we have derived an analytical framework for the evolution of the KHI. The
predictions can now be directly compared to numerical simulations of the formation and evolution
of a KHI in two dimensional shear flows. For this we use two independent numerical approaches -
particle based and grid based - to follow the hydrodynamics of the system. All physical parameters
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are given in code units, see table 3.1 for conversion to physical units.

3.3.1 SPH models - VINE & P08

The parallel Tree-SPH code VINE (Wetzsteinet al., 2009; Nelsonet al., 2009) has been successfully
applied to a number of astrophysical problems on various scales (Naabet al., 2006; Jesseitet al., 2007;
Gritschnederet al., 2009a; Walchet al., 2010; Kotarbaet al., 2009). In VINE the implementation of
AV is based on the description by Monaghan & Gingold (1983), and it includes the modifications by
Lattanzioet al. (1986). AV is not a real physical viscosity, but implementedto allow the treatment of
shock phenomena. A viscous term,Π

Π =−ν
(

v · r
r2 + ε h̄2

)

, (3.32)

is added to the SPH momentum equations. The quantityε ∼ 0.01 prevents a singularity ifr → 0,
while h̄ present the mean smoothing length between two particles. For ν follows,

ν =
h̄
ρ̄

(

α c̄−β
h̄v · r

r2 + ε h̄2

)

, (3.33)

ρ̄, andc̄ are the mean density and the mean sound speed, respectively.The AV-parameterα controls
the shear and the bulk viscosity, whereas theβ parameter regulates the shock-capturing mechanism
(see also section 2.2.1). In the following we setα = 0.1, andβ = 0.2 if not otherwise specified. AV
reduces the Reynolds-number of the flow, resulting in the damping of the KHI (Monaghan, 2005).
Balsara (1995) proposed a corrective term

|∇ ·v|
|∇ ·v|+ |∇×v| , (3.34)

improving the behavior of the AV in shear flows. Further improvements are discussed in Monaghan
(2005) and references therein. VINE can be run with and without the ’Balsara-viscosity’.
To prevent the so-called ’artificial pairing’ in SPH (e.g. Schuessler & Schmitt, 1981), we implement
a correction developed by Thomas & Couchman (1992). This artificial clumping occurs due to an
inappropriate choice of the smoothing function. The general disadvantage of using any Gaussian type
kernels is the vanishing gradient at decreasing particle separation which leads to a decreasing pressure
gradient - at small distances SPH particles tend to stick together. To overcome this problem a cusp-
like kernel with a finite gradient has to be used or an additional force must be added to account for a
monotonic gradient of the smoothing function.
Thomas & Couchman (1992) introduced the following formula for this additional force:

dW(u)

du
=















4 u≤ 2
3,

3u(4−3u) 2
3 < u≤ 1

3(2−u)2 1 < x≤ 2
0 otherwise

, (3.35)

with u = r/h, wherer is the particle separation andh the smoothing length. We incorporate this
formula in our SPH-algorithm.
The SPH code presented in P08 uses a different implementation of AV as explained in Morris (1997) to
prevent the side effects of artificial dissipation. Additionally, a diffusion term called ’artificial thermal
conductivity’ is implemented (see§ 3.4.2), which has been shown to prevent the KHI suppression in
shear flows with large density contrasts (Price, 2008).
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Figure 3.3: The SPH-particles are divided in the corresponding bins of a superimposed grid with fixed
cell-sizes.

3.3.2 Grid-based models - FLASH, PROTEUS, PLUTO & RAMSES

We choose the publicly available, MPI-parallel FLASH code version 2.5 (Fryxellet al., 2000).
FLASH is based on the block-structured AMR technique implemented in the PARAMESH library
(MacNeiceet al., 2000). However, we do not make use of the AMR refinement technique, but use
uniform grids throughout this paper. In FLASH’s hydrodynamic module the Navier-Stokes equations
are solved using the piecewise parabolic method (Colella & Woodward, 1984), which incorporates
a Riemann solver to compute fluxes between individual cells.We use a Riemann tolerance value of
10−7 and a CFL of 0.5. Due to FLASH’s hydrodynamic scheme, the intrinsic numerical viscosity is
reduced to a minimum. This allows us to study the influence of aphysical viscosity on the growth of
the KHI. We therefore modify the hydrodynamical equations based on the FLASH module ’diffuse’ to
explicitly include a viscous term, which scales with a givenkinematic viscosity (see 3.5.1 and 3.5.2).
As an additional test, we apply the Godunov-type high resolution shock capturing scheme PROTEUS
(e.g. Heitschet al., 2006), PLUTO (Mignoneet al., 2007) and RAMSES (Teyssier, 2002). All are
multiphysics, multialgorithm modular codes, especially designed for the treatment of discontinuities.
For the simulations described in this paper, we employ different Riemann-solvers such as the Lax-
Friedrichs scheme together with a second order Runge-Kuttasolver, a two-shock Riemann solver
with linear reconstruction embedded in a second order Runge-Kutta scheme, and a two-shock Rie-
mann solver, but with parabolic reconstruction embedded ina third order Runge-Kutta scheme on a
uniform, static grid.

3.3.3 Initial conditions and analysis method

Our numerical ICs are identical to the ones used for the derivation of the analytical growth rates (see
section 3.2, Fig. 3.1 and table 3.1). To excite the instability, we apply a velocity perturbation iny
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direction:

vy = v0 sin(k ·x) ·exp

[

−
(

y
σ0

)2
]

, (3.36)

where k is the wavenumber and v0 is the perturbation amplitude of they-velocity triggering the
instability. The parameterσ0 controls how quickly the perturbation decreases withy (see discussion
appendix A.3). It is set toσ0 = 0.1 if not otherwise specified. Initial pressure and density are set to
p0≡ 1 andρ0≡ 1, resulting in a sound speed ofcs,0 =

√

5/3 with an adiabatic exponent ofγ = 5/3.
Since the analysis of section 3.2 is only valid for an incompressible fluid, the flow speedU must be
subsonic. We choseU ≡ 0.3×cs,0≈ 0.387, and the initial perturbation is v0 = 0.1×U . We tested the
assumption of incompressibility by calculating∇ · v, which vanishes for incompressible flows. This
is satisfied in the linear regime, the primary focus of our work. The wavenumberk is equal to 4π/L,
whereL is the box length. The simulated box ranges from[−1,1] in both directions. We use peri-
odic boundary conditions. If not otherwise specified the AV parameters are set toα = 0.1 andβ = 0.2.

To analyze the two dimensional SPH and grid simulations consistently, we bin the SPH parti-
cles on a 642 grid, using the cloud-in-cell method (Hockney & Eastwood, 1988), see Fig. 3.3.
Additional details are given in appendix A.1. For the grid codes, the same initial conditions are used.
A resolution of 5122 is adopted during the calculation, but we rebin to a 642 grid for the analysis.
We measure the fastest-growing mode, which is thek = 4π/L mode of the velocity perturbation iny
direction (i.e. the mode at which the initial perturbation resides) via a Fourier analysis. The relevant
modes are selected in Fourier space, and then are transformed back into real space. For more details
see appendix A.2.

Our SPH-simulations (see section 3.4) always use equal massparticles if not otherwise speci-
fied. As an additional test (see 3.4.2) we apply for a density contrast of 10 : 1 different mass particles
to analyze the effect on the KHI-growth.

3.4 SPH-Simulations of the KHI

In the following, we model the evolution of the KHI in systemswith ρ1 = ρ2 (3.4.1) andρ1 6= ρ2

(3.4.2). We apply VINE, if not otherwise specified and use theanalytical growth rates (eqs. (3.30),
(3.31)) derived in section 3.2.1 to determine the effect of AV.

3.4.1 Fluid layers with equal densities:

In the case ofρ1 = ρ2 we vary the following parameters: the resolution, which canbe either enhanced
by using more particles, or decreasing the smoothing lengthh, and the AV-parametersα andβ . We
vary one parameter at a time, while the other ones are set to the fiducial values (see 3.3.1). In the
context of AV we discuss the importance of the Balsara-viscosity. In appendix A.3 we also discuss
the influence of differentσ0, which determines the strength of the initial vy-perturbation (eq. (3.36)).

• DEPENDENCE ON RESOLUTION:
According to the smoothing procedure in the SPH scheme, eachparticle requires a certain num-
ber of neighboring particles for the calculation of its physical quantities. In VINE, these range
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Figure 3.4: Time evolution of the vy-amplitude using VINE for different numbers of mean neighbors,
n̄neigh (left panel), for different particle number (right panel),and for different vy,0 (bottom panel).

from nneigh,min to nneigh,max. The corresponding mean value of neighbors, ¯nneigh, determines the
smoothing lengthh. For a constant particle number, increasing ¯nneigh leads to a larger smooth-
ing length, while at the same time the effective resolution is decreased.
In Fig. 3.4 we show the time evolution of the vy-amplitude, which describes the growth of the
KHI. For t ≤ 0.2 the amplitudes decrease since the SPH particles lose kinetic energy by moving
along they-direction into the area of the opposite stream (see appendix A.3). Therefore we only
considert > 0.2 when fitting the growth rates of the KHI. The left panel of Fig. 3.4 shows the
amplitude growth for ¯nneigh = 20, 30, and 40, respectively. (The commonly used value in two
dimensions is ¯nneigh = 30). All three cases appear to be similar. Thus, different ¯nneigh do not
have a substantial impact on the KHI-amplitude growth.
The right panel of Fig. 3.4 shows the dependence on particle number, for the fiducial case of
5122 (dotted line) and for an increased resolution of 10242 (solid line). The difference for the
fitted viscosity is small (≤ 1%).

• DEPENDENCE OF THEKHI ON vy,0:
The bottom panel in Fig. 3.4 shows the time evolution of the KHI-amplitudes with increasing
initial perturbation vy,0 ranging from 0.1 to 1. (Note, that in this case we do not normalize the



26 CHAPTER 3. MODELLING SHEAR FLOWS WITH SPH AND GRID BASED METHODS

Figure 3.5: Time evolution of the KHI using VINE for increasing AV parameterα (top to bottom) and
constantβ = 2 The panels show the central region of each simulation box, ranging from[−0.5,0.5].
The upper layer (green area) is moving to the left, the lower layer (black area) to the right. Noticeable
damping occurs forα > 0.125 (see left panel of Fig. 3.7).

vy-amplitude and let it evolve towards larger times.) For vy,0 ≥ 1 the subsonic- passes over to
the supersonic-regime and the instability grows and saturates faster. At later times (t > 3) all
examples converge. Our analysis (section 3.2) is only validfor small perturbations (i.e. in the
subsonic regime) and assumes incompressibility. Therefore, we have to restrict our initial vy,0,
for which we set 0.1 to satisfy both conditions.

• DEPENDENCE OFKHI ON α , β :
In Fig. 3.5, Fig. 3.6 and Fig. 3.7 we show the KHI-evolution for different values ofα and
β without the Balsara-viscosity. Increasing the AV-parameter α or β results in a successive
suppression of the KHI. Values ofα > 2 andβ > 1 lead to a decay of the initial perturbation.
However,β does not affect the growth as much asα . Therefore, we first concentrate onα as
the operating term on the KHI.
Can we assign an equivalent physical viscosityνSPH to the SPH scheme, i.e. can we determine
how ”viscous” the fluid described by SPH is intrinsically? Toquantify its value, the analytical
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Figure 3.6: Like Fig. 3.5 but for increasing values of the AV-parameterβ (α = 0.1). A noticeable
damping occurs for ofβ > 1 (see right panel of Fig. 3.7).

slope (eq. (3.31)), with the viscosity being the free parameter, is fitted to the simulated growing
amplitudes. We show the best fits forα = 0.125 andα = 2 in the left panel of Fig. 3.7 (thick
dashed dotted lines), for which we find the intrinsic viscosity of νSPH = 0.07 andνSPH = 0.1.
Here we assumed the time range of[0.2,1], for which we determine the fits, to be well in the
linear regime.
In the upper panel of Fig. 3.9 we present the derived values ofνSPH as a function ofα . In
summary,νSPH increases linearly with increasingα , and the corresponding slope is 0.039. We
also derive an offset of 0.065, which is the remaining intrinsic viscosity forα = 0. For each
simulation, we also show the effective Re number of the flow (see bottom panel of Fig. 3.9),
which was computed fromRe= l ·U/νSPH. The parameterl describes the characteristic scale
of the perturbation, in our case the wavelength andU is the velocity of the flow. Clearly, the
Reynolds-numbers we reach with our models are well below thecommonly expected numbers
for turbulent flows (Re> 105). If we interpretνSPH as a real physical viscosity, then VINE is
not able to describe viscous turbulence.
The effective viscosity of the flow is also influenced by different values ofβ . Changingβ by
a factor of two (e.g. fromβ = 0.5 to β = 1) results in an increase in effective viscosity by a
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Figure 3.7: Upper panel: Time evolution of the VINE vy-amplitude for different values of the AV-
parameterα , whereβ has been fixed toβ = 2. The thick dashed-dotted lines correspond to the
analytical fit, shown forα = 0.125 andα = 2 (which corresponds toνSPH = 0.07 andνSPH = 0.1).
Bottom panel: Like before, but for different values of the AV-parameterβ , whereα has been fixed to
α = 0.1.
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Figure 3.8: Time evolution of the VINE vy-amplitude for different values of the AV-parametersα and
β , where the Balsara-viscosity has been used. The damping of the amplitudes is completely prohibited
by the Balsara switch.

factor of 0.01 (see bottom panel of Fig. 3.7).

• DEPENDENCE ON THEBALSARA-VISCOSITY:
We showed that AV leads to artificial viscous dissipation, resulting in the damping of the KHI.
To prevent this, we use the Balsara-viscosity, see also section 3.3.1. In Fig. 3.8 we show the
corresponding amplitudes for three examples of AVs: (α = 0.1, β = 0.2), (α = 1, β = 2) and
(α = 2, β = 2). Clearly, the Balsara viscosity reduces the damping of the KHI, renderingνSPH

almost independently ofα andβ (see also Fig. 3.9).

3.4.2 Fluid layers with variable densities:

While the previously addressed case of equal densities helped us to understand the detailed evolution
of the KHI as modeled with SPH, the astrophysically more interesting case are shear flows with
different densities. The resolution of the diffuse region is lower by a factor of

√
DC, whereDC is the

ratio of the densities in dense and diffuse medium (e.g.DC = 10 corresponds to a density contrast of
10 : 1). We return to our standard set of parameters, in which caseα = 0.1 andβ = 0.2. For these
low AV parameters we do not need the Balsara-viscosity (see 3.4.1). Nonetheless, we did run test
simulations with the Balsara switch, which we found to confirm our former finding, since the growth
of the KHI was not affected (see also bottom panel of Fig. 3.10). In the following, we (i) analyze the
growth of the KHI for different values of DC (with equal mass particles) and address the problem of
KHI suppression, while in (ii) we test the influence of equal mass or spatial resolution.

(i) KHI GROWTH AS A FUNCTION OFDC:
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Figure 3.9: Upper panel: Derived physical viscosities (νSPH) corresponding to different AV parame-
tersα with (open red points) and without (filled black points) Balsara-viscosity. Bottom panel: the
effective Reynolds-number with respect toα . Since eachα corresponds to anνSPH, we can compute
the appropriateRe.
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Figure 3.10: KHI with VINE forDC = 10. Top panel: Case of equal particle masses. Middle panel:
Case of equal particle masses using the Balsara switch. Bottom panel: Case of unequal particle masses
and therefore equal particle numbers in both layers. The KHIis suppressed in all cases.

We show the KHI evolution for increasingDC in Fig. 3.11 and the corresponding amplitudes in
Fig 3.12. The analytical prediction (eq. (3.30)) usingνint (see 3.4.1) is indicated by the thick dashed
dotted lines forDC = 1.5 andDC = 2 (left panel) and agrees with the simulated growth. However,
for DC≥ 6 the KHI does not develop anymore (therefore we do not compare it with the analytical
expectation). This SPH problem of KHI suppression has been studied in great detail (e.g. Agertz
et al., 2007; Price, 2008; Wadsleyet al., 2008; Readet al., 2010; Abel, 2010). SPH particles located
at the interface have neighbors at both sides of the boundary(i.e. from the dense- and less dense
region). Therefore, the density at the boundary is smoothedduring the evolution. However, the
corresponding entropy (or, depending on the specific code, the thermal energy) is artificially fixed in
these (isothermal) setups which results in an artificial contribution to the SPH pressure force term,
due to which the two layers are driven apart. One possible solution is to either adjust the density
(Ritchie & Thomas, 2001; Readet al., 2010), or to smooth the entropy (thermal energy) (Price, 2008;
Wadsleyet al., 2008; Abel, 2010).
A remedy has been discussed by Price (2008), who proposed to add a diffusion term, which is called
artificial thermal conductivity (ATC), to adjust the thermal energy. Price (2008) states that these
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Figure 3.11: Like Fig. 3.10 top panel, but for different density contrasts. From top to bottom we show
DC = 2, 3, 6. ForDC≥ 6 the KHI does not develop anymore.

Figure 3.12: Time evolution of the VINE vy-amplitude using different values ofDC. Left panel: the
KHI does develop up until toDC = 3. Right panel: The KHI is suppressed in all cases forDC > 6.
The thick dashed-dotted lines on the left panel correspond to the analytical growth (usingνint ) shown
for DC = 1.5 andDC = 3. For further details the discussion in the text.
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Figure 3.13: Time evolution of the KHI modeled with P08 for the DC = 10. The dashed-dotted line
corresponds to the analytical prediction, eq. (3.68), which is in good agreement with the simulation.

discontinuities correspond to missing surface integrals in the SPH equation, which are a direct result
due to the assumption of differentiability of the SPH evolution equations. By demonstrating the
difference between the integral and differential density evolution, Price (2008) shows that in the latter
case the surface integral terms vanish. As long as boundaries are not involved, the two interpretations
are equivalent. This changes once the fluid has boundaries ordiscontinuities – such as in shear flows.
Many SPH implementations chose the differential form of theevolution equations, and thus fail to
account for the surface terms. Price (2008) proposes to add dissipation terms to recover these missing
discontinuities. For example, the integral form of the continuity equation can be written as,

∫

[

∂ρ ′

∂ t
+ ∇′ ·

(

ρ ′v′
)

]

W(r − r ′,h) = 0, (3.37)

which results in

∂
∂ t

∫

ρ ′WdV′−
∫

ρ ′v′ ·∇′WdV′+
∫

∇′ ·
[

ρ ′v′W
]

dV = 0. (3.38)

See also chapter 2, section 2.2.1 for the basic equations. Using ∇′W = −∇W and the convective
derivative (eq. (2.16)) together with the Stokes1 theorem, we can recast the last part into a surface
integral,

d
dt

∫

ρ ′WdV′−
∫

ρ ′(v−v′) ·∇WdV′+
∫

[

ρ ′v′W
]

·dS= 0. (3.39)

1 ∫
V ∇ ·FdV =

∫

F ·dS
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Converting the integral into a sum we get,

∑
b

mbWab = ∑
b

(va−vb) ·∇Wab−
∫

[

ρ ′v′W
]

·dS. (3.40)

This equation contains an additional term involving the surface-integral. In most cases it vanishes
except at boundaries or flow discontinuities. This means, that treating SPH equations either using the
integral form or the differential form has important consequences. Differential SPH equations like the
velocity evolution, eq. (2.30) assume that the surface-integral term vanishes, which is not the case if
boundaries are present. Therefore, contributions of an surface term to the sum are not accounted for.
Price (2008) proposes to add dissipation terms to the SPH equations in order to recover the missing
discontinuities. These dissipation parts diffuse the discontinuities on the smoothing scale. A general
form for thediscontinuity capturing terms(Monaghan, 1997) is given by,

(

dA
dt

)

diss
= ∑

j

mj
αAvsig

ρ̄i j
(Ai−A j)r̂ ij ·∇W ij , (3.41)

for a scalar parameterA, with αA describing its amount of diffusion of order unity and vsig being the
estimation for the signal velocity between particle pairs.For example, if the SPH code conserves the
energy a diffusion term can be added to the thermal energy equation,

du
dt

=
de
dt
−v

dv
dt

, (3.42)

which is the ATC as mentioned before. This results in,
(

du
dt

)

diss
= −∑

b

mb

ρ̄ab

[

1
2

αvsig(vab · r̂ab)
2 + αuvu

sig(ua−ub)

]

· r̂ab ·∇aWab. (3.43)

vu
sig is the signal velocity for the energy. With this method, the KHI should develop according to the

test cases of P08.
In Fig. 3.13 we test whether the P08 approach is indeed in agreement with our analytical prediction.
Note that P08 has a method implemented to account for the artificial viscous dissipation caused
by AV (similar to the Balsara-viscosity). Thus, the viscouseffects of AV are strongly reduced.
For DC = 10 and using 5122 particles in the dense layer we indeed find good agreement between
measured and analytical growth rates. If the standard SPH scheme is used, a correction term like
ATC has to be included to obtain a KHI in shear flows with different densities, which is consistent
with the analytical prediction.

(ii) KHI GROWTH USING EQUAL AND DIFFERENT PARTICLE MASSES:
First, we investigate the development of the KHI for the standard SPH case of equal mass resolution
throughout the computational domain, and therefore fewer particles in the low density fluid layer (see
top panel of Fig. 3.10 forDC = 10, where the dense medium is resolved with 5122 particles). This
results in a varying spatial resolution, due to the fact thatSPH derives the hydrodynamic quantities
within a smoothing lengthh set by a fixed number of nearest neighbors. This construct – ashas been
discussed in detail earlier in e.g. Agertzet al. (2007) – specifically lowers the Reynolds-number of
the shear flow across density discontinuities, thus affecting the evolution of the KHI. As can be seen
in the top panel of Fig. 3.10, the KHI is completely suppressed.
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Second, we test the case of equal spatial resolution in both fluid layers, and therefore unequal particle
masses within the computational domain (Fig. 3.10, lower panel). Again, we find the KHI to grow
too slowly with respect to the analytical estimate. However, the suppression is less effective in the
latter case.

3.5 GRID-Simulations of the KHI

For comparison to the SPH treatment of Kelvin-Helmholtz instabilities, we study an identical setup
of fluid layers with the grid-based codes FLASH, PROTEUS, PLUTO and RAMSES (see 3.3.2). We
reuse the previously specified initial conditions with a grid resolution of 5122 cells in the standard
case. For FLASH and PROTEUS, we additionally include physical viscosity of various strength in
some of the simulations (see 3.3.2). Note, that for the following examples we useσ0 = 1 if not
otherwise specified, which does not affect the growth of the amplitudes in the linear regime (for
further information see discussion in the appendix A.3).

3.5.1 Fluid layers with equal densities

Non-viscous evolution

The upper panel of Fig. 3.14 shows the non-viscous KHI-evolution, using FLASH (solid line), PLUTO
(dotted line), and for comparison VINE (dashed line). In theVINE example, the AV has been set to
zero (α = β = 0). The expected analytical growth (eq. (3.31)) reduces with ν = 0 ton∼ k ·U = 2.43
(indicated by the thick dashed dotted line). The FLASH and PLUTO amplitudes develop in a simi-
lar pattern and are almost undistinguishable. Their fitted slopes within the linear regime (which lies
roughly betweent = 0.3−0.6) results innfit = 2.49. FLASH and PLUTO show a consistent growth
in agreement with the analytical prediction. VINE on the other hand exhibits a slightly slower growth.
This deviation is due to the intrinsic viscosity (νint = 0.065) that was estimated in 3.4.1.
The upper panel of Fig. 3.15 shows the non-viscous KHI-evolution with PROTEUS (solid line) com-
pared to its high resolution amplitude (dashed line) using 10242 particles. Note that for these examples
we setσ0 = 0.1, but this does not influence the KHI growth (see also appendix A.3).
The PROTEUS amplitude is damped by a factor of∼ 1.3 as compared to the analytical prediction
(indicated by the thick dashed dotted line). Using a higher resolution does not change the ampli-
tude growth. Thus, the resolution is not a contributing factor to solve the disagreement. PROTEUS
underpredicts the linear KHI growth, see also the viscous evolution discussed in the following.

Viscous evolution

The bottom panel of Fig. 3.14 shows the viscous KHI-amplitudes using FLASH. The corresponding
analytical predictions (eq. (3.31)) are shown by the thick dashed-dotted lines for the examples with
ν = 0.00003 andν = 0.03. To quantify the growth of the KHI in the FLASH simulations, we again
fit the slopes of the KHI-amplitude in the linear regime (betweent = 0.3−0.6). The result (diamond
symbols) along with the corresponding error is plotted in Fig. 3.16. For small viscosities (ν < 0.003),
we find the growth rates of the KHI in FLASH to be in good agreement with the analytical prediction.
In this viscosity range, the dominant term in the analyticalprediction (eq. (3.31)) is∼ kU. Therefore,
any influence ofν is marginal, and the amplitudes do not change considerably.FLASH treats the fluid
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Figure 3.14: Evolution of KHI amplitudes for equal density layers. Upper panel: Non-viscous evolu-
tion for FLASH (solid line), and PLUTO (dotted line). Additionally, we show the example with VINE
(dashed line), where the AV has been set to zero (α = β = 0). Bottom panel: Viscous KHI evolution
using FLASH. The thick dashed-dotted lines correspond to the analytical prediction, eq. (3.31).
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Figure 3.15: Evolution of KHI amplitudes using PROTEUS for equal density layers. Upper panel:
Non-viscous evolution (solid line) compared to the high-resolution amplitude (dashed line). Bottom
panel: Viscous KHI evolution. The thick dashed-dotted lines correspond to the analytical prediction,
eq. (3.31). Note, that these examples useσ0 = 0.1.
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as if ν ≈ 0.
However, with increasing viscosity, the amplitudes shouldbe damped. This behavior is in fact visible
at the bottom panel of Fig. 3.14 (as well as in Fig. 3.16). The growth rates of the KHI agree very well
with the analytical prediction.
The bottom panel of Fig. 3.15 presents the viscous KHI evolution using PROTEUS. The correspond-
ing analytical predictions (eq. (3.31)) are shown by the thick dashed-dotted lines again for the exam-
ples withν = 0.00003 andν = 0.03. The fitted slopes underpredict the analytical expectation roughly
by a factor of∼ 4 (see also the red diamond symbols in Fig. 3.16). Increasingν leads to a decrease
of the amplitudes as expected. However, already at a viscosity of ν ≥ 0.003 the KHI becomes com-
pletely suppressed.
Why does PROTEUS differ so dramatically? A possible explanation could be that we deal with a
mixture of Eigenfunctions, when initiating the initial perturbation in PROTEUS. This might lead to
a domination of decreasing modes over the increasing mode and thus, to a damped KHI evolution.
To verify this possibility, we derive analytically the Eigenfunctions of the KHI and adjust our ini-
tial conditions correspondingly to eqs. (3.60)-(3.67) (see below). The Eigenfunctions excite only the
growing mode of the KHI, the linear growth should therefore agree with the analytical expectation if
the problem of PROTEUS is caused by decreasing modes.

PROTEUS with the KHI-Eigenmodes

We derive the Eigenmodes of the KHI for the case of equal fluid layers, i.e. whereρ1 = ρ2 = ρ ,
U1 =−U , U2 = U . The focus is on the direction of the perturbation (i.e. we consider the velocities u
(x-direction) and w (z-direction), see also 3.2.2). In thiscase the perturbed equations (see section 3.2)
reduce to,

iρ(n+kU)u+ ρ(DU)w = −ikδ p−ρνk2u+ νρ(D2U), (3.44)

iρ(n+kU)w = −(Dδ p)−ρνk2w+ ρν(D2w), (3.45)

i(n+kU)δρ = −w(Dρ), (3.46)

i(n+kU)δzs = w(zs), (3.47)

i(ku) = −(Dw). (3.48)

Sinceρ = const., we haveDρ = 0, and thereforeδρ = 0. The Eigenfunctions are obtained referring
to the following recipe:

• Chose one of the perturbed variables (u, w,δzs, δρ , δ p)

• Recast the residual variables after the chosen quantity, for example, by chosing w we have to
rewriteu = u(w), δzs = δzs(w), δρ = δρ(w)

• Replace the frequencyn with the solution of the dispersion-relation for the growing modes

We chose the perturbedz-velocity (w) as the depending quantity, which has the following form (in-
cluding the time as well as the spatial dependence),

w< = A<(n+kU1)e
+kzei(nt+kx) (z< 0) (3.49)

w> = A>(n+kU2)e
−kzei(nt+kx) (z> 0). (3.50)
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Figure 3.16: Comparison of the analytical expectation and the models for DC=1 (diamond shaped
symbols, black for FLASH and red for PROTEUS) andDC = 10 (square symbols, only FLASH). The
slopes derived for FLASH and PROTEUS correspond to the analytical fits. The lines represent the
analytic prediction, forDC = 1 (solid line, see eq. (3.31)) andDC = 10 (dashed line, see eq. (3.30)).
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usingU1 =−U2, U2 = U . Inserting w<,> it follows from eq. (3.47),

δzs,< = −iA<ei(nt+kx), (3.51)

δzs,> = −iA>ei(nt+kx), (3.52)

while eq. (3.48) results in,

u< = iA<(n+kU)ekzei(nt+kx), (3.53)

u> = −iA>(n−kU)e−kzei(nt+kx). (3.54)
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Figure 3.17: PROTEUS: Fitted viscosity (νnum) against physical viscosity (ν) without using the KHI-
Eigenfunctions (left side) and with the Eigenfunctions (right side). Note, that thex,y-axis is logarith-
mic. The solid line in the right plot denotesνnum = ν .

And for δ p<,> using eq. (3.45) we have,

δ p< = − i
k

A<ρ(n+kU)2ekzei(nt+kx), (3.55)

δ p> =
i
k

A>ρ(n−kU)2e−kzei(nt+kx). (3.56)

The solution of the dispersion-relation for the growing modes is determined by eq. (3.31),

n = i

[

νk2

2
−
√

ν2k4

4
+k2U2

]

= in′, (3.57)

where we introduced the abbreviationn′.
It follows at t = 0, w<(t = 0) = A<(in′+ kU) = w0. Furthermore, the amplitude can be split into a
real-part and a imaginary-part(A<,> = Re(A<,>)+ i · Im(A<,>)),

A< =
w0kU

(n′2 +k2U2)
− in′

w0

(n′2 +k2U2)
, (3.58)

A> = − w0kU
(n′2 +k2U2)

− in′
w0

(n′2 +k2U2)
. (3.59)
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The absolute value of w<,> is given by|w<,>| =
√

Re(w<,>)2 + Im(w<,>)2, the square-root of the
real and imaginary part of w<,>. Calculating the absolute values for our quantities,

|w>| = w0 ·exp(−k ·z) ·exp(−n′ · t), (3.60)

|w<| = w0 ·exp(k ·z) ·exp(−n′ · t), (3.61)

|u>| = w0 ·exp(−k ·z) ·exp(−n′ · t), (3.62)

|u<| = w0 ·exp(k ·z) ·exp(−n′ · t), (3.63)

|δzs,>| =
w0√

n′2 +k2U2
·exp(−n′ · t), (3.64)

|δzs,<| =
w0√

n′2 +k2U2
·exp(−n′ · t), (3.65)

|δ p>| =
ρ
k

√

n′2 +k2U2w0exp(−k ·z) ·exp(−n′ · t), (3.66)

|δ p<| =
ρ
k

√

n′2 +k2U2w0exp(k ·z) ·exp(−n′ · t), (3.67)

gives us the Eigenfunctions of the KHI.
For our simulations, w corresponds to vy-velocity component with w0 = vy,0, respectively. The
perturbed velocity-component inx-direction, u corresponds to vx = U +u.

Applying the Eigenfunction improves the situation slightly, see Fig. 3.17 which presents the
fitted viscosities (denoted here asνnum,) against the physical viscosities (ν) (left side without-,
right side with Eigenfunctions). Note, that thex and y-axes are logarithmic. Despite this small
enhancement, the fitted slopes are still too low. A mixture ofEigenfunctions is not the source of the
problem.
Another possible scenario could be that the artificial intrinsic viscosity (νint ) dominates. This effect
appears in any numerical algorithm describing fluid dynamics, and is related to numerical noise.νint

should be very small in most applications, but if not, it could dominate over the physical viscosity.
If this is the case, then any viscous evolution using PROTEUShas to be regarded with caution. We
therefore do not use PROTEUS for our further studies.

3.5.2 Fluid layers with different densities

Non-viscous evolution

Finally, we investigate a density contrast of 10 : 1, similarto the example studied with VINE (see
3.4.2). Fig. 3.18 shows the non-viscous evolution of the KHIfor the DC = 10 case (upper line for
FLASH, bottom line for PLUTO). It can be seen that for both codes the interface layer starts to roll-up
and the instability is developed. This is in disagreement with the previously discussed case using SPH,
where the KHI is completely suppressed forDC > 6 (see 3.4.2).
The upper panel of Fig. 3.19 presents the corresponding amplitudes for FLASH (solid line), PLUTO
(dotted line) and RAMSES (three dotted dashed line) compared to the analytical prediction (thick
dashed-dotted line), which in this case reduces to

n =±i
√

4k2U2α1α2. (3.68)

For FLASH we show two different resolutions (5122 and 10242). The amplitudes resulting in the
case of low and high resolution are effectively indistinguishable. This is an important result, as it
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Figure 3.18: Time evolution of the KHI density in a simulation with ν = 0 andDC = 10 for FLASH
(top row) and PLUTO (bottom row). The plotted box size is from[−1,1] in both directions, the
resolution is 5122. The KHI develops, which is in contrast to the example simulated with VINE.

demonstrates that small scale perturbations, which arise due to numerical noise and which could vi-
olate the linear analysis (as we then might follow the growthof higher order modes rather than the
initial perturbation) are not important. Therefore, we have shown that our simulations are converged
as we would otherwise expect the growth of the KHI to be slightly dependent on the grid resolution
(see 3.5.3 and the recent findings of Robertsonet al. (2009), who had to smooth the density gradient
between the two fluid layers in order to achieve convergence in terms of grid resolution). Moreover,
both FLASH and PLUTO evolve similarly. RAMSES begins to growa bit later (att ∼ 0.2), which is
due to the use of an diffusive solver (see also the discussionin the following paragraph). For all four
examples the slope of the amplitude evolution can be approximated to 1.4, which is in good agreement
with the analytical expectation. Note that we do not show thecomparison with the VINE amplitude
since the KHI does not evolve forDC = 10 (see 3.4.2).
Many grid codes offer a variety of hydrodynamical solvers. We therefore tested the influence of dif-
ferent numerical schemes on the growth of the KHI using PLUTO(see bottom panel of Fig. 3.19).
We show three different examples; ’sim000’ is a Lax-Friedrichs scheme together with a second order
Runge-Kutta solver (tvdlf); ’sim001’ implements a two-shock Riemann solver with linear reconstruc-
tion embedded in a second order Runge-Kutta scheme; ’sim002’ also implements a two-shock Rie-
mann solver, but with parabolic reconstruction, and embedded in a third order Runge-Kutta scheme.
Both, ’sim001’ and ’sim002’ show a similar growth of the KHI in agreement with the analytical pre-
diction (see Fig. 3.19, top right panel). The more diffusivescheme used in ’sim000’ causes a small
delay in the growth of the KHI, but results in a similar slope within the linear regime (up tot = 0.6).
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Figure 3.19: The same as in Fig. 3.14 but for aDC = 10. Upper panel: Non-viscous evolution
for FLASH (solid line), PLUTO (dotted line), RAMSES (three dotted dashed line), and the high-
resolution (10242) amplitude for FLASH (dashed line). Bottom panel: Non-viscous evolution using
PLUTO, with different solvers, see text for more details.
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Figure 3.20: Viscous time evolution of KHI amplitudes usingFLASH. The thick dashed-dotted lines
correspond to the analytical prediction, eq. (3.30).

Viscous evolution

Fig. 3.20 shows the viscous KHI-amplitudes using FLASH, which are increasingly suppressed with
increasingν . The corresponding analytical prediction (eq. (3.30)) is shown for ν = 0.0003, and
ν = 0.03 (thick dashed-dotted lines). Forν < 0.03 the simulated growth rate is slightly enhanced by
a factor of∼ 0.12 as compared to the analytical prediction (see also Fig. 3.16). However, for higher
viscosities (ν ≥ 0.03) we find good agreement between simulation and analyticalprediction.

3.5.3 FLASH with Smoothing

Robertsonet al.(2009) introduced a ramp-function to suppress artificial small scale perturbations (see
Fig. 3.18) in order to achieve convergence in grid simulations. To test this approach and its influence
on the KHI-evolution, we implement a similar function whichfor our initial conditions takes the form

R(y) =
1

1+exp[2y/∆y]
. (3.69)

∆y describes the smoothing over the cells in they-direction, and the new density distribution follows
as (Robertsonet al., 2009)

ρ(y) = ρ1 +R(y) [ρ2−ρ1] . (3.70)

The flow-velocityU is given by

U(y) = U1 +R(y) · (U2−U1), (3.71)
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Figure 3.21: Top left panel: Initial density configuration varying with y, using different smoothing
parameters,∆y = 0 (no smoothing),∆y = 0.05 (value used by Robertsonet al. (2009)), ∆y = 0.1,
0.2, and 0.3, respectively. Top right panel: The same but for the flow-velocity U . Bottom panel:
Corresponding ramp-functions (eq. (3.69)) varying withy.

with U2 = −U1. Fig. 3.21 shows the initial conditions using eq. (3.69): upper left panel the initial
density (eq. (3.70)), upper right panel the initial flow-velocity (eq. (3.71)), and at the bottom panel
the corresponding ramp-function (eq. (3.69)) for the smoothing parameters∆y = 0 (no smoothing),
∆y = 0.05 (value used by Robertsonet al., 2009),∆y = 0.1, and∆y = 0.2.
Taking these initial settings we performed simulations using FLASH (DC = 10 andν = 0). Fig. 3.22
presents the KHI-evolution for∆y = 0.05, 0.1, and 0.2 (the boxsize is from[−0.5,0.5]). For∆y = 0.05,
as proposed by Robertsonet al.(2009) the artificial perturbations completely vanish. Thecorrespond-
ing amplitude growth is shown in Fig. 3.23. Increasing∆y increases the diffusion at the interface and
shifts the growth to later times. However, the slopes do not change (see Fig. 3.23). Using the ramp
function to suppress artificial small scale perturbations does not alter the KHI-evolution, but delays
the onset of the growth.
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Figure 3.22: Time evolution of the KHI using FLASH, for increasing∆y (top to bottom) withDC = 10
andν = 0. The plotted box size is from[−0.5,0.5] in both directions.

3.6 Conclusions

We have studied the Kelvin-Helmholtz instability applyingdifferent numerical schemes. We use two
methods for our SPH models, namely the Tree-SPH code VINE (Wetzsteinet al., 2009; Nelsonet al.,
2009), and the code developed by Price (2008). The grid basedsimulations of the KHI rely on FLASH
(Fryxell et al., 2000), while as a test for the non-viscous evolution we alsoapply PLUTO (Mignone
et al., 2007).
We first extended the analytical prescription of the KHI by Chandrasekhar (1961) to include a constant
viscosity. With this improvement we were able to measure theintrinsic viscosity of our subsequently
performed numerical simulations. We test both SPH as well asgrid codes with this method.
We then concentrated on the KHI-evolution with SPH. We performed a resolution study to measure
the dependence of the KHI growth on the mean number of SPH neighbors (n̄SPH) and the total num-
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Figure 3.23: The same as Fig. 3.19 (upper panel) using FLASH but for different∆y’s. From top to
bottom increasing as∆y = 0, 0.025, 0.05, 0.1, 0.2, and0.3, respectively.

ber of particles, respectively. We found that our simulations were well resolved and that a different
number ofn̄SPH did not significantly influence the KHI growth rate.
In case of equal density shearing layers we then measured theintrinsic viscosity in VINE by evaluating
our simulations against the analytical prediction in the linear regime. Without using the Balsara vis-
cosity the AV parametersα andβ effectively lead to a damping of the KHI. The commonly suggested
and used settings ofα = 1, andβ = 2 result in a strong suppression of the KHI. More quantita-
tively, we derive values of 0.065< νSPH < 0.1 for 0< α < 1. Different values ofβ do not have a
strong impact onνSPH. By introducing the Balsara-viscosity the dissipative effects of the AV can be
reduced significantly, effectively rendering the results to be independent ofα andβ . However, the
constant floor viscosity ofνSPH= 0.065 prevails. Furthermore for a givenα , we estimated the effec-
tive Reynolds-number (Re) of the flow. For the minimum SPH viscosity ofνSPH= 0.065 we derive a
maximum Reynolds number of 12. This is very small compared totypical Reynolds numbers of real
turbulent flows (Re> 105). For different density shearing layers we confirmed the results discussed
in Agertzet al. (2007), i.e. the KHI is completely suppressed for shear flowswith different densities
(in the case of VINE forDC≥ 6). Here, using the Balsara switch does not solve the problem. This
indicates that other changes to the SPH formalism are required in order to correctly model shearing
layers of different densities. To demonstrate this we applied the solution of Price (2008) to our ini-
tial conditions for DC=10. In this case the KHI was suppressed in VINE. However, we found good
agreement between the analytically predicted amplitude evolution and the simulation of Price (2008)
for DC = 10.
The second part of this chapter addresses the non-viscous- and viscous KHI evolution using grid
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codes. In the case of equal density shearing layers, we foundthe non-viscous growth rates for shear
flows with FLASH, PLUTO and RAMSES to be in good agreement withthe analytical prediction. In
the viscous case, the FLASH-amplitudes show only a minor dependency on the viscosity ifν < 0.03.
Increasing the viscosity leads to a damped evolution, with the simulated growth coinciding with the
analytical prediction. However, PROTEUS disagrees and underpredicts the analytical growth by fac-
tor of ∼ 1.3 in the non-viscous case, as well as in the viscous case wherea complete suppression
occurs atν ≥ 0.003. Using the KHI-eigenfunctions as initial setup to prevent a possible dominance
of decreasing modes does not solve the problem.
For non-viscous shear flows (with a density contrast ofDC = 10) the KHI does develop for FLASH,
PLUTO and RAMSES in agreement with the analytical prediction. In the viscous case FLASH (also
analyzed withDC= 10) slightly overpredicts the corresponding growth rates for ν < 0.03, it coincides
with the analytical prediction when the slopes are multiplied by a constant factor of∼ 0.12. Finally,
we use the ramp-function to smooth the contrast as proposed by Robertsonet al. (2009) and test its
influence on the non-viscous growth, which we find to be unaltered.
The comparison between VINE, FLASH and PLUTO in the equal density case, whereAV = 0 and
ν = 0, demonstrated that VINE does have an intrinsic viscosity (which we estimated toνint ∼ 0.065).
For simulations in three dimensions, we expect a similar problem for SPH when modelling the KHI
with density contrasts, as already discussed by Agertzet al. (2007). This problem, due to the fixed
entropy (or thermal energy) in the SPH formalism arises independently on the dimension, but is pre-
vented using ATC .



Chapter 4

The Trace of Dark Energy captured
within the CMB

4.1 Introduction

4.1.1 Definitions:

One of the most puzzling mysteries in cosmology is the recently detected accelerated expansion of the
universe (Krauss & Turner, 1995; Ostriker & Steinhardt, 1995; Riesset al., 1998; Perlmutteret al.,
1999; Netterfieldet al., 2002). It remains an unresolved question what mechanism causes this special
behavior. Several different solutions have been proposed,the most popular one is the concept of dark
energy (DE) which contributes about∼ 70% to the total energy density of the universe today,

Ω0
tot = Ω0

M + Ω0
DE, (4.1)

where the subscripts denote the values of total-, (dark and baryonic) matter- and DE- contributions at
the present, indicated by the index 0 (see also Fig. 4.1). Widely accepted DE models are the cosmo-
logical constant (Λ ) and quintessence.
The cosmological constant, first introduced by Einstein (1917) to obtain a static non-evolving universe
is identified with the vacuum energy that fills the empty spaceand exhibits a negative pressure result-
ing in an acceleration of the expansion. A detailed summary is given in e.g. Padmanabhan (2003),
see also in Peebles (1984) the constraint of inflation on cosmological models includingΛ . However,
this concept gives rise to a serious problem known as theCosmological-Constant-Problem(Wein-
berg, 1989; Carroll, 2001; Padmanabhan, 2003). The observed magnitude ofΛ is of order∼ 10−123

smaller than the predicted value obtained from quantum-field theory. This results in a very fine-tuned
value forΛ , the so-called fine-tuning problem. Another unresolved question refers to the point where
it started to dominate over matter, known as the coincidenceproblem. If this would have happened
early in the universe, the repulsive nature ofΛ would have prohibited any formation of structures. On
the other hand, if this event occurs at later epochs, no evidence forΛ would have been observed yet.
Why this event happens exactly at the ’right moment’ (about redshift∼ 0.7) is not understood.
The second proposed form for DE, the quintessence has its roots in particle physics and alleviates
some of the problems involved withΛ . The idea to identify DE with an evolving dynamical scalar
field including a non constant equation of state (i.e. the ratio of pressure to density expressed through
wDE) was first introduced and discussed in detail by Wetterich (1988), Peebles & Ratra (1988), Ratra
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Figure 4.1: Contribution of energy densities in our universe today.

& Peebles (1988), and Caldwellet al. (1998). The Quintessence allows a form of DE which behaves
like Λ at late times, but starts from a different value at earlier times. This soothes somewhat the fine-
tuning problem (Liddle & Scherrer, 1999; Steinhardtet al., 1999). The application of quintessence is
wide, ranging from particle physics (e.g. Masieroet al., 2000) to cosmology (e.g. Cobleet al., 1997;
Ferreira & Joyce, 1998).

4.1.2 Earlier Studies:

The question, which form of DE our universe possesses can only be answered by astrophysical obser-
vations. DE, and thus, the acceleration is parameterized throughwDE, whose determination (the exact
value or functional form) is the central point in order to distinguish between different models. Beside
the important measurements of supernovae type Ia (SNIa) (Krauss & Turner, 1995; Ostriker & Stein-
hardt, 1995; Riesset al., 1998; Perlmutteret al., 1999; Netterfieldet al., 2002) and large scale struc-
tures (LSS) (e.g. Dodelsonet al., 2002) is the cosmic microwave background (CMB), detected in the
1960th by Penzias & Wilson (1965) measured to high accuracy by several still ongoing experiments,
e.g. balloon based like BOOMERanG (de Bernardiset al., 2000), MAXIMA (Hananyet al., 2000;
Balbi et al., 2000, 2001), Archeops (Benoı̂tet al., 2003a,b), or satellite based experiments, like COBE
(Bennettet al., 1996), WMAP (Spergelet al., 2003, 2007; Komatsuet al., 2009) and PLANCK1. The
interaction of CMB photons with their surrounding environment results in anisotropies, which are
imprinted as fluctuations in their temperature (see also Fig. 1.3). The primordial anisotropies contain
information about the universe before the photons have decoupled from the baryons and leave a Gaus-
sian signal within the CMB temperature. The secondary anisotropies arise after the decoupling, as the
photons travel freely through the universe and interact with forming structures. Since DE influences
the growth of cosmic structures, they contain information about DE in form of non-Gaussian con-
tributions. In particular, theRees-Sciama(RS)-effect, a combination of theIntegrated-Sachs-Wolfe
(ISW)-effect (the late time decay of the potential fluctuations) and the nonlinear growth of density
fluctuations (Rees & Sciama, 1968) induces, in addition to gravitational deflection of photons these

1 see http://www.sciops.esa.int
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secondary anisotropies in the CMB (e.g. Goldberg & Spergel,1999; Zaldarriaga, 2000). Therefore,
comparisons of measured and theoretical calculated angular distributions of temperature fluctuations
(in terms of correlation functions, i.e. power- and bispectrum) allow to set important constraints on
cosmological parameters.
The three-point-correlation function (bispectrum), mostsensitive to non-Gaussian contributions is
very useful to trace the imprint of nonlinear growth in orderto set limits onwDE. This has been the
main issue of previous studies (e.g. Spergel & Goldberg, 1999; Goldberg & Spergel, 1999; Komatsu,
2002; Verde & Spergel, 2002; Cooray & Hu, 2001; Serra & Cooray, 2008; Hansonet al., 2009).
Including the lensing contribution, we analyze the theoretical cross correlation bispectrum between
the primordial-, lensing-, and RS-effect (L-RS bispectrum). A similar analysis considering a cosmo-
logical constant has been done by Verde & Spergel (2002). Forfurther studies see also Gioviet al.
(2003), and Gioviet al. (2005). We extend this study in allowing a time-varying equation of state for
the DE-component. Our main focus is onearly quintessence(Wetterich, 2004), a special form of DE,
which does exhibit non-negligible contributions at earlier epochs (unlike the cosmological constant,
that becomes dominant at late times). Several studies in this context have been done e.g. Caldwell
et al. (2003), Barreiroet al. (2003), Caldwell & Doran (2004), Wang & Tegmark (2004), Bartelmann
et al. (2006) and Grossi & Springel (2009).

4.1.3 Outline:

In this chapter we calculate the theoretical L-RS bispectrum and the corresponding signal-to-noise
(S/N) ratio for different quintessence models. The (S/N) ratio is used to approximate how accurate
future experiments, like PLANCK can distinguish between these models.
We start by giving a short introduction of the cosmological basics necessary for our study in sec-
tion 4.2. In section 4.3, we introduce in detail the quintessence models following Wetterich (2004)
(WETT04), Linder (2003a,b) (LIND03) and Komatsuet al. (2009) (KOMAT09), where we also dis-
cuss DE models with constant equation of states. Since the RS-effect depends on the linear as well as
on the nonlinear evolution of density fluctuations, we need adescription for the linear- and the non-
linear regime. In section 4.4 we therefore introduce this inform of the nonlinear power spectrum. To
test the dependency of our results on the used model, we compare three different approaches, cosmo-
logical perturbation theory based on Bernardeauet al. (2002) (PT) and the fitting formulae following
Ma et al. (1999) (MA99), and Smithet al. (2003) (HALOFIT), respectively. For a related study of
power spectra in this context see Mangilli & Verde (2009). The analysis of the L-RS bispectrum and
the (S/N) ratio is carried out in section 4.6 and section 4.7. Finally, we summarize our results in the
section 4.8.

4.2 Cosmological Basics

This section outlines the basic principles of cosmology, which are fundamental to study the evolution
of the universe and its dependence on the various kinds of energy density, in particular dark energy.
Important quantities, which are needed in the following sections are defined.
We begin in 4.2.1 with reviewing Einsteins gravitational theory, the most crucial fundament for cos-
mology. The cosmological principles, explained in 4.2.2 set the basic assumptions to describe the
kinematical and the dynamical evolution of our universe. The Hubble-law, the cosmological red-
shift and the conformal distance are introduced in 4.2.3, while the Robertson-Walker metric (which
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Figure 4.2: Recipe: From Newtonian to general relativisticphysics.

expresses the basic assumptions of isotropy and homogeneity) is defined in 4.2.4. The Friedmann-
equations, given in 4.2.5 quantify the evolution of the scalefactor and the corresponding energy densi-
ties. The growth factor, motivated in 4.2.6 characterizes the linear growth of structures. 4.2.7 describes
the special case of a universe containing dark matter and dark energy, which is our frame of reference.
Finally, we outline the statistical description of perturbation theory in 4.2.8.
A more detailed introduction can be found in e.g. Padmanabhan (1993), Padmanabhan (2003), Do-
delson (2003), Mukhanov (2005) and Schneider (2006).

4.2.1 General Relativity

General relativity (GR) is a complete and consistent theoryof gravity describing relativistic matter
with a general equation of state valid on all scales. Gravityitself is not identified as an external force
but as a consequence of the spacetime curvature. GR is based on the so-called equivalence principle:

• The inertial- and gravitational mass are indistinguishable (weak equivalence principle). Let
us consider an observer confined in a capsule without any connection to the outside world.
He cannot distinguish by experiment (like studying the motion of test objects) if he is in an
accelerating frame (rocket) or sitting on earth surface in its gravitational field.

• In small enough regions of spacetime (local inertial systems) the theory of special relativity
(SRT) without gravitation is valid (strong equivalence principle).
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The weak equivalence principle emphasizes the universality of gravity, which couples to all masses
in the same way. The strong equivalence principle states that in small regions the spacetime metric
reduces locally to the Euclidean metric

ds2 = ηµνdxµdxν , (4.2)

whereηµν is given by

ηµν =









1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1









(4.3)

and the indicesµ , ν run over 0,1,2,3 using Einsteins summing convention (the units are set so that
c= 1). Starting from these principles, it is possible to obtainrelativistic relations including gravity by
transforming physical laws from a locally flat spacetime (e.g. the rocket) into a covariant form with
the general spacetime metric

ds2 = gµνdxµ dxν , (4.4)

wheregµν is the metric tensor whose components describe gravitation(see also Fig. 4.2). The metric
tensor determines the properties of the space, in particular, its curvature. The form ofgµν depends on
the choice of coordinates.
The field equations, which describe the reaction of the metric towards energy and momentum are the
well known Einstein-equations, which we motivate below.
The Einstein equations follow from the variation of the Hilbert-Einstein action, (see e.g. Padmanab-
han, 2003)

S=
1

16πG

∫

R
√−gd4x+

∫

LM(φ ,∂φ)
√−gd4x, (4.5)

whereLM characterizes the matter-Lagrangian, which depends for example on the dynamical variable
φ with g being the determinant ofgµν andR the Ricci-scalarcharacterizing the trace of theRicci-
tensor Rµν

Rµν =
∂Γ α

µν

∂xα −
∂Γ α

µα

∂xν +Γ α
βαΓ β

µν −Γ α
βνΓ β

µα . (4.6)

TheChristoffel-symbolsΓ α
µν are defined as

Γ α
µν =

1
2

gαδ
(∂gµδ

∂xν +
∂gδν
∂xµ −

∂gµν

∂xδ

)

. (4.7)

Variation ofSwith respect to the metric tensorgµν results in,

1√−g
δS

δgµν =
1

16πG

(

Rµν −
1
2

gµνR

)

− 1√−g
δ (
√−gLM)

δgµν = 0. (4.8)

Identifying

Tµν =−2
1√−g

δ (
√−gLM)

δgµν (4.9)
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with the energy-momentum tensor that accounts for the matter contribution and acts as source we
obtain the Einstein equations,

Rµν −
1
2

gµνR= 8πGTµν . (4.10)

A characteristic feature arises from the fact that the source is the entire energy-momentum tensor.
Unlike in non-gravitational physics, where only changes inenergy from one state to another can be
measured and the normalization of the energy is arbitrary, in gravitational physics the actual value of
energy matters. A constant shift in the energy (equal to a different normalization) allows an additional
contribution to the action (eq. (4.5)). Let us consider a matter Lagrangian with an additional constant
term, i.e.

L′M = LM−
(

Λ
8πG

)

, (4.11)

(Λ = const.). The equations of motion for matter (δLM/δφ = 0) do not change, but the action can be
interpreted differently (see e.g. Padmanabhan, 2003), more precisely by

S=
1

16πG

∫

R
√−gd4x+

∫

(

LM−
Λ

8πG

)√−gd4x (4.12)

or

S=
1

16πG

∫

(R−2Λ)
√−gd4x+

∫

LM
√−gd4x. (4.13)

In the first case, eq. (4.12) characterizesΛ as a shift inLM , which is equal to a shift in the matter
Hamiltonian and therefore, a shift in the null point energy.The dynamic of matter remains unchanged,
yet Gravitation gets an additional contribution,

Rµν −
1
2

gµνR= 8πG

(

Tµν +
Λ

8πG
gµν

)

. (4.14)

This additional term can be identified asΛ/(8πG)gµν ≡ ρvacgµν , with ρvac the vacuum energy density
which we discuss in detail in 4.3.1.
In the second case, eq. (4.13) describes Gravitation through two constants, Newtons gravitational
constantG andΛ . The Einstein equations can be written as

Rµν −
1
2

gµνR−gµνΛ = 8πGTµν . (4.15)

The space-time is curved even in absence of matter (Tµν = 0). This is an unusual situation, for more
details see Padmanabhan (2003).
A mixture between both effects is also possible. Interaction with matter is determined by(R−2Λ),
which implies an intrinsic cosmological constant.LM can have constant shifts if the energy densities
change during the dynamical evolution. Let us assume the matter-Lagrangian of a classical scalar
field φ with the potentialV(φ),

LM =−1
2

gµν∇µφ∇νφ −V(φ), (4.16)
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and the energy momentum tensor,

T(φ)
µν = ∇µφ∇νφ − 1

2
gµνgρσ ∇ρφ∇σ φ −gµνV(φ), (4.17)

where we introduced the covariant derivative

∇µ = ∂µ +Γ ν
µλ . (4.18)

If the field configuration is constant, e.g. at the minimum of the potentialV(φ) the energy impulse
tensor takes the form of a cosmological constant,

Teff
µν =

[

V(φmin)+
Λ

8πG

]

gµν , (4.19)

with,

Λeff = Λ +8πGV(φmin). (4.20)

If φmin andV(φmin) change during the dynamical evolution, so doesΛeff. Any field configuration
that varies slowly with time will result in a slowly varyingΛeff. This scalar field description - the
quintessence - is important since it allows to characterizealternative forms for DE, which are discussed
in 4.3.2.

4.2.2 Cosmological Principles

Our standard cosmology is based on two basic assumptions:

• The distribution of matter in the universe is homogeneous and isotropic at sufficiently large
scales (> 100 Mpc2).

• Gravitational interaction determines the large scale structure, which is described by GR. The
geometry follows from the Einstein-equations with the tensor Tµν acting as source.

The first principle sets the kinematical evolution of the universe as a time ordered number of three
dimensional hypersurfaces of constant time (each one homogeneous and isotropic). The universe is
expanding (see 4.2.3) and thus, to conserve isotropy and homogeneity the curvature scale has to be
time dependent. Furthermore, this gives rise to a special metric, see 4.2.4.
The second principle sets the dynamical evolution of the universe with GR as fundament. The grav-
itational interaction with matter follows from the solution of eq. (4.10) with the correspondingTµν .
First order perturbation theory allows to study the linear evolution of density fluctuations, which we
discuss in the Newtonian limit in 4.2.6. In the following we define the most fundamental quantities in
cosmology.

2 The unit parsec [pc] is an astrophysical measure of distanceand defined as the distance an astronomical unit (1 AU: mean
distance between earth and sun) would appear under an angle of 1 arc-second (1”= 1/3600◦). 1 Parsec = 3.085680251016

meters.
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4.2.3 Hubble-Law, Cosmological Redshift and Conformal Distance

An important discovery was the expansion of the universe, first observed by Edwin Hubble in 1929
and therefore known as the Hubble law,

v0 = H(t) ·x or, ẋ0 = H(t)x. (4.21)

Eq. (4.21) connects the relative velocityv0 of two observers having the relative distancex in an
expanding, homogeneous and isotropic universe. The dot denotes the derivative with respect to time
(ẋ = dx/dt). The parameterH(t) is the time dependentHubble-constant. (In this context, the meaning
of ”constant” refers to its independence on spatial coordinates.) Integrating eq. (4.21) leads to,

x = a(t)r , (4.22)

with the scalefactora(t),

a(t) = exp

(

∫

H(t)dt

)

, (4.23)

andr the conformal or comoving distance between the two observers. The scalefactor is normalized
to its value today att = t0, such thata(t0) = 1. It then describes the distance as a function of time.
The Hubble-constant can be rewritten as,

H(t) =
ȧ(t)
a(t)

, (4.24)

defining the expansion rate of the universe. Todays value is often denoted byH(t = t0) ≡ H0, and a
common convention is:

H0 = h·100kms−1Mpc−1, (4.25)

where we useh = 0.702 obtained from Komatsuet al. (2009) (see also table 4.1 for the other cosmo-
logical values).
The absolute value of the comoving distance can then be expressed through the scalefactora(t),

r(a) =
∫ 1

a

da′

a′2H(a′)
. (4.26)

Another very important parameter is the cosmological redshift characterized byz. Because of the
continuous creation of space, objects like galaxies are drifting away form us. The wavelength of an
emitted photonλemit, which reaches us at the present time with a wavelengthλobs, has been stretched
by the factor the Universe has expanded,

z=
λobs−λemit

λemit
. (4.27)

In terms of the scalefactora it follows,

1+z=
1

a(temit)
. (4.28)
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To describe the time-dependence of cosmological quantities, it can be helpful to either use the cosmo-
logical redshiftzor the scalefactora, connected via eq. (4.28). The explicit time-dependence follows
from a(t) determined by the solution of the Friedmann equations (eqs.(4.56), (4.57)). For example,
the comoving distance (eq. (4.26)) expressed throughz results in (see also eq. (4.41))

r(z) =
1

H0

∫ z

0

dz
′

H(z′)
=

1

H2
0

∫ z

0
dz
′
(

(1−Ω0)(1+z′)2 + Ω0
ρ(z′)

ρ0

)−1/2

. (4.29)

4.2.4 Roberston-Walker Metric

The underlying metric satisfying the fundamental principles of isotropy and homogeneity is known as
theRobertson-Walker-metric(RWM),

ds2 = c2dt2−a2(t)

[

dr2

1−kr2 + r2 ·dΩ2
]

≡ gµνdxµdxν , (4.30)

with dΩ2 = (dΘ2 +sin2Θdφ2) and the coordinates given byxµ = x(t, r,Θ ,φ). The curvature of the
spatial part of the metric is characterized throughk, and becomes Euclidean ifk = 0. The correspond-
ing density is calledcritical density:

ρc(t) =
3H2(t)
8πG

. (4.31)

If the universe has a density higher thanρc(t), ρ(t) > ρc(t) thenk = +1 (closed universe), whereas
a lower valueρ(t) < ρc(t) results ink =−1 (open universe), and forρ(t) = ρc(t) follows k = 0 (flat
universe). A very often used definition is thedensity parameter, i.e. the ratio between density to
critical density:

Ω(t) =
ρ(t)
ρc(t)

=
8πGρ(t)
3H2(t)

. (4.32)

The time dependence of the scalefactora(t) ensures that the universe remains homogeneous and
isotropic, while the components of the metric tensorgµν define the gravitational field. The RWM
is an important ingredient, when inserted into the Einsteinequations (eq. 4.10) it results in the time
evolution equations for the scalefactor and the energy density, which we discuss in the following.

4.2.5 The Friedmann Equations

The Friedmann equations quantify the time evolution of the scalefactor and the density, and are ob-
tained by inserting the underlying Robertson-Walker-metric (eq. (4.30)) into the Einstein equations
(eq (4.10)). This results in

ρ̇(t) = −3H(t) [ρ(t)+ p(t)] , (4.33)

ä(t) = −4πG
3

[ρ(t)+3p(t)]a(t). (4.34)

Eq. (4.33) expresses the energy conservation, while eq. (4.34) determines the time evolution ofa(t).
The energy-density,

ρ(t) = ρRad(t)+ ρM(t)+ ρDE(t), (4.35)
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or equivalently, the density parameter (eq. (4.32))

Ω(t) = ΩRad(t)+ ΩM(t)+ ΩDE(t) (4.36)

contains contributions of radiation (Rad), dark- and baryonic matter (M), and dark energy (DE), re-
spectively. The pressurep(t) is given through the equation of state (w) for all contributions,

p(t) = w(t) ·ρ(t) = wRad(t) ·ρRad(t)+wM(t) ·ρM(t)+wDE(t) ·ρDE(t). (4.37)

Note that in case of matter the pressure vanishes, i.e.pM = 0.
By multiplying eq. (4.34) with ˙a and using eq. (4.33) we obtain after integration

H2(t) =
8πG

3
ρ(t)− k

a2(t)
. (4.38)

With eqs. (4.33)-(4.38) the overall time evolution ofρ(t) anda(t) are defined.
For some problems it is more convenient to express eq. (4.38)in terms of the redshiftz. To do so we
use eq. (4.32) to write

H2(z)+k(1+z)2 = Ω0H2
0

ρ(z)
ρ0

, (4.39)

considering the fact thata(t = t0) = 1, andΩ(t = t0) = Ω0, ρ(t = t0) = ρ0 denoting the values today.
Note that forρ (eq. (4.35)) we also takez instead oft to parameterize the time evolution. Identifying

k = (1−Ω0)H2
0 , (4.40)

it follows for H(z)

H(z) = H0

(

(1−Ω0)(1+z)2 + Ω0
ρ(z)
ρ0

)1/2

. (4.41)

The cosmological parameters that we are going to use are given in table 4.1 and follow from WMAP
(Komatsuet al., 2009).

4.2.6 Structure Formation in the Universe

One of the most important issues of cosmology is how the Universe went from its initial homogeneous
state into the complex form seen today. Initial small density fluctuations, attributed to zero point
quantum fluctuations that arise during the epoch of inflation, are responsible for the formation of
structures like the observed galaxies and galaxy clusters.The growth of density fluctuations is often
described using the density contrast,

δ (t,x) =
ρ(t,x)−ρbg(t)

ρbg(t)
(4.42)

whereρbg(t) refers to the homogeneous background density andρ(t,x) describes the local density
enhancement,

ρ(t,x) = ρbg(t)+ δρ(t,x). (4.43)
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The linear regime is characterized byδ ≪ 1, for which the universe can be treated as an ideal fluid
described in the Newtonian limit by the Euler-Jeans equation (eq. (2.7)). This has to be linearized in
addition to the continuity equation (eq. (2.6)), and the Poisson equation

∆Φ(t,x) = 4πGρ(t,x), (4.44)

which determines the peculiar gravitational field of the density fluctuations. The potentialΦ(t,x) can
be decomposed into

Φ(t,x) = Φ0(t)+ δΦ(t,x), (4.45)

with Φ0(t) being the background potential andδΦ(t,x) the contribution from the fluctuations. The
velocity v(t,x) consists of the Hubble velocityv0(t) (eq. 4.21) and corresponding to the peculiar
gravitational field, the peculiar velocityu(t,x),

v(t,x) = H(t) · r(t)+u(t,x) = v0(t)+u(t,x), (4.46)

whereu(t,x) can be identified with the perturbed velocityδv(t,x) and

v(t,x) = v0(t)+ δv(t,x). (4.47)

To incorporate the expansion of the universe, it is helpful to make use of the comoving coordinate
r (eq. (4.26)), and the corresponding derivatives3. In these coordinates the linearized equations for
eq. (2.6), eq. (2.7) and eq. (4.44) transform with the help ofeq. (4.33), and eq. (4.34) into,

(

∂δ
∂ t

)

+
1
a

∇δv = 0, (4.48)

(

∂δv
∂ t

)

+
c2

s

a
∇δ +

(

ȧ
a

)

δv = −1
a

∇δΦ , (4.49)

∆δΦ = 4πGa2ρbgδ , (4.50)

where the entropy perturbations have been neglected and we used the fact that the pressure vanishes
for matter. After some conversions it follows,

δ̈ +2
ȧ
a

δ̇ − c2
s

a2 ∆δ −4πGρδ = 0. (4.51)

The parametercs is the sound speed connected with the linearized pressure,p = p(ρ) via δ p= c2
sδρ .

Eq. (4.51) describes the growth of structures in the universe on scales smaller than the horizon-scale4.
Applying a Fourier transformation

δ (t, r) = ∑δk(t)cos(r ·k), (4.52)

with the comoving wave vectork andδk the amplitude, the spatial partc2
s/a2∆δ can be separated

where each modeδk(t) develops independently. The evolution of the density contrast is determined

3 For the corresponding derivatives follows,
(

∂
∂ t

)

x
=
(

∂
∂ t

)

r
− (v0 ·∇x) and∇x = 1

a∇r . The subscriptr is omitted in the

further equations.
4 The horizon-scale (or -length) describes the range for physical interaction, i.e. the range a photon can travel at a given

time. Its comoving length is calculated asrhorizon=
∫

adη , with dη = dt/a denoting the conformal time.
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by δk = D(t) ·δnorm, normalized att = tnorm andδk(t = tnorm)≡ δnorm. (We drop in the following the
subscriptk). D(t) represents thelinear growth factor,

D(t) =
δ (t)
δnorm

, (4.53)

while thelinear growth suppression factor g(t) is defined as the growth relative to that in a flat, matter
only dominated universe (i.e.Ω(t) = ΩM(t), andD(t)∼ a(t)),

g(t) =
D(t)
a(t)

. (4.54)

g(t) characterizes the reduced growth due to the presence of an additional energy density to the matter
component. Assuming a universe containing matter and dark energy with negligible pressure fluctua-
tions, an integral form ofg(t) can be derived and is given in e.g. Heath (1977), Eisensteinet al.(1999),
and Hamilton (2001). However, for our purposes the differential form of g(t) is needed, which is de-
rived in the Newtonian limit in the following subsection, where we also introduce the cosmological
framework for our study.

4.2.7 Special Case: Universe containing Dark Matter and Dark Energy

For our studies, we concentrate on contributions of dark matter and dark energy assuming a flat uni-
verse, thusρ(t) = ρM(t)+ ρDE(t) or Ω(t) = ΩM(t)+ ΩDE(t), andk = 0. The density is determined
through

ρ(a) = Ω0
M · (a)−3 + Ω0

DE ·exp

{

−3
∫

(1+wDE(a′))
da′

a′

}

, (4.55)

Ω0
M ≡ ΩM(t = t0) andΩo

DE ≡ ΩDE(t = t0) correspond to their values today (see also table 4.1). The
equation of state for DE ispDE = wDE ·ρDE, while for matter it vanishes. The Friedmann-equations
have the form

(

ȧ(t)
a(t)

)2

=
8πG

3
(ρM(t)+ ρDE(t)) , (4.56)

ä(t) = −4πG
3

[ρM(t)+ ρDE(t)(1+wDE(t))]a(t). (4.57)

The first order perturbation of the Jeans equations applied on a expanding background (eq. (4.51)) can
be recast for the dark matter component into

δ̈M +2
ȧ
a

δ̇M−4πGρMδM = 0. (4.58)

We concentrate on the growth of dark matter perturbations only, where a smooth dark energy compo-
nent is assumed and fluctuations in DE are neglected. This assumption is valid as long as the scales
are not too small. DE reduces the growth rate of perturbations in the linear regime (large scales). To
express eq. (4.58) in terms of the growth-suppression factor with a(t) as the evolution variable we set
eq. (4.63) into (4.54), and rewrite

δ (t) = a(t) ·δnorm·g(t), (4.59)
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Spectral Indexns 0.962
Hubble ConstantH0 70.2kms−1/Mpc−1

Matter Density/Critical DensityΩM 0.277
Dark Energy Density/Critical DensityΩΛ 0.723

Fluctuation amplitude at 8h−1Mpc σ8 0.817
Age of the Universet0 13.69 Gyr

Table 4.1: Cosmological parameters following WMAP (Komatsu et al., 2009): ΩM andΩΛ are the
density parameters (eq. (4.32)) of matter and DE,H0 is the hubble constant today (eq. (4.25)), which
givesh= 0.702. The spectral indexns expresses the exponential behavior of the linear power spectrum
andσ8 its normalization, see 4.2.8.

whose time-derivatives are plugged into eq. (4.58). With the Friedmann equations, eq. (4.56) and
eq. (4.57) the evolution equation for the growth suppression factor follows as,

d2g
d lna2 +

1
2

[

6− (1+3wDE(a)ΩDE(a)) ·
(

1− 3
8πG

· k
a2

)−1
]

dg
d lna

+

[

−1
2

(

1− 3
8πG

· k
a2

)−1

· (4−3ΩDE(a) · (1−wDE(a)))+2

]

g = 0, (4.60)

implying a dark matter dominated universe with a dark energyand matter contribution ofΩDE(a) and
ΩM(a).
For the most interesting case of a flat universe (k = 0 andΩM(a)+ ΩDE(a) = 1) we obtain

2
d2g

d lna2 +[5−3wDE(a)ΩDE(a)]
dg

d lna
+3[1−wDE(a)]ΩDE(a)g = 0, (4.61)

see also Wang & Steinhardt (1998), Linder & Jenkins (2003), Padmanabhan (2003) and Coorayet al.
(2004). For constant values ofwDE, the solution is given by a combination of hypergeometric func-
tions. For a non constantwDE(t) = wDE(a(t)), this equation can be solved numerically, which is our
approach. We obtain solutions forg(a), which also determinesD(a) respectivelyD(z) via,

D(a) = g(z) ·a, or (4.62)

D(z) =
g(z)

(1+z)
. (4.63)

Some details about the numerical procedure are discussed inB.1.

4.2.8 Statistical description of cosmological perturbations

To statistically characterize the structure of the matter-distribution of the universe, we define the so
calledtwo-point-correlation-function, ξ . This function describes the correlation of matter (e.g. galax-
ies) at different positions. It is given by,

ξ = 〈δ (x)δ (y)〉 . (4.64)
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The homogeneity and the isotropy of the universe implies that ξ only depends on the absolute value
of the distance|x−y|, thusξ → ξ (r).
An alternative description is provided by thepower spectrum, P(k), the Fourier-Transform of the
correlation-function.P(k) describes the amplitude distribution ofδ (t,x) = ∑δk(t)cos(x ·k) at k =
|k|. (Note thatk is the comoving wave vector, see 4.2.6.) The connection betweenP(k) andξ emerges
from,

P(k) = 2π
∫

r2 sin(kr)
kr

ξ (r)dr, (4.65)

or vice versa,

ξ (r) = 2π
∫

k2sin(kr)
kr

P(k)dk= 4π3
∫

∆(k)
sin(kr)

kr
dk
k

, (4.66)

where the dimensionless power spectrum∆(k) has been introduced,

∆(k) =
k3

2π2 ·P(k). (4.67)

Both, P(k) andξ , depend on the cosmological time or rather the redshift. If we assume that linear
perturbation theory holds, i.e.δ (t) = D(t) ·δ0 (normalized to its value today,tnorm = t0 and omitting
again the subscriptk), we can write,

ξ (t, r) = D2(t) ·ξ (t0, r) = D2(t) ·ξ0(r), (4.68)

and

P(t,k) = D2(t) ·P(t0,k) = D2(t) ·P0(k). (4.69)

In the case that the power spectrumP0 is known, the power spectrum for all time follows via eq. (4.69).
However, the evolution of fluctuations depends on the particular epoch (matter or radiation), as well
as on the scale of the perturbations with respect to the horizon-length. This leads to the introduction of
an correction term, characterized by the so calledtransfer function, T(k). The transfer function can be
calculated for several cosmological models if the matter content is specified, see for example Bardeen
et al. (1986), explained in more detail in the appendix B.2. The linear power spectrum follows as

P(t,k) = D2(t) ·A ·kns ·T2(k), (4.70)

and transforms forns = 1 into the well known Harrison-Zeldovich spectrum. The factor A is a nor-
malization constant that has to be deduced from observations. An important parameterization for this
normalization is given by the parameterσ8, which is simply correlated to the so calledlinear bias
factor b.
The linear bias factor characterizes the relation between dark matter and galaxies (which are expected
to follow the distribution of dark matter), and is defined via

δg≡
∆n
n̄

= b· ∆ρ
ρbg

= b·δ . (4.71)

n̄ is the mean density of the considered galaxy-population and∆n= n− n̄ the corresponding derivation
of the local number-densityn from the mean.∆ρ/ρbg = (ρ−ρbg)/ρbg (eq. (4.42)) expresses the dark
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matter overdensity. From eq. (4.71) we see thatb is the ratio of the relative overdensity of galaxies to
the dark matter.
Observations of optical selected galaxies indicate that onscales of about∼ 8h−1 Mpc their fluctuation-
amplitude is close to 1, i.e.

σ2
8,g≡

〈

(

∆n
n̄

)2
〉

≈ 1, (4.72)

with the corresponding dispersion of dark matter being

σ2
8 =

〈

δ 2〉

8 . (4.73)

Using eq. (4.71) yields

σ8 =
σ8,g

b
≈ 1

b
. (4.74)

Due to the simplicity of eq. (4.74) the parameterσ8 generally serves as normalization constant, usually
for P0. A more detailed description can be found in Schneider (2006), and Mukhanov (2005).
A description to model the nonlinear power spectrum (required in section 4.5) is discussed in detail in
section 4.4. In the following we introduce the different forms of DE.

4.3 Approaches to describe dark energy

After defining the most crucial quantities in cosmology, we can now delve into the mysterious nature
of DE and its influence on structure formation. This is important in the following sections, as these
effects lead to a non-Gaussian signal in the temperature distribution of CMB photons. About∼ 70%
of today’s energy density is attributed to this dark component (see Fig. 4.1), which still lacks any
scientific explanation. Observations of SNIa (Krauss & Turner, 1995; Ostriker & Steinhardt, 1995;
Riesset al., 1998; Perlmutteret al., 1999; Netterfieldet al., 2002), LSS measurements like 2dFGRS5

(e.g. Colless, 1999) or SDSS6 (e.g. Abazajianet al., 2003) in combination with CMB measurements
(e.g. Spergelet al., 2003; Komatsuet al., 2009) indicate that its equation of state today is very close to
wDE≈−1. The standard scenario, in good agreement with these observational findings points toward
a cosmological constant (Λ ) which is identified with the vacuum energy density (ρvac), see 4.3.1. This
model with the concordance set of cosmological parameters (see table 4.1) is known as theΛCDM-
model, where cold dark matter (CDM) has considerable success in reproducing observational results
on cluster scales. However, a constantΛ rises two serious questions: (i) the fine-tuning problem and
(ii) the coincidence problem. The first expresses the large discrepancy of∼ 123 orders of magnitude
between the small observed value ofρvac∼ (10−3GeV)4 in contrast to the prediction of quantum field
theoryρvac∼ 1076GeV4. This very fine tunedρvac results inρvac∼ ρM today and invokes the second
problem, which refers to the point in time when DE begins to dominate over matter. If this would
happen already at early times, then the acceleration of the expansion would prohibit any gravitational
collapse, and thus prevent the formation of structures likeour galaxy. On the other hand, if it starts to

5 The Anglo Australian Telescope two degree field Galaxy Redshift Survey - 2dFGRS, see also
http://www.mso.anu.edu.au/2dFGRS/.

6 Sloan Digital Sky Survey, see also http://www.sdss.org/publications/.
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Figure 4.3: Upper panel: Evolution of the density parameters ΩDE (eq. (4.79)) (thick lines) andΩM

(eq. (4.78)) (thin lines) with redshiftz, usingwDE = −0.6 (blue lines)wDE = −1 (black lines) and
wDE =−1.4 (red lines). Bottom panel: Evolution of the correspondinggrowth factorD(z) (eq. (4.63)).

dominate at late times we would not have found any evidence ofDE yet.
These problems, combined into the cosmological constant problem open the room for other models
regarding DE such as the quintessence, see 4.3.2. The quintessence, a slowly rolling scalar field with
a time varying equation of state alleviates the coincidenceproblem that comes withΛ . It allows
forms of DE that result inwDE = −1 today, but which start from a different value at earlier times.
This somewhat circumvents the question why DE begins to dominate at the ’right time’. Various
models have been proposed, see e.g. Linder (2008) for a review. A very simple parameterization
in form of a taylor expansion forwDE, which can be interpreted as a generalization of the behavior
of physically motivated sets of models has been introduced by Chevallier & Polarski (2001); Linder
(2003a,b) (LIND03) and revised by Komatsuet al.(2009) (KOMAT09). In addition, Wetterich (2004)
(WETT04) defined a new form called early quintessence, whichhas a non-negligible contribution at
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early times and is based on a bending form usingΩ0
M (the matter content today) andw0 = −1. This

model is very attractive, since observations set physical limits on the amount of this early dark energy
(EDE) (Xia & Viel, 2009).
In the following we introduce these different forms, in particular, EDE which are used to calculate
the theoretical L-RS bispectrum signal and the corresponding signal to noise ratio (see sections 4.6
and 4.7). We start with the familiar idea of a cosmological constant (4.3.1) before concentrating on
models with a variable equation of state - the quintessence (4.3.2).

4.3.1 Cosmological constant -Λ

The concept of a cosmological constant was first introduced by Einstein (1917) in order to describe a
static, finite and non-evolving universe. However, after the discovery of the expansion of the universe
by Edwin Hubble it was not considered for a long time. Very recently, it has been reestablished in order
to encompass the until then unknown acceleration of the expansion within the Einstein-equations. The
cosmological constant is often denoted asΛ and the corresponding energy density is identified as the
vacuum energy density

ρvac =
Λ

8πG
. (4.75)

The evolution of this density is parameterized by the secondterm of eq. (4.55) with an equation of
state given bypDE = wDE ·ρDE, wherewDE = const. The accepted standard value ofwDE =−1 implies
a negative pressure7, which results in an accelerated expansion. The matter- anddark energy-density
contributions are given by (cf. eq. (4.55) with the redshiftz instead of the scalefactora as evolution
parameter),

ρM(z) = ρ0
M · (1+z)3, (4.76)

ρDE(z) = ρ0
DE · (1+z)3(1+wDE), (4.77)

along with the corresponding density parameters,

ΩM(z) =
Ω0

M

Ω0
M + Ω0

DE · (1+z)3wDE
, (4.78)

ΩDE(z) =
Ω0

DE(1+z)3wDE

Ω0
M + Ω0

DE · (1+z)3wDE
. (4.79)

Observations indicate thatwDE is very close to−1. For comparison, we use two additional values
(wDE =−0.6, andwDE =−1.4) to discuss the implications.
The upper panel of Fig. 4.3 shows the evolution ofΩDE (thick lines) andΩM (thin lines) withz, using
wDE = −0.6 (blue curves),wDE = −1.0 (black curves) andwDE = −1.4 (red curves). The passing
from the matter to the dark energy dominated epoch happens atρM = ρDE, where

zeq =

[

Ω0
M

Ω0
DE

]1/(3wDE)

−1, (4.80)

7 This can be understood by thermodynamical arguments: Consider an increasing volumeV that contains vacuum with an
inner energy ofU ∼V. The first principle of hydrodynamics for increasing volumes impliesdU =−pdV > 0, therefore
the pressure must be negative to satisfydU > 0.



66 CHAPTER 4. THE TRACE OF DARK ENERGY CAPTURED WITHIN THE CMB

which results inzeq = 0.7, 0.4, 0.2 for the examples above. Decreasing the value ofwDE shifts zeq

towards smaller redshifts, i.e. the crossing from matter todark energy domination is delayed. The
acceleration of the universe is reduced and the damping effect of DE on forming structures less sig-
nificant. This is also indicated by the increasing growth factors D(z) (with decreasingwDE) at the
bottom panel of Fig. 4.3. The growth factors follow from eq. 4.63, whereg(z) is obtained integrating
eq. (4.61). Note that we always normalizeg(z) to 1 atz= 100, for which the normalization forD(z)
follows to be 0.01. The corresponding comoving distances (eq. (4.29)) are given in appendix B.3.
However, as discussed above the standard picture ofwDE = −1 implies the cosmological constant
problem, which gives rise to study quintessence models witha time dependent equation of state,
which will be the focus in the following.

4.3.2 Quintessence

As mentioned before, quintessence is based on the idea of a scalar fieldφ with a variable equation
of state. It interacts only gravitational with a self-interaction described by the scalar field potential
V(φ), see also e.g. Padmanabhan (2003), and Linder (2008). The simple approach of a canonical
Lagrangian (eq. (4.16)), leads to the equation of motion, the Klein-Gordon-equation,

�φ − dV
dφ

= 0, (4.81)

with

� = ∇µ∇µ = gµν∇µ∇ν . (4.82)

The energy density and pressure are identified by comparing the energy-momentum tensor (eq. (4.17))
with that of a perfect fluid8, for what follows,

uµ =
∇µφ

√

∇νφ∇ν φ
, (4.83)

ρφ =
V(φ)

√

1−∇νφ∇νφ
, (4.84)

pφ = −V(φ)
√

1−∇νφ∇ν φ . (4.85)

Note that the covariant derivatives reduce to partial derivatives when acting on a scalar. It follows for
pφ andρφ ,

ρφ =
1
2

φ̇2 +V(φ)+
1
2

(∇φ)2 (4.86)

pΦ =
1
2

φ̇2−V(φ)− 1
6

(∇φ)2 . (4.87)

The spatial derivations in eq. (4.86) and eq. (4.87) are neglected since the field is expected to be
smooth within the Hubble scale and to zeroth order. The equation of state (wDE) is given by,

wDE =
pφ

ρφ
=

1− (2V/φ̇2)

1+(2V/φ̇2)
. (4.88)

8 The energy-momentum tensor in case of a perfect fluid isTµν = (ρ + p)uµ uν −gµν p.
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Using eq. (4.86), and eq. (4.87) it follows,

V(φ) = ρφ −
1
2

φ̇2, (4.89)

φ̇ = ρ(1+wDE). (4.90)

Furthermore, multiplying eq. (4.81) witḣφ leads to,

d
dt

[

φ̇
2

]

+6H

[

φ̇
2

]

= −V̇(φ), (4.91)

ρ̇φ −V̇(φ)+3H(ρφ + pφ ) = −V̇(φ), (4.92)
dρφ

d lna
= −3ρφ (1+wDE), (4.93)

which allows to change between the field description and fluiddescription (Linder, 2008). Since many
different forms for the potentialV(φ) exist, it is convenient to introduce a certain parameterization
for wDE to cover a range of models. We concentrate on the approaches listed below, where we start
with the parameterization of Chevallier & Polarski (2001),and Linder (2003a,b), which describes the
dynamics in form of a taylor expansion. This model is useful at low-redshifts, since it parameterizes
the present value ofwDE(z) and the first derivative. However, using CMB data it can be difficult
to extrapolate to high redshifts, becausewDE(z) expresses the leading order term of the expansion
which can become unreasonably small or large. An revised version of this model has therefore been
proposed by Komatsuet al.(2009), which is discussed afterwards. Finally, we turn ourattention to the
EDE model from Wetterich (2004), which covers the physics back to the last scattering surface (i.e.
where the CMB photons decouple from the baryons aroundz∼ 1100). The CMB anisotropies are very
sensitive to contributions of EDE at last scattering (Doranet al., 2001a), while also structure formation
depends on the mean fraction of EDE (Ferreira & Joyce, 1998; Doranet al., 2001b). Observations
are able to set constrains on these contributions (Xia & Viel, 2009). This makes it an very interesting
model to study.

• PARAMETERIZATION OF LIND03:
A very simple form forwDE has been proposed by Chevallier & Polarski (2001), and Linder
(2003a,b). It identifies the equation of state for DE as a taylor expansion ina,

wDE(a) = w0 +wa · (1−a) , (4.94)

or in z,

wDE(z) = w0+wa ·
(

z
1+z

)

, (4.95)

with w0 =−1, and the fit parameterwa (Linder, 2003a)

wa≡
[

−w′/a
]

|z=1 =−2w′(z= 1), (4.96)

that describes the time variation ofw′ ≡ dwDE/dz. This parameterization is widely used in the
literature. Linder (2003a,b) state that this model gives a good approximation to the exact field
equations for different scalar field potentials. It behavesreasonable at low redshifts, and the
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Figure 4.4: Upper panel: Evolution ofwDE (eq. (4.95)) with redshift using the LIND03 parameteri-
zation forwa = −0.5 (black line),wa = 0.5 (blue line) andwa = 1 (red line), respectively. Bottom
panel: Evolution ofΩDE (eq. (4.98)) (thick lines) andΩM (eq. (4.78)) (thin lines). The black dotted
line expresses the standard case withwDE =−1.

parametersw0 andwa are not strongly affected if the form ofwDE is extended. Supergravity9

(SUGRA) indicateswa ∼ 0.58 (Linder, 2003a). To test the implications ofwa, we use two
additional values.
The upper panel of Fig. 4.4 shows the evolution ofwDE (eq. (4.95)) withz, usingwa = −0.5
(black line), wa = 0.5 (blue line) andwa = 1 (red line). The standard case withwDE = −1
is indicated by the black dotted line. All examples approachwDE = −1 at small redshifts as
expected. Increasingwa from −0.5 (wherewDE drops below the standard value) to 0.5 and 1
increases the amount of DE. The corresponding energy density (cf. second term of eq. (4.55))

9 Supergravity is a field theory connecting GR and supersymmetry.
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Figure 4.5: Evolution of the growth factorD(z) (eq. (4.63)) with redshift using the LIND03 param-
eterization forwa = −0.5 (black line),wa = 0.5 (blue line) andwa = 1 (red line), respectively. The
black dotted line expresses the standard case withwDE =−1.

follows as,

ρDE(z) = Ω0
DE · (1+z)3[w0+wa+1] ·exp

{

−3wa

(

z
1+z

)}

, (4.97)

(for ρM see eq. (4.76)), while the density parameter of DE is given by

ΩDE(z) =
Ω0

DE(1+z)3[w0+wa] ·exp
{

−3wa
(

z
1+z

)}

Ω0
M + Ω0

DE(1+z)3[w0+wa] ·exp
{

−3wa
(

z
1+z

)} . (4.98)

ΩM is determined through eq. (4.78). The evolution forΩDE andΩM with z is presented at the
bottom panel of Fig. 4.4.ΩDE increases accordingly to an increasingwa, which shiftszeq (ρM =
ρDE) toward higher redshifts and thus to earlier times. Therefore, the linear growth of structures,
expressed byD(z) (eq. 4.63) decreases, see Fig. 4.5. The comoving distances (eq. 4.26) are
given in the appendix B.3. The redshiftzeq results in an implicit equation, therefore we do not
show it here.

• PARAMETERIZATION OF KOMAT09:
Another example for a parameterized equation of state is presented in Komatsuet al. (2009),
which assume at low redshifts an equation of state defined in asimilar manner as in Linder
(2003a,b), but with a different behavior at high redshifts.This is distinguished through a fixed
transition redshift, denoted asztrans. Forz< ztransthe equation of statewDE(z) follows eq. (4.95).
For redshiftsz > ztrans it approacheswDE(z) ≈ −1. This prevents thatwDE(z) can become
unreasonable small or large when extrapolated to highz. The equation of state is given by,

wDE(z) =
w̃(z)

1+(1+z)/(1+ztrans)
− 1

1+(1+ztrans)/(1+z)
, (4.99)
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Figure 4.6: Upper panel: Evolution ofwDE,eff (eq. (4.99)) with redshift using the KOMAT09 parame-
terization forztrans= 115.97 (black line),ztrans= 6.39 (blue line) andztrans= 2.60 (red line). Bottom
panel: Evolution ofΩDE (eq. (4.107)) (thick lines) andΩM (eq. (4.78)) (thin lines) with redshift. The
black dotted line denotes the standard case withwDE =−1.

with

w̃(z) = w̃0 +

(

z
1+z

)

w̃a. (4.100)

The evolution of the effective equation of state (Komatsuet al., 2009),

wDE,eff =
1

ln(1+z)

∫ ln (1+z)−1

0
d ln(1+z′)wDE(z′) =−1− z· ln(1+z)

(1+z)
· w̃a+

1+ w̃0+(2+ztrans)w̃a

ln(1+z)
· ln (1+z)+ (1+ztrans)

(1+z)(1+ztrans)
, (4.101)
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Figure 4.7: Evolution of the growth factorD(z) (eq. (4.63)) with redshift using the KOMAT09 param-
eterization forztrans= 115.97 (black line),ztrans= 6.39 (blue line) andztrans= 2.60 (red line).

is shown at the upper panel of Fig. 4.6 withz, usingztrans= 115.97 (black line), 6.39 (blue line)
and 2.60 (red line). We took these values in order to include constraints on early quintessence
(see also table 4.2). The standard case (wDE = −1) is indicated again by the black dotted line.
The present day valuew0 and the first derivativew′ ≡ dw/dz|z=0 are used as free parameters,
for which Komatsuet al. (2009) obtainedw0 = −1.1, andw

′
= 1. They are not sensitive to the

choice of the transition redshift. Their relation to ˜w0 andw̃a follows as,

1+w0 =
1+ w̃0

(2+ztrans)/(1+ztrans)
, (4.102)

w′ =
w̃a

(2+ztrans)/(1+ztrans)
− 1+ w̃0

(2+ztrans)2 , (4.103)

with the inverse relations being,

1+ w̃0 =
(2+ztrans)

(1+ztrans)
· (1+w0), (4.104)

w̃a =
(2+ztrans)

(1+ztrans)
·w′+ 1+w0

1+ztrans
. (4.105)

wDE,eff decreases for decreasingztrans, which reduces the amount of DE. The corresponding DE
density contribution (cf. second term of eq. (4.55)) follows as,

ρDE(z) = Ω0
DE · (1+z)3(1+weff). (4.106)

(for ρM see eq. (4.76)), with the DE density parameter

ΩDE =
Ω0

DE(1+z)3wDE,eff

Ω0
M + Ω0

DE(1+z)3wDE,eff
, (4.107)
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Best fit to data ΩEDE atzlss ztrans zeq ΩEDE atzsf ztrans zeq

WMAP5+BAO+SN 0.0064 6.39 0.28 0.0672 2.29 0.26
WMAP5+BAO+SN+GRB+Lyα 1.77·10−6 115.97 0.31 0.0529 2.60 0.26

WMAP5+BAO+SN+GRB+GFLyα 1.71·10−9 1264.04 0.31 0.0543 2.55 0.26

Table 4.2: Early dark energy constrains form observations,see Xia & Viel (2009). The first row states
the observations, WMAP in combination with baryonic acoustic oscillations (BAC), supernovae (SN),
gamma ray bursts (GRB) and Lyman alpha (Lyα) measurments.ztrans marks the redshift where an
constantwDE turns to a different behavior andzeq gives the redshift whereρDE = ρM. The constraints
on EDE are denoted byΩEDE atzlss respectivelyzsf.

and the corresponding matter componentΩM (eq. (4.78)). The evolution ofΩDE (thick lines)
andΩM (thin lines) is presented at the bottom panel of Fig. 4.6. Thepassing from matter to DE
dominance is shifted towar smallerz (i.e. later times). It results in an implicit equation and is
therefore not shown here. Decreasingztrans from 115.97 to 6.39 and 2.60 decreasesΩDE, which
implies increasing growth factorsD(z) (eq. (4.63), as indicated in Fig. 4.7. The corresponding
comoving distances (eq. 4.26) are shown in the appendix B.3.

• EARLY DARK ENERGY - PARAMETERIZATION OF WETT04:
This model includes early quintessence, where a non-vanishing scalar field component with
a non-negligible energy density near the redshift of last scattering (denoted aszlss∼ 1100)
and structure formation (identified withzsf) is assumed. The last scattering surface marks the
time when photons decouple from the baryons soon after recombination. The era of structure
formation encompasses the growth of matter fluctuations (see also Fig. 1.2). The general idea
is to parameterizeΩDE(z) based on two parameters,

Ω0
M = 1−Ω0

DE, (4.108)

w0 = −1, (4.109)

(Ω0
M = ΩM(z= 0), andΩ0

DE = ΩDE(z= 0)). Using the relation betweenΩDE andwDE, which
is valid if the energy density next to DE is only dark matter,

dΩDE

dy
= 3ΩDE (1−ΩDE)wDE, (4.110)

and

y = ln(1+z) =− lna. (4.111)

Wetterich (2004) proposes to parameterize the function

R(y) = ln

(

ΩDE(z)
1−ΩDE(z)

)

, (4.112)

which obeys (in absence of radiation)

∂R(y)
∂y

= 3wDE(y) (4.113)
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Figure 4.8: Upper panel: Evolution ofwDE,eff with redshift using the WETT04 parameterization, for
ΩEDE contributions atzlss (solid lines) andzsf (dashed triple dotted lines), see also table 4.2. Bottom
panel: Evolution of the density parametersΩDE (eq. (4.121)) (thick lines) andΩM (eq. (4.78)) (thin
lines).

through

R(y) = R0 +3
3w0y
1+by

. (4.114)

R0 is determined via,

R0 = ln

(

1−Ω0
M

Ω0
M

)

. (4.115)

andb= 1/ytrans= 1/ ln (1+ztrans) characterizes the bending parameter, where an constant equa-
tion of state turns into a different behavior (i.e. forz> ztrans). A positiveb implies the presence
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Figure 4.9: Evolution of the corresponding growth factorsD(z) (eq. (4.63)) using WETT04.

of EDE,

ΩEDE = ΩDE(y→ ∞) =
exp(R0 +3w0/b)

1+exp(R0 +3w0/b)
, (4.116)

which equalsΩDE at zlss and Ω̄DE at zsf (Wetterich, 2004) and enters therefore the CMB
anisotropies or structure formation, which we want to analyze with the bispectrum. Using
eq. (4.116) it follows forb

b =
3w0

ln
(

1−ΩEDE
ΩEDE

)

+ ln
(

1−Ω 0
M

Ω 0
M

) . (4.117)

Xia & Viel (2009) discuss observational constraints onΩEDE for contributions atzlss andzsf

using WMAP, acoustic baryonic oscillations (BAC), supernovae (SN), gamma ray bursts (GRB)
and Lyman alpha (Lyα) measurements. Table 4.2 shows their best fit parameters forΩEDE,
which we apply. The equation of state is given by (Wetterich,2004),

wDE(z) =
w0

[1+bln(1+z)]2
, (4.118)

with the effective equation of state being,

wDE,eff(z) = 3
∫ z

0
wDE(z′)

dz′

(1+z′)
=

w0

(1+bln(1+z))
. (4.119)

The upper panel of Fig. 4.8 shows the evolution ofwDE,eff with z (solid lines forΩEDE- contri-
butions atzlss, and dashed triple dotted lines for contributions atzsf). Decreasing the amount of
ΩEDE atzlss from 0.0064 (black line), to 1.77·10−6 (blue line) and 1.71·10−9 (red line) reduces
wDE,eff. The same happens forΩEDE- contributions atzsf, decreasing from 0.0672 (black line)
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to 0.0543 (blue line) and 0.0529 (red line). The case of a standard cosmological constant, with
wDE = −1 is indicated by the black dotted line. It lies below the discussed EDE examples for
redshifts larger thanz> 0.01.
The energy density results in (cf. second term of eq. (4.55)),

ρDE(z) = Ω0
DE · (1+z)3(1+wDE,eff), (4.120)

(for ρM see eq. (4.76)). The evolution of the DE density parameter,

ΩDE(z) =
Ω0

DE(1+z)3wDE,eff

Ω0
M + Ω0

DE(1+z)3wDE,eff
, (4.121)

and the corresponding matter componentΩM (eq. (4.78)) is presented at the bottom panel of
Fig. 4.8 (thick lines forΩDE, thin lines forΩM , the same line-styles and colors as before).
Again, the standard case ofwDE =−1 is shown by the black dotted line. The passing from the
matter- to the DE- dominated epoch (ρM = ρDE) happens at

zeq =

(

Ω0
M

Ω0
DE

)

[

3w0−bln

(

Ω0
M

Ω0
DE

)]−1

−1, (4.122)

see also table 4.2. Decreasing the amount ofΩEDE (at zlss or zsf) shiftszeq to later times, since
the influence of DE at early times is weaker and the acceleration of the expansion reduced.
The growth of structures is stronger, see evolution of the growth factor (eq. 4.63) in Fig. 4.9,
which increases for decreasingΩEDE but is always less than that of the standard cosmological
constant (black dotted line). The corresponding comoving distances (eq. 4.26) are shown in the
appendix B.3.

Further approaches for parameterizations ofwDE exist. We restrict our study to the examples intro-
duced above, where a comparison of the differentD(z) is given in the appendix B.4.
These models of DE and their corresponding growth factors are important for the calculation of the
bispectrum (see section 4.5), which depends on the power spectrum of matter fluctuations (eq. (4.70))
and thus, onD(z). However, the analysis in 4.2.8 is restricted only to the linear regime, yet the bis-
pectrum also receives contributions from nonlinear scales. Therefore, we address in the next section
the challenging part to model the nonlinear power spectrum.

4.4 The Nonlinear Power Spectrum of Matter Fluctuations

After introducing the DE models, we focus in this section on the nonlinear evolution of cosmic struc-
tures in the terms of the matter power spectrum.
CMB photons experience gravitational interactions with forming objects (e.g. galaxies) as they pass
through the universe after decoupling. This results in anisotropies (see section 4.5), which depend on
the linear as well as on the nonlinear evolution of fluctuations that directly enter into the CMB bispec-
trum (see section 4.6). Those fluctuations are statistically described by the power spectrum. Different
methods to model the nonlinear regime have been proposed. Mangilli & Verde (2009) discuss two
models in combination with the bispectrum and point out thatan accurate description is required to
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Figure 4.10: Power spectrum components atz = 0 following PT, completeP(k) eq. (4.143) (black
line), linear partP11(k) eq. (4.69) (green line), nonlinear partsP22(k) eq. (4.144) (red line) andP13(k)
eq. (4.145) (blue line).

obtain unbiased estimates on DE- and other cosmological parameters such asΩM andσ8. Our calcula-
tions are based on the non-linear cosmological perturbation theory (PT). PT provides an exact solution
for the nonlinear matter power spectrum as long as the perturbative expansion is valid. It has been
shown by Jeong & Komatsu (2006) that it agrees with power spectra obtained from numerical simula-
tions. To test the dependency of our results on the exact model, we use two additional approaches (in
the case of a standard cosmological constant withwDE =−1). Very common and established models
are provided by Maet al. (1999) (MA99) and Smithet al. (2003) (HALOFIT), which are based on
analytical functions. We start with a short overview in 4.4.1, and discuss the comparison in 4.4.2.

4.4.1 Descriptions of Nonlinear Power Spectra

The evolution forδ & 1 takes place in the nonlinear regime. In order to study the properties of
fluctuations the use of approximations or numerical schemesis required, since the evolution includes
higher order perturbations and cannot be expressed definitely in terms of analytic functions. Various
attempts to model the nonlinear power spectrum have been proposed and discussed, see appendix B.5
or e.g. Smithet al. (2003) for a detailed review. We motivate our approaches below:

• NONLINEAR COSMOLOGICAL PERTURBATION THEORY- PT:
This method concentrates on the so-called ’weakly non-linear regime’, where perturbation the-
ory suffices to quantify the evolution of fluctuations. It includes the next-to-leading order cor-
rection to the linear power spectrum by using third-order perturbation theory (Vishniac, 1983;
Fry, 1984; Goroffet al., 1986; Suto & Sasaki, 1991; Makinoet al., 1992; Jain & Bertschinger,
1994; Scoccimarro & Frieman, 1996). A self-contained review is given in Bernardeauet al.
(2002). We motivate the idea below.
In the Newtonian limit, the basic equations that characterize the universe as an ideal fluid
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are given by eqs.(2.6), (2.7), and (4.44). In comoving coordinates (using the conformal time,
dη = dt/a and eq. (4.42)) they transform into

δ ′(r ,η)+ ∇ · [(1+ δ (r ,η))v(r ,η)] = 0, (4.123)

v′(r ,η)+ (v(r ,η) ·∇)v(r ,η) = −a′

a
v(r ,η)−∇Φ(r ,η), (4.124)

∆Φ(r ,η) = 4πGa2ρbgδ (r ,η), (4.125)

wherev(r ,η) = dr/dη and derivatives with respect toη are characterized by a dash (e.g.
a′ = da/dη). Assuming a curl free velocity field we setΘ(r ,η) ≡ ∇ ·v(r ,η) and linearize the
eqs. (4.123), (4.124) with the help of eq. (4.125),

δ ′(r ,η)+Θ(r ,η) = 0, (4.126)

v′(r ,η)+
a′

a
v(r ,η) = −∇Φ(r ,η). (4.127)

The velocity fieldv(r ,η) is completely described by its divergenceΘ(r ,η) and vorticity∇×
v(r ,η), whose evolution equations follow from eq. (4.127),

∂Θ(r ,η)

∂η
+

a′

a
Θ(r ,η)+

3
2

ΩM

(

a′

a

)2

δ (r ,η) = 0, (4.128)

∂
∂η

(∇×v(r ,η))+
a′

a
(∇×v(r ,η)) = 0. (4.129)

The vorticity evolution, determined by eq. (4.129) is proportional to∝ a−1. In the linear regime
its evolution is suppressed due to the expansion of the universe and thus, not of interest for our
purposes.
The main idea of PT is to expand the density and velocity fieldsabout the linear solutions of
eq. (4.126) and eq. (4.128), which correspond to time dependent scalings of the initial density
field,

δ (r ,η) =
∞

∑
n=1

δ n(r ,η), (4.130)

Θ(r ,η) =
∞

∑
n=1

Θn(r ,η), (4.131)

whereδ (1) andΘ (1) are linear in the initial density field,δ (2), Θ (2) quadratic, etc. Applying a
Fourier-Transformation,

Ã(k,η) =

∫

d3r
(2π)3 exp(−ik · r)A(r ,η), (4.132)

to eq. (4.130) and eq. (4.131) results in

δ̃ (k,η) =
∞

∑
n=1

an(η)δn(k), (4.133)

Θ̃ (k,η) = −a′(η)

a(η)

∞

∑
n=1

an(η)δn(k), (4.134)
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which present the perturbative expansion in Fourier space.Taking the divergence of eq. (4.124)
and using the Fourier transformation for eq. (4.126) and eq.(4.128) leads to the linear evolution
equations in Fourier space,

δ̃ ′k(η)+Θ̃k(η) = −
∫

d3k1

(2π)3

∫

d3k2δD(k1 +k2−k)
k ·k1

k2
1

·

δ̃k2(η)Θ̃k1(η), (4.135)

Θ̃ ′k(η)+
a′

a
Θ̃k(η)+

3a′2

2a2 ΩM(η)δ̃k(η) = −
∫

d3k1

(2π)3

∫

d3k2δD(k1 +k2−k) ·

k2(k1 ·k2)

2k2
1k2

2

Θ̃k1(η)Θ̃k2(η). (4.136)

We further assume that the universe is matter dominatedΩM(η) = 1 anda(η) = η2, which
brings eq. (4.135) and eq. (4.136) into a homogeneous form inη , respectivelya(η). This
assumption is not entirely fulfilled, since at low redshiftsDE begins to dominate. Yet, the
next-to-leading order correction toP(k) is insensitive of the background cosmology if the cor-
responding growth factor forδk is used (Bernardeauet al., 2002). The system can now be
solved with eq. (4.133) and eq. (4.133). Expandingδ̃k(η) andΘ̃k(η) in powers of the linear
solution withδ1(k) as basis leads to,

δ̃ (k,η) =
∞

∑
n=1

an(η)

∫

d3q1

(2π)3 · · ·
d3qn−1

(2π)3 ·
∫

d3qnδD

(

n

∑
i=1

qi−k

)

·

Fn(q1,q2, ...,qn)δ1(q1)...δ1(qn), (4.137)

Θ̃ (k,η) = −
∞

∑
n=1

a′(η)an−1(η)

∫

d3q1

(2π)3 · · ·
d3qn−1

(2π)3 ·
∫

d3qnδD

(

n

∑
i=1

qi−k

)

·

Gn(q1,q2, ...,qn)δ1(q1)...δ1(qn), (4.138)

whereδD is the three-dimensional Dirac delta distribution, and thefunctionsFn and Gn are
determined by (Jain & Bertschinger, 1994),

Fn(q1, ...,qn) =
n−1

∑
m=1

Gm(q1, ...,qm)

(2n+3)(n−1)
· (4.139)

[

(1+2n)
k ·k1

k2
1

Fn−m(qm+1, ...,qn)+
k2(k1 ·k2)

k2
1k2

2

Gn−m(qm+1, ...,qn)

]

,

Gn(q1,q2, ...,qn) =
n−1

∑
m=1

Gm(q1, ...,qm)

(2n+3)(n−1)
· (4.140)

[

3
k ·k1

k2
1

Fn−m(qm+1, ...,qn)+n
k2(k1 ·k2)

k2
1k2

2

Gn−m(qm+1, ...,qn)

]

,

(k1 ≡ q1 + ... + qm, k2 ≡ qm+1 + ... + qn, k ≡ k1 + k2 andF1 = G1 = 1). Using eq. (4.139)
and eq. (4.140) with their corresponding recursion relations, the power spectrum at any order in
perturbation can be calculated.
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The linear density fieldδ1 is a Gaussian random field for which the ensemble average of odd
powers inδ1 vanishes. For the next ordern = 2 the kernelsF2 andG2 are given by

F2(q1,q2) =
5
7

+
1
2

q1 ·q2

q1q2

(

q1

q2
+

q2

q1

)

+
2
7
· (q1 ·q2)

2

q2
1q2

2

, (4.141)

G2(q1,q2) =
3
7

+
1
2

q1 ·q2

q1q2

(

q1

q2
+

q2

q1

)

+
4
7
· (q1 ·q2)

2

q2
1q2

2

. (4.142)

Jain & Bertschinger (1994) obtained the next-to-leading order correction toP(k,z) (see also
Jeong & Komatsu, 2006) as,

P(k,z) = D(z)2P11(k)+D(z)4[2P13(k)+P22(k)] (4.143)

whereD(z)2 ·P11(k) expresses the linear power spectrum (eq. (4.69)), andP22(k) andP13(k) are
determined through

P22(k) = 2
∫

d3q1

(2π)3 P11(q)P11(|k−q|)
[

F(s)
2 (q,k−q)

]2
, (4.144)

F(s)
2 (k1,k2) =

5
2

+
2
7

(k1 ·k2)
2

k2
1k2

2

+
k1 ·k2

2

(

1

k2
1

+
1

k2
2

)

, (4.145)

2P13(k) =
2πk2

252
P11(k)

∫ ∞

0

d3q1

(2π)3 P11(q) ·
[

100
q2

k2 −158+12
k2

q2 −42
q4

k4 +
3

k5q3 (q2−k2)3(2k2 +7q2) ln

(

k+q
|k−q|

)]

. (4.146)

F(S)
2 denotes the symmetrized kernel obtained by summing over allpossible permutations of

the variables. The growth factorD(z) contains the cosmological framework. It increases with
decreasing redshifts (see also section 4.3), thus, the nonlinear part scaled with the forth power
in D(z) gets stronger. Fig. 4.10 displays the several contributions atz= 0: The complete power
spectrum is presented by the black curve, which coincides for wavenumbers belowk ≤ 0.1
Mpc−1 with the linear part (i.e.D2(z)P11(k)), indicated by the green curve. The nonlinear part
of eq. (4.143) is given byD4(z)[2P13(k) + P22(k)], whereP13(k) is shown by the blue curve,
while P22(k) is presented by the red curve. They begin to influenceP(k) atk > 0.1 Mpc−1.
We use eq. (4.143) - eq.(4.146) to calculateP(k,z).

• NONLINEAR POWER SPECTRUM OFMA et al. (1999) - MA99:
This model presents a simple analytic approximation for thelinear and nonlinear mass power
spectrum, assuming spatially flat cold dark matter (CDM) cosmologies and a time varying dark
energy component - the quintessence. It has been widely usedin the literature and is easy to
implement. Its description is an extension of the work by Ma (1998), where the functional form
of the power spectrum is based on analytic solutions and the coefficients are determined by fits
to numerical simulated power spectra. The basic idea to map the linear to the nonlinear regime
was introduced by Hamiltonet al. (1991). The function∆nl(knl ,z) = f [∆l (kl ,z)] relates the
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linear to the nonlinear power spectrum, with∆(k,z) = k3/(2π2) ·P(k,z). Note that∆nl and∆l

are calculated at different wave numbers, connected via

kl =
knl

(1+ ∆nl)−1/3
. (4.147)

The resulting power spectrum has the form,

∆nl(knl ,z) = G

(

∆l (kl ,z)

g3/2
0 σ β

8

)

·∆l(kl ,z), (4.148)

using the abbreviation

x =
∆l (kl ,z)

g3/2
0 σ β

8

, (4.149)

the functionG(x) is given by

G(x) = [1+ ln(1+0.5x)] · 1+0.02x4 +c1x8/g3

1+c2x7.5 , (4.150)

where

g0 = |wDE|1.3|wDE|−0.76 ·g(z= 0), (4.151)

σ8 = σ8(z= 0) · g
g(z= 0)

(1+z), (4.152)

with the parametersc1 = 1.08·10−4, c2 = 2.10·10−5, β = 0.83 andσ8 the rms linear mass
fluctuation on a 8h−1Mpc scale.g is the growth suppression factor (eq. (4.54)) for which exists
in the case of quintessence an approximation (Ma, 1998)

g = (−wDE)t ·gΛ , (4.153)

t = −(0.255+0.30wDE +0.0027/wDE) [1−ΩM(z)]−
(0.366+0.266wDE−0.07/wDE) lnΩM(z). (4.154)

(gΛ denotes the growth suppression factor for a universe with the standard cosmological
constant,wDE =−1.) However, we use the exact solution forg, determined by eq. (4.61).
The functional form ofG(x) resembles the appropriate asymptotic behavior in the linear-

(∆nl → ∆l , x ≪ 1) and the stable clustering regime (∆nl ∝ ∆ 3/2
l , x ≫ 1). The factor

[1+ ln(1+0.5x)] accounts for the non-vanishing positive slope of∆nl/∆l in the mildly
nonlinear regime (−1 < ∆l < 1). This arises due to the fact that∆nl and∆l are evaluated at the
wave numbersknl andkl , wherekl is always smaller thanknl . Therefore,∆l (kl ,z) is smaller and
the fraction∆nl(knl ,z)/∆l (kl ,z) larger than unity.
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• HALO MODEL - HALOFIT:
In this approach the density field is identified as a distribution of matter clumps described
through their individual density profiles. The original idea dates back to Neyman & Scott
(1952) and was adapted by Scherrer & Bertschinger (1991). The correlation between different
halos is responsible for the large scale clustering of mass,while for small scales they arise form
the clustering of dark matter particles within the same halo(Peebles, 1974b; McClelland &
Silk, 1977; Sheth & Jain, 1997). Further developments were made by Seljak (2000) and Smith
et al. (2003), respectively. For a more detailed review refer to Smith et al. (2003), and Cooray
& Sheth (2002).
The halo model consists of two contributions (remember that∆(k,z) = k3/(2π2) ·P(k,z))

P(k) = PQ(k)+PH(k), or ∆(k) = ∆Q(k)+ ∆H(k), (4.155)

wherePQ(k) characterizes the quasi-linear term that presents the power generated by the large
scale placement of halos, andPH(k) the halo term that determines the power resulting from their
self correlation. Smithet al. (2003) proposed an empirical approach, where

∆Q(k) = ∆l (k)

{

[1+ ∆l (k)]βn

1+ αn∆l (k)

}

exp[− f (y)], (4.156)

with y = k/kσ , f (y) = y/4+y2/8 and∆l (k) being the linear power spectrum.kσ expresses the
nonlinear scale,f (y) the decay rate andαn, βn are spectral dependent coefficients. The halo
term is given by (Peacock & Smith, 2000; Ma & Fry, 2000; Seljak, 2000; Scoccimarroet al.,
2001)

∆H =
∆ ′H(k)

1+ µny−1 + νny−2 , (4.157)

with ∆ ′H(k) being,

∆ ′H(k) =
any3 f1(Ω )

1+bnyf2(Ω ) +[cn f3(Ω)y]3−γn
. (4.158)

an, bn, cn, γn, µn, νn are again dimensionless parameters that depend on the spectrum. The
nonlinear scalekσ arises from the condition that

σ(k−1
σ ,z)≡ 1, (4.159)

whereσ(R,z) expresses the variance of the linear density field,

σ2(R,z) =

∫

∆l (k,z)|W(kR)|2d lnk
k

, (4.160)

with the filter functionW and the effective filter radiusR. Assuming an Gaussian filter it follows,

σ2(RG,z) ≡
∫

∆l (k,z)exp
(

−k2R2
G

)

d lnk. (4.161)
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Figure 4.11: Comparison of the power spectra using PT (blackline), MA99 (blue line) and HALOFIT
(red line). Upper left panel: Atz= 0. Upper right panel: Atz= 5. Bottom panel: Atz= 10. The
linear power spectrum is indicated by the black dotted line.

To model curved spectra Smithet al. (2003) define the effective index

3+neff ≡−
d2 lnσ2(R,z)

d lnR
|σ=1, (4.162)

with the spectral curvature being,

C≡−d2 lnσ2(R,z)
d lnR

|σ=1. (4.163)

The coefficients they obtained by fitting the parameters to simulations are given in the ap-
pendix B.6

4.4.2 Evolution of Power Spectra for PT, MA99 & HALOFIT

Fig. 4.11 and Fig. 4.12 show the evolution ofP(k,z) and the ratio of linear- to nonlinear power spec-
trum R(k) with wave numberk, using PT (black line), MA99 (blue line) and HALOFIT (red line) at
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Figure 4.12: The same as Fig. 4.11 but for the ratios of nonlinear to linear power spectra.

z= 0 (upper left panels),z= 5 (upper right panels) andz= 10 (bottom panels). The black dotted line
in Fig. 4.11 expresses the linear power spectrum. We take as DE model the standard cosmological
constant (wDE =−1).
At small wave numbers (large scales) the fluctuations grow linearly, hence all power spectra are in the
linear regime and do not differ. TheR(k) are constant and equal to one. Going to largerk (smaller
scales) nonlinear effects arise. Atz= 0 (see upper left panel of Fig. 4.11), PT exhibits the strongest
nonlinear contribution fork > 0.1 Mpc−1, HALOFIT follows closely while MA99 is slightly lower
but coincides with HALOFIT at∼ 100 Mpc−1 before it begins to drop around∼ 1000 Mpc−1. This
behavior is also reflected in the evolution ofR(k) (see upper left panel of Fig. 4.12). The PT-ratio be-
gins to rise atk > 0.1 Mpc−1, indicating the dominating nonlinear power at small scales. The MA99-
and HALOFIT-R(k) lie slightly below, where MA99 decreases rapidly at∼ 1000 Mpc−1.
At z= 5 (upper right panels of Fig. 4.11 and Fig. 4.12), all examples evolve similar fork < 4 Mpc−1.
In the rangek∼ [4− 1000] Mpc−1, HALOFIT and MA99 have stronger nonlinear contributions in
contrast to PT, which result in a strongerR(k). The MA99- and HALOFIT-ratios rise above PT and
evolve similar at∼ 100 Mpc−1. However, soon afterwards MA99 begins to decrease, while PTbegins
to dominate around∼ 1000 Mpc−1.
For increasing redshifts the nonlinear effects become lessdominant and therefore, the power spectra
should comply with the linear spectrum. This is indeed the case (see the bottom panels of Fig. 4.11
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Figure 4.13: The WMAP sky map obtained from www.map.gsfc.nasa.gov.

and Fig. 4.12). HALOFIT does not exhibit any nonlinear contribution, yet PT and MA99 have a
slightly increased nonlinear power at largerk. MA99 lies above PT, but decreases atk∼ 600 Mpc−1.
In general, PT dominates at very large scales(k > 1000 Mpc−1) and small redshifts, while MA99
and HALOFIT possess more nonlinear power fork∼ [4−1000] Mpc−1 at intermediate redshifts. We
return to this issue when discussing the amplitude of the bispectrum, see section 4.6. Note that in
the literature MA99 is very often used, but assuming an implicit dependence onknl , e.g. Gioviet al.
(2003),

∆nl(knl ,z) = G

(

∆(knl ,z)

g3/2
0 σ β

8

)

·∆l (kl ,z), (4.164)

but see the discussion in the appendix B.7.

4.5 Correlation Functions of the CMB

Now we come to an very important part of this chapter, the correlation functions of the CMB, in par-
ticular its bispectrum.
CMB photons carry information about the primordial state ofthe universe in form of primary
anisotropies, while gravitational interaction after decoupling induces secondary anisotropies, see also
4.5.1. Since DE influences forming objects that interact with CMB photons during the epoch of struc-
ture formation, these temperature fluctuations encompass information about DE and its equation of
state. The CMB power- and bispectrum are thus useful tools toconstrain DE and other cosmolog-
ical parameters. In 4.5.2 and 4.5.3 we introduce the basic framework of CMB statistics in form of
these correlation functions. The CMB two- and three-point-correlation-function along with their cor-
responding power- and bispectrum are described. They buildthe background to study anisotropies in
the CMB. For more details see also e.g. Luo (1994), Spergel & Goldberg (1999), and Goldberg &
Spergel (1999). The definitions are used to calculate the L-RS-bispectrum in 4.6, and the correspond-
ing signal-to-noise ratio in section 4.7.
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4.5.1 CMB-Anisotropies

Measuring the temperature of CMB photons at a spot in the sky from different incoming directions
reflects the inhomogeneities (e.g. Kogutet al., 1993; Miller et al., 2000; Spergelet al., 2003, 2007;
Komatsuet al., 2009) and results in sky maps, see Fig. 4.13. As mentioned before, of most interest
are the imprinted fluctuations divided into primary and secondary anisotropies (see also Fig. 1.3). We
shortly introduce them below. For more details see e.g. Huet al. (1997), Hu & Dodelson (2002), or
Schneider (2006).

Primary Anisotropies

The primary (or primordial) anisotropies arise in the very early stages of the Universe when it still
was dominated by radiation and the baryons and photons coupled via Thomson-scattering, called
baryon-photon-plasma (see also Fig. 1.2). Density inhomogeneities, induced by quantum fluctuations
during the epoch of inflation are responsible for the gravitational redshift of the photons. Photons
located in higher density regions experience a gravitational redshift due to the larger potential which
results in the loss of energy (temperature). Yet, the effectof gravitational induced time-dilation is
counteracting. The relativistic description of both processes by Sachs & Wolfe (1967) is known as
theSachs-Wolfe-Effect. Another contribution follows from peculiar velocities (see 4.2.6). During the
last interaction between photons and electrons (before decoupling) this additional velocity leads to a
further Doppler-shift of the photons. Furthermore, regions with higher baryonic density have a higher
baryon-photon pressure, the baryons are adiabatically compressed and begin to oscillate. This rises
the temperature of both components, adding to the anisotropies. Finally, theSilk-Dampingdescribes
the smoothing of temperature fluctuations on small scales asa result of photon diffusion.
The primordial anisotropies can be analyzed by the two-point-correlation function (power spectrum)
due to their Gaussian nature, see 4.5.2. By comparing theoretical models to the measured angular
distribution of the CMB it is possible to obtain constrains on various cosmological parameters, see
e.g. Schneider (2006) for a summary.

Secondary Anisotropies

The secondary anisotropies are caused during the propagation of the CMB photons through the Uni-
verse after decoupling. Reionization (see also Fig. 1.2), resulting from the first generation of stars
leads to Thomson-Scattering of photons with free electrons, decreasing the photon temperature. Ad-
ditionally, ongoing structure formation implies a time-varying gravitational potential where the late
time decay of the potential, known as the Integrated-Sachs-Wolfe effect, and the nonlinear growth of
structures (Rees & Sciama, 1968) are combined into the Rees-Sciama effect. Gravitational deflec-
tion (weak lensing) of photons as they pass through intervening large scale structure is yet another
source. TheSunyaev-Zeldovich(SZ)-effect describes temperature variations due to scattering of pho-
tons while traveling through the hot gas within galaxy-clusters. Since the measured intensity is lower
for lower frequencies and larger for higher frequencies, this effect can be detected in the CMB-data
and corrected for.
The secondary anisotropies arise from nonlinear effects and introduce non-Gaussianity, which can be
analyzed using higher order correlation functions e.g., the three-point-correlation function (bispec-
trum), see 4.5.3. The dependence of the RS- and weak lensing-effect on structure formation and thus,
on DE allows to study theoretically calculated cross correlation bispectra using different DE-models.
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This can be used to estimate how forthcoming CMB observations can constrain DE (see sections 4.6
and 4.7).

4.5.2 2-Point Correlation Function - Power spectrum of the CMB

Inflation predicts the spectrum of the fluctuations to be Gaussian, therefore, only even order corre-
lation functions are nonzero. They are all expressed through the two-point correlation function (or
temperature autocorrelation function),

C(Θ) =

〈

∆T
T

(l1)
∆T
T

(l2)
〉

, (4.165)

averaged over all unit vectors (l) in the direction 1, 2, withl1 · l2 = cos(Θ), andΘ being the fixed
angular separation. Furthermore,∆T

T (l) = T(l)−T0
T0

, whereT0 is the mean Temperature of the CMB.
To analyze the continuous spectrum of temperature fluctuations,∆T/T is expanded in terms of spher-
ical harmonics,

Ylm(l) =

[

2l +1
4π

(l −|m|)!
(l + |m|)!

]1/2

Plm(cosΘ)eimφ
{

(−1)m m≥ 0,
1 m< 0

(4.166)

where 0≤Θ ≤ π, 0≤ φ ≤ 2π, l = [0, ..,∞], −l ≤ m≤ l andPlm(cosΘ) is an associated Legendre
function,

Plm(x) =
(−1)m

2l l !
(1−x2)m/2 dl+m

dxl+m(x2−1)l , (4.167)

with x = cosΘ . The expansion results in

∆T
T

(l) = ∑
l ,m

almYlm(l), (4.168)

and can be interpreted as a kind of generalized Fourier-Transformation, since for the surface of a
sphere the orthonormal functions are the spherical harmonics. Using the orthogonality condition for
Ylm,

∫

Y∗lmYl ′m′dΩ = δll ′δmm′, (4.169)

it follows for the coefficientsalm,

alm =

∫ ∆T
T

(l)Y∗lm(l)d2l . (4.170)

The distribution of thealm’s is determined through the quantum fluctuations laid down during inflation.
Each of the(2l +1) coefficients toalm gives an independent estimate of the amplitude of temperature
fluctuations related to the multipolel . For example, forl = 2 we have five independent contributions,
while for l = 1000 we get 2001. From this arises an important aspect, for large scales (smalll ’s) we
have only a few independent estimates. Thus, the precision to which the amplitudes can be measured
is limited. This effect is calledcosmic variance,

(

∆Cl

Cl

)

cosmic variance
=

√

2
2l +1

(4.171)
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and presents a fundamental barrier that cannot be improved by enhancing the accuracy of the mea-
surements.
The mean value ofalm vanishes, i.e.〈alm〉= 0, while the variance provides an estimate of the power
at l ,

Cl = 〈alm a∗l ′m′〉=
〈

|alm|2
〉

=
1

2l +1∑
m

alma∗lm. (4.172)

Cl denotes the power spectrum. Using eq. (4.168) and

∑
lm

Y∗lm(l1)Ylm(l2) = ∑
l

2l +1
4π

Pl(cosΘ), (4.173)

we can rewrite the two-point correlation function (eq. (4.165)),

C(Θ) =
1

4π ∑
l

(2l +1)ClPl(cosΘ). (4.174)

4.5.3 3-Point Correlation Function - Bispectrum of the CMB

An indicator of non Gaussianity in the CMB temperature fluctuations is presented by the three-point
function or analogous thebispectrum, since it vanishes in the Gaussian limit. The three point corre-
lation function measures and correlates the temperature ofthe background radiation at three different
positions (l1, l2, l2) in the sky. It is given as,

B(l1, l2, l3) =

〈

δT
T

(l1)
δT
T

(l2) ·
δT
T

(l3).
〉

(4.175)

For the corresponding angular bispectrum follows,

Bm1m2m3
l1l2l3

= 〈al1m1al2m2al3m3〉 , (4.176)

where thealm are determined by eq. (4.170). The multipole moments satisfy the triangle condition and
the parity invariance:m1+m2+m3 = 0, l1+ l2+ l3 = even, and|l i− l j | ≤ lk ≤ l i + l j . The universe is
assumed to be rotationally invariant, which requires the bispectrum to be independent from orientation
and the triangle-configuration. Theangular averaged bispectrumis defined as,

Bl1,l2,l3 = ∑
m1,m2,m3

(

l1 l2 l3
m1 m2 m3

)

Bm1m2m3
l1l2l3

. (4.177)

It contains theWigner-3 j symbol, which transforms them’s under rotation and preserves the triangle
configuration. The Wigner-3 j symbol describes the bispectrum azimuthal angle dependence, and
satisfying the orthogonality properties,

∑
m

(

l1 l2 l3
m1 m2 m3

)2

= 1, (4.178)

∑
m′1m′2

(

l1 l2 l3
m′1 m′2 m′3

)(

l1 l2 L
m′1 m′2 M′

)

=
δl3Lδm′3,M

2L+1
. (4.179)
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Using the rotational invariance and the symmetry properties (eq. (4.178), and eq. (4.179)) it follows,

Bm1m2m3
l1l2l3

= ζ m1m2m3
l1l2l3

·bl1l2l3, (4.180)

whereζ m1m2m3
l1l2l3

is the so calledGaunt integral,

ζ m1m2m3
l1l2l3

=
∫

d2lYl1m1(l)Yl2m2(l)Yl3m3(l)

=

√

(2l1 +1)(2l2 +1)(2l3 +1)

4π
·
(

l1 l2 l3
0 0 0

)

·
(

l1 l2 l3
m1 m2 m3

)

, (4.181)

which includes the angle dependence and the triangle constraint via the Wigner-3 j symbol.bl1l2l3
denotes thereduced bispectrumthat comprises all physical information (Komatsu & Spergel, 2001).
Eq. (4.180) is valid as long as the universe is isotropic, thus bl1l2l3 only depends on the spatial separa-
tion between the points. As the reduced bispectrum does not include the Wigner-3 symbol, it is easier
to be calculated and furthermore, it quantifies the physicalproperties ofBm1m2m3

l1l2l3
.

In terms ofbl1l2l3, together with

∑
m

(

l1 l2 l3
m1 m2 m3

)

ζ m1m2m3
l1l2l3

=

√

(2l1 +1)(2l2 +1)(2l3 +1)

4π
·
(

l1 l2 l3
0 0 0

)

, (4.182)

the angle-averaged-bispectrum is given by,

Bl1,l2,l3 =

√

(2l1 +1)(2l2 +1)(2l3 +1)

4π

(

l1 l2 l3
0 0 0

)

bl1l2l3. (4.183)

The bispectrum consists of several sources (primary- as well as secondary sources). In section 4.6,
the primordial-lensing-RS bispectrum will be discussed indetail.

4.6 Cross-Correlation Bispectrum

The Lensing-Rees-Sciama (L-RS) bispectrum (Verde & Spergel, 2002), describes the coupling be-
tween the Rees-Sciama and weak lensing effect. The RS-effect combines the late-time decay of grav-
itational potential fluctuations in a non-Einstein-de Sitter Universe - the ISW-effect (Sachs & Wolfe,
1967), and the non-linear growth of density fluctuations along the photon path (Rees & Sciama, 1968).
The CMB temperature at any position (l) in the sky can be expanded as,

∆T(l)
T

=
∆T(l + ∇Θ)

T

≈ ∆TP(l)
T

+ ∇
∆TP(l)

T
·∇Θ(l)+

∆TNL(l)
T

+
∆TSZ(l)

T
. (4.184)

The first term∆TP/T indicates the primordial contribution, the second the gravitational lensing effect,
the third term the RS-contribution and the last the Sunyaev-Zeldovich effect (Zeldovich & Sunyaev,
1969). The SZ-effect will be neglected, since it can be singled out of the CMB signal due to its fre-
quency dependence (see also 4.5.1). Other effects, like theOstriker-Vishniac (OV) effect (Ostriker
& Vishniac, 1986), which arises due to additional velocity perturbations during reionization are ne-
glected. The OV effect appears at very small angular scales (i.e. largel ) and does not affect our
analysis. The considered terms are listed below.
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• PRIMORDIAL -CONTRIBUTION:
As discussed in section 4.5, the primordial anisotropies reflect the state of the universe at the
last scattering surface. On large scales the SW-effect (Sachs & Wolfe, 1967) takes place, which
increases the temperature of the CMB photons as they pass through density fluctuations and
entails additional gravitational redshifts. However, dueto the gravitative time delay (which
is counteracting), the photons are scattered towards earlier times where the temperature was
higher. The net effect leads, in the Newtonian limit to an contribution of ∆TP/T ∼ 1/3∆Φ .
Furthermore, hydrodynamical effects at intermediate scales imply variations in the photon tem-
perature and result in acoustic oscillations. Verde & Spergel (2002) express these primordial
effects through,

∆TP(l)
T(l)

=
∫

d3k
(2π)3 exp(i k · l r∗)Φ̃(k)g(k), (4.185)

whereg denotes the radiation transfer functional,Φ̃ is the Fourier transform of the gravitational
potential perturbationΦ10, andr∗ is the comoving distance to the last scattering surface. For
the exact calculation see also e.g. Spergel & Goldberg (1999) and Goldberg & Spergel (1999).

• LENSING-CONTRIBUTION:
In general, gravitational lensing elongates and stretchesthe images of background galaxies,
which lie behind a source (e.g. another galaxy known as source galaxy). It can be interpreted as
a lens that distorts the light. Lensing directly probes the distribution of the source mass, and is
therefore very important for many astrophysical measurements. Gravitational lensing of CMB
photons causes secondary anisotropies as they travel through the universe after decoupling. The
forming structures deflect the photons, thus they contain information about the potential and the
cosmological framework. The lensing potentialΘ(l),

Θ(l) =−2
∫ r∗

0
dr

r∗− r
rr∗

Φ(r, l · r), (4.186)

is the projection of the gravitational potential along the line of sight. For more details see
Bartelmann & Schneider (2001) and Komatsu & Spergel (2001).The lensing effect leads to
an additional change of the temperature distribution of CMBphotons which is of non-Gaussian
nature and can be traced with the bispectrum.

• RS-CONTRIBUTION:
The RS-effect is a unique probe of time variation of the gravitational potential. It encompasses
the ISW-effect (which is similar to the SW-effect) and takesinto account the nonlinear growth
of density fluctuations. CMB photons experience an gravitational redshift as they pass through
perturbations. However, at low redshifts DE dominates and influences the growth. To take
this into account the SW-effect must be integrated back to recombination which explains the
denotation as integrated SW-effect. The temperature change is described by,

∆TNL(l)
T(l)

= 2
∫

dr
∂

∂η
Φ(η , l · r), (4.187)

10Φ is identified as the fluctuation in the metric, see also Hu & White (1997), Hu (2000).
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where againΦ is the Newtonian potential of the perturbation,r the comoving distance
(eq. (4.26)) and∂/∂η the partial derivative with respect to the conformal time. Eq. (4.187)
includes the linear as well as the nonlinear evolution of density fluctuations. In the case of a
matter only dominated universe the potentialΦ remains constant in the linear regime and its
derivative vanishes. However, if DE is taken into account its behavior changes depending on
the particular scale, i.e.

– Linear Regime:Φ decays with time and∂Φ/∂η > 0.

– Nonlinear Regime:Φ grows with time and∂Φ/∂η < 0.

This results in a sign change when crossing from the linear- to the nonlinear scales, which is
reflected correspondingly in the bispectrum.

All three effects are coupled via the potentialΦ , and are thus correlated. The L- and RS-effect lead to
a non Gaussian contribution to the CMB anisotropies which can be analyzed with the cross correlation
bispectrum, which will be calculated in the following.
Setting eq. (4.184) into eq. (4.170) it follows for thealm, (Verde & Spergel, 2002)

alm = aP
lm +

∫

d2l ∇
∆TP(l)

T(l)
·∇Θ(l) ·Y∗lm(l)+aNL

lm . (4.188)

Applying the following expansions,

Θ(l) = ∑
l ,m

ΘlmYlm(l), (4.189)

∆TP(l)
T(l)

= ∑
l ,m

almYlm(l), (4.190)

eq. (4.188) results in,

alm = aP
lm + ∑

l ′m′
∑

l ′′m′′
al ′m′Θl ′′m′′

∫

d2lY∗lm(l)∇Yl ′m′(l)∇Yl ′′m′′(l)+aNL
lm . (4.191)

Using the relation, (Hu, 2000)
∫

d2lY∗lm(l)∇Yl ′m′(l)∇Yl ′′m′′(l) =
1
2

[

l ′(l ′+1)+ l ′′(l ′′+1)− l(l +1)
]

·
∫

d2lY∗lm(l)Yl ′m′(l)Yl ′′m′′(l), (4.192)

with the Gaunt-integral (eq. (4.181)) andY∗lm(l) = (−1)mYl−m(l), we arrive at,

alm = aP
lm +

1
2 ∑

l ′m′
∑

l ′′m′′
(−1)(m+m′+m′′)ζ−mm′m′′

ll ′ l ′′ ·
[

l ′(l ′+1)+ l ′′(l ′′+1)− l(l +1)
]

aP∗
l ′m′Θ

∗
l ′′−m′′ +aNL

lm . (4.193)

From this follows the bispectrum,

Bm1m2m3
l1l2l3

= ζ m1m2m3
l1l2l3

· 1
2

[l1(l1 +1)− l2(l2 +1)+ l3(l3 +1)] ·

CP
l1〈Θ

∗
l3m3

aNL
l3m3
〉+5perm. (4.194)
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Figure 4.14: Evolution of the the primordial CMB temperature and polarization with multipole-
momentl , obtained from CMBFAST. Upper left panel:CTT(l), which corresponds to eq. (4.196).
Upper right panel: PolarizationCTE(l). Bottom panel: PolarizationCEE(l).

with the reduced bispectrum being

bl1l2l3 =
1
2

[l1(l1 +1)− l2(l2 +1)+ l3(l3 +1)] ·CP
l1〈Θ

∗
l3m3

aNL
l3m3
〉+5perm. (4.195)

The primordial power spectrumCP
l (eq. (4.172)) is obtained using CMBFAST (Seljak & Zaldarriaga,

1996), see also Fig. 4.14. Additionally, we include the detector noise

Cl = CP
l +CN

l , (4.196)

whereCN
l is given by (Knox, 1995)

CN
l = exp(l2σ2

b)S, (4.197)

with Sbeing the instrument sensitivity andσb∼ΘFWHM/2.3, assuming that the experimental beam is
Gaussian. We take PLANCK limited parameters (the case for WMAP limited parameters is discussed
in the appendix B.10).
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Figure 4.15: Evolution of∂PΦ(k,z)/∂z (eq. (4.200) the derivative ofPΦ(k,z) with z, which is most
sensitive to the onset of the nonlinear regime. We use PT (black line), MA99 (blue line) and HALOFIT
(red line) keeping the wave number constant. Upper panel:k = 0.04 Mpc−1. Bottom panel:k = 0.4
Mpc−1.

The bispectrum amplitude is determined throughQ(l) ≡
〈

Θ∗lmaNL
lm

〉

and was derived by Verde &
Spergel (2002),

Q(l) = −4

〈

∫

dl1dl2dr
r∗− r
r∗r

Φ(η , l1r) ·
∫

dη
∂Φ(η , l2r)

∂η
Y∗m1

l1
(l1)Y

∗m2
l2

(l2)
〉

,

⋍ 2
∫ z∗

0

r(z∗)− r(z)
r(z∗)r(z)3

∂
∂z

PΦ(k,z)|k=l/r(z)dz. (4.198)
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Figure 4.16: The same as Fig. 4.15 using PT (black line) and MA99 (blue line) for constant multipole-
momentsl . Upper left panel:l = 100. Upper right panel:l = 500. Bottom left panel:l = 1000.
Bottom right panel:l = 10000.

z∗ is the redshift of the last scattering surface andPΦ the power spectrum of the gravitational potential
fluctuations

PΦ(k,z) =

(

3
2

Ω0

)2(H0

k

)4

P(k,z)(1+z)2, (4.199)

evaluated atk = l/r(z) and then derived afterwards with respect toz. PΦ(k,z) and correspondingly its
derivative reflect the behavior of the potentialΦ , which changes sign when the fluctuations leave the
linear regime and enter the nonlinear evolution. This change marks the crossing point and appears,
according to eq.(4.198) also in the behaviorQ(l). PΦ(k,z) depends on the power spectrum of matter
fluctuations(P(k,z)). We use PT-theory to characterize the nonlinear regime (eq.(4.143)), see also
section 4.4. As comparison, we use MA99 (eq. (4.148)) and HALOFIT for a standard cosmological
constant withwDE =−1. The derivative ofPΦ follows as

∂
∂z

PΦ(k,z) = PΦ(k,z) ·
[

1
P(k,z)

∂P(k,z)
∂z

+
1

(1+z)

]

, (4.200)
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Figure 4.17: Evolution of the bispectrum amplitude|Q(l)| (eq. (4.198)) with the multipole-moment
l for PT (black line), MA99 (blue line) and HALOFIT (red line) using wDE = −1. The sign change
denotes the onset of nonlinear effects: left side linear-, right side nonlinear regime.

and results for PT in

∂PΦ(k,z)
∂z

= 2g2(z)c(k) ·
{(

g′(z)
g(z)

)

Plin(k)+D2(z)

[

g′(z)
g(z)

+
D′(z)
D(z)

]

Pnonlin(k)

}

. (4.201)

Plin(k) denotes the linear part, i.e.P11(k) andPnonlin(k) the nonlinear contribution,[2P13(k)+P22(k)].
c(k) is the pre-factorc(k) = (1.5·Ω0)

2 (H0/k)4. (The derivatives characterized by a dash are with
respect to redshift, e.g.g′(z) = dg/dz, not to be confused with the conformal derivative). See appen-
dices B.8 for further derivatives using MA99.
In the following we are going to discuss the evolution of∂PΦ/∂z (eq. (4.200)) andQ(l) (eq. (4.198))
for PT, MA99 and HALOFIT (see 4.6.1) and the DE models usingwDE = const., LIND03, KOMAT09
and WETT04 (see 4.6.2), respectively.

4.6.1 Bispectrum Evolution for PT, MA99 & HALOFIT

Behavior of ∂PΦ(k,z)/∂z:

Fig. 4.15 and Fig. 4.16 show the evolution of∂PΦ(k,z)/∂z (eq. (4.200)) with redshift, most sensitive
to the onset of nonlinearity for the constant wave numbersk = 0.04 Mpc−1 andk = 0.4 Mpc−1, and
constant multipole-momentsl = 100,l = 500, l = 1000 andl = 10000, respectively.
In Fig. 4.15 we present PT (black line), MA99 (blue line) and HALOFIT (red line). At k = 0.04
Mpc−1 (upper panel) every contributing fluctuation evolves linear. At high redshifts the universe is
matter dominated, where the potential(Φ) of the density perturbations along with the corresponding
power spectrum(PΦ(k.z)) remains constant and∂PΦ/∂z = 0. Approaching smaller redshifts DE
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Figure 4.18: Evolution of∂PΦ/∂zwith redshift fork= 0.04 Mpc−1. Upper left panel: Constant equa-
tion of states usingwDE = −0.6 (black line),−1 (blue line) and−1.4 (red line). Upper right panel:
LIND03 for wa = −0.5 (black line), 0.5 (blue line) and 1 (red line). Bottom left panel: KOMAT09
with ztrans= 115.97 (black line), 6.39 (blue line) and 2.69 (red line). Bottom right panel: WETT04
for ΩEDE contributions atzlss (solid lines) andzsf (dashed triple dotted lines), see also table 4.2.

begins to dominate entailing an reduced growth of structures. Accordingly,Φ andPΦ(k,z) decrease
with decreasingz, while ∂PΦ(k,z)/∂z begins to rise. For PT the dominating term in eq. (4.201)
corresponds to∼ (g′(z)/g(z))Plin(k). It evolves similar to HALOFIT, while MA99 is slightly lower.
Fork = 0.4 Mpc−1 (right panel) we enter the nonlinear regime, where the fluctuations have decoupled
from the Hubble flow. This is indicated by the drop of∂PΦ(k,z)/∂z aroundz∼ 1. Like before, the
derivative ofPΦ(k,z) vanishes at highz. At small redshiftsΦ andPΦ(k,z) increase as the fluctuations
begin to collapse. This results in an decrease of∂PΦ(k,z)/∂zuntil it reaches equilibrium and saturates.
The dominating term for PT corresponds now to∼D2(z) [g′(z)/g(z)+D′(z)/D(z)]Pnonlin(k). PT and
HALOFIT are again both quite similar. However, MA99 drops dramatically at lowz which seems
to be unphysical compared to the other descriptions and indicates that all fluctuations are already in
the nonlinear regime. This strange behavior of MA99 is also reflected in Fig. 4.16 (here we show
only PT and MA99 as HALOFIT resembles PT). Forl = 100 (upper left panel) the contributing wave
numbers(k = l/r(z)) are small and the regime is linear, where∂PΦ(k,z)/∂z> 0 for both models. PT
is slightly stronger than MA99. However, when increasing tol = 500 (upper right panel), MA99 has
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Figure 4.19: The same as in Fig. 4.18 but for the constant wavenumberk = 0.4 Mpc−1.

already become nonlinear for which∂PΦ(k,z)/∂z< 0 in contrast to PT. As mentioned in 4.4.2, MA99
exhibits more nonlinear power at intermediatek andz. Therefore, for increasingl (i.e. k) the crossing
from the linear to the nonlinear scales happens before PT (and HALOFIT). For l = 1000 (bottom left
panel) andl = 10000 (bottom right panel) the correspondingk’s are large and PT and MA99 are both
in the nonlinear domain.

Behavior of Q(l):

The largest contribution to the bispectrum amplitude (eq. (4.198)) comes from intermediate redshifts.
As already discussed, at largez (where the universe is matter dominated)∂PΦ(k,z)/∂z vanishes,
while for smaller redshifts it decreases or increases depending on the scale (determined through
k = l/r(z)). The integand ofQ(l) follows the behavior of∂PΦ(k,z)/∂z and changes sign when
crossing from the linear to the nonlinear scale. This is reflected in the bispectrum evolution shown
by Fig. 4.17, for which we also include HALOFIT (red line). The sign change for MA99 appears
betweenl ∼ [200− 300] (which corresponds to smallerk’s, i.e. larger scales), while for PT and
HALOFIT the crossing happens aroundl ∼ [700−900] (smaller scales). Since PT has in the mean
more nonlinear power with respect to HALOFIT (see Fig. 4.12), its sign change is slightly shifted
towards smallerl .
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Figure 4.20: The same as Fig. 4.18 but for the constant multipole momentl = 100.

To conclude, it is important to note that different approaches of nonlinear power spectra result
in different scales on which nonlinear effects become dominant, hence altering any comparison with
observed bispectra. Jeong & Komatsu (2006) showed that PT provides a significantly better fit to
numerical simulations than the conventional approaches ofMA99 and HALOFIT. Thus from now
on, we use PT (eq. (4.143)). Its direct dependence on the growth factor makes it easy to incorporate
different DE models. Attempts to describe the linear- and the nonlinear evolution of the bispectrum
analytically have been done by e.g. Boubekeuret al. (2009) and Pitrouet al. (2010).

4.6.2 Bispectrum Evolution usingwDE = const., LIND03, KOMAT09 & WETT04

Behavior of ∂PΦ(k,z)/∂z:

The Figures 4.18, 4.19, 4.20, 4.21, and 4.22 show the evolution of ∂PΦ(k,z)/∂z with redshift for
the constant wave numbersk = 0.04 Mpc−1 andk = 0.4 Mpc−1, and constant multipole-moments
l = 100, l = 1000 andl = 10000, respectively. We skip the example withl = 500, since most
of the quintessence models do not reach the nonlinear stage before l ∼ 1000 and the evolution of
∂PΦ(k,z)/∂z for l < 1000 is similar tol = 100. (See also appendix B.9 for∂PΦ(k,z)/∂z with k = 4
Mpc−1.) The upper left panels correspond to constant equation of states withwDE =−0.6 (black line),
−1 (blue line) and−1.4 (red line). The upper right panels show LIND03 usingwa =−0.5 (black line),
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Figure 4.21: The same as in Fig 4.18 but for the constant multipole momentl = 1000.

0.5 (blue line) and 1 (red line), while the bottom left panels show KOMAT09 for ztrans= 115.97 (black
line), 6.39 (blue line) and 2.60 (red line). The bottom right panels display WETT04 forΩEDE contri-
butions atzlss (solid lines) andzsf (dashed triple dotted lines), see also table 4.2.
For k = 0.04 Mpc−1 the regime is linear and the dominating term in eq. (4.201) corresponds to
∼ (g′(z)/g(z))Plin(k), where∂PΦ(k,z)/∂z > 0 at low redshifts (see 4.6.1). In the case of constant
wDE (upper left panel of Fig. 4.18),∂PΦ(k,z)/∂z increases with increasingwDE. The strongest evo-
lution follows for wDE = −0.6, which has also the highest contribution ofΩDE. The same holds for
WETT04 (bottom right panel of Fig. 4.18), where∂PΦ(k,z)/∂z exhibits the strongest evolution for
contributions ofΩEDE = 0.0064 atzlss andΩEDE = 0.0627 atzsf. In the case of LIND03 (upper right
panel of Fig. 4.18) and KOMAT09 (bottom left panel of Fig. 4.18) this is the case usingwa = 1 and
ztrans= 115.97, respectively.
At k = 0.4 Mpc−1, presented in Fig. 4.19 we enter the nonlinear stage and contributions from
∼ D2(z) [g′(z)/g(z)+D′(z)/D(z)]Pnonlin(k) lead to the drop of∂PΦ(k,z)/∂z aroundz = 0.6 (see
4.6.1). The behavior of∂PΦ(k,z)/∂z remains the same, usingwDE (upper left panel),ΩEDE (up-
per right panel),wa (bottom left panel) andztrans (bottom right panel).
In general,∂PΦ(k,z)/∂z increases with increasingΩDE. As discussed in section 4.3, the linear
growth of structures (characterized throughD(z)) is suppressed ifΩDE increases. Sinceg(z) ∼ D(z)
(eq. (4.54)), the terms(g′(z)/g(z)) (at k = 0.04 Mpc−1) and (g′(z)/g(z) + D′(z)/D(z)) (at k = 0.4
Mpc−1) increase withΩDE. This results in the enhancement of∂PΦ(k,z)/∂z, as seen in Fig. 4.18 and
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Figure 4.22: The same as in Fig 4.18 but for the constant multipole momentl = 10000.

Fig. 4.19.
For the multipolel = 100, shown in Fig. 4.20 the contributingk’s are small and the regime is linear,
where∂PΦ/∂z> 0. As before, the examples with the largestΩDE exhibit the strongest∂PΦ/∂z. In-
creasing tol = 1000, presented in Fig. 4.21 implies∂PΦ/∂z < 0 for wDE ≤ −1 (upper left panel),
ΩEDE≤ 1.77·10−6 (upper right panel),wa ≤ 0.5 (bottom left panel) andztrans≤ 2.60 (bottom right
panel). These examples have crossed from the linear to the nonlinear evolution, indicated by the small
drops aroundz= 2 (see also Fig. 4.23 for the Atl = 10000, shown in Fig. 4.22 all examples are well
within the nonlinear domain, for which∂PΦ/∂z< 0. The main contribution to the integral (eq. 4.198)
follows from intermediate redshifts,z∼ [1−20].

Behavior of Q(l):

The strength ofΩDE is strongly correlated to the onset of nonlinearity. For increasing values the
growth of structures is more damped and the crossing from thelinear to the nonlinear stage becomes
delayed. The scales where the fluctuations reachδ ∼ 1 are therefore much smaller, see Fig. 4.23
which shows the evolution of the corresponding bispectrum amplitude|Q(l)| (eq. (4.198)). Increasing
wDE from −1.4 to−0.6 (upper left panel) shifts the onset of the nonlinear regimetowards largerl
(smaller scales). The same happens for LIND03 (upper right panel), and KOMAT09 (bottom left
panel), respectively. Increasingwa = −0.5 to 1, andztrans from 2.60 to 115.97 dampens the growth
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Figure 4.23: The same as Fig. 4.17. Upper left panel: Constant equation of states usingwDE =−0.6
(blue line),−1 (black line) and−1.4 (red line). Upper right panel: LIND03 usingwa = −0.5 (black
line), 0.5 (blue line) and 1 (red line). Bottom left panel: KOMAT09 usingztrans= 115.97 (black line),
6.39 (blue line) and 2.60 (red line). Bottom right panel: WETT04 usingΩEDE contributions atzlss

(solid lines) andzsf (dashed triple dotted lines). see also table 4.2.

of fluctuations (see also 4.3.2) delaying the nonlinear evolution. This is also the case for WETT04
(bottom right panel), where for increasing values ofΩEDE from 1.71· 10−9 to 0.00672 atzlss, and
0.0529 to 0.0672 atzsf, the sign-change is shifted towards largerl .
A direct comparison of|Q(l)| using the standard cosmological constant withwDE = −1 (black line),
WETT04 usingΩEDE = 0.0064 (blue line), LIND03 withwa = 0.5 (red line) and KOMAT09 for
ztrans= 6.39 (green line) is shown in Fig. 4.24 (upper panel). WETT04 has the strongest amount of
DE, thus the sign change appears at largerl , i.e. l ∼ [2000−3000] in contrast to the other examples.
The weakest contribution of DE is presented by the constant case, with the change being in the range
l ∼ [600− 700]. In between are the LIND03- and the KOMAT09- example with sign changes at
l ∼ [900−1000] and l ∼ [1000−2000], respectively. The corresponding bispectra are shown at the
bottom panel of Fig. 4.24. (Note that in this plot we show onlymultipole-momentsl < 1500, therefore
the sign-change for the WETT04 examples does not appear.)
To summarize, the onset of the nonlinear regime is very sensitive to the model of DE (i.e. the amount
of DE given byΩDE) and the corresponding parameters. If the resolution of further CMB observations
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Figure 4.24: Upper panel: The same as Fig. 4.17 but for the constant equation of state withwDE =−1
(black solid line), WETT04 usingΩEDE = 0.0064 (blue line), LIND03 withwa = 0.5 (red line), and
KOMAT09 using ztrans = 6.39 (green line). Bottom panel: Evolution of the corresponding angle
averaged bispectrum (eq. 4.177), where the multipole-moments are even (l1 = l2 = l3)

are strong enough, as expected with PLANCK (see also next section) the theoretically calculated
bispectra can be used for comparison with observed CMB bispectra to constrain parameter ranges for
DE and to distinguish between different DE models.
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Figure 4.25: Evolution ofS/N (eq. (4.202)) withlmax for a cosmic variance limited (thin lines) and
PLANCK limited (thick lines) experiment. Upper left panel:Constant equation of states usingwDE =
−0.6 (blue line),−1 (black line) and−1.4 (red line). Upper right panel: WETT04 usingΩEDE

contributions atzlss (solid lines) andzsf (dashed triple dotted lines). see also table 4.2. Bottom left
panel: LIND03 usingwa = −0.5 (black line), 0.5 (blue line) and 1 (red line). Bottom right panel:
KOMAT09 usingztrans= 115.97 (black line), 6.39 (blue line) and 2.60 (red line).

4.7 Signal-to-Noise Ratio

The signal-to-noise ratio(S/N) can be identified as the ratio of the mean signal to its standard devia-
tion due to noise. In general, it is defined through (Spergel &Goldberg, 1999)

(

S
N

)2

= ∑
2≤l1≤l2≤l3<lmax

〈Bl1l2l3〉2
σ2

l1l2l3

, (4.202)

whereσ2 expresses the cosmic variance ofBl1l2l3 (Luo, 1994; Spergel & Goldberg, 1999; Gangui &
Martin, 2000),

σ2 =
〈

al1m1al2m2al3m3a
∗
l1m1

a∗l2m2
a∗l3m3

〉

=
〈

B2
l1l2l3

〉

−〈Bl1l2l3〉2

≈ N ·Cl1Cl2Cl3, (4.203)
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Figure 4.26: The same as Fig. 4.25 but for the constant equation of state withwDE = −1 (black solid
line), WETT04 usingΩEDE = 0.0064 (blue line), LIND03 withwa = 0.5 (red line), and KOMAT09
usingztrans= 6.39 (green line).

with N = 1 if all l ’s are different,N = 2 if two l ’s are equal (isosceles configuration) andN = 6 if all l ’s
are equal (equilateral configuration). TheCl ’s denote the power spectrum of temperature fluctuations
eq. (4.196), for which the noise contribution is included according to Knox (1995).
Fig. 4.25 shows the evolution of(S/N) with lmax (thin lines for a cosmic variance limited-, thick
lines for a PLANCK limited experiment, see also appendix B.10 for the WMAP limited case), where
l1 ≤ l2 ≤ l3 < lmax. (For the comparison using PT and MA99 see also appendix B.10.) We re-
strict our analysis to multipoles withlmax < 1500, since for larger values other secondary effects like
the OV-effect (Ostriker & Vishniac, 1986) and SZ-effect (Zeldovich & Sunyaev, 1969) become non-
negligible. The upper left panel corresponds to constant equation of states, the upper right panel to
LIND03, the bottom left panel to KOMAT09 and the bottom rightpanel to WETT04, respectively.
In all cases, the(S/N) increases whenlmax reaches above a few hundred similar to the findings of
Mangilli & Verde (2009) (but which restrict their analysis only to wDE =−1). The PLANCK limited
case is almost identical to the comsic variance limited one.It begins to differ slightly forlmax > 1400.
Following Fig. 4.25, we see a clear dependence on the strength of ΩDE as discussed already in sec-
tion 4.6. For constantwDE the strongest signal corresponds to the example with the largest contribution
of ΩDE, i.e. wDE =−0.6. The same is for WETT04 usingΩEDE = 0.0064 atzlss andΩEDE = 0.0672 at
zsf. The signal is stronger for contributions of EDE atzsf, the era of structure formation. For LIND03
the largest(S/N) follows for wa = 1, while for KOMAT09 this is the case forztrans= 115.97.
Fig. 4.26 compares all DE-models using the same parameters as in Fig. 4.24. The strongest(S/N)
follows for the EDE model withΩEDE = 0.0064, the lowest is displayed by the standard DE-model
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with wDE = −1. Both, LIND03 and KOMAT09 lie in between. They evolve similar, which reflects
the fact that they are based on a similar parameterization. The strong(S/N) for the EDE model sug-
gests that it should be possible to be distinguished from thestandard case. We therefore expect, that
PLANCK will be able to answer the question if we live in a universe with EDE, or with the standard
cosmological constant.

4.8 Conclusions

We analyzed the L-RS bispectrum (Verde & Spergel, 2002) for different parameterizations of DE with
focus on early dark energy. The models incorporate constantequation of states, WETT04 (Wetterich,
2004), LIND03 (Linder, 2003a,b) and KOMAT09 (Komatsuet al., 2009), respectively. To test the
dependency of the results on the model of the nonlinear powerspectrum, we apply in addition to
PT (Bernardeauet al., 2002) the often used descriptions by MA99 (Maet al., 1999), and HALOFIT
(Smithet al., 2003).
We find that the sign-change of the L-RS bispectrum amplitude, which determines the crossing
from the linear- to the nonlinear regime depends strongly onthe description of the nonlinear power
spectrum. Using the standard case withwDE = −1, the sign-change appears for MA99 already
at multipole-moments in the rangel ∼ [200− 300], while for PT and HALOFIT it lies between
l ∼ [1000− 2000]. Smallerl correspond to larger scales. MA99 enters the nonlinear stage when
the fluctuations evolve on larger scales, which is due to the fact that it exhibits a stronger nonlinear
power in contrast to PT and HALOFIT (which are quite similar). Yet, PT has slightly more nonlinear
power than HALOFIT, resulting in the sign-change shortly before HALOFIT. As already discussed
in Mangilli & Verde (2009) an accurate description of the nonlinear evolution is fundamental to ob-
tain unbiased estimates on cosmological parameters. MA99 differs strongly from PT and HALOFIT.
Since PT is based on analytical calculations and agrees withnumerical simulated spectra (e.g. Jeong
& Komatsu, 2006), we use it for our further analysis.
Applying different DE-models, the crossing from the linearto the nonlinear stage shows a strong
dependency onΩDE. A largeΩDE implies a stronger acceleration of the expansion, thus, thelinear
growth of structures is damped and the nonlinear evolution delayed. The sign-change shifts there-
fore with increasingΩDE to largerl (smaller scales). For const.wDE the sign-changes lie between
l ∼ [300− 2000], where the first one corresponds towDE = −0.6 (which has the largestΩDE), fol-
lowed by wDE = −1.0 andwDE = −1.4, respectively. The same is for WETT04, which has the
sign-changes for decreasingΩEDE contributions atzlss betweenl ∼ [700−300], and forzsf between
l ∼ [5000−7000]. The first one corresponds forzlss to the example usingΩEDE = 0.0064 followed by
ΩEDE = 1.77·10−6 andΩEDE = 1.71·10−9. Forzsf they proceed asΩEDE = 0.0672,ΩEDE = 0.0543
andΩEDE = 0.0529. TheΩEDE contributions is stronger for thezsf examples, thus their sign-changes
lie at largerl . In the case of LIND03, the first sign-change appears for the example usingwa = −0.5,
followed bywa = 0.5 andwa = 1.0, respectively. For KOMAT09 this is the case usingztrans= 115.97,
ztrans= 6.39 andztrans= 2.60. Comparing the DE-models, we see that the strongest contribution of
ΩDE arises for early quintessence, the lowest from the standardcase withwDE =−1. This behavior is
also reflected in the evolution of theS/N ratio with l , which corresponds to a resolution achieved with
PLANCK. The strongest signal comes from the examples with the largestΩEDE, and complies with
the early quintessence. The comparison shows, that the lowest example follows from the standard
case. Thus, PLANCK should be able to distinguish between theDE-models and allows to answer the
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question if we live in a universe with a constantwDE or if we are ruled bywDE(z).



Chapter 5

Summary and Outlook

The first part of this thesis was focused on modelling shear flows, in particular the KHI with analytical-
and numerical methods. The second part enters the very interesting topic of dark energy and its trace
within the CMB. This chapter shortly summarizes the main results and gives an outlook for future
perspectives.

5.1 Part I : Modelling Shear Flows with SPH and Grid Based Methods

The numerical study of the KHI uses the SPH models VINE (Wetzstein et al., 2009; Nelsonet al.,
2009), and the code developed by Price (2008) P08, while the grid based methods rely on FLASH
(Fryxell et al., 2000), PROTEUS (e.g. Heitschet al., 2006), PLUTO (Mignoneet al., 2007) and
RAMSES (Teyssier, 2002), respectively. The analytic studyof the KHI is based on the original work
of Chandrasekhar (1961), with the extension of a constant viscosity. We summarize our findings
below:

i) SPH-RESULTS, EQUAL DENSITY SHEARING LAYERS:
The viscosity in VINE has been measured via the analytical description of the KHI growth.
The effect of AV has been identified, where the usual settingsof AV-parameters toα = 1,
andβ = 2 lead to a strong suppression of the KHI. A corresponding viscosity in the range of
νSPH∼ [0.06− 0.1] for α ∼ [0− 1] can be assigned. For the sameα regime Reynolds (Re)
values only up to 12 are reached. The Balsara viscosity reduces artificial dissipation due to AV.

ii) SPH-RESULTS, DIFFERENT DENSITY SHEARING LAYERS:
The results discussed in Agertzet al. (2007), where the KHI is completely suppressed for shear
flows with different densities (in the case of VINE forDC≥ 6) has been confirmed. As an ad-
ditional test, different mass particles were used forDC = 10, yet the KHI remains suppressed.
The solution in form of ATC proposed by Price (2008) allows SPH-particles to mix and there-
fore, the instability to develop. We tested this method using DC = 10, and indeed, the KHI
evolves and the amplitude growth agrees with the analyticalprediction.

iii) G RID CODE-RESULTS, EQUAL DENSITY SHEARING LAYERS:
The non-viscous growth using FLASH, PLUTO and RAMSES is in good agreement with
the analytical prediction as well as the viscous evolution with FLASH. However, PROTEUS
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Figure 5.1: Snapshots of the KHI att = 1 (upper panel) andt = 2 (bottom panel) using the moving
mesh code by Springel (2010) forDC = 2 compared to a fixed mesh code.

disagrees and underpredicts the KHI growth dramatically. The comparison with VINE using
AV = 0 demonstrated that VINE has an intrinsic viscosity (νint = 0.065).

iv) GRID CODE-RESULTS, DIFFERENT DENSITY SHEARING LAYERS:
Again, FLASH, PLUTO and RAMSES show an consistent non-viscous evolution forDC = 10
when compared to the analytical prediction. In the viscous case studied with FLASH we find
a slight overprediction. The ramp-function as proposed by Robertsonet al. (2009) to suppress
artificial small scale perturbations does not alter the KHI-growth.

5.1.1 Outlook

Further developments by various groups have been achieved.Recently, Valckeet al. (2010) discuss
in detail the solutions for the KHI suppression proposed by Readet al. (2010). Furthermore, the new
developed hybrid code by Springel (2010), that combines thestrengths of SPH and GRID codes in
form of a moving mesh shows promising results (see Fig. 5.1, courtesy of Volker Springel).
The next important step is to test those solutions on an actual astrophysical system, e.g. the movement
of an infalling cold cloud into a hot gaseous halo, most subject to the KHI. Another very important
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issue occurs at galactic disk formation and is known as the angular momentum problem (Navarro
& Steinmetz, 2000). Simulated disks using N-body hydrodynamical codes (SPH) appear to be too
small compared to observations. It seems that the angular momentum of the gas is not conserved and
instead transformed to the dark matter particles during gravitational collapse. Yet, another reason for
this problem could be related to the incorrect development of hydrodynamical instabilities, such as
the KHI. The KHI is artificially suppressed in SPH for shear flows of different densities, if not any
further meachnisms like the ATC are invoked. This can be crucial during galaxy evolution, where the
gas from infalling satellites is stripped via ram pressure and hydro-instabilities and begins to settle
in the disk. If the KHI is suppressed - which is the case in standard SPH formalisms - the clouds
are not dispersed and the gas remains within its corresponding subhalo and violates the galactic disk
formation. This scenario provides therefore an interesting test example for improved SPH-algorithms.

5.2 Part II : The Trace of Dark Energy captured within the CMB

We analyzed the L-RS bispectrum amplitude and the corresponding S/N ratio for different descrip-
tions of the nonlinear power spectrum, in particular PT (Bernardeauet al., 2002), MA99 (Maet al.,
1999) and HALOFIT (Smithet al., 2003), and for different DE-models with the focus on early
quintessence. The Quintessence models correspond to WETT04 (Wetterich, 2004), LIND03 (Linder,
2003a,b) and KOMAT09 (Komatsuet al., 2009), respectively. In addition, we also study DE-models
with constant equation of states(wDE = const.). We summarize our findings below:

i) L-RS bispectrum using PT, MA99 & HALOFIT:
MA99 exhibits more nonlinear power at larger scales and higher redshifts compared to PT and
HALOFIT. It thus enters the nonlinear stage first, as indicated by the sign-change of the L-RS
bispectrum amplitude appearing betweenl ∼ [200−300]. In contrast to this, PT and HALOFIT
have the crossing in the rangel ∼ [1000−2000]. PT and HALOFIT show a similar behavior,
yet PT has a slightly enhanced nonlinear power.

ii) L-RS bispectrum using Quintessence:
We find a strong dependency on the crossing from the linear to the nonlinear stage with in-
creasingΩDE. For larger values ofΩDE the linear growth becomes damped and the nonlinear
evolution delayed. The sign-change shifts towards smallerscales. The strongest contributions
correspond to early quintessence examples.

iii) Signal-to-Noise Ratio:
Again, we find the same behavior as with the L-RS bispectrum amplitude. TheS/N evolution
increases with increasingΩDE, with the strongest signal coming from early quintessence.We
use cosmic variance limited and PLANCK limited settings andconclude, that with PLANCK it
should be possible to distinguish between different DE-models.

5.2.1 Outlook: Polarization-Bispectrum of the CMB

Another very promising source within the CMB is provided by polarization. It contains important
information about the statistical properties of the initial conditions and non-Gaussian contributions
(e.g. Zaldarriaga, 1997; Hu, 2000; Babich & Zaldarriaga, 2004; Coorayet al., 2004).
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The polarization on the sky is described with the so called trace-free symmetric Stokes matrix, see
e.g. Hu (2000),

P(l) =+ X(l)(m+⊗m+)+−X(l)(m−⊗m−) , (5.1)

with

±X(l) = Q(l)± iU (l), (5.2)

being the complex Stokes parameter. Furthermore,±X is a spin-2 object and can be expanded using
the spin-speherical harmonics (Newman & Penrose, 1966; Goldberget al., 1967),

±X(l) = ∑
lm
±XlmYlm(l). (5.3)

For further definitions see also appendix B.11. The polarization field is divided into the gradient part
(E) and curl part (B) due to the parity eigenstates,

±X(l) = Elm± iBlm. (5.4)

Elm obeys to the(−1)l parity (electric parity), whileBlm corresponds to the(−1)l+1 parity (magnetic
parity). The density fluctuations in the linear analysis only stimulate theE component of polarization.
Therefore, it is coupled to the potential and a cross-correlation betweenE-polarization, lensing-, and
RS-effect results in a non-Gaussian signal. The corrsponding cross-correlation bispectrum can be
used, like in the case of the L-RS bispectrum to constrain DE.This will be the focus of our future
work. Below we show the calculation to obtain the bispectra,which are required to obtain theS/N-
ratios.
For the derivation of the polarization bispectrum we use a similar approach as discussed in section 4.6.
The polarization multipoles are given by,

±X(l) = ±X(l + ∇Θ) (5.5)

≈ ±X(l)+ ∇Θ∇(±X(l)) . (5.6)

Expanding the±X(l) using the spin weighted spherical harmonics eq. (B.31), we obtain

±Xlm(l) =± Xlm +
∫

d2l (±2Y
∗
lm)∇Θ(l)∇(±X(l)). (5.7)

With the help of eq. (4.189) and eq. (5.3) it follows,

±Xlm(l) =± Xlm + ∑
l ′m′

∑
l ′′m′′

Θl ′m′ (±Xl ′′m′′)

∫

d2l (±2Y
∗
lm)∇Yl ′m′∇(±2Yl ′′m′′), (5.8)

and applying (Hu, 2000)

∇2
±Ylm = [−l(l +1)+4]±2Ylm (5.9)

we get the expression for the integral,
∫

d2l (±2Y
∗
lm)∇Yl ′m′∇(±2Yl ′′m′′) =

1
2

[

l ′(l ′+1)+ l ′′(l ′′+1)− l(l +1)
]

∫

d2l (±2Y
∗
lm)Yl ′m′ (±2Yl ′′m′′). (5.10)



110 CHAPTER 5. SUMMARY AND OUTLOOK

Using
∫

d2l
(

s1Y
∗
l1m1

)

(s2Yl2m2)(s3Yl3m3) = (−1)m1+s1

√

(2l1 +1)(2l2 +1)(2l3 +1)

4π
·

(

l1 l2 l3
s1 −s2 −s3

)(

l1 l2 l3
−m1 m2 m3

)

, (5.11)

we finally get,

±Xlm(l) = ±Xlm +
1
2 ∑

l ′m′
∑

l ′′m′′
(−1)−(m+m′+m′′)±2[l ′(l ′+1)+ l ′′(l ′′+1)− l(l +1)

]

·
√

(2l +1)(2l ′+1)(2l ′′+1)

4π

(

l l ′ l ′′

±2 0 ∓2

)(

l l ′ l ′′

−m m′ m′′

)

·
(

±X∗l ′−m′
)

Θ∗l ′′−m′′. (5.12)

Cross-correlating the±Xlm with the alm, eq. (4.193) produces the cross-correlation-polarization bis-
pectra. We concentrate on theE-polarization (±Xlm = Elm), since only these are stimulated by the
linear density perturbations.

• ETT-Bispectrum:Bm1m2m3
l1l2l3

= 〈El1m1al2m2al3m3〉

Bm1m2m3
l1l2l3

=
1
2 ∑

l1m1

∑
l2m2

[l1(l1 +1)− l2(l2 +1)+ l3(l3 +1)]ζ m1m2m3
l1l2l3

·

CTE
l1

〈

Θ∗l3m3
aNL

l3m3

〉

+(l2←→ l3)+
1
2 ∑

l2m2

∑
l3m3

√

(2l1 +1)(2l2 +1)(2l3 +1)

4π
·

[l2(l2 +1)− l1(l1 +1)+ l3(l3 +1)]

(

l1 l2 l3
±2 0 ±2

)(

l1 l2 l3
m1 m2 m3

)

·

CTE
l2

〈

Θ∗l3m3
aNL

l3m3

〉

+(l2←→ l3). (5.13)

For the corresponding upper bound on(S/N) follows, see also Hu (2000)

(

S
N

)2

> ∑
l1l2l3

(

Bm1m2m3
l1l2l3

)2

6CEE
l1

CTT
l2

CTT
l3

. (5.14)

TheCTT
l , CTE

l andCEE
l denote the power spectra shown in Fig. 4.14.

• EET-Bispectrum:Bm1m2m3
l1l2l3

= 〈El1m1El2m2al3m3〉

Bm1m2m3
l1l2l3

=
1
2

[l1(l1 +1)− l2(l2 +1)+ l3(l3 +1)] ·
√

(2l1 +1)(2l2 +1)(2l3 +1)

4π
·

(

l2 l1 l3
±2 0 ±2

)(

l1 l2 l3
m1 m2 m3

)

CEE
l1

〈

Θ∗l3m3
aNL

l3m3

〉

+(l2←→ l1). (5.15)

And the upper bound on signal-to noise is (Hu, 2000),

(

S
N

)2

> ∑
l1l2l3

(

Bm1m2m3
l1l2l3

)2

6CEE
l1

CEE
l2

CTT
l3

(5.16)
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• EEE-Bispectrum: TheEEEspectrum vanishes, since there are not enough correlation-terms.

Our next aim will be to calculate the correspondingS/N ratios in order to determine how well different
DE-models can be distinguished using the information encompassed within polarization.
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Bhatia, R. S., Blanchard, A., Bock, J. J., et al. 2003b:Cosmological constraints from Archeops,
A&A, 399, L25

Benz, W. 1990:Smooth Particle Hydrodynamics - a Review, in Numerical Modelling of Nonlinear
Stellar Pulsations Problems and Prospects, ed. J. R. Buchler, 269–+
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Appendix A

Modelling Shear Flows with SPH and
Grid Based Methods

A.1 Analysis methods - cloud in cell

In order to make a detailed comparison of SPH data with data from GRID simulations, it is fundamen-
tal to have a similiar scheme applied to the SPH output. Therefore, a grid has to be superimposed over
the SPH-particles (left side of Fig. 3.3), and the corresponding physical quantities have to be derived
by weighing the SPH-particles to the grid-points (right side of Fig. 3.3). For example, the weight,
velocity and mass for the grid-points (xi , yi), (xi , yi+1), (xi+1, yi) and (xi+1, yi+1) deduced from the
neighboring SPH-particles, (those SPH-particles which lie within the bordering cells) is as follows,

wxi (iSPH) =−
(

xiSPH−xi

∆x

)

, wxi+1(iSPH) =−wxi (iSPH)+1 (A.1)

wyi (iSPH) =−
(

yiSPH−yi

∆y

)

, wyi+1(iSPH) =−wyi (iSPH)+1, (A.2)

∆x and∆y are the corresponding sizes of the cell. Thex-velocity components of the grid-points are
determined by,

(i, i) : vx =
∑nSPH

iSPH=1 wxi (iSPH)wyi (iSPH)vx(iSPH)m(iSPH)

∑nSPH
iSPH=1wxi (iSPH)wyi (iSPH)

, (A.3)

(i, i +1) : vx =
∑nSPH

iSPH=1 wxi (iSPH)wyi+1(iSPH)vx(iSPH)m(iSPH)

∑nSPH
iSPH=1wxi (iSPH)wyi+1(iSPH)

, (A.4)

(i +1, i) : vx =
∑nSPH

iSPH=1 wxi+1(iSPH)wyi (iSPH)vx(iSPH)m(iSPH)

∑nSPH
iSPH=1wxi+1(iSPH)wyi (iSPH)

, (A.5)

(i +1, i +1) : vx =
∑nSPH

iSPH=1 wxi+1(iSPH)wyi+1(iSPH)vx(iSPH)m(iSPH)

∑nSPH
iSPH=1wxi+1(iSPH)wyi+1(iSPH)

, (A.6)
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Figure A.1: Measure of the KHI-amplitudes: Thevy-velocity of the particles within the shaded re-
gion are subject to the Fourier-Transformation. The maximum of the Back-Transformation gives the
maximal amplitude.

where they-velocity components are obtained replacingvx(iSPH) with vy(iSPH) andm(iSPH) denotes
the mass of the SPH-particle. The same scheme gives the gridpoint masses,

(i, i) : m =
∑nSPH

iSPH=1wxi (iSPH)wyi (iSPH)m(iSPH)

∑nSPH
iSPH=1wxi (iSPH)wyi (iSPH)

, (A.7)

(i, i +1) : m =
∑nSPH

iSPH=1wxi (iSPH)wyi+1(iSPH)m(iSPH)

∑nSPH
iSPH=1wxi (iSPH)wyi+1(iSPH)

, (A.8)

(i +1, i) : m =
∑nSPH

iSPH=1wxi+1(iSPH)wyi (iSPH)m(iSPH)

∑nSPH
iSPH=1wxi+1(iSPH)wyi (iSPH)

, (A.9)

(i +1, i +1) : m =
∑nSPH

iSPH=1wxi+1(iSPH)wyi+1(iSPH)m(iSPH)

∑nSPH
iSPH=1wxi+1(iSPH)wyi+1(iSPH)

. (A.10)

This procedure is called ’cloud in cell method’ (Hockney & Eastwood, 1988) and allows to transform
the SPH particle distribution into an ordered grid distribution with its corresponding physical quanti-
ties. We use this approach to compare our SPH- and GRID results. Of course, other methods for the
weighing (e.g. cubic weighing) exist, but for our purposes the linear scheme as discussed above is
sufficient.

A.2 Measuring the KHI-amplitudes

To measure the amplitude growth of the KHI, we apply a Fourier-Transformation (FT) to thevy-
velocity component of the grid points. The FT allows to select the desired modes reducing the numer-
ical noise.
The region of our focus,x = [−0.5,0.5] andy = [−0.5,0.5] containts one mode of thevy-perturbation
(eq. (3.36)) triggering the instability, see Fig. A.1. The shaded regions comprise the particles sub-
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Figure A.2: Variation of KHI-amplitude in the case of equal density layers using VINE (upper left
panel) and FLASH (upper right panel) for different values ofσ0. For the different density case with
DC = 10 we show RAMSES (bottom panel).

ject to the FT. The maximum of the FT gives the dominant modek and its corresponding velocity
amplitude, which we compare wit the analytical model.

A.3 Dependence of KHI-amplitudes onσ0

DEPENDENCE OFKHI ON σ0:
This parameter determines the strength of the initialvy-perturbation (eq. (3.36)). In Fig. 3.4 we show
the time evolution of the vy-amplitude, which describes thegrowth of the KHI. Fort ≤ 0.2 the am-
plitudes decrease since the SPH particles lose kinetic energy by moving along the y-direction into the
area of the opposite stream. If the magnitude of the initial perturbation is low (i.e. smallσ0), then
the decrease in the amplitude is stronger than for e.g.σ0 = 1, where the initial perturbation is large
and the decrease less prominent. But independently of the value of σ0 the subsequent growth of the
instability is similar, and we obtain comparable results neglecting the decreasing initial part. Fig. A.2
shows the dependency of the KHI-amplitudes using differentvalues ofσ0, for VINE (upper left panel)
and FLASH (upper right panel). For both examples we use equaldensity layers, where for FLASH



130 APPENDIX A. MODELLING SHEAR FLOWS WITH SPH AND GRID BASEDMETHODS

a viscosity ofν = 0.3 has been taken. The bottom panel of Fig. A.2 shows the different density case
using RAMSES withDC = 10. Clearly visible is the initial drop caused by a low value of σ0. This is
the case for all codes, and arises due to the transformation of energy to build up the KHI. The fitted
slopes do not vary much withσ0. To extract the slopes, we concentrate on the time evolutionafter this
initial drop.



Appendix B

The trace of dark energy captured within
the CMB

B.1 Numerical Calculation of the Growth Suppression Factor

To solve eq. (4.61), we have to deal with an differential equation of the form,

ÿ = f (x,y, ẏ). (B.1)

The numerical approach to solve this kind of differential equation is called theRunge-Kutta-Nystroem-
method(RKN-method). It is described in detail in Fehlberg (1974).We will give a short motiviation.
The initial conditions for the valuesx,y, ẏ are given byx0,y0, ẏ0, and it follows,

f0 = f (x0,y0, ẏ0),

f1 = f

(

x0 + α1h,y0 + ẏ0α1h+
1
2

f0α2
1h2, ẏ0 + f0α1h

)

,

f2 = f

(

x0 + α2h,y0 + ẏ0α2h+
1
2

f0α2
2h2 + γ21( f1− f0)h

2, ẏ0 + f0α2h+ β21( f1− f0)h

)

f3 = f

(

x0 + α3h,y0 + ẏ0α3h+
1
2

f0α2
3h2 + γ32( f2− f0)h

2, ẏ0 + f0α3h+ β32( f2− f0)h

)

...

fκ = f

(

x0 + ακh,y0 + ẏ0ακh+h2 ·
κ=1

∑
λ=0

γκλ · fλ , ẏ0 +h·
κ−1

∑
λ=0

βκλ · fλ

)

,

whereh denotes the integration stepsize, and theα ’s, β ’s and γ ’s are the Runge-Kutta-Nystroem
coefficients which need to be calculated.κ depends on the desired order of the integration, e.g.
κ = 1,2,3, ...,13 for the seventh order. We use the 5th-order RKN-formulae.Its evaluations lead to,

y(x0 +h) = y0 + ẏ0h+(c0 f0 +c1 f1 +c2 f2 +c3 f3 +

c4 f4 +c5 f5 +c6 f6 +c7 f7)h
2, (B.2)

ẏ(x0 +h) = ẏ0 +(ċ0 f0 + ċ1 f1 + ċ2 f2 + ċ3 f3 +

ċ4 f4 + ċ5 f5 + ċ6 f6 + ċ7 f7)h. (B.3)
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Figure B.1: On the left side the numerical solution of the differential equation ¨y− ẏ = 0 is shown,
with the analytical solution beingy(x) ∼ expx. On the right side the numerical solution for ¨y+y = 0
is presented. The analytical solution isy∼ sinx.

The corresponding weight factors,cκ and ċκ need to be computed following the derivation in
Fehlberg (1974), where a complete table of all coefficients is given.

Fig. B.1 presents the solutions of two simple test cases. Thefirst test case, the differential
equation ¨y− ẏ = 0 has the analytical solutiony(x) ∼ exp(x). As can be seen from Fig. B.1, the
numerical solution reproduces this functional behavior. The same holds for the second case, the
differential equation ¨y+ y = 0 with the analytical solution beingy(x) ∼ sinx. The numerical result
reproduces the analytical solution very well.

B.2 Transfer Function

The behavior of the transfer function depends on the scaleL of the fluctuation and the moment it
enters the horizon, characterized throughzenter(L). If this happens at the era of radiation (i.e. before
ρM = ρRaddenoted byzRM−eq) the expansion of the universe is too strong and any growth isprevented.
It starts only when matter begins to dominate, afterz< zMR−eq. This leads to a special scale, where

zRM−eq = zenter(L0), (B.4)

with L0 being the comoving distance (eq. (4.26)) to matter radiation equality. Therefore, fluctuations
with L > L0 will enter the horizon at matter domination and hence grow. In the case ofL < L0 radiation
dominates and the growth is suppressed untilz< zRM−eq. A quantitative description of those effects
allows to determine the transfer function (e.g. Schneider,2006). For example, the transfer function of
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Figure B.2: Comparison ofD(z) (eq. 4.63) for all DE parameterizations: Cosmological constant
(black line) usingwDE = −1, WETT04 parameterization withΩEDE = 0.0064 (blue line), LIND03
parameterization usingwa = 0.5 (red line) and KOMAT09 parameterization withztrans= 6.39 (green
line).

Bardeenet al. (1986) is determined through

T(q) =
ln(1+2.34q)

2.34q
·
[

1+3.89q+(16.1q)2 +(5.4q)3 +(6.71q)4]−1/4
(B.5)

q =
k

Γ h
. (B.6)

q is given by,

q(k) =
k

Mpc−1 ·α
−1/2(Ω0h2)−1Θ2

2,7, (B.7)

with

α = a−Ωb/Ω0
1 ·a−(Ωb/Ω0)

2

2 , (B.8)

andΘ2
2,7 ∼ 1. Ω0 is the total matter content of the universe today andΩb ∼ 0.046 the amount of

baryons.a1 anda2 are determined by,

a1 = (46.9Ω0h2)0.670[1+(32.1Ω0h2)−0.532], (B.9)

a2 = (12.0Ω0h2)0.424[1+(45.0Ω0h2)−0.582]. (B.10)

B.3 Comoving Distances for different DE Models

Fig. B.3 presents the comoving distances (eq. (4.26)) for constant equation of states (upper left panel),
LIND03 (upper right panel), KOMAT09 (bottom left panel) andWETT04 (bottom right panel).
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Figure B.3: Evolution of the comoving distances (eq. (4.26)) for wDE = const. (upper left panel),
LIND03 (upper right panel), KOMAT09 (bottom left panel) andWETT04 (bottom right panel), re-
spectively.

B.4 Comparison of Growth Factors for different DE Models

Fig. B.2 shows the various growth factorsD(z) (eq. 4.63) withz for the case of the standard cosmo-
logical constant usingwDE = −1 (black line), WETT04 usingΩEDE = 0.0064 (blue line), LIND03
with wa = 0.5 (red line) and KOMAT09 withztrans= 6.39 (green line). The strongest growth ofD(z)
is for wDE = −1, since the DE density is the lowest in this case. WETT04 yields the most reduced
D(z), because DE plays a role already at early times and dampens the growth of structures most ef-
fectively. LIND03 withwa = 0.5 (close to the value proposed by SUGRA, see 4.3.2) and KOMAT09
with ztrans= 6.39 are also lower compared to the standard case.

B.5 Summary of Models for the Nonlinear Power Spectrum

• HKLM FORMALISM:
This method is based on the stable clustering hypothesis (Peebles, 1974a, 1980; Davis & Pee-
bles, 1977), which claims that clustering in a very non-linear regime leads to virialized regions
with fixed proper density, thereby retaining some memory of its initial configurations. Assum-
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ing the stable clustering hypothesis on small scales, Hamiltonet al.(1991) (HKLM) introduced
a scaling Ansatz, which interpolates between the linear regime on large scales and the non-linear
regime on small scales in terms of a fitting function to N-bodysimulations. Further corrections
were made by Peacock & Dodds (1994) and Peacock & Dodds (1996)(PD96), respectively. An
accuracy test was provided by Jainet al. (1995).

• SCALE-FREE MODELS:
This description is independent on any characteristic physical length scales, and requires two
conditions (Efstathiouet al., 1988),

i) Initial power spectrum resembles a power law,P(k) = A ·kn for 1 < n <−3,

ii) The scalefactor evolution follows a power law too,a(t) ∝ tα . A nonlinear wavenumber
kNL needs to be identified, constrained by the presumed cosmological model. The statistics
of gravitational clustering are expressed by a similarity solution, see Smithet al. (2003),

P(k,a) = P̃(k/kNL). (B.11)

(Davis & Peebles, 1977; Peebles, 1980)

B.6 HALOFIT-Coefficients

Smithet al. (2003) obtained the following coefficients,

log10an = 1.4861+1.8369n+1.6762n2 +0.7940n3 +0.1670n4−0.6206C, (B.12)

log10bn = 0.9463+0.9466n+0.3084n2−0.9400C, (B.13)

log10cn = −0.2807+0.6669n+0.3214n2−0.0793C, (B.14)

γn = 0.8649+0.2989n+0.1631C, (B.15)

αn = 1.3884+0.3700n−0.1452n2, (B.16)

βn = 0.8291+0.9854n+0.3401n2, (B.17)

log10µn = −3.5442+0.1908n, (B.18)

log10νn = 0.9589+1.2857n, (B.19)

where theΩ dependent functions forΩ = ΩM ≤ 1 are

f1a(Ω) = Ω−0.0732, (B.20)

f2a(Ω) = Ω−0.1423, (B.21)

f3a(Ω) = Ω0.0725, (B.22)

while for Ω = ΩM + ΩDE = 1 it follows

f1b(Ω) = Ω−0.0307, (B.23)

f2b(Ω) = Ω−0.0585, (B.24)

f3b(Ω) = Ω0.0743. (B.25)



136 APPENDIX B. THE TRACE OF DARK ENERGY CAPTURED WITHIN THE CMB

Figure B.4: The ratio of nonlinear to linear power spectra asdiscussed in Gioviet al. (2003), for
different dark energy models.

B.7 Ratio of Power Spectra

Giovi et al. (2003) uses the MA99 approach but assuming an implicit dependence onknl , see
eq. (4.164). Their result for the ratio of nonlinear to linear power spectra for different dark energy
models is shown in Fig. B.4. Interestingly, they get a very large contribution of nonlinear effects at
high redshifts, as seen by thez= 10 example. This is unexpected, since for larger redshifts the nonlin-
ear effects should be less dominant (see e.g. bottom panel ofFig. 4.12). We too tested their approach,
and did not find such an behavior.

B.8 Derivative of the MA99 Power Spectrum

This section shortly discusses the derivative of the Maet al. (1999) power spectrum, which is needed
for the calculation of|Q(l)| (eq. (4.198)), and the corresponding comparison with PT andHALOFIT.
The derivative of eq. (4.148) results in,

∂∆nl(knl,z)
∂z

=
∂∆l (kl ,z)

∂z
·G
(

∆l (kl ,z)

g3/2
0 σ β

8

)

+ ∆l(kl ,z) ·
∂G
∂z

, (B.26)
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where for the various components (eq. (4.149), eq. (4.152) and eq. (4.150)) it follows:

∂x
∂z

= x

{

∆l (kl ,z)
−1 ∂∆l (kl ,z)

∂z
−
(

3
2

g1/3
0

∂g0

∂z
+

β
σ8

∂σ8

∂z

)}

, (B.27)

∂σ8

∂z
= σ8(z) ·

{

1
gQ

∂gQ

∂z
− 1

gΛ

∂gΛ

∂z
− 1

(1+z)

}

, (B.28)

∂G(x)
∂z

= G(x) ·
{

0.5
(1+0.5x) · [1+ ln (1+0.5x)]

· ∂x
∂z

}

+

G(x) ·
{

0.024x3∂x/∂z+8c1x7/g3∂x/∂z−3c1x8/g4∂g/∂z
(1+0.02x4 +c1x8/g3)

}

−

G(x) ·
{

c27.5x6.5∂x/∂z
(1+c2x7.5)

}

. (B.29)

The derivative ofg0 vanishes, sincewDE = −1 is constant. We use these equations to calculate
eq. (4.200). Note: Using the approach by Gioviet al. (2003), the only thing that changes is the
dependence ofG onknl instead ofkl .

B.9 Evolution of ∂PΦ(z)/∂z for different DE Models

Fig. B.5 showsdPΦ/dzwith redshift fork = 4 Mpc−1, where the regime is completely nonlinear. The
upper left panel shows the examples for constant equation ofstates usingwDE = −0.6 (black lines),
−1 (blue lines) and−1.4 (red lines). The upper right panel shows the WETT04 examples for ΩEDE

contributions atzlss (solid lines) andzsf (dashed triple dotted lines), see also table 4.2. The bottom
right panel presents LIND03 forwa =−0.5 (black lines), 0.5 (blue lines) and 1 (red lines), while the
bottom right panel shows KOMAT09 forztrans= 115.97 (black lines), 6.39 (blue lines) and 2.60 (red
lines).

B.10 Signal to Noise

Fig. B.6 shows theS/N evolution with lmax for a cosmic variance limited experiment using PT and
MA99. Both approaches are similar.
Fig. B.7 and Fig. B.8 present theS/N evolution withlmax for a WMAP limited experiment. Compared
to Fig. 4.25 and Fig. 4.26 the signal is much lower. Future measurements as PLANCK will provide
more insight into the nature of DE.

B.11 Spin Weighted Spherical Harmonics

The so called spin weighted spherical harmonics introducedby Newman & Penrose (1966) present a
generalization from the usual spherical harmonics and are written as,sYm

l , wheres denotes the spin
weight andl , mcorrespond to their normal description. ThesYm

l are obtained by using spin raising and
lowering operators, where the standard form for the spherical harmonics refers to the weights= 0,

0Y
m
l = Ym

l . (B.30)
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Figure B.5: The same as in Fig. 4.18 but fork = 4 Mpc−1.

The spin weighted harmonics can be recursively calculated by applying the raising or lowering oper-
ators and it follows from Goldberget al. (1967),

sYlm(Θ ,φ) =

[

(l +m)!(l −m)!
(l +s)!(l −s)!

(2l +1)

4π

] 1
2

(sinΘ/2)2l ·

l−s

∑
r=0

(

l −s
r

)(

l +s
r +s−m

)

(−1)l−r−seimφ (cotΘ/2)2r+s−m. (B.31)
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Figure B.6: The same as Fig. 4.25 using PT (black line) and MA99 (blue line).

Figure B.7: The same as Fig. 4.25 but for a WMAP limited experiment.
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Figure B.8: The same as Fig. 4.25 but for the constant equation of state withwDE = −1 (black solid
line), WETT04 usingΩEDE = 0.0064 (blue line), LIND03 withwa = 0.5 (red line), and KOMAT09
usingztrans= 6.39 (green line).
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Unerstützung, sowie Prof. Dr. Harald Lesch. Ein lieben Dank auch an Peter Johansson für die vielen
gut organisierten Gruppen- und Astroph-Treffen.
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