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1    Abstract 

 

In the visual system, key structures of the ascending pathway are formed before the 

onset of vision. The concerted interplay between molecular guidance cues and activi-

ty-dependent mechanisms guides these developmental processes. While molecular 

factors set up coarse topographic structures, neuronal activity drives the refinement 

of these structures into functional networks. During this time, spontaneous waves of 

activity are generated in the retinal network that regulate the formation of the basic 

connectivity from the retina to the visual cortex. However, how retinal inputs contri-

bute to network activity in the developing visual cortex is poorly understood. 

In the present study, I used two-photon calcium imaging to unravel spontaneous ac-

tivity patterns in the visual cortex of the developing mouse in vivo. The labeling of 

large populations of cortical neurons enabled me to follow the behavior of many cells 

at the same time. Spontaneous cortical activity comprised two distinct patterns of 

network events that could be separated by neuronal participation rate, synchronicity 

and amplitude. In addition, the different classes of network activity were differentially 

regulated in the second postnatal week. The perturbation of spontaneous retinal ac-

tivity revealed that specifically cortical network events with a low to medium partici-

pation rate are triggered by retinal inputs. In contrast, cortical network events that 

comprised the majority of imaged neurons remained unaffected by retinal manipula-

tions, suggesting that these network events are centrally generated. Thus, before the 

onset of vision, distinct classes of network events of different origins coexist in the 

visual cortex and are likely to regulate various aspects of network development. 
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2    Introduction 

 

The ability of organisms to adapt to changes in the environment is virtually unlimited. 

The hub for these adaptations is the nervous system with its billions of interconnected 

neurons which in turn form innumerable connections. This way, the brain of higher 

animals is able to perform complex actions and reactions and thus meets the demands 

of an ever changing environment. This complexity of the brain develops early during 

the first stages of life and is required for proper brain functioning.  

The formation of the brain is an intricate process. Because neuronal networks are not 

built from a master plan, their formation requires countless rearrangements to estab-

lish the complex mesh of neuronal connections. Moreover, to guarantee the ability to 

adapt to changes in the surrounding, the plastic properties of neuronal networks are 

maintained throughout adulthood. To meet these requirements, both the developing 

and the mature brain are in a state of constant structural and functional change. Given 

these complex modifications, it is not surprising that many open questions remain to 

be answered regarding the mechanisms that lead to the formation of mature neuronal 

networks.  

On the next pages, I will outline the hallmarks of what is currently known about the 

mechanisms of neuronal network formation and in particular concentrate on the de-

velopment of the visual system. 
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2.1 Nervous system development: The concerted in-
terplay of activity-dependent mechanisms and molecu-
lar guidance cues 
 

The development of neuronal networks is a highly specific process during which neu-

ronal projections find the appropriate target area and make contact with the right 

partners. This specificity is critical for the formation of neuronal networks and for 

proper functioning of the mature brain. The miswiring of the neuronal network can 

cause severe defects and, in the worst case, result in neurodevelopmental diseases 

(Levitt et al., 2004; Van Quyen et al., 2006).  

The communication between neurons in the central nervous system is mainly 

achieved by chemical signals. In order to exchange information in a timely manner, 

the neurons are in close contact and form specialized connections with each other. 

These connections, called synapses, serve as a basis for information exchange that is 

mainly achieved by the release of chemical signals, so-called neurotransmitters. Syn-

apses are primarily formed between the presynaptic axon, the part of a neuron that 

dispatches the signal, and the postsynaptic dendrite, which receives and processes the 

information. To find the correct synaptic partners during network formation, neurons 

send out axonal processes that navigate through various brain regions and come to a 

halt when the axons encounter the right postsynaptic structures. The challenge to 

form synapses with the appropriate partners in the target area is largely regulated by 

two mechanisms: molecular cues and activity-dependent mechanisms. It is widely 

accepted that the concerted interplay of these two mechanisms is sufficient to build 

up the mature brain (Lee and Sheng, 2000; Katz and Crowley, 2002; Cline, 2003). Mo-

lecular factors, either secreted or bound to cells guide the navigating axon and lure it 

to its final destination. These positional cues act either as repellents or attractors and 

lead to the directed outgrowth of neuronal processes into the designated area or layer 

(Huberman et al., 2010). The encounter with appropriate postsynaptic structures will 

ultimately lead to the formation of neuronal networks and an initial coarse projection 

map is established.  

Once neurons are brought into close contact with each other, activity-dependent me-

chanisms come into play. The sources of activity are diverse. Early during develop-
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ment, neuronal activity arises spontaneously and without sensory stimuli. Later, in-

puts from the periphery, predominantly elicited by sensory stimulation trigger the 

activation of neuronal networks. Activity-dependent mechanisms mediate signaling 

cascades that lead to the maturation and refinement of neuronal networks. Among 

these mechanisms are activity-dependent gene expression, structural rearrangements 

and mechanisms involved in synapse stabilization (Cline, 2003) 

Spontaneous activity-dependent processes during early development involve a varie-

ty of mechanisms ranging from the simultaneous activation of the entire network 

(Allene and Cossart, 2010) down to the specific activation of confined stretches of 

neuronal processes (Lohmann, 2009). According to Donald Hebb’s postulate (Hebb, 

1949), the correlated firing of cells results in the strengthening of mutual connections: 

“Cells that fire together wire together” (coined by C. J. Shatz).  Conversely, synapses of 

cells that fire in an un-correlated manner are weakened and eventually eliminated: 

“Cells that fire out of sync lose their link”. These principles provide a rule for the for-

mation of neuronal networks based on activity-dependent cues. Hence, spontaneous 

network activations that recruit large populations of neurons at the same time are 

thought to sculpt neuronal networks on a large scale. This form of activity is common 

in the developing brain and connects co-active cells to form functional units (Huber-

man et al., 2008; Lopez-Bendito and Molnar, 2003). Similarly, the simultaneous activa-

tion of sites on dendrites of a neuron could strengthen connections on a subcellular 

scale (Kleindienst et al., submitted).  

Since the pioneering work of Donald Hebb, numerous studies engaged in these theo-

ries and it became clear that activity-dependent mechanisms are indispensable for the 

wiring of most parts of the brain. One of the best studied systems in this context is the 

developing visual system of mammals. Within the scope of this study, I will first give 

an overview of the role of large-scale network oscillations during nervous system de-

velopment in general (chapter 2.2). Secondly, I will focus on the developing visual 

system and emphasize the importance of the concerted interplay of activity-

dependent mechanisms and molecular guidance cues for the formation of the mature 

visual system (chapter 2.3).  
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2.2 Spontaneous activity patterns guide the formation 
of neuronal networks 
 

The first postnatal weeks are a period of extensive structural changes and rearrange-

ments in the cortex of developing rodents (Feller and Scanziani, 2005; Bence and 

Levelt, 2005). Numerous new connections are formed whereas exuberant connections 

are removed from the neuronal network. These changes are largely regulated by ac-

tivity-dependent mechanisms. Even before sensation, the developing brain generates 

patterns of spontaneous activity that control the formation of neuronal networks 

(Khazipov and Luhmann, 2006; Blankenship and Feller, 2010). Such activity patterns 

have been described in numerous in vitro and in vivo preparations. Among the most 

extensively studied structures are the retina (Meister et al., 1991; Wong et al., 1993), 

the spinal cord (ODonovan et al., 1998; Hanson and Landmesser, 2004), the hippo-

campus (Ben Ari, 2001; Leinekugel et al., 2002) and the neocortex (Khazipov et al., 

2004; Adelsberger et al., 2005; Allene et al., 2008). Within the scope of this study, I 

will focus on spontaneous activity patterns in the developing cerebral cortex during 

the first two postnatal weeks.  

Despite the vast literature on spontaneous network activity in the developing cortex, 

the mechanisms underlying the different activity patterns are not clear (Allene and 

Cossart, 2010). Already before birth, neurons in the neocortex are activated in a syn-

chronous but non-synaptic fashion (Owens and Kriegstein, 1998; Corlew et al., 2004). 

These activity patterns, largely mediated by gap junctions that couple neurons in the 

immature network, are thought to promote early steps in development, such as neu-

rogenesis and neuronal migration (Owens and Kriegstein, 1998; Weissman et al., 

2004). However, the activation only recruits few cells and is restricted to relatively 

small areas of the cortex (Figure 2.1 A). Around birth, early network oscillations 

(ENOs) emerge which engage the majority of cells in the cortical structure (Garaschuk 

et al., 2000; Corlew et al., 2004; Adelsberger et al., 2005). In contrast to embryonic 

activity patterns, ENOs are driven by synaptic inputs and are sensitive to the blockade 

of glutamatergic transmission (Figure 2.1 B) (Garaschuk et al., 2000; Allene et al., 

2008).  
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Figure 2.1 Different patterns of spontaneous network activity shape the neuronal network of the 
developing cortex. (A) Around birth, the synchronous activation of small ensembles of neurons is non-
synaptic and mediated by gap junctions. (B) In the first week of life, ENOs emerge which are characte-
rized by the simultaneous activation of large neuronal populations of the network through glutamatergic 
transmission. (C) GABAergic GDPs develop at the end of the first postnatal week. (Adapted from Allene 
and Cossart, 2010) 

 

It has been shown recently that ENOs are triggered by the activation of extrasynaptic 

NMDA receptors, glutamate receptors that are thought to regulate the maturation of 

functional synapses. Glutamate spillover from neighboring synapses is thus responsi-

ble for the generation of ENOs in the developing cortex (Allene et al., 2008).  ENOs are 

recurrent activity patterns that travel across large areas of the cortex (Garaschuk et 

al., 2000).  They act as a synchronizing element that regulates the development over 

large cortical regions. ENOs have also been described in the newborn mouse cortex in 

vivo where they predominantly occur during the quiescent state of the animal, similar 

to sleep (Adelsberger et al., 2005). This early network activity is soon replaced by 

more complex activity patterns, commonly described as giant depolarizing potentials 

(GDPs). GDPs have first been described in the hippocampus (Ben-Ari et al., 1989) but 

are also present in the cortex during early stages of development (Figure 2.1 C) 

(Allene et al., 2008; Rheims et al., 2008). GDPs arise several days after birth and differ 

from ENOs in both spatial and temporal parameters and the transmitter involved. 

While ENOs occur at low frequencies and activate the entire cortical network with 

slow kinetics, GDPs resemble fast oscillations that occur frequently and are restricted 

to smaller ensembles of neurons. In contrast to ENOs, cortical GDPs are most likely 
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driven by GABAergic transmission (Allene et al., 2008). At this time of development, 

GABA functions as excitatory transmitter and important mediator of activity in the 

developing network. Both patterns of correlated activity, ENOs and GDPs, are likely to 

control the refinement of neuronal maps by means of Hebbian-like mechanisms and 

strengthen the connections between co-active neurons (Song and Abbott, 2001). What 

drives these network oscillations in the developing cortex? Evidence is accumulating, 

that subtypes of GABAergic neurons serve as initiators of network oscillations. These 

so-called pacemaker-like neurons or hub cells have been described in the hippocam-

pus (Bonifazi et al., 2009) as well as in the cortex (Voigt et al., 2001; Le Bon-Jego and 

Yuste, 2007). This class of GABAergic neurons initiates network activation in the de-

veloping brain and serves as integrating element in the synchronization of the devel-

oping network. 

ENOs and GDPs have both been described first in slice cultures of various brain re-

gions (Ben-Ari et al., 1989; Garaschuk et al., 1998; Garaschuk et al., 2000). Recently, in 

vivo recordings of spontaneous network activity have been reported by several labor-

atories. For instance, Yang and colleagues have demonstrated with electrophysiologi-

cal field recordings a similar developmental sequence of activity patterns in the de-

veloping cortex of rats, terming the corresponding phenomena long oscillations and 

spindle bursts (Yang et al., 2009). The transition from a highly correlated state of 

spontaneous network events to sparse activity patterns around the second week after 

birth has been demonstrated in the visual and somatosensory cortex of developing 

mice (Rochefort et al., 2009; Golshani et al., 2009). This transition is thought to be a 

prerequisite of activity patterns in the adult animal in which a sparse coding is 

thought to be preferable for more efficient information processing (Olshausen and 

Field, 2004; Kerr et al., 2007).  

How do inputs from the periphery contribute to the generation of cortical network 

activity during early stages of development? It is thought that information processing 

in the mature brain is achieved by the sparse firing of only few neurons and not by the 

correlated activation of large neuronal ensembles. In vivo calcium imaging studies 

have shown that the process of de-correlating spontaneous network events in the 

cortex is not dependent on sensory experience. Neither the deprivation of visual 

(Rochefort et al., 2009) nor tactile information (Golshani et al., 2009) could prevent 
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the transition from highly synchronous activity patterns in the developing cortex to 

the sparse firing in the adult. If pivotal developmental processes are largely indepen-

dent of sensory information, what could be the mechanisms that shape the developing 

neuronal network? One prime candidate could be patterned activity that arises spon-

taneously from peripheral inputs before sense organs are fully developed. For in-

stance, electrophysiological recordings revealed that spontaneous network activity in 

the somatosensory cortex is altered but not abolished after spinal cord transection, 

suggesting that peripheral activity shapes network activity in central brain structures 

(Khazipov et al., 2004). Such activity patterns are likely to strengthen or eliminate 

connections between neurons through Hebbian-like mechanisms. The significance of 

patterned activity arising from the periphery and its role in the development of ma-

ture neuronal networks has been widely studied in the visual system.  

 

 

2.3 Visual system development 
 

How does activity from the periphery influence the functioning of central structures, 

such as the neocortex? Since the pioneering work of Hubel and Wiesel (Hubel and 

Wiesel, 1959; Wiesel and Hubel, 1963), the mammalian visual system is a prominent 

field of research to study the development of the nervous system. Furthermore, the 

interplay of specific guidance cues and activity-dependent mechanisms has been stu-

died in the developing visual system of mammals and has provided important insights 

into the formation of functional network.  
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2.3.1 The mouse visual system 
 

The visual system of the mouse has attracted the attention of neuroscientists only 

recently. In contrast to other mammals such as primates and carnivores, the mouse 

does not primarily rely on vision. Because it rather uses olfactory and tactile cues for 

orientation, the visual system of the mouse is less sophisticated. However, most prin-

cipal features that characterize the better developed visual system of higher mam-

mals, such as orientation and direction selectivity, are present in rodents (Drager, 

1975; Metin et al., 1988). Due to the availability of genetic tools that are not suitable 

for other mammals, the study of the mouse nervous system became highly favored 

recently. Transgenic technologies, such as knockout mice or reporter lines that ex-

press a fluorescent protein in specific cell types have been generated and are now 

being used for the study of various aspects of the visual system (Rossi et al., 2001; 

Cang et al., 2005a; Hofer et al., 2009).  

The visual system of the mouse, such as that of other mammals, is constructed in a 

hierarchical manner (Figure 2.2 A). The retina receives sensory stimuli and serves as a 

first post of neuronal processing. The axons of the retinal ganglion cells (RGCs) leave 

the retina via the optic nerve and project to the dorsal lateral geniculate nucleus 

(dLGN). Neurons in the dLGN establish connections with layer 4 neurons of the pri-

mary visual cortex (V1). From there, the signal is distributed to other cortical layers 

and further processed in higher visual areas (Figure 2.2 B). RGCs also send projections 

to the superior colliculus (SC) in the midbrain that mediates visual reflexes, such as 

eye or head movements. Nevertheless, the majority of RGC axons from one eye leave 

the retina via the optic nerve, cross the hemisphere at the optic chiasm and project to 

the contralateral dLGN (Figure 2.2 A). A small proportion of RGCs, however, send their 

axons to the ipsilateral side of the brain. While the inputs from both eyes are com-

pletely separated in the dLGN and the SC, the primary visual cortex contains a binocu-

lar region, where inputs from both eyes converge (Figure 2.2 A). Due to the lateral 

location of the eyes in the mouse, stereoscopic vision is poorly developed and the area 

of binocular projections is relatively small. However, like in other animals, the mouse 

visual system is constructed in a topographic order.  
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Figure 2.2 Layout of the visual system of the mouse. (A) Schematic of the mouse visual system. Visual 
information is perceived by the retina and transferred to upstream targets, the dLGN and primary visual 
cortex (V1). While most inputs from the retina (dark colors) cross at the optic chiasm (gray structure), a 
small fraction of RGC axons projects to the ipsilateral side (light colors). (B) Simplified wiring diagram of 
the visual system from the retina to V1. RGC synapse onto dLGN neurons. Layer 4 neurons of V1 receive 
projections from the dLGN and the information is further distributed to other cortical layers as well as 
higher visual areas. A small fraction of RGC axons projects to the SC.  

 

Adjacent points in the animal’s visual field are perceived by neighboring retinal neu-

rons and this topographic map is maintained in upstream targets of the visual system. 

The so-called retinotopic map preserves spatial information across the different brain 

structures and ensures a continuous representation of visual space. Owing to its 

scarcely developed vision, the visual cortex of the mouse lacks a highly ordered co-

lumnar organization that is characteristic for other mammals such as primates and 

carnivores. These structures contain neurons that share similar response properties. 

For instance, neurons that preferentially respond to one eye are grouped into ocular 

dominance columns that span all layers of the cortex (Hubel et al., 1977; LeVay et al., 

1978). Neurons that prefer similar stimulus properties, such as orientation or direc-

tion, are likewise clustered in a highly ordered, columnar fashion (Bonhoeffer and 

Grinvald, 1991; Weliky et al., 1996). To date, none of these structures have been found 

in the mouse visual system. In contrast, in vivo imaging of the rodent visual cortex 
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revealed a salt and pepper like distribution of neurons with similar response prefe-

rences (Schuett et al., 2002; Ohki et al., 2005). Nevertheless, individual neurons of the 

rodent visual cortex show sharply tuned responses to specific stimulus properties 

such as direction and orientation (Metin et al., 1988; Ohki et al., 2005). 

How does the specificity of the neuronal network come about during visual system 

development? While there is general consent that interactions of molecular cues and 

activity-dependent mechanisms play a critical role during network formation, the 

exact mechanisms are still largely unknown. In the next chapters, I will give an over-

view of what is currently known about the two mechanisms during visual system de-

velopment. First, I will focus on molecular factors that primarily regulate the first 

steps of network formation. Second, I will demonstrate how neuronal activity is in-

volved in the refinement of neuronal projections, especially during later stages of 

network formation. 

 

2.3.2 Molecular cues and visual system development 
 

Once newly generated neurons have settled in the appropriate environment, they 

start sensing the environment for the right synaptic partners. For example, RGC axons 

traverse long distances from the retina into the dLGN where they form synapses with 

adequate postsynaptic dendrites of dLGN neurons. The specificity in synaptic partner 

finding is largely accomplished with the help of molecular guidance cues. This concept 

was established over 40 years ago by the neurobiologist Roger Sperry. He postulated 

in his chemoaffinity hypothesis that the graded expression of specific guidance mole-

cules can act as attractive or repulsive signal for developing nerve cells (Sperry, 

1963). Thus, pre- and postsynaptic partners find their match through specific expres-

sion patterns of various receptors and ligands. However, no class of molecules has 

been found to date that meets all requirements to overcome the restrictions im-

printed in the number of genes available. Instead, the concerted interplay with activi-

ty-dependent mechanisms could provide the specificity required for the formation of 

the visual system.  
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Figure 2.3 Molecular factors serve different roles during network development. (A) Axon guidance 
cues, such as ephrins, are expressed in a graded fashion to regulate the ingrowth of RGC axons into the 
dLGN. (B) Cell adhesion molecules (e.g. SynCAM1, green) provide a mechanism to bring neuronal part-
ners from the retina (red) and dLGN (black) into close contact. (C) Cells that express the same variants of 
DSCAM establish connections with each other in the appropriate layer. 

 

One of the best studied examples of topographic map formation by means of molecu-

lar gradients is the retinotectal projection of the visual system (Mclaughlin and 

O'Leary, 2005; Flanagan, 2006). Here, the binding partners ephrin-A and the corres-

ponding receptors EphAs, a set of specific tyrosin kinases, were identified to mediate 

retinotopic map formation in the nasal-temporal axis in various parts of the visual 

system, such as the SC and the dLGN (Figure 2.3 A) (Cheng et al., 1995; Drescher et al., 

1995; Feldheim et al., 1998). Conversely, the receptor/ligand pair ephrin-B and EphB 

control the development of the dorsoventral axis of the retinotectal projections (Mann 

et al., 2002; Hindges et al., 2002). These positional labels are expressed in a comple-

mentary and graded fashion and regulate the formation of a coarse retinotopic map. 

Overexpressing specific EphAs in RGCs disrupts the correct patterning of axonal pro-

jections in the dLGN of newborn ferrets, resulting in intermingled patches of eye-

specific projections (Huberman et al., 2005). These findings implicate an important 

role for ephrins and their receptors for axonal guidance and topographic map forma-

tion.  

Once the neurites have reached their target area, axons and dendrites make synaptic 

contacts with each other. In order to form functional synapses, the pre- and postsy-
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naptic neurons have to come in close physical contact with each other. Several classes 

of cell adhesion molecules (CAMs) have been identified as mediators of the first steps 

of synaptogenesis (Figure 2.3 B) (Dalva et al., 2007). CAMs not only connect neurons 

with each other, but they are also thought to be involved in much more complex func-

tions of synaptogenesis, such as receptor recruitment to the nascent synapse and me-

diating synaptic specificity (Waites et al., 2005; Dalva et al., 2007). Several adhesion 

molecules involved in synapse formation belong to the immunoglobulin superfamily 

(IgSF). For instance, SynCAM1 (Synaptic cell adhesion molecule 1) has been identified 

to initiate contact formation between neurons and to regulate excitatory synapse 

number (Biederer et al., 2002; Fogel et al., 2007). In the visual cortex, the expression 

of SynCAM1 is downregulated after a certain period of development, suggesting that 

this molecule is required for synaptogenesis (Lyckman et al., 2008). Another member 

of the IgSF that has been found to be involved in visual system development is DSCAM 

(Down syndrome cell adhesion molecule). A specific variant of the molecule, DSCAM2, 

has first been described in the visual nervous system of Drosophila where it mediates 

repulsion upon homophilic binding in lamina neurons (Millard et al., 2007). Due to its 

vast number of splice isoforms, DSCAM2 is prone to contribute to the neuron’s ability 

to distinguish between own and foreign neurites (Matthews et al., 2007). This self-

avoidance mechanism is thought to establish lamination in the visual system of the fly. 

Similarly, recent work has provided evidence that the homophilic interactions be-

tween members of the IgSF, including DSCAMs and sidekicks, serve as important me-

diators of layer formation during the development of the vertebrate visual system 

(Figure 2.3 C) (Yamagata et al., 2002; Yamagata and Sanes, 2008; Fuerst et al., 2009; 

Fuerst and Burgess, 2009).  

One exciting line of research that evolved over the last years studies the role of im-

mune proteins in topographic map formation (Boulanger and Shatz, 2004). Even 

though the central nervous system is immunologically privileged, recent work has 

suggested that various components of the immune system play an important role in 

the healthy brain. For instance, MHC (major histocompatibility complex) class I, a key 

mediator of the immune response, is expressed in normal, non-infected neurons in 

various brain structures (Neumann et al., 1995; Corriveau et al., 1998; Lidman et al., 

1999). By reducing the amount of MHCI expression on the cellular surface, eye-

specific layers fail to form in the developing dLGN (Huh et al., 2000; Boulanger and 
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Shatz, 2004). Another group of molecules that is closely related to key factors of the 

immune system are neuronal pentraxins. Similarly to MHCI, the loss of neuronal pen-

traxins results in perturbed eye-specific map formation in the dLGN (Bjartmar et al., 

2006) and prevents the elimination of aberrant connections in the retinogeniculate 

projection (Koch and Ullian, 2010). A third group of immune proteins are components 

of the classical complement cascade. These small molecules are expressed at the de-

veloping retinogeniculate synapse and are involved in synaptic pruning of aberrant 

connections that occurs during refinement (Stevens et al., 2007). 

 Although there is extensive experimental evidence that supports the role of molecular 

guidance cues during visual system development, it becomes clear that molecules 

alone cannot set up the specificity of neuronal connections in the mature brain. The 

demand for rearrangements of neuronal projections during development and later 

during learning and memory cannot solely be accomplished by molecular factors and 

must therefore be generated by additional mechanisms that provide specificity.  

 

2.3.3 Activity-dependent mechanisms and visual sys-
tem development 
 

As already pointed out in chapter 2.1, molecular cues and activity-dependent mechan-

isms go hand in hand during nervous system development. Spontaneous activity, that 

means activity triggered by intrinsic sources, has been studied in various structures of 

the developing visual system. Before the onset of visual experience, activity patterns 

have been reported in the retina (Galli and Maffei, 1988; Meister et al., 1991), the 

dLGN (Mooney et al., 1996; Weliky and Katz, 1999) and the visual cortex (Schwartz et 

al., 1998; Rochefort et al., 2009). These patterns with their spatiotemporal properties 

are requisite features for the formation of networks based on Hebbian rules (Butts et 

al. 2007). Activity patterns that are generated in the retina are transferred to up-

stream targets, such as the dLGN and V1 (Mooney et al., 1996; Hanganu et al., 2006). 

This occurs before the retina becomes light-sensitive and is able to process visual 

cues. The disruption or elimination of spontaneous activity patterns in the retina leads 

to severe effects in the formation of functioning networks in upstream targets. There-
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fore, spontaneous activity, not driven by sensory inputs, is likely to play a key role in 

the development of mature neuronal networks.  

 

Spontaneous network activity in the developing visual system 

Spontaneous activity patterns in the developing visual system are best described in 

the retina. Waves of activity sweep across the retina and cause the correlated activa-

tion of neighboring RGCs before the retina is capable of phototransduction (Meister et 

al., 1991; Wong et al., 1995). In the mouse retina, waves are already present before 

birth and persist until after eye-opening (Figure 2.4). Distinct stages of retinal waves 

can be distinguished based on the transmitter system, frequency and travel velocity 

(Wong, 1999; Firth et al., 2005). In the mouse retina, stage I waves emerge before 

birth, occur relatively infrequently and are largely mediated by acetylcholine (ACh) 

(Bansal et al., 2000; Huberman et al., 2008). During this period, non-synaptic mechan-

isms are likely to contribute to the generation of activity patterns in the prenatal reti-

na (Bansal et al., 2000; Syed et al., 2004). Stage II waves take over around birth, are 

likewise evoked by ACh and occur infrequently (Bansal et al., 2000). In contrast to 

stage I waves, the proportion of cells that is recruited to stage II retinal waves is con-

siderably larger. During the second postnatal week, glutamatergic stage III waves 

emerge and persist until around the first week after eye-opening (Bansal et al., 2000; 

Demas et al., 2003). These waves are driven by glutamatergic inputs from bipolar cells 

onto RGCs. While RGCs are activated relatively unspecifically during waves of the first 

two stages, stage III waves selectively recruit RGCs from either the On- or the Off-

subtype (Myhr et al., 2001). This ensures the transfer of functional differences be-

tween RGCs to upstream targets. 

In the developing visual system, patterned activity is generated in the retina and re-

layed to the dLGN before the onset of vision (Figure 2.4). It has been shown in in vitro 

preparations (Mooney et al., 1996) as well as in vivo (Weliky and Katz, 1999) that 

retinal activity has the ability to drive highly correlated firing in the dLGN.  
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Figure 2.4 Timeline of major developmental processes in the mouse visual system.  Sensitivity to 
light is achieved shortly before eye-opening (yellow gradient). The gray bar depicts eye-opening around 
the end of the second postnatal week. Retinal waves (red bars) are relayed to upstream targets, the dLGN 
and V1, shortly after birth (pink and purple bars). Distinct patterns of network activity, such as spindle 
bursts and SATs, exist in the visual cortex before eye-opening (light blue bars). The de-correlation of 
cortical network events (‘sparsification’, dark blue bar) starts at around eye-opening. Retinotopy and 
eye-specific segregation (light green bars) are completed before eye-opening. The critical period for 
ocular dominance (OD) plasticity starts around the beginning of the third postnatal week (dark green 
bar). 
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Likewise, retinal activity is relayed to the visual cortex as early as P2 where it drives 

spindle bursts, a specific form of network oscillations (Hanganu et al., 2006; 

Colonnese and Khazipov, 2010) and perturbations of retinal activity have profound 

effects on the frequency of network activity in the visual cortex (Hanganu et al., 2006). 

Later during development, slow activity transients (SATs) which are composed of 

several spindle bursts emerge in the visual cortex of unanesthetized rats (Figure 2.4) 

(Colonnese and Khazipov, 2010). SATs are likely to be triggered by stage III retinal 

waves and thought to mediate circuitry formation in the visual cortex (Colonnese and 

Khazipov, 2010). In summary, in most structures of the visual system spontaneous 

activity provides a general Hebbian-based mechanism to set up a functional network 

before visual experience sets in.   

 

Retinotopic map formation 

What is the significance of the specific patterns of spontaneous activity in the develop-

ing visual system? It is conceivable that the spatiotemporal information of spontane-

ous activity patterns is used to set up neuronal networks in upstream targets before 

the onset of sensory experience. For instance, due to their spatiotemporal properties 

(short duration and long interburst intervals), stage II retinal waves are optimally 

suited to establish the retinotopic map of upstream targets. During retinal waves, 

neighboring RGCs are likely to be activated together which results both in the streng-

thening of mutual connections and connections with neurons in upstream targets 

(Wong, 1999). On the other hand, the simultaneous activation of distant cell pairs or 

cells from the two eyes is unlikely which in turn leads to the weakening and elimina-

tion of those connections.  

The development of retinotopy is a good model to highlight the importance of the in-

terplay between activity-dependent mechanisms and molecular guidance cues for 

topographic map formation. The outgrowth of RGC axons to higher areas of the visual 

system is not directed to the final location but rather characterized by extensive over-

shoot of their projections. This is followed by the pruning of aberrant protrusions and 

the stabilization of functional connections (Ruthazer et al., 2003; Mclaughlin et al., 

2003). Due to expression gradients of ephrins and their receptors, a coarse retinotop-

ic map is established whereby axonal projections of neighboring RGCs occupy the 
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same areas and distant pairs will cover different regions. It has been shown that this 

refinement process requires patterned activity from the retina by means of Hebbian 

mechanisms. When retinal activity is blocked pharmacologically, the axonal terminals 

occupy larger areas in the dLGN and fail to refine to their characteristic patterns 

(Kobayashi et al., 1990; Simon et al., 1992). The generation of mice that are deficient 

for the β2 subunit of the nicotinic acetylcholine receptor (β2nAChR KO) proved very 

useful to study the role of spontaneous retinal activity during topographic map forma-

tion in the visual system (Bansal et al., 2000; Cang et al., 2005b; McLaughlin et al., 

2003). These animals specifically lack the spatiotemporal properties of stage II retinal 

waves whereas the overall firing activity of RGCs is not altered. The uncorrelated fir-

ing of RGCs results in perturbed retinotopic maps in the dLGN (Grubb et al., 2003) as 

well as in the SC and V1 (Mclaughlin et al., 2003; Cang et al., 2005b). Interestingly, 

mice deficient in both the expression of certain ephrins (ephrin-A2/5 KO) and retinal 

stage II waves (β2nAChR KO) have topographic cortical maps that are more severely 

distorted that in either knockout mouse (Cang et al., 2008). These experiments high-

light the importance of the interplay between molecular factors and activity-

dependent mechanisms during retinotopic map formation (Mclaughlin and O'Leary, 

2005). 

 

Eye-specific segregation 

In the mammalian visual system, RGC axons from both eyes project to both sides of 

the brain and are organized in eye-specific territories in the dLGN and V1 (Figure 2.2 

and Figure 2.5). The eye-specific segregation of RGC axons develops well before the 

onset of vision (Figure 2.4) and is thus another excellent model to study the interplay 

between molecular cues and spontaneous activity-dependent mechanisms during the 

formation of topographic maps. The growth of RGC axons from both eyes into the 

dLGN and the SC is initially unspecific and axonal terminals are intermingled, result-

ing in overlapping inputs from both eyes (Linden et al., 1981). This refinement 

process is regulated by competitive interactions because after selectively eliminating 

the activity in one eye, the territory in the dLGN occupied by the intact eye is in-

creased dramatically (Sretavan and Shatz, 1986; Morgan and Thompson, 1993).  
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Figure 2.5 The concerted interplay of ephrin gradients and spontaneous retinal activity regulates 
eye-specific segregation in the dLGN. Normal eye-specific segregation in the dLGN (upper left qua-
drant). The disruption of the ephrin-A gradients with normal spontaneous retinal activity results in 
patchy eye-specific territories in the dLGN (lower left quadrant). Perturbing normal activity patterns 
during stage II waves (β2nAChR KO  or chronic epibatidine application) leads to intermingled projections 
of retinal axons from both eyes, independent of whether ephrin-A gradients are intact  (upper right qua-
drant) or perturbed (lower right quadrant).   

 

To study whether activity per se or relative activity levels between the two eyes are 

relevant, the cAMP activator forskolin was chronically injected into one eye of ferrets 

which resulted in different levels of stage II waves in the two eyes (Stellwagen et al., 

1999; Stellwagen and Shatz, 2002). Consequently, axons from the more active eye 

occupied larger areas in the dLGN suggesting that relative levels of activity control the 

segregation of retinal inputs by means of competition-based mechanisms. Pharmaco-

logical disruption of the spatiotemporal characteristics of stage II waves with epibati-

dine (Penn et al., 1998; Rossi et al., 2001) or the use of β2nAChR KO mice (Rossi et al., 

2001; Muir-Robinson et al., 2002) revealed that RGC axons fail to segregate in the ab-

sence of stage II waves (Figure 2.5). Even though β2nAChR KO animals specifically 

lack stage II waves and exhibit normal stage III waves, these mice were never able to 

establish normal eye-specific regions in the dLGN. Instead, after stage III retinal waves 

ceased, eye-specific segregation was arranged in random and patchy territories (Muir-
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Robinson et al., 2002). This implies that, in addition to stage II retinal waves, other 

mechanisms that are only present during this developmental period are required to 

control the location of retinal inputs in the corresponding area. Ephrin-As are known 

to guide the spatial patterning of retinal inputs in the dLGN. In triple knockout mice 

for ephrins (ephrin-A2/3/5 KO), the segregation of projections into contra- and ipsila-

teral eye territories is disturbed and, instead, a patchy eye-specific pattern is estab-

lished (Figure 2.5) (Pfeiffenberger et al., 2005). In addition, if stage II retinal waves 

are eliminated in ephrin-A2/3/5 KO animals, retinal inputs stay intermingled and fail 

to form eye-specific territories (Figure 2.5) (Pfeiffenberger et al., 2005).   

In conclusion, similar to retinotopic map formation, the cooperation of molecular fac-

tors together with activity-dependent mechanisms leads to the transformation of an 

initially coarse map to a functional network that is able to process eye-specific infor-

mation. Moreover,  spontaneous activity patterns are not only required for the forma-

tion but also for the maintenance of topographic maps because the elimination of 

stage III retinal waves resulted in the de-segregation of previously sorted eye-specific 

layers in the dLGN (Chapman, 2000; Demas et al., 2006). This suggests that spontane-

ous retinal activity patterns serve several purposes during the development of the 

visual system. 

 

Development of ocular dominance 

Eye-specific segregation which is first established in the dLGN is maintained in the 

visual cortex. The visual cortex of most carnivores and primates is composed of alter-

nating, non-overlapping stripes that span all cortical layers, so called ocular domin-

ance columns (ODCs) (Hubel et al., 1977; LeVay et al., 1978). In contrast to higher 

mammals, the visual cortex of rodents lacks an organized columnar pattern. The divi-

sion of visual inputs in the mouse V1 is rather distributed to monocular and binocular 

regions (Figure 2.2) (LeVay et al., 1978; Antonini et al., 1999; Hofer et al., 2006).  

ODCs are established well before vision occurs (Wiesel and Hubel, 1974; Crair et al., 

1998) but the exact mechanisms that underlie ODC formation are unclear. Several 

studies suggest that the outgrowth of dLGN axons to the correct target area in the 

visual cortex is direct and thus activity-independent (Crowley and Katz, 1999; 
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Crowley and Katz, 2000; Crowley and Katz, 2002). On the contrary, a recent study 

demonstrated that the blockade of stage II retinal waves prevents ODC formation in 

the ferret visual cortex (Huberman et al., 2006). This report and other studies (Stryker 

and Harris, 1986) point to an important role of spontaneous activity during ODC for-

mation. Based on these partly contradictory findings, it is not possible to conclude 

whether ODC formation is solely regulated by molecular factors, by activity-

dependent mechanisms or by a combination of both.  

 

2.3.4 Visually evoked activity and critical period 
 

Although the layout of the visual system is largely established before the animal 

perceives visual information, the refinement process continues well after eye-opening. 

With the maturation of the visual system, visual stimuli become more important for 

further refinement. At around P11, the mouse retina becomes light-sensitive, marking 

the time point when photoreceptors have established synapses with the retinal net-

work and visually induced activity is transferred to higher visual areas (Blanks et al., 

1974). Even through closed eyelids, the retina and upstream targets respond to visual 

stimulation (Krug et al., 2001; Colonnese et al., 2010) which, for example, drives the 

segregation of On- and Off-layers in the dLGN (Akerman et al., 2002). 

 

Eye-opening  

Eye-opening occurs at around P14 in the mouse and triggers a variety of developmen-

tal processes that contribute to the maturation of the visual system. Shortly after eye-

opening, stage III retinal waves cease (Demas et al., 2003) and visual stimuli take over. 

During this period, visually induced activity patterns further refine the responses of 

the visual system. This includes the sharpening of receptive fields (Tavazoie and Reid, 

2000) and the increase in acuity (Prusky and Douglas, 2004). The refinement of visual 

responses is accompanied by significant structural changes in the retina (Tian and 

Copenhagen, 2003) as well as in the dLGN (Chen and Regehr, 2000) and the visual 

cortex (Bence and Levelt, 2005). The opening of the eyes is accompanied by the trans-

formation of network activity from initially highly synchronous network events, re-
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sembling GDPs, to sparse activation patterns of few cells after eye-opening (Figure 

2.4) (Rochefort et al., 2009). This process of sparsification is thought to contribute to 

the maturation of visual information processing in the developing animal. 

 

Critical period 

Once the initial circuitry is formed, a period of plasticity and further refinement sets 

in. In their pioneering work, Hubel and Wiesel discovered that the binocular represen-

tation of inputs to the visual cortex is highly plastic during a specific time window and 

that changes in visual experience alter this ordered representation drastically (Wiesel 

and Hubel, 1963; Hubel and Wiesel, 1970). The deprivation of one eye from visual 

inputs results in significant functional and structural changes in favor to the open eye. 

This so-called critical period of visual plasticity has been described in a variety of an-

imals (Shatz and Stryker, 1978; LeVay et al., 1980; Gordon and Stryker, 1996) and sets 

in after eye-opening (Figure 2.4).  The maturation of the inhibitory circuitry in the 

visual cortex seems to be the key determinant for the onset of the critical period 

(Hensch, 2005; Hooks and Chen, 2007). In contrast to the classic notion that the criti-

cal period for ocular dominance is restricted to a certain time span during develop-

ment, it becomes clear that – at least in the mouse – the capability for visual system 

plasticity is maintained into adulthood (Sawtell et al., 2003; Hofer et al., 2006; Sato 

and Stryker, 2008). However, the degree of plasticity observed in juvenile animals 

cannot be reestablished. Taken together, the ability of the visual system to adapt to 

changes in the environment is not only restricted to a certain period of development 

but is maintained throughout life.  
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2.4 Objective of the study 
 

Some years ago, it was hypothesized that the development of the cortical network is 

driven by distinct activity-dependent mechanisms (Khazipov and Luhmann, 2006). 

For instance, in the somatosensory cortex of neonatal rats, sensory deafferentiation 

results in a decrease but not complete loss of network activity (Khazipov et al., 2004). 

This led the authors to suggest that activity patterns are endogenously generated and 

shaped by peripheral inputs. However, to date it is not clear to what degree peripheral 

inputs and centrally generated inputs contribute to network dynamics in the develop-

ing cortex. More specifically, whether peripheral inputs shape centrally generated 

network activity or whether they elicit cortical network activity independently is not 

known. In addition, due to poor spatial resolution of electrophysiological recording 

techniques, the activity patterns of identified neurons during ongoing network activity 

have not been characterized. This thesis aims to investigate the hypothesis that dis-

tinct sources of network generation exist and contribute to network dynamics in the 

developing cortex. I characterized spontaneous activity patterns that are present in 

the visual cortex of the neonatal mouse before eye-opening. In addition, manipulating 

retinal inputs, I dissected the contributions of both retina-driven and centrally driven 

activity to cortical network dynamics.  I chose to address these questions in the visual 

system for several reasons. First, it is a well established model system to study the 

role of activity-dependent mechanisms during brain development. Second, the visual 

system is hierarchically structured and the circuitry from the detection site of the sti-

muli to higher areas is relatively straightforward. Last, the possibilities to manipulate 

peripheral inputs are manifold and a variety of well documented techniques are avail-

able.  

To investigate network dynamics of the developing cortical network on the level of 

individual cortical neurons in vivo, I established two-photon calcium imaging tech-

niques suited for neonatal mice. The labeling of large proportions of the developing 

cortical network with calcium-sensitive dyes enabled me to describe the behavior of 

identified neurons of the visual cortex in an intact neuronal environment. To identify 

possible sources of cortical network activation, I manipulated spontaneous retinal 
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activity. This revealed contributions of both spontaneous retinal activity and centrally 

generated activity to ongoing network dynamics in the developing cortex in vivo. 
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3    Material and Methods 

 

3.1 Material 

 

3.1.1 Chemicals 
 

Chemical  Supplier 

 

NaCl Sigma 

KCl Sigma 

Glucose * H2O Merck 

Hepes Merck 

CaCl2 * 2 H2O Sigma 

MgSO4 * 7 H2O Sigma 

NaHCO3 Merck 

DMSO Sigma 

Trolox Sigma 

HBSS Invitrogen 

20% pluronic in DMSO Invitrogen 

OGB-1 (AM) Invitrogen 

High electroendosmosis agarose Biomol 
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3.1.2 Buffers and solutions 
 

 

Recording solution for in vitro experiments 

H2O       450 ml 
HBSS 10x (with CaCl2 and MgCl2)   50 ml 
NaHCO3      0.175 g 
CaCl2       0.147 g 
Trolox       100 µl 
 

Preparation of Trolox 

Trolox       250 mg 
DMSO       2 ml 
Vortex until dissolved 
 

Dye buffer 

H2O       500 ml 
NaCl       4.383 g 
KCl       0.093 g 
Hepes       1.192 g 
Adjust to pH 7.4 with 1 N NaOH 
 

Cortex buffer 

H2O       500 ml 
NaCl       3.653 g 
KCl       0.186 g 
Glucose * H2O      0.991 g 
Hepes       1.192 g 
CaCl2 * 2 H2O      0.147 g 
MgSO4 * 7 H2O      0.246 g 
Adjust to pH 7.4 with 1 N NaOH 
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3.1.3 Pharmacological agents 
 

 

Chemical  Supplier 

 

Atropin (0.1 mg/ml) Eifelfango 

Dental cement Paladur, Heraeus Kulzer 

Epibatidine (1 mM, in cortex buffer) Tocris  

Glucose/electrolyte solution (Sterofundin®) Braun 

Isoflurane  Abbott  

Lidocain crème (2%)  Astra Zeneca 

Lidocain solution (0.1 mg/ml) Astra Zeneca  

NKH477 (10 mM, in cortex buffer) Sigma 

Saline (0.9%) Braun 

 

 

3.1.4 Equipment 
 

 

Instrument Specifications Supplier 

 

Balance AB 204-S Mettler Toledo 

PH meter 

 

Sartorius 

Peristaltic pump Minipuls 3 Gilson 

Vortex mixer Vortex-Genie 2 Scientific Industries 

Sonicator Emmi-5 EMAG 

Centrifuge Model 5418 Eppendorf 
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Instrument Specifications Supplier 

 

Centrifuge tube filters Pore size: 0.22 µm Costar 

Isoflurane evaporator 

 

Penlon 

Balance AB 204-S Mettler Toledo 

Anesthesia induction 

chamber 

 Custom-built 

Animal monitor software 

 

Custom-built 

Syringes 

 

Braun 

Heating blanket and  

temperature controller 

CWE 

Head bar Diameter: 4 mm Custom-built 

Super glue 

 

Pattex 

Dissection scope Stemi DV4 Spot Zeiss 

Surgical instruments 

 

FST 

Sugis 

 

Kettenbach Medical 

Cannulas Size: 20 G and 27 G BD 

Electrode puller P-97 Sutter Instrument 

Glass capillaries GB 150 TF-8P Science Products 

Micromanipulator and      

controller 

LN Mini25 Luigs and Neumann 

Picospritzer Pressure System IIe Toohey 

Cover slips  Diameter: 4 mm Electron Microscopy 

Sciences 

Hamilton syringe Volume: 5 or 10µl Hamilton 

Hamilton syringe pump 

 

WPI 

Lab jack 

 

Thorlabs 

Vaseline 

 

Unilever 

Heating plate MR Hei-Tec Heidolph 
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3.1.5 Custom-built two-photon microscope (based on 
the MOM two-photon microscope, Sutter Instruments) 
 

Instrument Specifications Supplier 

 

MaiTai laser 

 

Spectra Physics 

Shutter 

 

Uniblitz 

Pockel’s cell and 

modulator Model 350-80 Conoptics 

Scanner Model 6215H Cambridge Technologies 

Photomultiplier tube  Model R6537 Hamamatsu 

I/O boards Models: PCI-6229 and  

PCI6110 

National Instruments 

Objectives 20x / 0.50 NA and  

40x / 0.80 NA 

Olympus 

CCD camera Evolution QEi Media Cybernetics 

Epifluorescence unit Model BX-RFA Olympus 

Photo diode Model PDA100A-EC Thorlabs 

Power meter Model 407A Spectra Physics 

 

 

3.1.6 Software  
 

For image acquisition, I used custom-written software based on LabVIEW (version 

2008 and 2009). For analysis and statistical tests, I used the following programs: Im-

ageJ (V 1.41), Matlab (2008a), MS Excel (2007) and PASW Statistics 18 (see chapter 

3.7). 
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3.2 In vitro study to investigate the effects of anesthe-
sia on spontaneous network activity in the developing 
cortex 
 

The in vivo experiments described in this study were all performed in the visual cor-

tex of anesthetized neonatal mice. Due to previous studies that argue for or against 

profound effects of anesthetics on spontaneous activity in the brain (Adelsberger et 

al., 2005; Potez and Larkum, 2008; Golshani et al., 2009; Niell and Stryker, 2010; 

Colonnese and Khazipov, 2010), I addressed these questions first in an in vitro prepa-

ration of the developing cortex. I therefore designed a pilot study in cortical slice cul-

tures to establish the relationship between spontaneous network activity and the 

anesthetic isoflurane. I prepared cortical slice cultures from C57BL/6N pups, postnat-

al day 1 – 3 (P1 – 3), according to the method of Stoppini et al. (Stoppini et al., 1991). 

After 2 – 4  days in culture (DIV 2 – 4, 37° C, 7% CO2), I stained the cortical slices with 

OGB-1 (AM) according to a method which is described in chapter 3.4 and in previous 

reports (Stosiek et al., 2003; Lang et al., 2007). After the labeling, the slice was trans-

ferred to a heated imaging chamber (35° C) that was constantly superfused with re-

cording solution. Spontaneous network activity of cortical slice cultures was recorded 

with a custom-built two-photon microscope (see chapter 3.5). After baseline record-

ings, I superfused the imaging chamber with isoflurane solution (0.2 mM) and re-

sumed imaging. The isoflurane solution was prepared by first adding a surplus of the 

anesthetic to the superfusion solution to obtain a saturated solution (15 mM). The 

mixture was then stirred for at least three hours under airtight conditions at room 

temperature (Simon et al., 2001). To obtain a solution with physiologically relevant 

concentrations, the saturated solution was further diluted to a final concentration of 

0.2 mM. The acquired image stacks before and after the addition of the isoflurane so-

lution were analyzed in ImageJ and Excel (see chapter 3.7).  
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3.3 Surgery of neonatal mice to expose the visual cor-
tex 
 

To investigate activity patterns in the developing visual cortex in vivo, a craniotomy 

above the region of interest was made prior to neuronal labeling and calcium imaging. 

A clean surgery was crucial to maintain a good health status of the animal and to 

achieve good imaging quality. The damage of the dura and big blood vessels could 

impair the well being of the animal and the release of a large number of blood cells 

could occlude optical access to deeper structures within the brain. Thus, a clean sur-

gery decreases the variability of the data and is a prerequisite for reproducible results.  

In this study, I used neonatal mice from the strain C57BL/6N. I chose to study calcium 

dynamics in the visual cortex in animals after the first postnatal week, because the 

projections from the retina to the visual cortex are well – albeit immaturely – estab-

lished. Pups were kept with their mother until the day of the experiment (P8 – 10). 

The animal was then immediately transferred to an anesthesia induction chamber in 

which the anesthetic isoflurane in pure O2 was delivered to the animal (2% isoflurane 

at 1.7 l/min). After anesthesia had become effective, atropine (0.1 µg/g body weight) 

and lidocaine (0.5 mg/g body weight) in electrolyte/glucose solution (Sterofundin®, 

absolute volume approximately 50 µl) were injected into the neck muscle to prevent 

pain and to stabilize the heart beat. After an additional 20 minutes the animal was in a 

deeply anesthetized state. This period of time was required to completely anesthetize 

neonatal mice and to abolish reflexes, such as tail and hind limb withdrawal reflexes. 

The animal was then transferred to the imaging setup and placed on a heating blanket 

(35.5° C) to maintain a constant body temperature. The temperature was measured 

with a temperature probe that was placed below the animal’s body. Throughout the 

entire experiment, critical physiological parameters such as heartbeat and body tem-

perature were monitored with a custom-build animal monitor (LabVIEW based). Prior 

to the surgery, a thin layer of lidocain crème, a local anesthetic, was applied to the 

area of the craniotomy to minimize pain sensation. The scalp above the skull was care-

fully but amply removed with a pair of scissors and forceps. The bone underneath was 

then freed from debris, such as muscle and connective tissue. For stability reasons, it 
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was crucial that the bone was clean and dry before the head bar was placed onto the 

skull surface. The head bar with the opening (diameter: 4mm) above the visual cortex 

was attached to the skull with superglue. A thick layer of dental cement was applied 

for additional support and allowed to dry for approximately 15 minutes. When the 

dental cement completely solidified, a small craniotomy (approximately 1 – 2 mm) 

was made above the visual cortex (lambda: 0.5 – 2.5 mm, midline: 1 – 3 mm). Since the 

developing skull is very fragile, the use of a dental drill was not advisable. Instead, the 

bone was first thinned with a fine dissecting knife under visual guidance of a dissec-

tion microscope. After that, debris was rinsed off with cortex buffer and the bone was 

removed with surgical instruments. The first cut was made with a small cannula (27 

G) and a rectangular region of bone above the visual cortex was removed with spring 

scissors, forceps and a scalpel. In any circumstance, the exposed cortex had to be kept 

moist with cortex buffer. In case blood vessels were damaged, the brain surface had to 

be cleaned from blood cells as completely as possible in order to keep the access to 

the brain surface clear and to accomplish good imaging quality. If bleeding occurred, it 

had to be stopped before the labeling could start. To maintain a good health status of 

the animal and to prevent it from dehydrating, the pup was given an injection of atro-

pine (0.05 µg/g body weight) dissolved in electrolyte/glucose solution every other 

hour. 
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3.4 Multi-cell bolus loading in the cortex of neonatal 
mice 
 

In vivo imaging of calcium dynamics in vertebrates is a well established technique and 

has been used to study various phenomena in the brain of living animals (Ohki et al., 

2005; Mrsic-Flogel et al., 2007; Bollmann and Engert, 2009; Grewe and Helmchen, 

2009). The so called multi-cell bolus loading (MCBL) technique (Stosiek et al., 2003; 

Garaschuk et al., 2006b), is an excellent method to stain large populations of cells and 

the surrounding neuropil of the desired brain region (up to 0.5mm3 per injection). 

Here, I used the Ca2+-sensitive dye Oregon Green 488 BAPTA-1 (OGB-1) in the acetox-

ymethyl (AM) ester form. The non-fluorescent dye is taken up by surrounding cells 

due to its uncharged, lipophilic nature, and is intracellularly cleaved by non-specific 

esterases to its charged, fluorescent form. MCBL is a relatively straightforward tech-

nique to label hundreds of neural cells and has been employed in various preparations 

of the living brain as well as in slice cultures (Garaschuk et al., 2006a; Lang et al., 

2007). However, there are only few studies that investigated network activity in the 

brain of developing animals with this technique (Adelsberger et al., 2005; Rochefort et 

al., 2009; Golshani et al., 2009).  

To reliably achieve good labeling quality, it was crucial to completely dissolve the dye 

and remove all residua from the solution. OGB-1 (AM) was first dissolved in 4 µl cen-

trifuged (rpm 14,000; 10 minutes) 20% pluronic in DMSO and vortexed for approx-

imately 1.5 minutes. The dye was then diluted 1:10 in dye buffer and vortexed for 

another 15 minutes. To completely dissolve the dye mixture, it was sonicated for 5 

minutes, filtered through a 0.22 µm filter and kept in the dark until use. After success-

ful surgery, the dye was backfilled into a standard patch electrode (3 – 5 MΩ) and at-

tached to an electronic micromanipulator. The electrode was carefully advanced to 

the visual cortex (lambda: 1.5 – 2.5 mm, midline: 2.0 – 2.5 mm; Figure 3.1 A) with the 

help of a dissection microscope and slowly inserted through the dura into the brain. 

To avoid clogging of the pipette positive pressure (10 – 13 PSI) was applied through-

out the procedure.  
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Figure 3.1 The MCBL technique labels large populations of neural cells in the visual cortex of the 
developing mouse. (A) View of the surface of the visual cortex after the craniotomy. Left: Borders of 
remaining bone after the surgery. The pipette filled with OGB-1 (AM) ready to be inserted into the brain. 
Right: View of the cortical surface with intact dura and blood vessels. (B) 3D reconstruction of the cells 
labeled with MBCL from a region depicted by the orange dashed box in (A). Note that primarily cells and 
neuropil in layers 1 – 2/3 of the visual cortex are labeled. (C) Image of labeled cells in layer 2/3 of the 
visual cortex, delineated with an orange dashed box in (A) and an orange line in (B). 

 

With the control of a CCD camera and low magnification objective (20x, 0.5 NA), the 

electrode was advanced approximately 150 – 200 µm into the brain to target layer 

2/3 cells of the visual cortex. To achieve the labeling of large populations of neurons, 

the dye was pressure-ejected for approximately 12 – 14 minutes at 12 PSI. This was 

necessary because the cortex is densely populated with neurons and diffusion rates 

are relatively high in the developing cortex. Short ejection periods would therefore 

wash out the dye very quickly which resulted in insufficient labeling. During the labe-

ling procedure, the anesthesia level was decreased to 1.4% isoflurane. The electrode 

was then retracted and the anesthesia further decreased to 0.8 – 1% isoflurane. Some-

times, a second injection was placed in a neighboring region. After approximately one 

hour, the cells that were targeted by the MCBL injections had taken up the dye (Figure 

3.1. B and C). To achieve additional stability of the preparation and good imaging qual-

ity, a thin layer of 2% high electroendosmosis agarose was applied to the cortical sur-

face and covered with a round cover slip (diameter: 4mm). Once the agarose had soli-

dified, two-photon imaging of calcium dynamics in the visual cortex could commence.  
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3.5 In vivo imaging of spontaneous calcium dynamics 
in the visual cortex of the neonatal mouse 
 

In this study, time-lapse imaging with a custom-built two-photon microscope was 

used to monitor spontaneous calcium dynamics in the neuronal network of the visual 

cortex of developing mice. The femtosecond pulsed laser with an optimal excitation 

wavelength for OGB-1 (λ = 810 nm) was coupled into the scan head, equipped with 

two galvanometric scan mirrors, that generated the two-photon image (Figure 3.2). 

Laser intensities were controlled by a Pockel’s cell and adjusted to values that were 

suitable for long-term imaging (typically 4 – 8% of the maximal laser power). The 

power of the laser was measured with a photo diode that collected stray light from the 

laser beam (Figure 3.2). A 40x water-immersion objective (0.8 NA) was used to simul-

taneously collect information about calcium dynamics of about 50 – 70 cells. The pho-

tons emitted by the excited fluorophore OGB-1 were collected by a photomultiplier 

tube. Images and time-lapse stacks were acquired with custom-written imaging soft-

ware (LabVIEW-based). To monitor spontaneous network activity over time, consecu-

tive xyt-stacks were generated (typical scan parameters: pixel size: 400 – 600 nm; 

field of view: x direction 200 – 280 µm, y direction 140 – 180 µm; frame rate: 3 – 6 

Hz). It was important to keep a good balance between the pixel size and the acquisi-

tion speed to achieve sufficient temporal and spatial resolution. Particular attention 

was paid to record calcium dynamics from the same neurons across the course of the 

entire imaging session. Occasionally, an overview stack of the labeled network was 

created at the end of the imaging session to estimate the extent of the OGB-1 (AM) 

labeling (Figure 3.1 B). For this, xyz-stacks (typical scan parameters: pixel size: 200 – 

300 nm; field of view: 300 x 300 µm; frame rate: 0.1 – 0.3 Hz) were acquired with a z-

step distance of 1µm. 
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Figure 3.2 Schematic of a custom-built two-photon microscope setup. Excitation side: The pulsed 
wo-photon beam (λ = 810 nm) is generated by a Ti:Sapphire laser (red beam). The intensity and the beam 
width are regulated by a Pockel’s cell and a beam expander (BE1), respectively. The laser power is meas-
ured by a photodiode. The fast movements of two galvanometric mirrors create a scanning image. The 
tube and scan lens serve as a second BE (BE2) and broaden the laser beam to optimally fill the objective’s 
back aperture. A dichroic mirror directs the excitation beam into a high magnification objective. Emission 
side: Two-photon excited fluorescence (dark green beam) is collected with a collection lens and detected 
with a photomultiplier tube (PMT). Epifluorescence side: The setup is equipped with an epifluorescence 
unit and a CCD camera to optionally visualize the labeling electrode and labeled tissue (light green beam). 
Specimen: The anesthesia level is maintained with an isoflurane evaporator. The labeling electrode is 
inserted into the brain of the animal that is attached to the head bar. The calcium-sensitive dye is pres-
sure-injected with a picospritzer. 
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3.6 Manipulations of spontaneous activity patterns in 
the retina of developing mice 
 

The aim of this study was to dissect the different patterns of spontaneous network 

activity in the developing cortex and to establish their interdependence with retinal 

inputs. To study this relationship, I chose three different approaches to manipulate 

spontaneous retinal activity in neonatal mice before eye-opening. First, all inputs aris-

ing from the retina were removed by means of binocular enucleation. After recording 

baseline activity of the animal (approximately 1.5 – 2 hours), the animal was put into a 

deeply anesthetized state (1.5% isoflurane) to reduce stress symptoms elicited by 

pain. After opening the eyelids with a pair of spring scissors, the eyeballs were re-

moved with fine forceps and spring scissors. Care was taken not to damage large 

blood vessel because this resulted in a rapid decline of the animal’s well-being. After 

the animal recovered from the deep anesthesia, imaging resumed at low isoflurane 

concentrations (0.8 – 1%). Second, to study the behavior of cortical activity related to 

augmentation of spontaneous activity in the developing retina, 10 mM NKH477, a 

cAMP activator, was applied to both eyes (Hanganu et al., 2006). NKH477 is a forsko-

lin analogue and known to increase the frequency and amplitude of spontaneous cho-

linergic waves in the developing retina (Stellwagen et al., 1999). After acquiring base-

line recordings of cortical activity, the drug was injected with a Hamilton syringe 

pump attached to a lab jack into both eyes of the animal. The eyelids were opened 

with spring scissors and the syringe was advanced to one eye. To better penetrate the 

eyeball with the Hamilton syringe (volume: 5 or 10 µl), the eyeball was stabilized with 

fine forceps. A small volume of the drug (~ 0.75 µl) was slowly injected into each eye 

(~ 1µl / min). After the injection, Vaseline was applied to the opened eyes to prevent 

them from drying-out.  Third, to de-correlate patterned activity in the retina (Cang et 

al., 2005b; Sun et al., 2008a), binocular injections of 1 mM epibatidine were performed 

in the same way as for NKH477. Saline solution was injected under the same condi-

tions as a control to ensure that the effect observed in the visual cortex is due to the 

injected drug and not due to the injection procedure itself. 
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3.7 Analysis of spontaneous network activity in the de-
veloping cortex in vivo 
 

To analyze spontaneous network activity recorded in the developing mouse cortex in 

vivo, the acquired stacks were mainly analyzed by custom-written analysis algorithms 

in Matlab. For optimal analysis results, the image stacks were pre-processed. This 

included the removal of large movement artifacts of the animal that occurred during 

the recordings. Additionally, due to the fast scanning, the pixels in each image of the 

stacks were shifted against each other and realigned with a custom-written algorithm 

in ImageJ. To decrease the file size, the image stacks were scaled down in ImageJ to 

half the pixel size. This decreased the file size of the stacks by about eight times but 

left sufficient information about the recordings. In addition, to make the stacks suita-

ble for the use with the custom-written Matlab codes, rectangular image stacks had to 

be brought into squared stacks with ImageJ. Once the stacks were pre-processed, they 

were fed into the Matlab codes designed by K. Ohki and colleagues (Ohki et al., 2005). 

This algorithm automatically detected the contours of the cells based on the average 

of the stack. Then, it computed the corresponding cell mask (Figure 3.3 A) and as-

signed a region of interest (ROI) to each detected cell. Based on this cell mask, the 

average gray values within the ROIs were calculated and the corresponding F/F0 trac-

es were generated (Figure 3.3 B, left). F/F0 traces represent changes in the intracellu-

lar calcium (Ca2+) concentration in relation to the average fluorescence of all frames 

(F0). The fluorescence of each frame of the image stack (F) is divided by F0, which re-

sulted in normalized traces of changes in intracellular Ca2+ concentrations of all cells 

identified in the image stack. Next, the F/F0 traces were used to detect activity events 

of individual cells. To reliably determine activity events and to prevent the detection 

of false positive events through noise, both the F/F0 trace and its differential were 

used for signal detection (calculated by F/F0 frame n – F/F0 frame n-1). The peak intensity 

value, when both traces reached the threshold, was considered as an event of an indi-

vidual cell (Figure 3.3 B, middle). The threshold was determined by 1- to 4-times the 

standard deviation.  
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Figure 3.3 Overview of the analysis routine of spontaneous network activity. (A) Left: Graphic stack 
of layer 2/3 cells of the visual cortex of developing mice. Right: Cell mask derived from the stack left, 
generated by a custom-written algorithm. (Note that the white contours resemble the cells in the stack to 
the left as depicted by the orange dashed circles.) (B) Left: Example F/F0 traces of spontaneous calcium 
dynamics of individual cells for one recording. Middle: The F/F0 trace (top) and the corresponding diffe-
rential trace (bottom) for an individual cell. If both traces reach the threshold (solid black lines) at the 
same time, the time point is considered as an activity event of the cell. Right: Network activity of all ana-
lyzed cells (black trace) and the corresponding activity of individual cells (orange bullets). 

 

The number of the standard deviations used as threshold was adjusted from experi-

ment to experiment but remained the same within an experiment. A network event 

was defined by a minimum participation rate of 6% of the imaged cells (Figure 3.3 B, 

right). Only network events with a participation rate of more than 20% of the cells 

were generally included in the quantification analyses. For instance, to quantify the 

synchronicity of network events, the jitter of individual cellular events within a net-

work event was determined. This value was calculated as the standard deviation of 

the time in which individual cells showed maximal activation. In addition, the mean 

peak amplitude of the calcium signals of individual cells was calculated and used as 

another parameter for the characterization of spontaneous network events in the vis-
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ual cortex. All graphs and quantification analyses were generated in Matlab and Excel. 

Data are reported as means ± SEM. Statistical significances were calculated using a 

two-tailed, paired t-test for comparison of before and after conditions in the retinal 

manipulation studies, and ANOVA statistics with post-hoc Bonferroni correction oth-

erwise. 

 

  



4  Results 
  
 
 

 
 

49 
 

 

 

4    Results 
 

In the visual cortex of rodents, the second postnatal week is a period of continuous 

activity-dependent rearrangements of neuronal connections. In the present study, I 

investigated the different patterns of spontaneous network activity that contribute to 

these rearrangements in the visual cortex of the developing, live mouse. Two-photon 

calcium imaging of populations of neurons revealed spontaneous network events that 

recurred intermittently. Detailed analysis showed that these events differed in several 

parameters. For instance, the participation rate, i.e. the fraction of cells that partici-

pated during individual cortical network events, ranged from local populations to all 

cells in the field of view. Moreover, the jitter, a measure of the synchronicity of the 

activation of cells as well as the mean amplitude of the cellular calcium signal was 

different during individual network events.  

Cortical network events with a high participation rate (> 80%) showed higher syn-

chronicity and higher mean amplitude than events with a low to medium participation 

rate (20 – 80%). By manipulating retinal activity, I demonstrated the contributions of 

peripheral inputs to the generation of cortical network activity. Interestingly, while 

most cortical activity with low to medium cellular participation rates was affected by 

retinal manipulations, the network events with a high participation rate were not af-

fected by any retinal manipulation. These results suggest that large parts of spontane-

ous activity in the developing visual cortex are driven by retinal inputs. However, cor-

tical network events with a high participation rate are independent of retinal inputs 

and presumably triggered by central mechanisms. These different modes of network 

activation might provide a mechanism to differentially wire the neuronal circuitry in 

the developing visual cortex. 
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4.1 Network activity of organotypic cortical slice cul-
tures is not affected by the anesthetic isoflurane 
 

In vivo experiments have striking advantages over studies that use in vitro prepara-

tions. Studying live animals reflects the mechanisms that are present during normal 

brain function or during learning and memory much better than experiments in orga-

notypic slice cultures.  Despite the many benefits of in vivo preparations, some con-

straints have to be considered. For instance, anesthetics have considerable effects on 

the physiological properties of the neuronal network (Potez and Larkum, 2008; Kuhn 

et al., 2008) and since the first in vivo imaging experiments, the impact of anesthetics 

on cortical function has been controversially discussed (Adelsberger et al., 2005; 

Murayama et al., 2009; Golshani et al., 2009). The impairing effects of anesthesia on 

brain functioning would alter experimental results and make their interpretation dif-

ficult. 

 

 

 

Figure 4.1 The frequency of spontaneous network events in cortical slice cultures is not altered by 
isoflurane. (A) Populations of cells labeled with the calcium-sensitive indicator OGB-1 (AM) in a cul-
tured cortical slice of a neonatal mouse (P2, DIV2). (B) Example traces of spontaneous network dynamics 
in the neuropil (gray traces) and in neurons (black traces) depicted in (A) before and after the superfu-
sion of isoflurane (0.2 mM, black bar). (C) The frequency of spontaneous network events is not changed 
after the application of the anesthetic isoflurane. 
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To investigate whether the anesthetic isoflurane has significant effects on spontane-

ous network activity in the developing mouse cortex in vivo, I designed an in vitro 

pilot study prior to the actual research project (Figure 4.1). Large populations of cells 

in organotypic cortical slice cultures were labeled with OGB-1 (AM) and spontaneous 

network dynamics were monitored with two-photon imaging. After recording base-

line activity, the recording chamber was superfused with an isoflurane solution (0.2 

mM). Interestingly, the anesthetic isoflurane did not affect the occurrence of sponta-

neous activity events in cortical slice cultures (control: 0.32 / min ± 0.04; n = 12 slices; 

isoflurane: 0.30 / min ± 0.06; n = 4 slices; p > 0.05; Figure 4.1 B and C). 
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4.2 The developing visual cortex generates distinct 
patterns of spontaneous network activity in vivo 
 

The study of spontaneous activity patterns in slice cultures of the visual cortex is li-

mited. The majority of neuronal circuits are severed after slice preparation, leaving 

only a small fraction of connections between neurons intact. Additionally, numerous 

ectopic connections between neurons are formed during the incubation time. Thus, 

the circuitry in organotypic cultures is partially artificial and does not reflect neuronal 

connectivity of live animals. To study spontaneous activity patterns of the developing 

visual cortex in a natural setting, it is crucial to interfere as little as possible with the 

preparation and leave all inputs to the visual cortex intact. Therefore, I established in 

vivo calcium imaging techniques to monitor spontaneous activity of neuronal popula-

tions in the intact visual cortex of the neonatal mouse. The multi-cell bolus loading 

technique (Stosiek et al., 2003) was adapted to gain optimal labeling quality in the 

visual cortex of developing mice (i.e. higher pressure and longer ejection time). This 

resulted in the labeling of large populations of neurons and the neuropil (Figure 4.2 

A). Two-photon calcium imaging of layer 2/3 cells of the visual cortex revealed syn-

chronous network events that recurred intermittently (frequency: 1.3 / min ± 0.16; n 

= 23 animals; Figure 4.2 B). Likewise, spontaneous network dynamics could be moni-

tored in the neuropil. Not all cells in the field of view participated in each network 

event, but nearly all cells showed spontaneous activation over the course of the expe-

riment (Figure 4.2 B). This suggests that the vast majority of neurons in the visual 

cortex are connected to neighboring cells and are recruited to spontaneous network 

events at this stage of development.  

It has been argued in the last few years that spontaneous network events in the devel-

oping rodent cortex are highly sensitive to anesthetics (Adelsberger et al., 2005; Co-

lonnese and Khazipov, 2010). To study this phenomenon in more detail, I established 

the relationship between the concentration of the anesthetic inhaled by the animal 

and the frequency of spontaneous cortical network events.  
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Figure 4.2 In vivo spontaneous network activity in the visual cortex of the neonatal mouse. (A) 
Top: Schematic of the neonatal mouse and the approximate location of the primary visual cortex (V1). 
Bottom: Layer 2/3 cells in the visual cortex of a P10 animal labeled with OGB-1 (AM). (B) Example traces 
of spontaneous network dynamics in the neuropil (gray traces) and in neurons (black traces) depicted in 
(A). 

 

While the levels of isoflurane were gradually shifted from a nearly awake state (0.4% 

isoflurane) to a medium anesthetized state (0.7% isoflurane) and to a deeply anesthe-

tized state (1.5% isoflurane), spontaneous network activity in the visual cortex was 

recorded at the same time. Consistent with previous observations (Potez and Larkum, 

2008; Greenberg et al., 2008), the occurrence of spontaneous network events in the 

visual cortex was dependent on the concentration of the anesthetic inhaled by the 

animal (Figure 4.3). The frequency of spontaneous network events decreased with 

increasing levels of isoflurane (0.4% isoflurane: 2.2 / min ± 0.22; n = 6 animals; 0.7% 

isoflurane: 1.6 / min ± 0.21; n = 4 animals). Cortical network events were almost ab-

sent at high anesthesia concentrations (1.5% isoflurane: 0.1 / min; n = 2 animals; p < 

0.05, one-way ANOVA). It should be noted that extending the time of exposure to high 

isoflurane concentrations (1.5 – 2% isoflurane) far beyond the time required for sur-

gery abolished all spontaneous network activity in the visual cortex of developing 

mice. 
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In contrast, experiments in awake animals revealed an increase in the frequency of 

spontaneous network events compared to the lightly anesthetized state (Figure 4.4). 

After the acquisition of baseline recordings at anesthesia levels of 0.8 – 1%, isoflurane 

ceased and the same cells in the cortex were imaged in the awake animal (Figure 4.4 

A). As expected, the frequency of network events that recruited more than 20% of the 

imaged cells increased in the awake condition (anesthetized: 2.1 / min ± 1.2; awake: 

3.2 / min ± 1.0; n = 2 animals; Figure 4.4 B and C). Other parameters of network dy-

namics, such as participation rate and jitter of spontaneous network events were es-

sentially not changed (participation rate: anesthetized: 61.1% ± 5.2; awake: 57.6% ± 

9.4; jitter: anesthetized: 0.5 s ± 0.1; awake: 0.5 ± 0.1; n = 2 animals; Figure 4.4 C). In 

the awake condition, numerous imaging artifacts such as elevated breathing rates or 

movements of the animal were observed and complicated the analysis. Taken togeth-

er, the properties of network events barely differed between the anesthetized (0.8 – 

1% isoflurane) and awake conditions. In addition, motion artifacts were almost absent 

in the lightly anesthetized animal which improved the image quality significantly. 

Consequently, all subsequent in vivo recordings were performed under light anesthe-

sia. This provided replicable results of spontaneous network activity that are never-

theless comparable to the awake state. 

Figure 4.3 The frequency of spontaneous network 
dynamics in the developing mouse visual cortex is 
decreased with increased levels of anesthesia. The 
frequency of spontaneous network events is dependent 
on the concentration of isoflurane inhaled by the ani-
mal. Increased levels of anesthesia decrease the occur-
rence of spontaneous network activity events. 
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Figure 4.4 The frequency but not the overall characteristics of spontaneous network events are 
changed by the anesthetic isoflurane. (A) Example of OGB-1 (AM) labeled layer 2/3 cells in the visual 
cortex of a P10 mouse in the anesthetized (left) and awake (right) state. Note that the same cells were 
monitored over the course of the experiment. (B) Top: Active cells are depicted as gray bullets over time 
in the anesthetized (left) and awake (right) condition. Bottom: Network activity plotted as the mean 
activity of all imaged cells over time. (C) Quantification of basic parameters of spontaneous network 
activity in the anesthetized and awake animal. Top: The frequency of spontaneous network events is 
increased after removal of isoflurane. Middle: The fraction of co-active cells is not changed. Bottom: The 
jitter not significantly changed in awake animals.  
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Figure 4.5 Spontaneous network events recruit various proportions of cells from P8 to P10. (A) 
The fraction of active cells per spontaneous network event is not evenly distributed. Most events com-
prise either few cells (6 – 20%) or the majority of cells (> 80%) in the field of view. (B) The overall fre-
quency of spontaneous network events increased from P8 to P10. Note that the frequency of large net-
work events (80%, orange bars) does not change with age. 

 

A more detailed analysis of the recordings of spontaneous network activity in the de-

veloping visual cortex demonstrated that individual cells were only active in a fraction 

of the network events (Figure 4.2 B and Figure 4.5 A). The participation rate per spon-

taneous network event varied from the simultaneous activation of only a few cells (6 – 

20%) to events with a medium participation rate and to highly synchronous events in 

which almost all cells in the field of view were activated at the same time (>80%; Fig-

ure 4.5 A). The mean participation rate per network event was 62.3% ± 12.1 (n = 23 

animals). 

Although the maximum age difference of the animals used in this study was only two 

days (P8 – 10), relevant changes in the properties of spontaneous network activity 

over the course of development could be observed. The frequency of spontaneous 

network events increased from P8 to P10 by almost 60% (P8: 0.8/min ± 0.1; n = 4 

animals; P10: 1.3/min ± 0.1; n = 7 animals; p > 0.05 for all three age groups, one-way 

ANOVA; Figure 4.5 B). Detailed analysis revealed that the increase in the frequency of 
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spontaneous network events was specifically limited to events with a participation 

rate lower than 80% (Figure 4.5 B). In contrast, the frequency of network events that 

recruited all cells in the field of view was not changed over the course of this deve-

lopmental period. The fact that network events with a participation rate of more than 

80% are not changed as the animal matures, prompted me to study whether events 

with a low participation rate (20 – 80%) and events with a high participation rate (> 

80%) are qualitatively different.  

The temporal alignment of individual cells during network events with a high partici-

pation rate is more precise than for the other events. The synchronicity, defined by 

the jitter of network events, is smaller in events with a low to medium participation 

rate (20 – 80%) than in large network events with more than 80% co-active cells (20 

– 80%: 0.5 s ± 0.01; 81 – 100%: 0.4 s ± 0.01; n = 1,108 events in 23 animals; Figure 4.6 

A). Another parameter that is significantly different in large network events is the 

mean amplitude of the cellular calcium signal during a network event. On average, the 

cellular calcium signal has a lower amplitude when 20 – 80% of the imaged cells were 

co-active than in high participation events (20 – 80%: 1.12 F/F0 ± 0.003; 81 – 100%: 

1.24 F/F0 ± 0.005; n = 1,023 events in 23 animals; Figure 4.6 B). This sharp increase in 

amplitude suggests that individual cells get more presynaptic inputs during large 

network events.  

Taken together, the properties of spontaneous network events in the visual cortex of 

neonatal mice differ in at least three independent parameters. The synchronicity is 

significantly higher in network events with a high participation fraction than in the 

other events. Similarly, the mean amplitude of the cellular calcium signal, an indirect 

measure for presynaptic inputs, is significantly higher in events with a high participa-

tion rate compared to events with low to medium participation rates. In addition, the 

frequency of large network events does not change during development whereas the 

frequency of events with a low participation rate increases during development. 
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Figure 4.6 Spontaneous network events with a high participation rate differ in jitter and ampli-
tude from events with lower participation. (A) Left: The scatter plot of the jitter of all network events 
reveals that the synchronicity is smaller in events with a low to medium participation rate compared to 
events with high participation (> 80%, dashed orange circle). Right: Bar graph of the mean jitter for vari-
ous participation fractions. (B) Left: Scatter plot of the mean amplitude of the peak F/F0 signal during 
network events. The dashed orange circle marks events with a high participation rate that show higher 
amplitudes than the remaining events. Right: Quantification of the mean amplitude for various participa-
tion rates. 
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To determine whether these two distinct patterns of activation are qualitatively dif-

ferent, I examined the effect of manipulation of spontaneous peripheral activity on 

network activity in the visual cortex. To study the different patterns of network activi-

ty in the developing visual cortex and their dependence on retinal inputs, I used three 

different paradigms to determine the contributions of retinal inputs to the generation 

of spontaneous activity. First, all retinal inputs were removed by means of binocular 

enucleation. Second, retinal waves were augmented by means of binocular NKH477 

injections. Last, patterned retinal activity was pharmacologically disrupted by epiba-

tidine which is known to de-correlate the firing patterns of retinal neurons. 
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4.3 Binocular enucleation reduces network activity in 
the developing visual cortex 
 

After the first postnatal week, the mouse retina is still insensitive to light but gene-

rates spontaneous waves of activity that simultaneously activate large proportions of 

retinal cells (Wong, 1999). The complete removal of retinal inputs in the first weeks of 

development affects the development of upstream targets of the visual system (Crair 

et al., 1997; Wallace and Bear, 2004; Hanganu et al., 2006).  

In the present study, retinal inputs were removed by means of binocular enucleation 

to determine the impact of retinally driven activity on cortical network events before 

eye-opening. To gather information about the same cells before and after binocular 

enucleation, identical cells were continuously monitored during the course of the ex-

periment (Figure 4.7 A). After recording baseline activity, all inputs arising from the 

retina were eliminated. Both eyes were surgically removed under increased anesthe-

sia and imaging resumed after recovery. Interestingly, residual network activity was 

observed after the animal had been deprived of retinal inputs (Figure 4.7 B). This is in 

agreement with our in vitro experiments (chapter 4.1) and with previous reports in 

organotypic slice cultures (Yuste et al., 1992; Garaschuk et al., 2000; Corlew et al., 

2004). Here, spontaneously generated network oscillations were observed although 

the majority of connections were severed. After the deprivation of retinal inputs, the 

frequency of cortical network events that comprised at least 20% of the imaged cells 

significantly decreased (control: 1.6 / min ± 0.3; enucleation: 1.0 / min ± 0.2; n= 6 

animals; p < 0.05; Figure 4.7 B and Figure 4.8 A). The effect of binocular enucleation 

on cortical network activity was not age-dependent because a similar decrease of ac-

tivity was observed at both ages examined (P9: control: 1.7 / min ± 0.6; enucleated: 

1.1 / min ± 0.3; P10: control: 1.5 / min ± 0.2; enucleated: 0.9 / min ± 0.1; n = 3 animals 

in each age group; Figure 4.8 A). Intriguingly, after depriving the animal of visual in-

puts, only network events with a significantly higher participation fraction than dur-

ing baseline recordings were observed (control: 62.0% ± 3.4; enucleation: 72.7% ± 

4.4; n = 6 animals; p < 0.05; Figure 4.7 B and Figure 4.8 B).  
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Figure 4.7 The removal of retinal inputs decreases the frequency of cortical network events. (A) 
Image of OGB-1 labeled layer 2/3 cells of the visual cortex of a P9 mouse before (left) and after (right) 
binocular enucleation. Note that the same cells were monitored throughout the experiment. (B) Top: 
Example traces of neurons marked in (A) before and after removal of retinal inputs. Bottom: Network 
activity before and after binocular enucleation (black traces) and corresponding cellular activation pat-
terns (gray bullets).  
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Figure 4.8 The effect of binocular enucleation is not age-dependent, but specifically eliminates 
cortical network events with a low to medium participation rate. (A) In both ages studied, the fre-
quency of network events is decreased after removal of retinal inputs compared to baseline activity. (B) 
The network events with a low to medium participation rate (6 – 80%) are specifically affected by bino-
cular enucleation (gray bars) compared to baseline activity (black bars). In contrast, events with a high 
participation rate (> 80%) were unaffected. 

 

 

In summary, depriving the animal of retinal inputs decreased the overall frequency of 

spontaneous network events in the visual cortex by about 40%. Interestingly, the re-

duction of event frequency is specifically caused by a selective decrease in cortical 

network events with low to medium participation rates. Events with a participation 

rate of 80% and more, however, were not affected by deprivation (Figure 4.7 B and 

4.8 B). This differential effect after depriving the animal of spontaneous retinal activi-

ty suggests that two or more sources of generation of cortical network activity exist. 

At least one of these mechanisms is independent of retinal inputs and has the ability 

to evoke synchronous firing in large populations of neurons in the visual cortex. 
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Figure 4.9 The complete removal of retinal inputs affects participation probability of individual 
neurons but leaves the amplitude unaffected. (A) The probability to participate in a network event 
with more than 20% participation is increased in the majority of the neurons after binocular enucleation. 
Each dot represents an identified layer 2/3 neuron in individual animals (gray shades) that could be 
followed over the entire experiment. (Dashed line: regression line) (B) The amplitude of network events 
with a participation rate of more than 80% is generally higher than of events with low to medium partici-
pation rates. Each dot represents an individual neuron that was imaged before (black dots) and after 
binocular enucleation (gray dots; dashed line: regression line). 

 

Intriguingly, all analyzed neurons in the developing visual cortex participated in at 

least one network event with a participation rate of 20% and more (Figure 4.9 A). For 

the enucleation study, the activity patterns of the same identified cells were analyzed 

before and after the removal of retinal inputs, and the participation probability for 

each cell was calculated. In all animals, the probability of individual cells to participate 

in a network event was significantly higher after the removal of all retinal inputs (con-

trol: 0.6 ± 0.01; enucleated: 0.65 ± 0.01; n = 161 cells in 6 animals; p < 0.05; Figure 4.9 

A). This is in line with the observation that the majority of cortical network events 

after binocular enucleation were comprised of events with a high participation rate 

(Figure 4.8 B). 

 As mentioned in chapter 4.2, the mean amplitude is generally higher in network 

events with a high participation rate than in events with low to medium participation 

rates (Figure 4.6 B). To investigate whether this relation is also true on the level of 
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individual cells, the mean amplitude of identified cells was calculated before and after 

binocular enucleation. Binning the events into classes with low to medium participa-

tion rates (20 – 80%) and high participation rates (> 80%) revealed that the majority 

of analyzed neurons act in a similar manner (Figure 4.9 B). The amplitude for all neu-

rons during events with high participation was generally significantly higher than 

during events with low to medium participation rates (high participation: 1.2 F/F0 ± 

0.01; low to medium participation: 1.1 F/F0 ± 0.01; n = 161 cells in 6 animals; p < 

0.05). This figure held true whether retinal inputs contributed to cortical activity or 

whether they were eliminated after binocular enucleation (Figure 4.9 B).   
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4.4 Binocular NKH477 injections increase the frequen-
cy of cortical network events 
 

To further characterize the impact of spontaneous retinal activity patterns on cortical 

network dynamics, retinal activity was pharmacologically augmented by injections of 

the forskolin analogue NKH477 into both eyes. Forskolin increases the activity of the 

enzyme adenylyl cyclase which in turn elevates cAMP levels (Seamon and Daly, 1986). 

In the developing retina, forskolin potentiates spontaneous activity by increasing the 

frequency and amplitude of cholinergic waves (Stellwagen et al., 1999). More recently, 

it has been shown that the injection of forskolin into both eyes increases cortical net-

work activity in neonatal rats (Hanganu et al., 2006). To study the effects of spontane-

ous retinal activity on network dynamics in the developing visual cortex, I used the 

drug NKH477, a water-soluble analogue of forskolin. NKH477 has thus the same ef-

fects as forskolin but is less harmful to the tissue. To ensure that the injection itself is 

not causing the observed effects, I injected saline under the same conditions as 

NKH477 into both eyes. Saline injections did not have significant effects on basic pa-

rameters of cortical network activity. The values for saline injections are presented in 

chapter 4.7. 

After recording baseline activity of spontaneous activity patterns in the visual cortex, 

NKH477 was delivered to both retinas by means of binocular injections of 10mM of 

the drug with a Hamilton syringe (~ 0.75 µl, 1 µl/min). To follow individual cells be-

fore and after injections, the same cells were monitored in each recording (Figure 4.10 

A). Immediately after binocular NKH477 injections, the frequency of cortical network 

events increased significantly (control: 0.8 / min ± 0.2; NKH477: 1.7 / min ± 0.3; n = 

11 animals; p < 0.05; Figure 4.10 B). In contrast to binocular enucleation, the effect of 

NKH477 injections on cortical network dynamics was age-dependent (Figure 4.11 A). 

At P8, a more than 2.5-fold increase in cortical network activity in the visual cortex 

was observed after NKH477 injections into both eyes (control: 0.6 / min ± 0.04; 

NKH477: 2.3 / min ± 0.3; n = 2 animals).  
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Figure 4.10 The augmentation of spontaneous retinal activity increases the frequency of cortical 
network events. (A) The same layer 2/3 cells in the visual cortex of a P9 animal were imaged before 
(left) and after (right) binocular injections of NKH477. (B) Top: Example traces of activity patterns of the 
cells depicted in (A). The frequency of cortical network events increases after retinal NKH477 applica-
tion. Bottom: Gray bullets depict cellular activation during ongoing cortical network activity before and 
after injections of NKH477. 
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Figure 4.11 The increase in frequency after binocular NKH477 injections is age-dependent and 
specifically affects cortical network events with low to medium participation rates. (A) The effect 
of the augmentation of retinal activity is largest in P8 animals and less pronounced or absent in P9 and 
P10, respectively. (B) The cortical events with low to medium participation rates (6 – 80%) are specifi-
cally increased after binocular injections of NKH477 (gray bars) compared to baseline activity (black 
bars). 

 

The increase was less pronounced at P9 (control: 0.9 / min ± 0.2; NKH477: 1.5 / min ± 

0.4; n = 5 animals) and the drug had no effect at the age of P10 (control: 1.0 / min ± 

0.07; NKH477: 0.9 / min ± 0.2; n = 4 animals). This finding can be explained by the 

characteristics of retinal waves at this stage of development. Retinal waves are purely 

cholinergic from the embryonic stage to P8 (Huberman et al., 2008) and are gradually 

replaced by glutamatergic stage III waves by approximately P10 – 12 (Figure 2.4). 

Forskolin and NKH477, however, act specifically on cholinergic activity patterns in the 

retina (Stellwagen et al., 1999) which might explain the smaller effect of NKH477 on 

event frequency at P10. For further analyses, I therefore included only animals from 

P8 – 9. While the frequency of network events increased after NKH477 injections 

(Figure 4.10 B and Figure 4.11 B), the average participation rate decreased (control: 

65.1% ± 5.4; NKH477: 54.3% ± 4.8; n = 7 animals; p < 0.05; Figure 4.11 B). Primarily 

the frequency of events with low to medium participation rates were increased after 

binocular NKH477 injections while the frequency of events with a participation rate of 

more than 80% was not changed (Figure 4.11 B). It should be noted that the baseline 
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frequency of cortical network events can vary between experimental series (Figure 

4.8 B and Figure 4.11 B). The reasons for this are currently unknown. 

These findings nicely complemented the enucleation results showing that retinal in-

puts specifically trigger network events with low to medium participation rates. 

Moreover, increasing spontaneous retinal activity with NKH477 did not affect the fre-

quency of cortical network events with a high participation rate. This is in line with 

our hypothesis that spontaneous activity from the retina specifically triggers cortical 

network events with low to medium participation rates.  
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4.5 Distinct mechanisms of spontaneous activity drive 
cortical network events 
 

As pointed out in chapter 4.3 and 4.4, different retinal manipulations specifically af-

fected cortical network events with low to medium participation rates (20 – 80% of 

the imaged cells). On the contrary, the frequency of cortical network events with high 

participation (> 80% of the imaged cells) was not changed. Network events in the vis-

ual cortex might thus arise from different origins and recruit varying proportions of 

cortical cells.  

To characterize the impact of spontaneous retinal activity on cortical activity patterns 

in the developing cortex, the difference of cortical network events before and after a 

given treatment was calculated for each bin of participation rate. Hence, the frequency 

for each bin after binocular enucleation was subtracted from the activity before enuc-

leation and vice versa for binocular NKH477 injections (Figure 4.12 A). This analysis 

revealed the fractions of different participation rate bins that were triggered by spon-

taneous retinal activity. Interestingly, the analysis of the proportions of network 

events that arise from the retina was very similar in both categories. In contrast, large 

network events remained unaffected by retinal manipulations (Figure 4.12 A). When 

plotting the frequencies of events of all animals with a low to medium participation 

rate (20 – 80%; Figure 4.12 B) and high participation rate separately (> 80%; Figure 

4.12 C), the effects of retinal manipulations on the frequency of cortical network 

events were highlighted even more. First, the frequency of events with a low to me-

dium participation rate was significantly changed and regulated in accordance with 

the manipulation of retinal inputs (enucleation: before: 1.1 / min ± 0.2; after: 0.5 / 

min ± 0.1; n = 6 animals; p < 0.05; NKH477: before: 0.5 / min ± 0.2; after: 1.2 / min ± 

0.3; n = 11 animals; p < 0.05; Figure 4.12 B). Second, the events with a high participa-

tion rate were unaffected by either manipulation (enucleation: before: 0.5 / min ± 0.1; 

after: 0.5 / min ± 0.1; n = 6 animals; p > 0.05; NKH477: before: 0.3 / min ± 0.1; after: 

0.4 / min ± 0.2; n = 11 animals; p > 0.05; Figure 4.12 C). 
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Figure 4.12 The manipulation of retinal inputs reveals that events with a high participation rate 
are independent of spontaneous retinal activity. (A) The subtraction of cortical activity before from 
that after binocular enucleation (left column) and vice versa for NKH477 injections (right column) re-
veals the fraction of cortical network events that are driven by retinal inputs. (B) The frequency of cortic-
al network events with low to medium participation rates (20 – 80%) is changed after enucleation and 
NKH477 injections. (C) In contrast, the frequency of cortical events with a high participation (> 80%) is 
not affected by the respective retinal manipulation. 
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Taken together, these findings reveal that cortical network events with a high partici-

pation rate are not only unaffected by spontaneous retinal activity (Figure 4.12) but 

also differ in certain network parameters such as jitter and mean amplitude (Figure 

4.5). Moreover, the frequency of these events is not changed during early develop-

ment (Figure 4.4). 
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4.6 Binocular epibatidine injections have ambiguous 
effects on cortical network activity 
 

The results presented here demonstrate that patterned retinal activity is relayed to 

the visual cortex before visually-driven inputs are present and that this activity affects 

specific patterns of cortical network events. Therefore, I sought to study how the dis-

ruption of patterned retinal activity affects the activity patterns in the visual cortex of 

neonatal mice. To de-correlate spontaneous waves in the retina, epibatidine was in-

jected into both eyes of the animal. Epibatidine is a potent agonist of nicotinic acetyl-

choline receptors (nAChRs) and is known to disrupt the spatiotemporal properties of 

cholinergic retinal waves (Sun et al., 2008a), presumably by means of receptor desen-

sitization (Marks et al., 1996). The application of epibatidine to retinal explants leads 

to the abolishment of patterned activity in the retina and to de-correlated firing of 

retinal ganglion cells (Cang et al., 2005b; Sun et al., 2008a). In addition, the application 

of epibatidine to retinal tissue results in increased firing in some retinal neurons 

while silencing others completely. Chronic epibatidine application causes severe wir-

ing defects at all stages of the visual system (Penn et al., 1998; Chandrasekaran et al., 

2005; Huberman et al., 2006).  

To study how the acute disruption of the spatiotemporal properties of retinal waves 

affects network activity in the visual cortex, epibatidine (1 mM) was injected into both 

eyes of neonatal mice (~ 0.75µl, 1ml/min). Calcium imaging of cells in the visual cor-

tex before and after binocular injections of epibatidine showed ambiguous effects on 

cortical activity patterns (Figure 4.13 A). Interestingly, no significant changes in fre-

quency and participation rate of cortical network events after epibatidine injections 

were detected compared to baseline activity. The frequency of cortical network events 

was not significantly altered after epibatidine application (control: 1.8 / min ± 0.4; 

epibatidine: 2.0 / min ± 0.4; n = 6 animals; p > 0.05; Figure 4.13 B and C). As in the 

NKH477 study, the effect of epibatidine on spontaneous retinal activity appeared to be 

age-dependent (P8: control: 1.0 / min ± 0.1; epibatidine: 1.8 / min ± 1.0; n = 2 ani-

mals; P9: control: 2.2 / min ± 0.5; epibatidine: 2.1 / min ± 0.5; n = 4 animals; p > 0.05; 

Figure 4.13 D).  
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Figure 4.13 The disruption of patterned spontaneous activity in the retina has ambiguous effects 
on cortical network dynamics. (A) The same layer 2/3 cells in the visual cortex were imaged before and 
after binocular injections of epibatidine (EPI). (B) Top: Active cells are depicted as gray bullets over time 
before (left) and after (right) epibatidine injections. Bottom: Network activity plotted as the mean activity 
of all imaged cells. (C) The effect of epibatidine appears to be age-dependent. (D) Epibatidine does not 
significantly alter the frequency of network events with various participation rates. 
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Because injections of NKH477 showed no effect in P10 mice, epibatidine was not 

tested on P10 animals. The ambiguous effects of the epibatidine study are difficult to 

interpret and will need further experiments. 
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4.7 Comparison of the effects of different retinal mani-
pulations on cortical network activity 
 

The aim of this study was to dissect the different activity patterns that are present in 

the visual cortex during early development. I manipulated spontaneous activity pat-

terns in the retina in different ways and recorded the effects on cortical network activ-

ity with two-photon calcium imaging (Table 4.1 and Figure 4.14). (i) The complete 

removal of all retinal inputs by means of binocular enucleation specifically abolished a 

large proportion of spontaneous network events with low to medium participation 

rates. Most of the remaining events recruited the majority of imaged cells which re-

sulted in an overall increase in the average participation rate (Table 4.1 and Figure 

4.14 A and B). (ii) The injections of the cAMP activator NKH477 into both eyes re-

vealed a significant increase in the frequency of cortical network events, which specif-

ically comprised events with a low to medium participation rate which in turn de-

creased the overall participation rate (Table 4.1 and Figure 4.14 A and B). (iii) Binocu-

lar injections of epibatidine, a nAChR agonist, had no significant effects on frequency 

and participation rate (Table 4.1 and Figure 4.14 A and B). To exclude the possibility 

that the process of injections and not the drug itself caused the effects, saline was in-

jected into both eyes of the animals in control experiments. No significant effects in 

frequency and participation rate were observed after binocular saline injections (Ta-

ble 4.1 and Figure 4.14 A and B). In contrast to the frequency and the participation 

rate, the jitter of cortical network events did not change significantly after enucleation 

as well as NKH477 and saline injections. After epibatidine injections, however, the 

jitter was significantly reduced (Table 4.1 and Figure 4.14 C). Although the trend of a 

reduction in jitter was observed after nearly all treatments, it is not clear what exactly 

caused the increase in synchronicity after epibatidine and saline application. 
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 Frequency Participation rate Jitter 

 Before After Before After Before After 

Enucleation 1.6 / min 1.0/min(*) 62.0% 72.7% (*) 0.5 s 0.4 s 

NKH477 0.8 / min 1.7/min(*) 65.1% 54.3% (*) 0.4 s 0.4 s 

Epibatidine 1.8 / min 2.0 / min 54.7% 55.1% 0.4 s 0.3 s (*) 

Saline 1.4 / min 1.2 / min 61.9% 65.1% 0.4 s 0.3 s 

 

Table 4.1 Summary of basic parameters of cortical network events before and after retinal mani-

pulations. Significant differences after retinal manipulations are marked with an asterisk (*). 

 

 

 

 

Figure 4.14 Quantification of basic parameters of cortical network activity after different retinal 
manipulations. (A) The frequency of cortical network events with a participation rate of > 20% is changed 
after enucleation and NKH477 application but unaffected by epibatidine and saline injections. (B) Similarly, 
the fraction of active cells per cortical network event is only significantly changed after enucleation and 
NKH477 injections. Epibatidine and saline injections have no effect on the fraction of co-active cells in the 
visual cortex. (C) In contrast, the jitter, a measure for synchronicity of network events, is significantly 
decreased after binocular injections of epibatidine. Enucleation as well as NKH477 and saline injections 
have no significant effect on the jitter of cortical network events. 
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In this study, I describe distinct cortical activity patterns present in the visual cortex 

before the onset of vision. One class of cortical events resembles large network oscilla-

tions that were described previously (Adelsberger et al., 2005). The majority of cells 

of the visual cortex are recruited to these events which are characterized by proper-

ties such as high synchronicity and high signal amplitude. Because this class of events 

was not altered after any retinal manipulation, I conclude that these events are not 

triggered by retinal inputs but arise instead centrally. On the contrary, spontaneous 

activity arising from the retina drives cortical network events that comprise a rela-

tively low number of co-active cells. Retinally driven network events are less precisely 

aligned in time and have lower mean cellular amplitude. Moreover, the significance of 

this class of events increases with age as the connections from the periphery to the 

visual cortex mature.  
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5    Discussion 

 

The developing nervous system is a highly dynamic structure that undergoes innu-

merous changes to sculpt the mature brain. These rearrangements are regulated by 

activity-dependent mechanisms that activate the neuronal network in a highly simul-

taneous manner. These mechanisms provide information about neighboring cells by 

means of Hebbian rules. Synapses between co-active neurons are strengthened whe-

reas aberrant connections are eliminated. Good candidates that provide the simulta-

neous activation of neuronal ensembles are endogenously generated activity patterns. 

These spontaneous activity patterns are present early in the developing brain and 

have been described in a variety of neuronal structures (Khazipov and Luhmann, 

2006; Blankenship and Feller, 2010). On the other hand, neuronal activity that is gen-

erated in the periphery is another important mediator to drive Hebbian-based net-

work formation (Feller and Scanziani, 2005; Blankenship and Feller, 2010). Already 

present before the onset of sensation, these mechanisms become more prominent 

during later stages of development when an initial layout of the brain is already estab-

lished. It is likely that there is a phase during development when both mechanisms 

overlap and work hand in hand to establish mature networks. However, the relative 

contributions of these two mechanisms to drive cortical network activity are un-

known.  

The findings of the present study provide strong evidence that spontaneous network 

activity in the developing visual cortex of neonatal mice comprises qualitatively dis-

tinct network patterns. In vivo two-photon imaging of spontaneous network dynamics 

reveals that the cortical network receives inputs from at least two different sources, 
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namely from the retina and central structures. Specific manipulations of spontaneous 

retinal activity affect only a particular fraction of cortical network events, including 

those with low to medium participation rates (20 – 80%). On the other hand, a specific 

fraction of cortical network events with a participation rate of more than 80% is unaf-

fected by retinal manipulations and is thus likely to arise from other sources, presum-

ably intrinsic to the cortex. These two differentially regulated patterns of network 

activity are likely to act in concert and reciprocally guide network maturation in the 

visual cortex before the onset of vision.  

 

5.1 Cortical network dynamics under light anesthesia 
are comparable to activity during the awake state  
 

Contrary to the assumption that anesthesia perturbs the overall characteristics of 

spontaneous activity patterns in the developing cortex (Adelsberger et al., 2005; 

Colonnese and Khazipov, 2010), I did not observe large differences in key parameters 

of network events during the anesthetized and the awake state of the animal. Apart 

from the expected increase in frequency, the overall quality of cortical network events 

was comparable (Figure 4.4). The experiments of previous reports were performed in 

animals that were either significantly younger (P3 – 4) or older (> P10) than the ani-

mals used in this study. Although unlikely, this age difference might explain the con-

tradictory findings. It is more probable, however, that technicalities such as the isoflu-

rane evaporator or the mode of anesthesia delivery account for the differences. Thus, 

although the same percentage of anesthetic was stated (approximately 1%), the 

amount of isoflurane that the animal inhaled could have been higher in these reports. 

As shown in figure 4.3, isoflurane concentrations of 1.5 % abolished all cortical net-

work activity.  

Light anesthesia did not significantly alter participation rate and jitter (Figure 4.4 C). 

However, the frequency of spontaneous network events increased in the awake state 

which is in line with other studies (Golshani et al., 2009; Colonnese et al., 2010). By 

comparing cortical network activity in the awake and anesthetized state, the results 
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obtained at low anesthesia concentrations can most likely be extrapolated to the 

awake state of the animal.  

 

5.2 Binocular epibatidine application results in more 
synchronous cortical network events  
 

The injection of epibatidine into both eyes of developing mice has ambiguous effects 

on cortical network events in the visual cortex (Figure 4.13). These findings might be 

explained by the differential effects of epibatidine on the behavior of individual RGCs 

(Sun et al., 2008a). While approximately half of the RGCs in the developing retina are 

completely silenced after epibatidine application, the other half exhibits increased 

firing rates (Sun et al., 2008a). This contradicts a previous study that report a com-

plete loss of spontaneous activity upon epibatidine application in the ferret retina 

(Penn et al., 1998). It is likely that methodological differences contribute to these in-

consistent results.   

The differentially altered retinal firing patterns are likely to be responsible for the 

ambiguous effects in the visual cortex observed in the present study. The tonic firing 

of half of the RGCs in both eyes could be sufficient to drive network events in the visu-

al cortex. Assuming that the probability of simultaneous firing of RGCs from both eyes 

increases after epibatidine application, this could explain that neither the frequency 

nor the participation rate of cortical network events are affected (Figure 4.13). Addi-

tionally, the altered spatiotemporal firing properties combined with the increased 

probability that individual RGCs from both eyes fire together could explain the smaller 

jitter of cortical network events. Similar to epibatidine application, RGCs of β2nAChR 

KO mice show disrupted firing (Rossi et al., 2001; Stafford et al., 2009). In contrast to 

previous reports (Bansal et al., 2000; Mclaughlin et al., 2003), it has been shown that 

β2nAChR KO retina exhibit stage II retinal waves under certain conditions (Stafford et 

al., 2009). The spatiotemporal properties of these waves, however, are altered com-

pared to wild type waves. This includes a faster propagation speed while the frequen-

cy of retinal waves is not changed. It has not been shown whether these findings are 
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also true in retinas treated with epibatidine. It remains to be determined whether 

certain spatiotemporal properties are maintained after binocular epibatidine injec-

tions in vivo and how they affect cortical network dynamics. 

To shed light on the mechanisms that underlie the ambiguous findings obtained with 

epibatidine injections, it would be valuable to simultaneously monitor spontaneous 

activity from the retina and the visual cortex in vivo. Combined electrophysiological 

recordings in the retina and calcium imaging in the visual cortex could reveal the re-

tinal activity patterns that drive cortical activity after epibatidine application. In addi-

tion, since it has been shown that epibatidine is dose-dependent (Sun et al., 2008a), it 

would be useful to establish the effect of different epibatidine concentrations in the 

retina on cortical network dynamics. 

 

5.3 Distinct patterns of cortical activity can be distin-
guished by synchronicity and amplitude 
 

In addition to the participation rate, other distinctive features such as synchronicity 

and mean amplitude of cortical network events characterize the distinct classes of 

activity patterns. As a measure of synchronicity, I determined the degree of temporal 

alignment of active neurons during a network event. The jitter is significantly higher 

in cortical network events with low to medium participation rates than in events with 

high participation. Assuming a uniform increase in jitter with increasing participation 

rates, the jitter would be significantly higher for cortical network events with higher 

participation rates. However, the degree of synchronicity was similar in all network 

events with a participation rate of 20 – 80% (Figure 4.6 A). The jitter of network 

events with a participation of more than 80% was significantly lower and the activa-

tion of individual cells was precisely aligned in time (Figure 4.6 A). These findings are 

in agreement with previous reports that describe fast intrinsic cortical network oscil-

lations that activate large parts of the developing brain (Chiu and Weliky, 2001; 

Colonnese and Khazipov, 2010).  
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How is this difference in the synchronicity of activation brought about? Several stu-

dies suggest that intrinsic network events are driven by gap junctions that intercon-

nect a large number of neurons during early stages of development (Montoro and 

Yuste, 2004). In the neonatal visual cortex, gap junction-coupled mechanisms could 

drive the fast simultaneous activation of large populations of neurons required for 

intrinsically generated network events. On the other hand, synaptic mechanisms such 

as glutamatergic transmission arising from upstream areas initiate the slower cortical 

network events that are characterized by a higher temporal jitter and smaller partici-

pation rates. These differences in the synchronicity of cortical network events could 

be crucial to distinguish between events that arise from different origins. The tempor-

al information implemented in different cortical network events could be an impor-

tant mechanism for the correct wiring of neuronal networks. 

 In addition to differences in synchronicity, cortical network events of different origins 

also have various mean amplitudes in the cellular calcium signal (Figure 4.6 B). This 

implies that the distinct classes of network events are differentially activated by pre-

synaptic inputs. Calcium imaging is a reliable reporter of neuronal activity (Svoboda et 

al., 1997; Rochefort et al., 2009). Although calcium-sensitive dyes do not directly pro-

vide information about the electrical signal such as electrophysiological recordings or 

voltage-sensitive dyes, they indirectly report neuronal activity upon intracellular cal-

cium influx. In the developing visual cortex, the amplitude of the OGB-1 signal upon 

neuronal activation increases linearly with the number of action potentials (Rochefort 

et al., 2009). Thus, the amplitude of calcium signals provides a good measure of the 

neuron’s synaptic inputs. In contrast to electrophysiological recording techniques, 

some variants of calcium indicators (e.g. OGB-1) allow monitoring the behavior of 

hundreds of individual neurons simultaneously. Although the findings of this study 

are restricted to layer 2/3 cells, it could be possible in the future to monitor network 

dynamics in more superficial layers or even in layer 4. 3D imaging techniques that 

record from large populations of cortical cells in different layers are available (Grewe 

and Helmchen, 2009) and could be implemented in the future to study network activi-

ty in different layers of the developing cortex. 

Two-photon calcium imaging in large neuronal populations allows extrapolating the 

calcium signal of individual cells to the amount of action potentials. In the present 
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study, I show that the mean amplitude of cellular calcium signals is different depend-

ing on the type of cortical network event. Events that have low to medium participa-

tion rates have smaller mean amplitudes than cortical network events with a partici-

pation rate of more than 80% (Figure 4.6 B). This suggests that neurons receive more 

inputs during intrinsic network events than during retinally driven activation. Interes-

tingly, not only the amplitude averaged over all co-active cells is generally higher in 

central network events than in retinally generated network events. But also individual 

cells show similar behavior depending on the type of cortical network event they par-

ticipate in (Figure 4.9 B). This relationship is not altered after binocular enucleation 

and is thus not dependent on retinal inputs. 

 

5.4 Spontaneous retinal activity triggers the activation 
of neuronal ensembles in the visual cortex 
 

Different manipulations of retinal inputs reveal that the distinct classes of network 

events in the visual cortex are of different origin. This study shows for the first time 

the acute response of the developing visual cortex to retinal manipulations with high 

spatial resolution. Several studies have investigated the long term effects of chronic 

perturbations of spontaneous retinal activity on various aspects of visual cortex de-

velopment. For instance, the chronic deprivation of retinal activity before the onset of 

vision leads to functional and structural aberrations in the visual cortex (Ruthazer and 

Stryker, 1996; Crair et al., 1998). Similarly, the analysis of β2nAChR KO  mice that lack 

stage II retinal waves reveals structural and functional deficits in V1 (Cang et al., 

2005b; Cang et al., 2008). 

How do acute retinal manipulations influence activity patterns in the visual cortex 

before vision occurs? In newborn rats, the frequency of spindle bursts in the visual 

cortex decreases after binocular enucleation (Hanganu et al., 2006). Accordingly, 

pharmacologically increasing retinal waves results in an immediate increase in cortic-

al network activity (Hanganu et al., 2006). However, the measurement of local field 

potential and multi-unit activity cannot provide information about individual cells. In 
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the present study, I describe the behavior of single cells upon different retinal mani-

pulations. This includes the complete removal of all retinal inputs (binocular enuclea-

tion), the augmentation of stage II retinal waves (binocular injections of the cAMP 

activator NKH477) and the disruption of patterned retinal activity (binocular injec-

tions of the nAChR agonist epibatidine). Intriguingly, these different retinal manipula-

tions reveal a group of cortical network events that were unaffected by any treatment. 

These results imply that this class of activity patterns is driven by central mechan-

isms. In contrast, specifically cortical network events with low to medium participa-

tion rates were altered after perturbations of retinal inputs. The removal of retinal 

inputs by binocular enucleation abolished a large portion of this class of cortical net-

work events. In contrast, the augmentation of stage II retinal waves specifically in-

creased the frequency of cortical network events with low to medium participation 

rates. These findings led me to conclude that cortical network events with low to me-

dium participation rates are triggered by spontaneous retinal activity.  

Intriguingly, the properties of retina-driven network events are very similar to the 

properties of stage II retinal waves. For instance, the frequency of stage II waves 

(Bansal et al., 2000; Sun et al., 2008a) is similar to the frequency of retina-driven net-

work events observed in the visual cortex (approximately one wave per minute). This 

suggests that the majority of retinal waves that correspond to a specific retinotopic 

location in V1 are relayed to the visual cortex at this age. During the first postnatal 

week, however, the proportion of stage II retinal waves that triggers cortical activity is 

lower (Hanganu et al., 2006) and is probably due to immature connections from the 

dLGN to V1. In addition, the duration of stage II waves is in accordance with the aver-

age duration of retinally driven cortical network events in this study (Sun et al., 

2008b; Stafford et al., 2009).  

With the imaging parameters used in this study, it is currently difficult to make a 

statement about certain properties of retinally driven cortical network events. Be-

cause the field of view during the calcium imaging recordings was restricted, the ex-

tent of retinally driven network events in the visual cortex cannot be assessed. In-

creasing the field of view would provide more spatial information about the spread of 

cortical network activity. Accordingly, due to limitations in the temporal resolution 

with full frame scanning, characteristics such as speed and direction of cortical net-
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work events cannot be described. Line scan recordings of the cortical network with 

high temporal resolution (approximately 500 Hz) will shed light on network event 

properties. For instance, it has been reported that individual RGCs have a directional 

bias during stage II retinal waves (Stafford et al., 2009). Line scan recordings will pro-

vide sufficient temporal information of whether network events travel across the vis-

ual cortex and whether these events have a directional bias. In addition, the spatial 

resolution of line scans is sufficient to provide information whether neurons prefera-

bly participate during network events of a certain type.  

Compared to cortical network events with high participation, retinally driven events 

comprise fewer cells. The sparse activation during these events could be a prerequi-

site of activation patterns during adult vision and might be required for efficient in-

formation processing. Rochefort et al. report that a so called ‘sparsification’ process in 

the visual cortex sets in at the end of the second postnatal week with a gradual de-

crease in mean cellular participation per cortical network event at around eye-

opening (Rochefort et al., 2009). However, the decrease in mean participation rate 

could also be due to the specific disappearance of intrinsically generated cortical 

events with a high participation rate. Thus, the sparsification process would not be the 

result of a lower participation rate in general but rather underlying specific adjust-

ments in favor of retinally driven network events. Applying the analysis methods of 

the present study to recordings of cortical network activity in older animals might 

solve this question.  

What is the role of retinally driven network events in the visual cortex before the on-

set of vision? The simultaneous activation of the same groups or patches of neurons 

during different network events that was reported in previous in vitro work (Yuste et 

al., 1992; Schwartz et al., 1998) could not be observed in the present study. Instead, 

the activity patterns closely resembled the salt-and-pepper organization of visual sti-

mulus properties observed in the mature visual cortex of rodents (Ohki et al., 2005; 

Mrsic-Flogel et al., 2007). The spatiotemporal patterns of retinally induced network 

events described in this study could thus be a prerequisite of mature connectivity. For 

instance, ensembles of neurons are functionally grouped in a salt-and-pepper organi-

zation based on their receptive fields (Smith and Hausser, 2010) or their preference to 

stimulus orientation or direction (Ohki and Reid, 2007). Before eye-opening, sponta-
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neous retinal activity could thus serve as ‘training patterns’ that trigger cortical net-

work events with spatiotemporal characteristics, similar to adult patterns.  

 

5.5 A fraction of cortical network events is generated 
independently of retinal inputs 
 

The deprivation of retinal inputs by binocular enucleation largely eliminates cortical 

network events with low to medium participation rates (Figure 4.7 and 4.8 B), leaving 

mostly events with high participation. Since all activity arising from the retina is re-

moved, it is likely that the residual activity is triggered by areas downstream of the 

retina. This group of remaining events resembles very closely synchronous network 

oscillations, such as ENOs that have been observed in organotypic cortical slice cul-

tures (Garaschuk et al., 2000) as well as in the cortex of the mouse in vivo during the 

first postnatal week (Adelsberger et al., 2005). Although it has been postulated – 

based on in vitro findings – that ENOs disappear after the first postnatal days 

(Garaschuk et al., 2000; Corlew et al., 2004; Allene et al., 2008), this has not been 

tested in vivo yet. The cortical network events with a high participation rate described 

in this study might be remainders of ENOs that gradually disappear with cortical ma-

turation. These events could serve as homeostatic mechanism to provide survival sig-

nals for the developing neurons before connections to peripheral inputs are estab-

lished (Mennerick and Zorumski, 2000). It will be interesting to test whether the 

events resembling ENOs in this study are driven by glutamatergic transmission, as 

reported in in vitro studies (Allene and Cossart, 2010). Several other scenarios of 

network activation are also likely. Work in organotypic slice cultures of the develop-

ing cortex has shown that the activation of extrasynaptic NMDA receptors by ambient 

glutamate initiates ENOs in the immature cortex (Allene et al., 2008). This mechanism 

of extrasynaptic transmission has also been reported in other neuronal structures, 

suggesting that this might be a general mechanism to guide the formation of neuronal 

networks (Allene and Cossart, 2010; Blankenship and Feller, 2010). It will be interest-

ing to test whether the intrinsic network events described here are triggered by extra-
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synaptic glutamate. The application of an enzymatic glutamate scavenger to the cor-

tical surface that enhances the clearance of extracellular glutamate could assess the 

role of extrasynaptic glutamate on the generation of centrally generated network 

events. 

Other mechanisms that drive large neuronal populations to fire simultaneously are 

gap junction-mediated processes that support certain steps in the development of the 

cortical circuitry (Montoro and Yuste, 2004). Indeed, during the first two postnatal 

weeks, the neuronal network of the rodent neocortex is highly connected via gap junc-

tions that are broken up shortly after (Peinado et al., 1993). These transient connec-

tions might provide a mechanism to synchronize the communication between large 

populations of neurons during early development. Several groups have shown that 

gap junction-mediated mechanisms play an important role in the generation of spon-

taneous network activity during cortical development (Kandler and Katz, 1998; 

Peinado, 2001; Dupont et al., 2006). In contrast, Minlebaev et al. have reported that 

gap junctions in the developing somatosensory cortex of live rats mediate inhibition of 

spindle bursts, a form of oscillatory network activity (Minlebaev et al., 2007; 

Minlebaev et al., 2009). It will be interesting to test what role gap junction-mediated 

mechanisms play in the generation of network activity in the visual cortex of neonatal 

mice. Applying gap junction blockers to the cortex could provide information of 

whether the generation of network events with a high participation rate is regulated 

by gap junction-mediated processes.  

Other mechanisms, not intrinsic to the developing cortex, could play a role in the gen-

eration of network events with a high participation rate. For instance, spontaneous 

network activity is generated in the developing ferret dLGN before eye-opening both 

in vitro (McCormick et al., 1995) and in vivo (Weliky and Katz, 1999). These activity 

patterns in the dLGN show similar temporal properties as network activity in V1 dur-

ing the same stages of development (Weliky and Katz, 1999; Chiu and Weliky, 2001).  

Binocular optic nerve transection leads to the temporary elimination of all dLGN activ-

ity (Weliky and Katz, 1999). Interestingly, unlike dLGN activity, V1 activity was 

present immediately after optic nerve transection, characterized by shorter durations 

of the cortical network events (Chiu and Weliky, 2001). DLGN activity resumed ap-

proximately 50 minutes after optic nerve transection and resembled the altered pat-
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terns of cortical network activity (Weliky and Katz, 1999), suggesting that a thalamo-

cortical feedback loop sustains spontaneous network activity in the dLGN. The adapta-

tion of firing patterns of the visual cortex after the removal of retinal inputs demon-

strates that dLGN activity does not drive cortical activity patterns but vice versa. Thus, 

assuming a similar circuitry in the developing mouse visual system, it is unlikely that 

the network events with a high participation rate described in the present study are 

driven by spontaneous dLGN inputs. Similar to reports that recorded activity from 

different stations of the visual system in the adult or developing animal (Kara et al., 

2000; Hanganu et al., 2006), simultaneous recordings of activity patterns in the dLGN 

and V1 of developing mice could determine the impact of dLGN activity on cortical 

network events.  

A key player in the development of the cortex is the subplate (Allendoerfer and Shatz, 

1994; Kanold, 2009), a transient structure below the cortical plate. Subplate neurons 

are the first neurons to be generated in the cerebral cortex and show mature func-

tional properties already early in development (Zhao et al., 2009; Kanold and 

Luhmann, 2010). In rodents, the majority of subplate neurons disappear with cortical 

maturation after the third postnatal week (Price et al., 1997). Subplate neurons form 

connections with both thalamic neurons (Friauf et al., 1990; Hanganu et al., 2002) and 

neurons in the cortical plate (Kanold and Luhmann, 2010). This puts the subplate in 

an ideal position to detect firing both in the thalamus and the cortex. The circuitry 

between the subplate, the thalamus and the cerebral cortex might thus provide a Heb-

bian-based mechanism for the strengthening of functional connections. Moreover, the 

subplate plays an important role in the generation of synchronous network activity in 

the cortex both in vitro (Sun and Luhmann, 2007) and in vivo (Yang et al., 2009). Tak-

en together, the characteristics of subplate neurons provide an exciting mechanism to 

drive cortical network events with a high participation rate.  

It has been proposed that the subplate serves as a hub to receive and distribute elec-

trical information (Kanold and Luhmann, 2010). Due to their mature properties and 

their widespread axonal and dendritic arborizations early during development, sub-

plate neurons could play an important role in the synchronization of network activity. 

Indeed, only a few GABAergic subplate neurons are sufficient to initiate cortical net-

work activity in developing cortical neurons (Voigt et al., 2001), strongly resembling 
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pacemaker-like neurons such as described in the spinal cord (Yuste et al., 2005; Le 

Bon-Jego and Yuste, 2007). Moreover, gap junctions connect groups of subplate neu-

rons with each other and with neurons in the cortical plate, forming electrically 

coupled columns of about 100 µm in diameter (Dupont et al., 2006). These so called 

hub cells could drive spontaneous network activity in the developing cortex (Voigt et 

al., 2001). To determine whether hub cells, either residing in the subplate or in cortic-

al layers, play a role in the generation of cortical network events with a high participa-

tion rate will be an exciting question answered in the future. 

The deprivation of retinal inputs in both eyes did not completely abolish network 

events with low to medium participation rates (Figure 4.8 and 4.12). What could be 

the source of these remaining events? As pointed out above, the dLGN is not capable 

in driving large-scale activity in V1. Thus, it is unlikely that the dLGN is responsible for 

triggering this class of network events. Another possibility could be that these events 

are generated by central neuronal circuits that are locally connected via gap junctions 

or chemical synapses. These sub-ensembles could be independent units that are nei-

ther driven by retinal inputs nor by large-scale cortical activation. Alternatively, the 

occurrence of these network events could be explained by the cross-activation of the 

visual cortex through activity from neighboring brain regions, such as the auditory or 

somatosensory cortex. Similarly, it has been reported in adult animals that cortical 

areas can be activated by stimuli of other modalities, suggesting that intracortical pro-

jections connect different sensory areas (Driver and Noesselt, 2008). Another possible 

scenario could be the spillover of network activity from other sensory areas due to the 

immature cortical circuitry. Since the boundaries of sensory areas are not fully de-

fined yet, activity from other sensory areas could elicit network events with low par-

ticipation in the developing visual cortex. A more detailed analysis of the cortical net-

work events with low to medium participation rates after enucleation will uncover the 

specific spatiotemporal properties of these remaining events and shed light on their 

origin. 
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5.6 The contributions of retinal inputs that trigger cor-
tical network activity increase with development 
 

The properties of spontaneous activity patterns in the developing cortex change with 

development. Usually this involves the transition from a state with very little cellular 

participation that is mostly non-synaptic to the simultaneous activation of the entire 

network at older ages (chapter 2.2) (Allene and Cossart, 2010). Once sensory systems 

come into play, this synchronicity is broken up and highly synchronous network 

events are replaced by sparse activation patterns. This developmental transition is 

likely to be a prerequisite of signal processing in the adult animal (Rochefort et al., 

2009; Golshani et al., 2009). Hence, the formation of neuronal networks seems to fol-

low a sequence during the first weeks of life.  

Despite the relatively small age differences used in this study, the changes in the quali-

ty of spontaneous network activity in the visual cortex of neonatal mice are substan-

tial. While specifically network events with a participation rate of less than 80% are 

changed during this period of development, the frequency of network events with 

high participation is stable (Figure 4.5). These findings are consistent with the as-

sumption that axonal projections from the dLGN to the cortex have arrived in layer 4 

of V1 by the end of the first postnatal week (Lopez-Bendito and Molnar, 2003) and 

continue to mature until the end of the critical period. At this age, thalamocortical 

connections to the visual cortex are sufficiently strong to drive cortical network 

events that are generated in the retina (Hanganu et al., 2006; Colonnese and Khazipov, 

2010). As these connections mature, it is likely that the proportions of peripheral 

spontaneous activity that drive cortical network events increase. This might explain 

the increase in frequency between P8 and P10 specifically in retinally driven network 

events with low to medium participation rates while the frequency of centrally gener-

ated network events does not change. Intriguingly, at these young ages individual 

neurons are fully embedded in the cortical network. The analysis of the participation 

probability of identified neurons revealed that nearly all neurons were active at least 

once during both retinally driven and centrally generated cortical network events 

(Figure 4.9 A).  
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Why does the developing visual cortex display different patterns of network activity? 

It seems reasonable that the various cortical network events provide a mechanism to 

guide different aspects of neuronal network formation. The different classes of net-

work events could belong to distinct developmental processes that are differentially 

regulated during development with a period of overlap. This study demonstrates the 

increasing importance of retina-dependent cortical network events with age. On the 

contrary, cortical network events with high participation might be remainders of early 

network activity patterns (Adelsberger et al., 2005). These network events that are 

likely to be intrinsic to the cortex might eventually disappear to give way to more ma-

ture activity patterns that arise from the periphery. Such a transition could be crucial 

for the wiring of neuronal networks to meet the requirements of adult information 

processing. 
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6    Concluding Remarks and Outlook 
 

It has long been assumed that activity-dependent mechanisms from different sources 

shape the development of neuronal networks in the developing cortex. The data pre-

sented here show for the first time on the cellular level that distinct patterns of net-

work activity exist in the developing visual cortex. A fraction of the network activity is 

triggered by retinal activity whereas another fraction is generated independently of 

inputs from the retina and is thus likely to be generated centrally in the cortex. In this 

study, I used mice of the second postnatal week during which the retina is insensitive 

to light and stage II retinal waves are present. This is an interesting age since the pro-

jections from the dLGN to V1 are relatively mature at this age and spontaneous retinal 

activity is reliably relayed to V1. In light of these findings, it will be interesting to ex-

tend the study to other developmental stages. Studying the contributions of retinally 

driven network activity both before the dLGN projections are mature and shortly be-

fore eye-opening will give important insights into cortical activity patterns. These 

experiments will establish a developmental profile of the distinct activity patterns and 

will shed light on relative contributions of spontaneous retinal activity to network 

formation during different developmental stages. 

The characterization of the mechanisms that drive network events in the visual cortex 

is crucial for understanding how they contribute to network formation. The data pre-

sented here show that network events with low to medium participation rates are 

retinally driven. Simultaneous recordings in the retina and the visual cortex will pro-

vide further insights into the relationship between retinal and cortical network activi-

ty. By specifically blocking different transmitter systems (e.g. glutamate, GABA) or gap 

junctions in the visual cortex, it will be possible to dissect the mechanisms that drive 
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both retina-driven and centrally generated network events. In addition, applying 

small lesions to specifically ablate connections to neighboring cortical areas could 

reveal whether network events with a high participation rate are triggered intrinsical-

ly or generated in other non-cortical regions.  

The chronic perturbation of retinal activity before the onset of vision alters the layout 

of topographic maps, such as retinotopy or eye-specific territories (Huberman et al., 

2008). Chronic deprivation of retinal inputs, such as binocular enucleation at very 

young ages, could provide information about compensatory mechanisms in the gener-

ation of network activity in the developing visual cortex. Likewise, the artificial aug-

mentation of spontaneous retinal activity (chronic NKH477 injections) or the pertur-

bation of the spatiotemporal properties of retinal activity (chronic epibatidine injec-

tions, β2nAChR KO) could be helpful to study the significance of retinal activity pat-

terns on cortical network activity. These studies might provide insights into the inte-

ractions of distinct activity patterns in the visual cortex. The selective disruption of 

one class of cortical network events (i.e. retinally driven events) could lead to an 

upregulation of centrally driven cortical network events to maintain a homeostatic 

balance of network activity in the developing cortex. In addition to functional studies, 

it would also be revealing to study the effects of chronic changes of retinal activity on 

the structural level. The use of GFP reporter mice could provide information about the 

dependence of network formation on retinal activity on the level of subcellular 

processes. 

The findings of this study provide a basis for the future study of the concerted inter-

play of molecular guidance cues and activity-dependent mechanisms. By choosing the 

appropriate mouse models (e.g. axon guidance: ephrin-A2/3/5 KO, synaptogenesis: 

SynCAM1 KO), it will be possible to study the interdependence of specific molecules 

and distinct classes of cortical network events. It will be interesting to reveal whether 

different patterns of cortical network activity are differently affected by the absence of 

specific molecules. In addition, crossing either of these knockout animals with mice 

that lack stage II retinal waves (β2nAChR KO) will reveal important aspects of the 

interplay of network activity and molecular factors during cortical network formation. 

Ultimately, the study of cortical network activity in animal models for neurodevelop-

mental diseases could shed light on the origin of these disorders. It will be important 
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to determine whether cortical activity patterns are disrupted or even absent in these 

animal models to understand the significance of cortical network activity during im-

portant stages of cortical development in the healthy brain.   
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