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1. Introduction 

The discovery of high-temperature superconductivity in the cuprates in 1986[1] has 

given a strong impetus to the natural sciences at the end of the 20th century. There 

are many reasons for this enthusiasm. At first, it can be explained by the fascination 

to overcome a physical barrier, which had seemed insuperable for decades and 

such discoveries always induce the wish for a deeper understanding of the underly-

ing physics. Furthermore, the multitude of possible applications of these materials is 

obvious even to the amateur.[2] The thought of superconductivity often sparks visions 

of application in lossless power supplies, ultra-strong permanent electromagnets or 

maybe even highly efficient superconducting magnetic railways. Such public atten-

tion promotes the required support and funding to carry out the necessary but 

sometimes lengthy research into new physical fundaments but also the quest for 

materials, which are suitable for application. However, difficulties to overcome cer-

tain application specific problems and the limitation to exactly one class of materials 

for more than 20 years had also led to a slowly declining interest in high-temperature 

superconductivity fundamental research (Figure 1.1).[3] 

 

 

 

Figure 1.1: Prevalence of the word ‘superconductivity’ in textbooks. 
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The vast majority of commercially used superconductors today are superconducting 

alloys like (NbTi)[4] or intermetallic compounds like Nb3Sn,[5] the so-called 

‘A15 phases’. (NbTi) possesses a critical temperature (TC) at only around 9 K and 

Nb3Sn a TC of 18 K. These compounds therefore have to be cooled with liquid heli-

um in order to work. The magnetic flux densities, which safely can be achieved in 

real applications of superconducting magnets are about 8 T in (NbTi), e.g. employed 

in the tremendous magnets of the Large Hadron Collider.[6] In Nb3Sn, magnetic flux 

densities of up to 23.5 T can currently be achieved, as for example in the BRUKER 

AVANCE 1 GHz NMR spectrometer.[7] 

The use of low-temperature superconductors in such special applications is well 

established and relatively easy fabrication of these materials is a particular ad-

vantage here. Despite of this, the necessity of cooling with liquid helium can be con-

sidered a major drawback, as it prevents the use of low-temperature superconduc-

tors in more price-sensitive applications, such as in the energy sector. In this area, 

the cost of liquid helium as a coolant would eat up any potential savings. Cuprate 

high-temperature superconductors can be efficiently cooled either with liquid nitro-

gen or with closed-cycle refrigerators.[8] High-temperature superconductors are 

therefore not only of academic interest, but there are ongoing efforts to employ them 

in the following energy applications: In power generators and superconducting mo-

tors, superconducting rotors can produce higher magnetic flux densities than con-

ventional magnets, leading to both a weight and size reduction of such devices of 

up to 50 %.[9] In power transformers, superconducting wires can reduce ohmic loss-

es by up to 90 %.[10] A further, very recent application is the experimental use of high-

temperature superconductors in frictionless bearings for high-performance energy 

storage flywheels.[11] Such flywheels can be employed to cover peak loads in the 

electricity grid, which is of growing importance considering the steadily increasing 

use of renewable energy sources causing such peaks. 

All current cuprate superconductors however exhibit certain material specific disad-

vantages, which impose serious restrictions for applications on a wider basis. One 

aspect is the price of cuprate high-temperature superconductors due to costly start-

ing materials. Besides, complicated fabrication of superconducting wires or tapes of 

the brittle, polycrystalline substances makes these materials even more expensive. 
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But also intergranular non-zero resistance arising from crystallite misalignments in 

the bulk substance in combination with the special superconducting properties of 

the cuprate superconductors are critical issues.[12] 

In short, one could say that while there is interest in high-temperature superconduc-

tors for commercial applications, they still have niche status.  

 

It was therefore not until 2008, that another gold rush has hit the area of high-

temperature superconductivity research. For the first time, high-temperature super-

conductivity has been discovered in a different class of materials – the class of iron 

arsenide superconductors. 

These compounds are metals and as such relatively good conductors even in their 

normal state. Yet, such metallic compounds had always been predicted to exhibit – 

if at all – only conventional superconductivity. It should be clear that the magnetic 

properties of any element such as iron in its body-centred modification cannot simp-

ly be related to any other modification of the same element or even a chemical com-

pound containing this element. Nevertheless, iron had been ruled out as a possible 

candidate for superconductors for a long time as a matter of principle.[13] All these 

predictions have proved completely wrong, which probably has been the most intri-

guing insight in superconductivity research for a long time.  

 

The first iron-based high-temperature superconductor, LaFeAsO1−xFx, which be-

comes superconducting below 26 K has been discovered by Kamihara.[14] Soon after 

this discovery, the critical temperature could be increased to 55 K in the closely re-

lated compound SmFeAsO1−xFx.
[15] The crystal structure is depicted in Figure 1.2.[16]  
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LaFeAsO1−xFx crystallises in the ZrCuSiAs-type structure in the tetragonal space 

group P4/nmm. According to its chemical stoichiometry, this structure type is also 

referred to as 1111-type. The structure consists of lanthanum oxide (OLa)+-layers, 

which alternate with iron arsenide (FeAs)−-layers. In LaFeAsO1−xFx, some of the oxide 

ions are exchanged for fluoride ions. Both the iron atoms as well as the oxide ions 

are tetrahedrally coordinated by arsenide and lanthanum ions, respectively and the-

se tetrahedra are connected to two-dimensional layers via their edges. Due to the 

edge-sharing tetrahedral layers, the nearest neighbour iron–iron distance is only 

about 285 pm in LaFeAsO1−xFx which leads to metallic bonds between adjacent iron 

atoms. It is this two-dimensional layered structure in general and the iron–iron and 

iron–pnicogen interactions in particular, which dominate several macroscopic prop-

erties of the whole class of substances. All iron pnictides of the 1111 or similar 

structure types form black, tetragonal platelet crystals, which have a metallic lustre. 

The normal state resistivities of these compounds are some orders of magnitude 

 

Figure 1.2: Left: Crystal structure of LaFeAs(O1−xFx). Right: 
LaFeAs(O1−xFx) single crystal on millimetre grid paper. 
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larger than those of good metals like copper or silver, which is referred to as poor 

metal behaviour. 

In order to understand the phenomenon of superconductivity, it is mandatory to real-

ise, why normal metals exhibit a certain resistance even at zero temperature. On ap-

plying a voltage to a metal, electrons begin to flow and because charge neutrality 

must be conserved, a hole is dragged behind, whenever an electron is moved. Both 

electrons and holes are scattered by impurities or crystal defects and thus contrib-

ute to the electric resistance. Another contribution is made by electron–phonon in-

teractions, which make up the majority of the resistance, especially at elevated tem-

peratures. This phenomenon would even be present in a perfect crystal.  

In a conventional superconductor however, a special kind of electron–phonon inter-

action occurs at very low temperatures: According to the BCS theory,[17] the Coulomb 

repulsion of electrons at the Fermi level can be overcome by this interaction and two 

electrons each form a Cooper pair. Qualitatively, this formation can be explained as 

follows: When an electron moves through the solid, it creates a deformation or de-

pression in the atomic lattice via phonons. If this depression of the lattice is strong 

enough, another electron can ‘fall’ into it and a Cooper pair is formed. The formation 

of Cooper pairs is then favoured over the creation of electron–hole pairs. All this is of 

course only possible if the total energy of the system with Cooper pairs is lower in 

the superconducting than in the normal state. The energy difference of the system 

between normal and superconducting state at T = 0 K is proportional to the binding 

energy of the Cooper pairs, which in turn is proportional to the critical temperature of 

the superconductor.I Thus, the Cooper pairs are separated from the normal electrons 

by this superconducting energy gap at zero temperature. Unlike normal electrons, 

which are fermions and therefore have to obey Pauli’s principle, all Cooper pairs ex-

hibit the same quantum state. This also means that a single Cooper pair cannot gain 

energy in comparison with the others, which implies that single Cooper pairs cannot 

be scattered by the crystal lattice any more. As a result, the resistance of the com-

pound is zero.[2, 18] 

                                                
 
I According to the BCS theory, the binding energy of the Cooper pairs is two times the su-
perconducting energy gap, which is defined at zero temperature as Δ(T = 0 K) = 1.76·kB·TC. 
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However, this only holds true up to a critical temperature TC (i.e. if the energy of the 

phonons in the crystal is smaller than the binding energy of the Cooper pairs). In a 

similar fashion, there is a critical current density (i.e. the kinetic energy of the Cooper 

pairs has to be smaller than their binding energy) or a critical magnetic field. Within 

the BCS theory, one can show that in so-called conventional, i.e. exclusively pho-

non-mediated superconductors, critical temperatures of above ~ 40 K are impossi-

ble and for a long time one had thought that this is a hard limit, which cannot be 

overcome. 

The situation has radically changed with the discovery of superconductivity in the 

cuprates (which possess critical temperatures of up to 133 K in HgBa2CaCu2O6+x).
[19] 

It was found that their electronic properties are dominated by electronic correlations 

rather than electron–phonon interactions. Such electronic correlations are also ca-

pable of inducing superconductivity in a surprisingly effective way, but the mecha-

nism of the formation of Cooper pairs differs from the just discussed phonon-

mediated one. In these so-called unconventional superconductors, the role of pho-

nons is replaced by spin-density waves:II, [20] Cuprate superconductors are strong 

spin-density wave systems,[21] which are within close vicinity of a magnetic transition 

to, for example, an antiferromagnet. When an electron moves in such a supercon-

ductor, this electron’s spin creates a spin-density wave around it. This spin-density 

wave in turn causes a nearby electron to fall into the spin-depression created by the 

first electron and hence, again, a Cooper pair is formed. This mechanism is called 

either d-wave or s±-wave pairing according to the symmetry of the superconducting 

order parameter. As these systems are magnetic systems due to the Coulomb inter-

action, there is a strong Coulomb repulsion between electrons. As will be discussed 

in Chapter 1.1.2, this Coulomb repulsion prevents the formation of Cooper pairs on 

the same lattice site and the pairing therefore occurs at near-neighbour lattice sites. 

                                                
 
II A spin-density wave (SDW) is a periodic modulation of the electron spin with a characteris-
tic spatial periodicity, which mostly is incommensurate with the crystal structure. It often 
occurs as ground state in materials of low dimensionality, metals with a high DOS at EF or 
because of the existence of Fermi surface nesting vectors, as it is the case in the iron pnic-
tides. Similar to superconductivity, the occurrence of a SDW causes the formation of an 
energy gap that lowers the system’s total energy. 
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The discovery of superconductivity in iron-based compounds such as SmFeAsO1−xFx 

immediately suggested a pairing mechanism by electronic interactions rather than 

by phonon–electron interactions because a transition temperature of 55 K is well 

above the BCS limit of 40 K. A more detailed analysis of the electronic situation in 

the iron-based superconductors and its implication on superconductivity will be part 

of the next chapter. 

 

1.1 Electronic properties of the FePn superconductors 

All calculations in this chapter were performed with LMTO (Chapter 2.1) and crystal-

lographic data had been taken from [22]. Generally, all iron pnictide superconductors 

and their non-superconducting parent compounds exhibit a similar electronic situa-

tion. Thus most considerations in this chapter, which are based on calculations for 

LaFeAsO, are valid for other iron pnictides likewise. 

 

1.1.1 General considerations 

As a first approach to the chemical bonding situation in LaFeAsO, an ionic formula 

according to [La3+O2−]Fe2+As3− might be useful. But this description is not really ac-

curate, because a considerable amount of covalent bonding occurs between Fe and 

As. While the La−O interactions are predominantly ionic in nature, this holds true to 

a smaller extent for the interlayer La−As bonds. LaFeAsO on the whole therefore is 

far from being a purely ionic solid, but rather a polar compound. In addition to the 

abovementioned bonds, there is also a significant contribution of Fe−Fe interactions 

in LaFeAsO and in all other iron pnictides.III  Both the Fe−As as well as the Fe−Fe 

bonds cause metallic bands at the Fermi level and as a result, LaFeAsO is a metal in 

its normal state. 

 

                                                
 
IIIDue to their similar lattice parameters a, all iron pnictides have similar Fe−Fe bond lengths 
(ranging from ~ 267 pm in LiFeAs to ~ 285 pm in LaFeAsO). They are therefore only 
~ 8 − 15 % longer than the iron−iron bonds in elemental iron (248 pm). 
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This bonding situation can also be understood on the basis of density of states 

(DOS) calculations (Figure 1.3). 

The energetically lowest valence states in LaFeAsO arise from occupied O-s orbit-

als, which have been treated as core states (not depicted). The feature at about 

−11 eV is mainly due to filled As-s orbitals, which are slightly mixed with s, p and d-

states from Fe. The unoccupied states above ~ +3 eV arise mainly from empty La-f 

and La-d orbitals. The features between about −6 and −2  eV are predominantly 

caused by As-p – Fe-d bonding and O-p – La-d bonding interactions. 

A closer look at the electronic situation near the Fermi level (between about −2 and 

+3 eV) reveals Fe−Fe interactions, which mainly possess Fe-dxy and Fe-dx²−y² σ and π 

bonding and antibonding character (a schematic plot of these interactions is depict-

ed in Figure 1.4). In the same energy range, also Fe−As interactions occur, which are 

antibonding above ~ −0.6 eV. The crystal orbital Hamilton populations (COHPs) of 

both the Fe−Fe and the Fe−As bonds are depicted in Figure 1.5. 

 

Figure 1.3:  Total density of states (DOS) of LaFeAsO with character analyses of the 
different features. Minor contributions were omitted for clarity. Fe−Fe and Fe−As bonding 
and antibonding interactions are separated by the dotted line and were derived from 
COHP calculations (see also Figure 1.5). 
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Character analyses of the DOS exactly at the Fermi level (E = 0 eV) revealed 

2.4 % La, 0.7 % O, 91.9 % Fe and 5.0 % As contributions. From a chemical point of 

view, the states at the Fermi level and thus the Fermi surface are dominated by 

Fe−Fe π* antibonding orbitals. 

 

 

The states at the Fermi level are not only responsible for the normal conductivity in 

LaFeAsO. Depending on the total number of valence electrons, the Fermi energy can 

be decreased (also referred to as hole doping) or increased (electron doping), be-

cause charge neutrality is not mandatory in metals. In this way, the non-

superconducting and charge-neutral parent compound LaFeAsO can be altered in 

such way (e.g. by fluoride doping) that it becomes superconducting upon cooling. 

As will be seen in the next chapter, the exact topology of the bands at the Fermi lev-

el is crucial for superconductivity because it is at the Fermi level, where the super-

conducting gap occurs. 

 

 

Figure 1.4:  Schematic Fe−Fe interactions in LaFeAsO (the unit cells are depicted as 
dotted squares). The bonding σ and π and for the most part, the antibonding π* orbitals 
are occupied. 

–

–
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Metals like LaFeAsO sometimes are also referred to as semi-metals.[23] Semi-metals 

are true metals,IV which can be formally derived from indirect semiconductors. This 

deduction is sketched for a two-dimensional solid in Figure 1.6. In Figure 1.6 (left), 

the situation of an indirect semiconductor is depicted, which shows a vertical sepa-

ration of the conduction and valence band by an energy gap and a horizontal sepa-

ration in momentum space, which results in an indirect band gap. In semi-metals 
                                                
 
IV A metal simply is defined as a material having finite conductivity at zero temperature. By 
means of band structures, this is the case if there are bands, which cross the Fermi level. 
The term ‘semi-metal’ must not be confused with the term ‘half-metal’, which also denotes 
a true metal, but with a completely ferromagnetic conduction band. 

 

Figure 1.5:  −COHP and −ICOHP of a Fe−Fe nearest-neighbour bond (top) 
and a Fe−As bond (bottom) in LaFeAsO.  
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such as the iron pnictides (Figure 1.6, middle), these bands are still horizontally dis-

placed, but they overlap in energy, so that electrons from the valence band flow into 

the conduction band. As there are ‘holes’ in the ∩-shape valence band then, this 

band is also denoted as a hole pocket and likewise, the ∪-shape conduction band 

as an electron pocket. In Figure 1.6 (right), the according two-dimensional Brillouin 

zone with the resulting Fermi cylinders (circles) is also depicted. 

 

 

 

1.1.2 Proposed superconducting mechanism 

A number of unusual properties in the iron pnictide superconductors show that su-

perconductivity is not of BCS-type in this class of compounds. In short, one could 

say that in BCS superconductors, superconductivity is mediated by phonons, thus 

the lattice is used as ‘deformable medium’. In non-BCS superconductors like the 

cuprates and iron pnictides, the role of phonons is replaced by a special spin ar-

rangement (e.g. antiferromagnetic order) and superconductivity is therefore called 

electron-mediated.  

 

 

Figure 1.6:  Left: Band structure of an indirect 2D-semiconductor. Middle: Band 
structure of a 2D-semi-metal. Right: Brillouin zone (BZ) with Fermi surface sheets of a 
semi-metal. The special points of the BZ were chosen to match the situation in the iron 
pnictides. 
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Indeed, superconductivity is not only electron-mediated but there is also growing 

evidence for the first case of multigap[24], V superconductivity with a sign change of 

the superconducting order parameter between different sheets of the Fermi surface. 

This is a state, which had not been discovered in any compound previously but had 

been suggested to exist theoretically.[25] The superconducting order parameter (also 

referred to as superconducting wavefunction) is the quantum mechanical descrip-

tion of the electron pairing in the superconducting state. It can be isotropic, which is 

then called s-wave or conventional superconductivity, because a wavefunction with 

spherical symmetry is an appropriate quantum mechanical description for the pair-

ing. This is the case in all phonon-mediated BCS superconductors. 

For the formation of Cooper pairs due to spin fluctuations in the so-called uncon-

ventional superconductors, the situation is more complex. The superconducting or-

der parameter must have a sign change, which requires either d- or s±-symmetry 

(see Figure 1.7 and Figure 21.1 in the appendix). The d-wave order parameter is typ-

ically of cos(kx) − cos(ky) symmetry and the s±-wave order parameter of 

cos(kx) + cos(ky) symmetry. 

 

                                                
 
V Multigap superconductivity has first been proposed for the intermetallic s-wave (BCS) su-
perconductor MgB2. As a consequence of more than one superconducting order parame-
ters, there are also more than one superconducting energy gaps, which can be observed 
e.g. by tunnelling spectroscopy or by the course of the electronic contribution of Cp at the 
superconducting transition. Within the BCS theory, two superconducting order parameters 
are necessary to describe such strong electron–phonon coupling, that TCs as high as 38 K 
can be reached at all. MgB2 is therefore sometimes referred to as ‘queen of BCS supercon-
ductors’. 
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For example in the cuprates, it is generally accepted that the superconducting order 

parameter is of dx²−y² symmetry and there is only one superconducting gap. The non-

superconducting parent compounds of the cuprates are Mott insulators and they 

possess localised magnetic moments at the Cu sites, which are linked[26] by the su-

perexchange mechanism and form a chequerboard ordering pattern.[27] On both elec-

tron and hole doping, the magnetic ordering disappears and the materials become 

metals and superconductors.[28] But although there has been impressive progress in 

describing the underlying physics of the cuprates,[29] complete understanding still has 

not been achieved.[30] 

Even early experiments have shown that the situation is different in the iron pnictide 

superconductors. Their parent compounds are semi-metals rather than Mott insula-

tors and show weak, itinerant magnetism rather than strong, localised magnetic 

moments.[31] Furthermore, many experiments have ruled out d-wave superconductivi-

ty but shown that the order parameter is nodeless and the superconducting wave 

function presumably has s±-symmetry.[32], VI 

                                                
 
VI Corner-junction experiments have shown that the superconducting order parameter can-
not be of dx²−y² symmetry, as such a wavefunction would lead to a detectable destructive 
interference of the superconducting current between two adjacent faces of a single crystal. 
Additionally performed angle-resolved photoemission spectroscopy (ARPES) measurements 
of the magnitude of the superconducting energy gap have shown that there are no nodes in 
the energy gap of the observed Fermi surface sheets.  

 

Figure 1.7:  Brillouin zones and Fermi surfaces with a sign change in the 
superconducting order parameters. Green lines denote nodes in the superconducting 
order parameters. 
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This sign-reversal s±-symmetry also is an implication of how the band structures 

and thus Fermi surfaces of the iron-based superconductors look like. The two-

dimensional representation of the band structure, which has been calculated for 

LaFeAsO, is depicted in Figure 1.8 (left): Two bands feature the characteristic 

∩-shape (hole-like character) around M−Γ−Z−R and two bands around X−M−Γ ex-

hibit the ∪-shape (electron-like character). The Fermi surfaces of the undoped iron 

pnictides (in the P4/nmm space group) therefore consist of two electron-like cylin-

ders around the tetragonal M point and two hole-like cylinders around Γ and a (π, π)-

nesting vector between the electron and hole cylinders exists. A two-dimensional 

schematic plot of the Brillouin zone with these cylinders and the Fermi surface nest-

ing vector is depicted in Figure 1.8 (right). This electronic situation could also be ex-

perimentally confirmed via ARPES measurements.[32c] 

 

 

This electronic situation however seems to be highly unstable. It is well established 

that many undoped iron pnictide superconductors experience a weak structural te-

tragonal-to-orthorhombic structural distortion (e.g. at ~ 150 K in LaFeAsO) followed 

 

Figure 1.8:  Left: Band structure of LaFeAsO (Fe-dxy and Fe-dx²−y² orbitals are 
emphasised, dotted lines are guides for the eye). Top right: Three-dimensional Brillouin 
zone (BZ). Bottom right: Top view of the BZ with stylised hole and electron cylinders. The 
colours denote the signs of the superconducting order parameter. 

–
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by the formation of a spin-density wave anomaly (SDW) at slightly lower tempera-

tures. The measurable magnetic moment (e.g. via neutron diffraction) of this spin-

density wave anomaly grows on further cooling to an ordered magnetic moment of 

~ 0.4 – 0.8 μB per iron atom in LaFeAsO.[31, 33] The nearest-neighbour magnetic mo-

ments are then aligned along the shorter orthorhombic direction and anti-aligned 

along the longer one (Figure 1.9) forming a stripe-type antiferromagnetic order.[31], VII 

Suppression of this long-range magnetic order is believed to be one condition to 

induce superconductivity in these compounds. This has first been achieved either by 

electron or by hole doping but later it could be shown that the application of pres-

sure is another measure to realise this effect.[34] 

 

 

What is the superconducting mechanism in these superconducting iron pnictides, 

then? In conventional BCS superconductors, the superconducting gap is isotropic 

and it has the same sign over the Fermi surface (s-wave). The formation of Cooper 

pairs is possible due to attractive electron–phonon interactions. But even in 

LaFeAsO1−xFx with a critical temperature of ‘only’ 26 K,VIII the calculated electron–

phonon coupling constant λe–p ≈ 0.21 is much too small in order to explain critical 

temperatures of this order of magnitude.[35] The Cooper pairs are therefore presuma-

                                                
 
VII The cause and effect of these phase transitions will be discussed in Chapter 4.3 in more 
detail. 
VIII A TC of 26 K would be compatible with the BCS theory. 

 

Figure 1.9:  Structural distortion and magnetic ordering of LaFeAsO on cooling. The 
magnitude of the distortion is emphasised for clarity. The solid black lines denote the 
tetragonal unit cell (o 1) and the dashed blue lines the orthorhombic cell. 
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bly mediated by spin-fluctuations (electron–electron interactions). On the one hand, 

it can be shown, that in order to satisfy the BCS gap equation in such spin-

fluctuation mediated systems, the superconducting gap must change its sign.[36] This 

is possible either with a dx²−y²- or a s±-superconducting order parameter and the iron 

pnictide superconductors seem to exhibit the latter. There are also many experi-

ments, which support this claim.[32] 

On the other hand, it can be shown by a spatial Fourier transform of the supercon-

ducting pairing interaction function (which is defined in momentum space), that two 

pairing electrons can avoid their Coulomb repulsion by arranging themselves in 

space in such way that the potential between them becomes attractive. This is the 

case on near-neighbour as well as some longer-range lattice sitesIX for both elec-

trons of a cooper pair (Figure 1.10).[32a, 36-37] 

 

 

 

                                                
 
IX of a square lattice, as it is the case in the iron pnictides 

 

Figure 1.10:  Fourier transform of the pairing interaction function for a two-dimensional 
system with short-range antiferromagnetic spin fluctuations. Here one member of the 
singlet pair is located at the origin and the other at a surrounding lattice site. The 
potential is strongly repulsive for both electrons on the same site, as shown by the large 
positive (red) bar at the origin. However, the potential is attractive on near-neighbour 
sites (blue bars). 
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Further insights in the superconducting mechanism however, for example the ques-

tion to what extent electron–phonon coupling yet is present in the iron pnictides, are 

still disputed controversially. 

 

All considerations of this chapter are not only valid for the 1111 iron pnictides in the 

P4/nmm space group, but also for the new iron arsenide superconductors in the 

ThCr2Si2 (122) structural family. These materials crystallise in the I4/mmm space 

group and will be discussed in Chapters 7 − 9. 

In the Brillouin zone of the 122 iron arsenides, two electron cylinders are located at 

the tetragonal X point (Figure 1.11), which results in both the 1111 and the 122 

structures sharing a (π, π) nesting vector between each electron- and hole-cylinder 

pair. This is also reasonable as both structure types exhibit the same local symmetry 

around the iron atoms and the band structures around the Fermi level depend main-

ly on the Fe-d and Pn-p orbitals. All known iron pnictides of other structural families 

(e.g. 11, 111, 21311, 32522) crystallise either in the P4/nmm or in the I4/mmm space 

group. 

 

 

 

  

 

Figure 1.11:  Brillouin zone and stylised Fermi surface cylinders for 
iron pnictides in the I 4/mmm space group. 
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1.2 Overview and motivation 

Much progress has already been made regarding the physical background of the 

newly discovered iron pnictide superconductors since their discovery. That is due 

not least to the availability of suitable substances, optimised syntheses and detailed 

structural studies. The scope of this dissertation therefore has not only been the 

synthesis of various new superconducting and non-superconducting iron pnictides 

of several structural families but also their in-depth crystallographic and physical 

characterisation. 

In Chapters 3 − 6, the family of the ZrCuSiAs-type (1111) compounds is subject of 

discussion. The solid solution series La(CoxFe1−x)PO is analysed regarding magnetic 

and superconducting properties and the new compounds EuMnPF and REZnPO, as 

well as the new superconductor parent compound SrFeAsF are presented. 

Chapters 7 − 9 are dedicated to the new iron arsenide superconductors of the 

ThCr2Si2-type (122 family). Therein, also the discovery of the first superconductor in 

this structural family, Ba0.6K0.4Fe2As2, is unveiled. A detailed examination of the com-

plete solid solution series (Ba1−xKx)Fe2As2 is presented. Moreover, the crystallograph-

ic phase transitions of the closely related compounds SrFe2As2 and EuFe2As2 are 

characterised and the superconductors Sr1−xKxFe2As2 and Ca1−xNaxFe2As2 are exam-

ined for magnetic and phononic excitations. 

In Chapter 10, the redetermined crystal structure of the superconductor Fe(Se1−xTex) 

(11-type) is presented from a chemist’s point of view.  

Chapters 11 − 14 look into the superconducting and non-superconducting iron ar-

senides of more complex structural families (32522-type and 21311-type). Therein, 

crystallographic and magnetic details of Sr3Sc2O5Fe2As2 are presented and 

Ba2ScO3FeAs and Sr2CrO3FeAs, the first two members of the new 21311-type are 

portrayed. Sr2CrO3FeAs is looked at in close detail with various methods, so e.g. the 

spin structure of the magnetically ordered compound is solved and a possible rea-

son for the absence of superconductivity in this compound is given. Finally, the su-

perconductor Sr2VO3FeAs is scrutinised and necessary prerequisites for supercon-

ductivity in this compound are suggested. 
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In Chapter 15, a summary of all previous results as well as a short perspective on 

more recent developments are given. Therein, questions that remain unanswered 

are briefly discussed, too. 

Last but not least, the rest of this dissertation is dedicated to the description of the 

methods, which were employed to synthesise and examine the compounds in this 

dissertation (Chapter 2) and the description of specially developed measurement 

equipment and data processing software (Chapters 16 − 20). 

In all chapters, the focus was put on a look at the subject from a chemist’s perspec-

tive. This is particularly true for details, which had been or which would have been 

overlooked otherwise. It is this different view on the systematic changes of material 

properties due to altered chemical conditions, which is the motivation for a chemist 

to work in the field of superconductivity research. 
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2. Methods 

2.1 Density functional theory 

Electronic structure calculations were performed either using the linear muffin-tin 

orbital (LMTO) method in its scalar-relativistic version (TB-LMTO-ASA)[38] or with the 

WIEN2k program package[39] using density functional theory within the full-potential 

LAPW method and the local spin density approximation (LSDA) or generalised gradi-

ent approximation (GGA, Perdew, Burke and Ernzerhof) .[40]  

 

In case of the LMTO calculations, reciprocal space integrations were performed with 

the tetrahedron method. To avoid too large overlap of the atom-centred spheres for 

the atomic sphere approximation, interstitial spheres were introduced. The crystal 

orbital Hamilton population (COHP) method[41] was used for bonding analyses. 

COHP yields the energy contributions of all electronic states for a selected bond. In 

this dissertation, energy states are plotted against −COHP, thus values are negative 

for antibonding and positive for bonding interactions. 

Full-potential LAPW, which was employed for the WIEN2k calculations, is based on 

the muffin-tin construction of non-overlapping spheres. In the interstitial region be-

tween spheres, the potential is represented by a plane-wave expansion. The accord-

ing plane-wave cut-off rmt·kmax was set to 7.0 – 8.0. Because of the great flexibility 

and accuracy of this expansion for the potential and charge density, a very high nu-

merical accuracy is achieved for the LAPW method. Mixed LAPW and APW + lo (lo = 

local orbitals) basis sets were used to increase the efficiency of the APW linearisa-

tion.[42] Further technical details can be found in [43] and the monograph of Singh.[44] 

Total energies converged to residual changes smaller than 10−5 Ry·cell−1 and charge 

densities of the SCF cycles converged to changes smaller than 10−4 e·cell−1. 

To calculate the insulating ground states of non-metals, either the LDA + U ap-

proach[45] with the SIC method for double counting correction[46] or the EECE method 

(exact exchange of correlated electrons)[47] were used, which both are implemented 

in the WIEN2k program. Values of up to 8 eV were used for the effective Hubbard U 
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(J = 0). The LSDA (respectively GGA) treatment was retained to describe uncorrelat-

ed states. Fermi surfaces were visualised with XCrysDen.[48] 

 

For volume and structure optimisations, the atomic sphere radii were reduced by 

8 − 15 % and fewer irreducible k-points were used. As all calculated structures are 

either tetragonal or rhombohedral, absolute energies were calculated as a function 

of the lattice parameters a and c (using the hexagonal setting for rhombohedral 

structures), both lattice parameters were varied independently around their experi-

mental or estimated values (7 × 7 to 9 × 9 calculations) and the structures were al-

lowed to relax. In order to find the absolute energy minima, Taylor’s theorem for two 

variables was fitted numerically to the calculated energies with the computer algebra 

system Maple,[49] thus permitting interpolation between the calculated values. An ex-

ample Maple worksheet to calculate the absolute energy minima is available for 

download.[50] 

 

Both LMTO and WIEN2k had been compiled for MacOS 10.5 (Leopard) and both 

programs were run under MacOS 10.5 and 10.6 either on a Mac MINI (2 × 1.8 GHz 

Core 2 Duo) or on a Mac PRO workstation (8 × 3.0 GHz Xeon 5160). For WIEN2k, 

the Intel compiler suite (icc, ifc, mkl) was used in its 64-bit variant. The compiler and 

linker settings can be found in the appendix (Chapter 21.2). 

 

2.2 Powder diffraction 

2.2.1 X-ray powder diffraction 

The X-ray powder diffraction patterns were recorded on the following computer con-

trolled powder diffractometers: 

 

• HUBER Imaging Plate Guinier Diffractometer G670 (Cu-Kα1 radiation, Ge (111) 

primary monochromator, HUBER 616.2, λ = 154.06 pm, silicon dioxide and 

silicon as external standards, oscillating sample holder) 
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• STOE Stadi P (Cu-Kα1 radiation, Ge (111) primary monochromator, 

λ = 154.06 pm, silicon as external standard, rotating capillary 0.1 mm outer 

diameter or rotating flat sample holder) 

• STOE Stadi P (Mo-Kα1 radiation, Ge (111) primary monochromator, 

λ = 70.93 pm, silicon as external standard, rotating capillary 0.2 mm outer di-

ameter or rotating flat sample holder) 

 

HUBER powder data were pre-processed with the HConvert program (see Chapter 

18).[51] The diffractograms were processed with WinXPOW,[52] phase analyses were 

carried out either manually using Pcpdfwin[53] or DDview+[54] or semi-automatically 

using the WinXPOW Search/Match algorithm, which both access either the PDF 2 or 

PDF 4+[55] database. Manual and semi-automatic indexing of powder patterns was 

performed either with TOPAS,[56] CMPR[57] or DICVOL.[58]  

 

In powder diffraction patterns, the x-axis is either given as the scattering angle at a 

specific incident wavelength or the related wavelength-independent Q-value. 

 

Q is defined as: 

 

 (d being the interplanar spacing) 

 

On inserting the Bragg equation λ = 2·d·sin(θ), Q therefore is: 

 

 

2.2.2 Neutron powder diffraction (elastic scattering) 

Neutron powder diffraction patterns of different compounds were recorded either at 

the high-flux powder diffractometer D20 at Institut Laue-Langevin (Grenoble, France) 

with 187 pm incident wavelength or at the SPODI diffractometer at FRM II (Garching, 

Germany) with incident wavelengths of 155 pm and 146 pm, respectively. The 
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measurements were performed at several temperatures to check for antiferromag-

netic ordering. 

From the antiferromagnetically ordered compound Sr2CrO3FeAs, powder diffraction 

patterns were also recorded using polarised neutrons (474 pm incident wavelength) 

on the polarised spectrometer DNS at FRM II (Garching, Germany) at various tem-

peratures. An unambiguous separation of nuclear coherent, spin incoherent and 

magnetic scattering contributions simultaneously over a wide scattering angle has 

been achieved via neutron polarisation analysis from the xyz-method.[59]  

 

2.2.3 Simulation of powder patterns 

Powder patterns were simulated with the CrystalDiffract[60] tool of the CrystalMaker[61] 

program package. For powder pattern simulations, Pseudo-Voigt profiles were used. 

The Pseudo-Voigt (pV) profiles are a linear combination of a Gaussian (G) and a Lo-

rentzian (L) function: 

 

 

For the different X-ray diffractometers, the following profile parameters were used: 

 

• HUBER Imaging Plate Guinier Diffractometer 670 (Cu-Kα1): 

η = 0.7; ω = 0.175° 2θ 

• STOE Stadi P (Cu-Kα1): 

η = 0.7; ω = 0.175° 2θ 

• STOE Stadi P (Mo-Kα1): 

η = 0.75; ω = 0.117° 2θ 
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2.2.4 Rietveld refinements (general) 

Rietveld refinements[62] of both X-ray and neutron nuclear scattering patterns were 

performed either with the GSAS/EXPGUI[63] or TOPAS[56] program package. 

For GSAS X-ray refinements, a convolution of the empirical Pseudo-Voigt function 

by Thompson et al.[64] with the asymmetry function of Finger et al.[65] (GSAS CW profile 

function 3) was used. The profile parameters for the Gaussian and Lorentzian contri-

butions were constrained if necessary and checked for plausibility. Asymmetry start-

ing parameters were taken from a standard silicon sample. For GSAS DNS neutron 

scattering refinements, the standard Gaussian profile function with asymmetry cor-

rections (GSAS CW profile function 1) was used. 

For X-ray and neutron refinements with TOPAS, the fundamental parameters ap-

proach was used to generate the reflection profiles. This approach involves a convo-

lution of appropriate source emission profiles with axial instrument contributions as 

well as crystallite microstructure effects. In order to describe small peak half width 

and shape anisotropy effects, a modified approach of Le Bail and Jouanneaux[66] 

was implemented into the TOPAS program and the respective parameters were al-

lowed to refine freely. For details about this implementation, see Chapter 2.2.5. 

For both GSAS and TOPAS refinements, preferred orientation of the crystallites was 

described either with the March-Dollase[67] or a spherical harmonics function. Capil-

lary X-ray samples were corrected for absorption with estimated powder densities 

between 50 and 70 % of the crystallographic density and the calculated linear ab-

sorption coefficient. 

 

2.2.5 TOPAS Academic launch mode control files (.inp templates) 

For Rietveld refinements with TOPAS, several diffractometer specific templates 

(TOPAS launch mode .inp control files) were generated for the following powder dif-

fractometers: 

 

• STOE STADI P (PSD), Mo-Kα1, Debye-Scherrer- and transmission geometry 

• STOE STADI P (PSD), Cu-Kα1, Debye-Scherrer- and transmission geometry 

• HUBER G670 (imaging plate), Cu-Kα1, Guinier geometry 
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• HUBER G670 (imaging plate), Co-Kα1, Guinier geometry 

• BRUKER D8 Discover, Cu-Kα (beta filter), Göbel mirrors, Bragg-Brentano- and 

transmission geometry 

• PANALYTICAL X'Pert, Cu-Kα (graphite secondary monochromator), Bragg-

Brentano geometry 

• ILL D20 two-axis neutron diffractometer, 187 pm wavelength (adjustable) 

• FRM II SPODI neutron diffractometer, 155 pm wavelength (adjustable) 

 

Diffractometer specific templates 

All templates are available for download[68] and as an example, the STOE STADI P, 

Mo-Kα1, Debye-Scherrer template is discussed in this chapter. For details about the 

definition of commands, refer to the TOPAS Academic Technical Reference.[69] Gen-

erally, remarks are added (marked with /*…*/ or ') and necessary user action is 

marked with the symbol ‘#’. For better readability, some remarks following com-

mands were omitted in this discussion. However, they can be found in the original 

templates. To refine a parameter, it must be preceded either by a chosen variable 

name or by ‘@’. If the chosen variable name is preceded by ‘!’, the parameter will be 

kept fixed. 

 

Every .inp template starts with the header containing information about both the dif-

fractometer and template followed by the general part of the template, which con-

sists of general commands concerning the entire refinement. 

/* Rietveld template for  
 - STOE STADI P 
 - Mo-Ka1 radiation 
 - Ge111 monochromator … */ 

This header is followed by commands to read in the observed diffractogram, the ro-

bust refinement option (see Chapter ‘Robust refinements’, page 34), residual values 

(for their definition refer to the TOPAS Technical Reference,[69] page 18), number of 

convolution steps, calculation of standard deviations and convergence criteria. 

'Powder file 
xdd "#####.xy" 
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'Robust refinement option 
/* #include "robust.inc" 
   prm !sigma_correction_factor 1 'must not be zero 
   Robust_Refinement(sigma_correction_factor) */ 
 
'R values (only meaningful in case of non-robust refinement) 
r_p                     1 
r_exp                   1 
r_p_dash                1 
r_exp_dash              1 
r_wp                    1 
r_wp_dash               1 
gof                     1 
weighted_Durbin_Watson  0 
 
'Calculation and convolution step size 
x_calculation_step = Yobs_dx_at(Xo);  
convolution_step 5 
 
'Calculate errors 
do_errors 
 
'Convergence criteria 
chi2_convergence_criteria 1e-6 

Next is the diffractometer’s emission profile, which consists of the wavelength and 

Lorentzian half width (in mÅ) of the emitted X-ray light. The peak area can be set to 

one as normalisation factor. 

'Emission profile 
lam ymin_on_ymax 0.0001  
la               1.000000 'Area 
lo               0.709300 'Wavelength 
lh               0.2695   'Lorentzian half width in mAngstr 

The diffractometer’s constants start with the diffractometer radius (Debye-Scherrer 

geometry) or radii (Bragg-Brentano geometry). In case of the Guinier geometry, an 

averaged radius is used, as the distance between sample and detector is scattering 

angle-dependent. Next is the Lorentzian polarisation factor, which depends both on 

the monochromator and wavelength of the X-ray source. 

'Diffractometer constants 
Radius(170) 
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LP_Factor(!lp, 12.466)    '2th angle of Ge_111 Mo-monchromator 

The position sensitive device divergence correction is strictly necessary only for 

higher divergence and greater sample lengths, like it is the case in neutron diffrac-

tometers. 

'PSD counter correction 
lpsd_th2_angular_range_degrees     6  
lpsd_equitorial_divergence_degrees 0.06 
lpsd_equitorial_sample_length_mm   0.18 

In TOPAS, axial divergence is generally best described with the full axial model, 

which defines various lengths in mm (X-ray tube filament length, axial sample length 

and length of the receiving slit) and the apertures of the Soller slits (in degrees). As 

the latter values are strictly valid for the Bragg-Brentano geometry only but yield the 

best peak fit also for many other diffractometer setups, they are best refined with a 

known standard and one or more of these parameters should be refined to compen-

sate displacements (see template files for details). 

'Axial divergence 
Full_Axial_Model(11, 10, 6, 1.25, 4.91)  
 
'Zero shift 
Zero_Error(@, 0) 'in degrees. 

In the case of Debye-Scherrer capillary setup, an option to correct for linear absorp-

tion was added. It can be adjusted for both capillary diameter and the linear absorp-

tion coefficient. The latter can be calculated by TOPAS using the 

‘Phase_LAC_1_on_cm’ or the ‘Mixture_LAC_1_on_cm‘ macros. Usually, the true 

density of powders is 50 – 70 % of the crystallographic density depending on the 

packing density; the obtained absorption coefficients therefore have to be multiplied 

by 0.5 to 0.7: 

'Capillary absorption correction. 
capillary_diameter_mm         0.18 
capillary_u_cm_inv      !absc    1 
capillary_parallel_beam 
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An option to output the calculated intensities and difference curve of the entire dif-

fractogram and the background function variables conclude the general part of each 

template. It is generally recommended to adjust the number of background terms 

according to the refinements’ needs. Care has to be taken that: 

• The number of background parameters is sufficiently high to accurately de-

scribe the background of the diffractogram (best checked with the corre-

sponding ‘display background’ switch in TOPAS’ GUI). 

• The refined background parameter values should not be higher than their 

standard deviations (otherwise the number of parameters may need to be re-

duced) 

• The background function must not produce any bulges at observed reflec-

tions as this would lead to an incorrect intensity extraction (check also via 

‘display background’ switch). If this is the case, the number of parameters 

has to be reduced, too. 

'Output for whole diffractogram 
'Out_Yobs_Ycalc_and_Difference("out_Yobs_Ycalc_and_Diff.txt") 
 
'Background (Shifted Chebychev). Uncomment remarks if more 
'background terms are needed. 
 bkg  @  0 0 0 0 0 0 
         0 0 0 0 0 0… 

The phase specific part of each template contains information about the different 

phases, which are included in the refinement. It has to be repeated for every phase 

but one must make sure that all variables have different names for each phase. Each 

phase starts with the ‘STR’ macro, which defines the space group and name for 

each phase and is followed either by macros or commands defining the lattice pa-

rameters. 

'Phase 1 (main phase) 
STR(######, "#name#")  
 
'###Choose appropriate symmetry### 
Cubic(@ 5.54) 
'Tetragonal(@ #, @ #)… 
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The peak function type, which should be used for the phase contribution convolu-

tion is next (fundamental parameters approach as default). It is followed by an op-

tion to generate output files for each phase as well as general phase information 

(e.g. the linear absorption coefficient and the RBragg residual value). 

peak_type fp 
 
'Generate output files for phase 1 
/* Out_CIF_STR("phase1.cif") 
   Out_F2_Details("phase1_F2.txt") 
   Out_FCF("phase1_FCF.fcf") 
   Create_hklm_d_Th2_Ip_file("phase1_hklm_d_Th2_Ip.txt") */ 
 
'Information on phase 1 
cell_volume  0 
Phase_LAC_1_on_cm(0) 
Phase_Density_g_on_cm3(0) 
r_bragg  1 

Generally, all refinable site parameters and the thermal displacement factor ‘beq’X 

must be refined at least for the main phase(s) of the powder. Constraints, restraints 

or tools such as the rigid body approach can be used for more complex structures. 

The site parameters and phase scale factors are defined as follows. 

'Site parameters - append :2 to space group for origin choice 2. 
     
'###ENTER SITE PARAMETERS HERE### 
site  La  x 0.00331 y 0.19919 z 0.25  occ La 1   beq 0.7           
   
scale  @ 1e-7 

In the case of the Guinier geometry, the ‘scale’ command is followed by a Guinier 

geometry specific intensity correction, which has to be pasted for each phase. See 

Chapter ‘HUBER G670 imaging plate intensity correction’ on page 31 for details. 

 

                                                
 
X Alternatively, anisotropic displacement parameters can be refined with the ‚ADPs’ macro. 
Then U values instead of B values are used. The relation between both parameters is: 
B = 8π2 · U.  
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Crystallite microstructure effects can be described either with the integral breadth 

crystallite size approach and the FWHM-based strain calculation (which is highly 

recommended at least for the main phase) or classical strain / crystallite size func-

tions. Refer to the TOPAS Academic Technical Reference[69] (page 27) for details 

about these functions. 

'Integral Breadth Crystallite Size approach 
LVol_FWHM_CS_G_L(1, 0, 0.89, 0, csgc, 10000, cslc, 10000) 
                                     '10000 = infinite size 
     
'###FWHM-based strain calculation by a Voigt function### 
e0_from_Strain( 0, sgc, 0, slc, 0)   'e0 single strain value… 
  
'Classical Microstructure functions… 
'Strain_L(@, 0) 
'Strain_G(@, 0) 
'CS_G(@, 0) 
'CS_L(@, 0) 

Preferred orientation of crystallites can lead to systematic intensity deviations, which 

can be corrected either by the March Dollase or spherical harmonics functions. The 

latter one is (strictly) valid for rotating samples only, but has the advantage that the 

orientation of the lattice plane susceptible to preferred orientation does not have to 

be defined. It also is the only possibility to correct complex textural behaviour. 

'Texture - possibility A: March Dollase 
'Preferred_Orientation(@, 1,, 0 0 1) 'Enter correct Value for hkl 
   
'Texture - possibility B: Spherical Harmonics function 
PO_Spherical_Harmonics(sh, 4)        'Specify number of terms 

The phase specific part ends with an adaptation of the anisotropic peak broadening 

and peak shape model by Le Bail and Jouanneaux,[66] which is discussed in Chapter 

‘Le Bail-Jouanneaux anisotropy correction’ (page 32). 

/* Le Bail-Jouanneaux anisotropic peak broadening and shape 
   ******************************************************** 
   *   USE ONLY WHEN BOTH ANISOTROPIC BROADENING AND/OR   * 
   *              ANISOTROPIC PEAK SHAPE OCCUR            * 
   ********************************************************… */ 
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2.2.6 TOPAS Academic, special implementations 

Several variants of published correction functions have been implemented into 

TOPAS (either directly into the corresponding .inp templates or into separate mac-

ros). In this chapter, these implementations are briefly discussed. 

 

HUBER G670 imaging plate intensity correction 

A model for a Guinier geometry imaging plate intensity correction for the HUBER 

G670 imaging plate diffractometer had originally been published by Baier [70] in the 

form of a computer program. An adaptation of this model has been implemented 

into the corresponding HUBER G670 TOPAS template. In the general part of this 

template, various linear absorption coefficients (in mm−1) and X-ray beam path 

lengths (in mm) are defined. 

'G670 Guinier Imaging Plate Absorption coeff. and distances 
prm !rDiff     90 
prm !rGon      57.3 
prm !dCapton   0.08 
prm !dCardbox  0.2 
prm !dOuter    23 
prm !muInner   0.00001 
prm !muCapton  0.77 
prm !muCardbox 0.81 
prm !muAir     0.0013 

In addition to the model proposed by Baier, the thickness and linear absorption co-

efficient of the sample is added, as scattered X-ray beams are also absorbed by 

parts of the sample itself. As various tests have shown, this can be a significant con-

tribution, especially in samples with very high absorption coefficients. However, 

‘dSample’ does not exactly specify the real sample thickness, but as this value can 

be freely refined, neither the correct absorption coefficient nor the actual sample 

thickness is critical. 

'Guinier Sample absorption correction 
prm !dSample  0  min=0; max=0.1; 'in mm.   ###Refinable 
prm !muSample 40                 'in mm^-1 
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The actual intensity correction of the diffractogram is performed in the phase specif-

ic part of the template with the ‘scale_pks’ command and uses absorption lengths 

calculated for different scattering angles. The intensities of every phase have to be 

corrected separately. 

'Guinier geometry intensity correction. PASTE FOR EVERY PHASE! 
prm Cosine =Cos(45/180*Pi - 2*Th);      'Th in radians 
prm !wInner=2*rDiff*Cosine-dOuter/Cosine; 
scale_pks  =2*Exp(muInner*wInner + muAir*dOuter/Cosine +  
            muCardbox*dCardbox/Cosine + muCapton*dCapton/Cosine +  
            muSample*dSample/Cosine); 

Le Bail-Jouanneaux anisotropy correction 

The FWHM and / or peak shape often depend on the Miller indices of the reflections. 

Reasons are either ill-crystallised samples (non-spherical crystallites, micro strains, 

stacking faults, etc.) or inhomogeneous samples, where different crystallites have 

(slightly) different composition. A very flexible model for the first case has been pro-

posed by Le Bail and Jouanneaux [66] and a slightly modified version has been im-

plemented into all TOPAS templates in combination with separate macros. All tem-

plates and macros are available for download.[68] Up to now, various refinements 

have shown that the model also yields good results in the case of samples with in-

homogeneous composition. In each TOPAS template, the width anisotropy parame-

ters ‘guc*’, ‘gvc*’ and ‘gwc*’ and the shape anisotropy parameters ‘guv*’, ‘gvv*’ and 

‘gwv*’ are defined and restrained to sensible values. It also has to be made sure that 

appropriate constraints are set for each crystal system. Refer to the original literature 

for details.[66] For refinements using the Le Bail-Jouanneaux method, the macro 

‘LeBailJouanneaux’ has to be invoked with these parameters. 

/* Le Bail-Jouanneaux anisotropic peak broadening and shape 
   ******************************************************** 
   *     USE ONLY WHEN ANISOTROPIC BROADENING AND/OR      * 
   *              ANISOTROPIC PEAK SHAPE OCCUR            * 
   ******************************************************** 
   Adaptation for tetragonal, trigonal and hexagonal crystal 
   systems. Remove symmetry constraints for orthorhombic 
   monoclinic and triclinic crystal systems. 
   Add 33=22=11, 23=13=12 constraints for cubic crystal system. 
   ADDITIONAL CONSTRAINTS MIGHT BE NECESSARY */ 



Chapter 2: Methods 

 33 

   
 #include "lbj.inc"   'Broadening ONLY (recommended) 
'#include "lbjs.inc"  'Broadening AND shape 
 
'Width anisotropy: 
prm guc11 0.1       min=-20; max=20; 
… 
prm gwc23 =gwc13;  'min=-20; max=20; 
 
'Shape anisotropy: 
prm guv11 0.1       min=-20; max=20; 
… 
prm gwv23 =gwv13;  'min=-20; max=20; 
 
LeBailJouanneaux(guc11,guv11,…,gwc12,gwv12) 

The ‘lbj.inc’ and ‘lbjs.inc’ macros perform the broadening correction as a convolu-

tion of the empirical function defined with the ‘gauss_fwhm’ command with the re-

flection profiles from the fundamental parameters approach. 

'Broadening 
prm u = (H^2 A_star A_star uc11 + K^2 B_star B_star uc22 + 
         L^2 C_star C_star uc33 + 2*uc12 H K A_star B_star + 
         2 * uc13 H L A_star C_star + 2*uc23 K L B_star C_star); 
         min=-1; max=2; 
prm v = … 
 
gauss_fwhm = u Tan(Th)^2 + v Tan(Th) + w; 'Broadening convolution 

The ‘lbjs.inc’ macro additionally contains a variant of the peak shape correction pro-

posed in [66] as a convolution of the empirical function defined with the 

‘exp_conv_const’ command with the reflection profiles from the fundamental pa-

rameters approach and the peak broadening function. It yielded excellent results if 

shape anisotropy occurred. 

'SHAPE 
prm us = (H^2 A_star A_star uv11 + K^2 B_star B_star uv22 + 
          L^2 C_star C_star uv33 + 2*uv12 H K A_star B_star + 
          2*uv13 H L A_star C_star + 2*uv23 K L B_star C_star); 
          min=-1; max=2; 
 
prm vs =… 
exp_conv_const = us Tan(Th)^2 + vs Tan(Th) + ws; 'Shape convltn. 
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For an exact definition of the ‘gauss_fwhm’ and ‘exp_conv_const’ convolution func-

tions, refer to the TOPAS technical reference[69] (pages 60 − 61). If more than one 

phase is present, where anisotropy corrections have to be applied, different variable 

names have to be chosen and the macro has to be modified accordingly. 

 

Robust refinements 

As the Rietveld method relies on least-squares minimisation for the intensity fit, re-

finements are generally poor, if considerable amounts of unidentifiable impurity 

phases are present. As such impurity phases should generate only positive outliers 

in the difference between observed and calculated intensities, David [71] proposed an 

approach based on Bayesian statistics, in which he penalised such positive outliers 

less than negative ones. This approach is called robust refinement. Stone wrote an 

implementation of David’s approach for TOPAS,[72] which was adapted for all .inp 

templates in a slightly modified version. The modification involves the introduction of 

estimated standard deviations for measurements without experimentally obtained 

standard deviations. In these cases, the variable ‘sigma_correction_factor’ can be 

adjusted until the difference curve of the refinement shows only positive outliers and 

the intensity extraction is correct. Robust refinements can be invoked by uncom-

menting the robust refinement option in the general part of every template. The tem-

plates and the according ‘robust.inc’ macro are available for download.[68] As the 

weighting scheme is altered after each iteration during a robust refinement, this ren-

ders all classical residual values meaningless. Apart from the optical fit of the calcu-

lated intensities, a residual value for robust refinements χ2
RR was proposed, the defi-

nition of which can be found in [72]. However, as this value is sensitive to the 

amount of impurity phase(s), it was not included into the robust refinement option. 

#include "robust.inc" 
prm !sigma_correction_factor 1 'must not be zero 
'If x/y/sigma input file is provided, the corresponding 
'sigma will always be used. Otherwise: 
'Sigma(Y) is assumed to be sigma_correction_factor*Y^(1/2). 
Robust_Refinement(sigma_correction_factor) 
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The robust.inc macro and the implementation of the estimated standard deviations 

is defined as follows: 

macro Robust_Refinement (sigmacorrection) 
{ 
'Rescale peaks according to robust refinement algorithm 
prm test = If (Get(r_exp) > 0, Get(r_exp), 10); 
prm N = (1/test)^2; 
prm !p0  0.40007404 
prm !p1  -2.5949286 
prm !p2  4.3513542 
prm !p3  -1.7400101 
prm !p4  3.6140845e-1 
prm !p5  -4.5247609e-2 
prm !p6  3.5986364e-3 
prm !p7  -1.8328008e-4 
prm !p8  5.7937184e-6 
prm !p9  -1.035303e-7 
prm !p10 7.9903166e-10 
prm sigY = If (SigmaYobs > 0, SigmaYobs, 
               Sqrt(Yobs)*sigmacorrection); 
prm t = ((Yobs - Ycalc)/sigY); 
weighting = If( t < 0.8, (1/Max(SigmaYobs^2, 1))*N, If( t < 21, 
N*((((((((((p10*t + p9)*t + p8)*t + p7)*t + p6)*t + p5)*t + p4)*t 
+ p3)*t + p2)*t + p1)*t +p0)/(Yobs - Ycalc)^2, N*(2.0131 * Ln(t) 
+ 3.9183)/(Yobs - Ycalc)^2) ); 
recal_weighting_on_iter 
} 

2.3 Single crystal diffraction 

Suitable single crystals were selected under a stereomicroscope and fixed to a silica 

fibre with super glue. The silica fibre was attached to a brass pin, which itself was 

mounted on the diffractometer’s goniometer head. Single crystal data were collected 

on a STOE IPDS I diffractometer (Mo Kα radiation, graphite monochromator, 

λ = 71.07 pm). An optional liquid nitrogen cryostream was available for low-

temperature measurements and measurements of slightly air sensitive crystals. In-

dexing of crystal faces was performed with a CCD camera via the FACEIT-Video 

software,[73] the miller indices of crystal faces were checked for plausibility and cor-

rected manually, if necessary. The programs X-RED 32,[74] X-SHAPE,[75] XPREP[76] and 

PLATON[77] were used for data reduction, numerical absorption correction, crystal 
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shape optimisation (distances only), data analysis and symmetry transformation. 

Crystal structures were solved using SIR[78] and SHELXS,[79] structure refinements 

were performed using SHELXL,[79] crystal structures were visualised with CrystalMak-

er.[61] As a user interface for SHELXS, SHELXL, PLATON and CrystalMaker, the text 

editor TextMate in combination with suitable bundles[80] was employed. 

 

2.4 Inelastic neutron scattering 

2.4.1 General 

Scattering of cold and thermal neutrons is a powerful method to examine the struc-

ture and underlying physics of condensed matter. Neutrons are usually specified by 

their kinetic energy, their corresponding wavelength according to the de Broglie re-

lation or the thermodynamic temperature corresponding to their most probable ki-

netic energy as given by the Maxwell-Boltzmann distribution. 

 

The most probable energy of a neutron (or monoatomic gas) is: 

 

 E = kB·T  (kB = 1.38065·10−23 J·K−1) 

 

The relation between neutron energy and speed and thus temperature is: 

 

 

 (mn = 1.674927·10−27 kg and 1 eV = 1.602176·10−19 J) 

 

The momentum of a neutron is given as: 

 

 p = mn·v  
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According to the de Broglie relation, the wavelength of a neutron therefore is: 

 

 

The energy of cold and thermal neutrons lies in the range 0.1 – 100 meV (corre-

sponding to wavelengths of 2900 pm – 90 pm), which enables them to interact with 

condensed matter via elastic or inelastic scattering. Inelastic scattering means that 

an additional momentum transfer between the diffracted neutron and a magnetic or 

vibrational excitation occurs, which results in spectra like that in Figure 2.1[81] for 

each diffraction angle. As such momentum transfers can be treated like momentum 

transfers of particles, concepts like the conservation of momentum remain valid. 

This particle-analogous behaviour also is often emphasised and the abovemen-

tioned excitations are therefore called magnons and phonons. The absence of any 

electrical charge and a comparatively high mass makes neutrons interact with the 

atomic nuclei of condensed matter rather than the electron shell and as neutrons 

possess a magnetic moment, they can interact both with ordered magnetic mo-

ments in solids and magnetic excitations. Both magnons and phonons can play an 

important role in the superconducting mechanism of superconductors. In conven-

tional BCS superconductors, the formation of cooper pairs is mediated by phonons, 

while in high-temperature superconductors, spin fluctuations are assumed to play a 

key role for the superconducting mechanism (Chapter 1.1.2). But also in the latter 

materials, phonons still may couple to the spin system, which then can be detected 

via temperature-dependent measurements of the phonon spectra of these com-

pounds. This is why inelastic neutron scattering is a highly valuable tool to study the 

dynamics of both superconductors and compounds on the verge of magnetic insta-

bilities. 
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2.4.2 Measurement details 

Inelastic neutron scattering experiments on Ca0.6Na0.4Fe2As2 and Sr0.6K0.4Fe2As2 were 

performed using the IN4C and IN6 time-of-flight spectrometers (Institut Laue Lange-

vin, France). Details about the spectrometer setups can be found elsewhere.[82] The 

measurements were performed on 4.5 − 10 g of polycrystalline samples. On IN4C, 

the measurements were performed in the neutron energy loss mode using an inci-

dent neutron wavelength of 118 pm at temperatures below 2.5 K and above 50 K 

(the superconducting transition). In this configuration, the elastic energy resolution of 

the spectrometer is about 3 meV. The detector bank covered scattering angles from 

13° to 120° 2θ. For the IN6 measurements, an incident neutron wavelength of 

510 pm was used. The measurements were performed in the neutron energy gain 

mode and the data were collected at 140 and 300 K. In this configuration the energy 

resolution of the spectrometer is 0.07 to 0.08 meV at elastic positions, so that a 

higher resolution is achieved in the low-frequency range with regard to IN4C data. 

The angular range of the IN4C spectrometer covers 10° – 113° 2θ. While this spec-

 

Figure 2.1:  Schematic neutron spectrum (cold neutrons) with a time-of-flight 
spectrometer at a specific diffraction angle. The intensity of the elastic peak was scaled 
down for clarity.	
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trometer was configured mainly to detect the presence of magnons in these experi-

ments (thermal neutrons, 118 pm incident wavelength), the IN6 spectrometer has a 

higher energy resolution in the range 0 – 20 meV energy gain (cold neutrons, 510 pm 

incident wavelength), which allows for better resolution of low-frequency phonon 

modes. The scattering from a standard vanadium sample was used to calibrate the 

detectors both on IN4C and IN6. The relation between the phonon density of states 

and the measured scattering function S (Q, E ), as well as further details about the 

setup are given in the original literature.[83] 

Additional pressure-dependent measurements of Ca0.6Na0.4Fe2As2 were performed at 

ambient pressure, 30, 280 and 500 MPa at 295 K. These measurements are beyond 

the scope of this dissertation and can be found elsewhere.[84] 

 

2.5 Scanning electron microscopy, EDX 

A JEOL JSM-6500F scanning electron microscope with EDX detector (model 7418, 

OXFORD INSTRUMENTS) was available for SEM investigations of powders and single 

crystals. All samples were put on double-sided adhesive conducting carbon discs 

(PANO, Wetzlar) on brass sample holders, which were sputtered with conductive car-

bon. Collections of EDX spectra were performed with the INCA software.[85] In order 

to increase the accuracy of the determined compositions, measurements were rec-

orded at different crystal positions and / or crystals, and the averaged compositions 

were taken. Any oxygen, as well as elements of less than 2 at% of the total compo-

sition, was disregarded. If the absence of oxygen had to be proved, freshly prepared 

crystal faces (under argon) were measured. 

 

2.6 Magnetic measurements 

Magnetic measurements of polycrystalline samples were either performed with a 

QUANTUM DESIGN MPMS XL5 SQUID magnetometer or a self-manufactured AC sus-

ceptometer. The CGS unit system was used for all magnetic measurements, as it is 

still more commonly used throughout the literature. The definition of the magnetic 

quantities used in this dissertation can be found elsewhere.[86] 
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Susceptibility data could often be fitted with the Curie, Curie-Weiss or an extended 

Curie-Weiss law according to 

 

 

The Curie constant C is defined as: 

 

 

The decision, which law was applicable and if in case of the extended Curie-Weiss 

law, the Weiss constant Θ had to be fitted, was derived from χ · T vs. T plots ac-

cording to the method described in [87]. 

 

2.6.1 SQUID magnetometer 

The QUANTUM DESIGN MPMS XL5 SQUID magnetometer operates in a temperature 

range between 1.8 and 400 K and with magnetic fields from −50 to +50 kOe. The 

device was calibrated using a cylindrical, polycrystalline Pd sample of known mass 

and magnetic susceptibility at various magnetic fields. Technical details about the 

magnetometer and the measurement method can be found elsewhere.[88] Polycrystal-

line samples were thoroughly ground and filled into gelatine capsules, which were 

fixed in plastic drinking straws. Magnetic measurements were performed with the 

MPMS MultiVu software[89] and the output data files were processed either directly in 

ORIGIN[90] using semi-automated worksheets or with a self-written, fully automatic 

SQUID processor software (see Chapter 19), which also is available for download.[91]  
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2.6.2 AC susceptometer 

A fully automated differential dual-coil AC susceptometer was available for meas-

urements of the AC susceptibility in solid samples. It operates in the temperature 

range from 3.4 to 320 K with alternating magnetic fields of up to 8 Oe and frequen-

cies between 100 Hz and 10 kHz. The susceptometer consists of a JANIS SHI-950 

two-stage closed-cycle cryostat with 4He exchange gas, a dual-channel temperature 

controller (model 332, LAKESHORE), a QUANTUM DESIGN DC transport unit for sample 

centring and differential measurements, as well as an EG&G (SIGNAL RECOVERY) 7260 

DSP oscillator / lock-in amplifier. AC susceptometer control[92] was used as control 

software. The coil assembly, stepper controller, sample holder, control software as 

well as various other parts are all internal developments. A detailed description of 

both hardware and software can be found in Chapter 16. The susceptometer was 

calibrated with 87.06 mg of a paramagnetic Dy2O3 powder sample at a primary volt-

age of 1.2 V (corresponding to an alternating field of 2.2 to 2.8 Oe) and a frequency 

of 1.333 kHz. A precision series resistor of 50 Ω was joined up in the primary coil 

circuit and the total impedance of the system was calibrated over the whole temper-

ature range. Thermal expansion of the sample holder and coil were compensated via 

a thermal expansion calibration curve. 

 

2.7 Resistivity measurements 

Measurements of the electrical resistivity were performed on pellets of polycrystal-

line samples (4 or 6 mm in diameter, thickness 0.5 to 2.5 mm). The pellets were typi-

cally prepared by pressing finely ground substances with 0.9 GPa for 1 h and sub-

sequent annealing at 800 to 1000 °C for more than 40 h in a corundum crucible in a 

silica ampoule under an atmosphere of purified argon. As general measurement 

method, the current-reversal four-terminal sensing method was employed. A 

KEITHLEY Source Meter 2400 was available as current source, which was used to 

create square waves with amplitudes of 2 μA to 5 mA and frequencies of either 2 or 

0.4 Hz (1 or 5 PLC, respectively). The differential voltage drop between signal-high 

and signal-low was recorded with a KEITHLEY 2182 nanovoltmeter and used to calcu-
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late the sample resistivity in one direction according to Ohm’s law and the specific 

resistivity according to the Van-der-Pauw approximation.[93] 

  

2.7.1 High vacuum refrigerator 

The pellets were fixed to an electrically insulated brass sample holder with Stycast 

resin (EMERSON & CUMING). Four copper wires (LAKE SHORE Quad-TwistT-Cryogenic 

wire 36 AWG) were attached to the surface of the pellet as terminals with silver con-

ducting paint. The sample was measured in a CRYOPHYSICS refrigerator (CRYODYNE 

22 CP closed-cycle cold head, CTI CRYOGENICS) operating between 8 and 320 K un-

der high vacuum conditions. Leitmess[94] was used as data acquisition software and 

the voltage drop data from the nanovoltmeter were processed in ORIGIN[90] using 

semi-automated worksheets. 

 

2.7.2 4He exchange gas refrigerator 

The pellets were fixed to special FR4 sample holders with Apiezon N grease. Each 

sample holder has four beryllium copper terminals, which were attached to the pellet 

using silver conducting paint. The sample holder was then connected to a special 

sample rod suitable for the JANIS SHI-950 two-stage closed-cycle refrigerator (oper-

ating between 3.4 and 320 K) with the QUANTUM DESIGN DC transport unit. The sam-

ple rod was connected to the source meter and nanovoltmeter described above and 

the fully automatic software Conductivity control[95] was used for data acquisition 

and processing. A detailed description of the hardware and software of the conduc-

tometer can be found in Chapter 17. 

 

2.8 Mössbauer spectroscopy 

57Fe Mössbauer spectra of various compounds were recorded by Schellenberg at 

the Westfälische Wilhelms-Universität Münster. A 57Co/Rh source was available for 

these investigations. The velocity was calibrated relative to the signal of α-Fe. The 

samples were placed in thin-walled PVC containers at thicknesses of about 

4 − 10 mg Fe·cm−2. The measurements were run in the usual transmission geometry 
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at various temperatures, the source was kept at room temperature. Fitting of the 

spectra was performed with the NORMOS-90 program system.[96] 

 

2.9 Specific heat 

Heat capacity (Cp) measurements between 2 and 320 K were carried out by Hermes 

at the Westfälische Wilhelms-Universität Münster on a Quantum Design Physical 

Property Measurement System (PPMS). The sample was fixed to the platform of a 

pre-calibrated heat capacity puck using Apiezon N grease. 

 

The specific heat of a conventional solid at constant pressure and magnetic field  

(Cp) follows the Debye T3 law at low temperatures (T ≪ ΘD) according to: 

 

 

 n : number of atoms per formula unit 

 kB = 1.38065·10−23 J·K−1 : Boltzmann constant 

 ΘD  : Debye temperature 

 β : lattice contribution to the specific heat 

 

For metals, also conduction band electrons contribute to the specific heat. This con-

tribution is linear near temperature zero and the Debye law can be extended as fol-

lows: 

 

 

 EF : Fermi energy 

 γ : electronic contribution to the specific heat  

    (in a normal conductor) 
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The phase transition from the normal to the superconducting state can be under-

stood as ordering of the conduction band electrons. This results in a change of the 

specific heat and measurements of Cp thus allow e.g. the determination of the su-

perconducting volume fraction in the case of BCS superconductors. 

 

The quotient of the difference in the specific heat ΔCp
XI and the electronic contribu-

tion to the heat capacity for weakly coupling systems equals 1.43 according to the 

prediction of the BCS theory:[97] 

 

 

This value (and thus the jump in the specific heat) can be smaller for unconventional 

superconductors as a result of a different superconducting order parameter. 

 

2.10 Synthesis methods 

2.10.1 Starting materials 

Table 2.1 lists the starting materials used for syntheses, their purity, molar weight, 

manufacturer as well as their appearance. 

 

Starting material Purity m.w. Manufacturer Appearance 

As 99.999 74.9216 ALFA AESER Pieces 

As2O3 99.5 197.8414 ACROS Powder 

Ba 99.99 137.3270 SIGMA-ALDRICH Ingot 

BaF2 99.999 175.3238 SIGMA-ALDRICH Powder 

Ca 99.9 40.0780 SMART ELEMENTS Pieces 

CaF2 99.9 78.0748 SIGMA-ALDRICH Powder 

Co 99.9 58.9332 SIGMA-ALDRICH Pieces 

                                                
 
XI ΔCp is the difference between the specific heat of the superconductor and hypothetical 
normal metal. 
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Co3O4 > 95 240.7972 MERCK Powder 

Cr 99.8 51.9961 ALFA AESER Powder 

Cr2O3 X-ray s.p. 151.9904 Unknown Powder 

Eu 99.9 151.9640 ALFA AESER Pieces 

EuF2 99.99 189.9608 SIGMA-ALDRICH Powder 

Fe 99.9 55.8450 CHEMPUR Powder 

Fe2O3 > 99 159.6882 MERCK Powder 

FeO 99.9 71.8444 SIGMA-ALDRICH Powder 

FeP X-ray s.p. 86.8188 M. Auracher Powder 

FeS X-ray s.p. 87.9100 Unknown Powder 

Ga 99.999 69.7230 ALFA AESER Pieces 

Gd 99.99 157.2500 CHEMPUR Pieces 

In X-ray s.p. 114.8180 Unknown Powder 

K 99.95 39.0983 SIGMA-ALDRICH Ingot 

KCl 99.999 74.5513 ALFA AESER Powder 

La 99.9 138.9055 SMART ELEMENTS Ingot 

Mg 99.8 24.3050 ALFA AESER Chips 

Mn 99.9 54.9380 SIGMA-ALDRICH Pieces 

MnO2 X-ray s.p. 86.9368 Unknown Powder 

Mo 99.9 95.9600 CHEMPUR Powder 

Na 99.8 22.9898 ALFA AESER Ingot 

NaCl 99.999 58.4428 ALFA AESER Powder 

Nb 99.95 92.9064 ALFA AESER Ingot 

Nd 99.99 144.2420 ALFA AESER Pieces 

Ni 99.99 58.6934 CHEMPUR Powder 

P (red) 99.999 30.9738 CHEMPUR Powder 

P2O5 Unknown 141.9445 Unknown Powder 

S 99.99 32.0650 SIGMA-ALDRICH Powder 

Sc 99.99 44.9559 SMART ELEMENTS Pieces 

Sc2O3 X-ray s.p. 137.9100 M. Auracher Powder 
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Si 99.999 28.0855 ALFA AESER Powder 

Sm 99.9 150.3600 ALFA AESER Pieces 

Sn 99.99 118.7100 ALFA AESER Granules 

Sr 99.99 87.6200 SIGMA-ALDRICH Pieces 

SrF2 99.99 125.6168 SIGMA-ALDRICH Powder 

SrO X-ray s.p. 103.6194 M. Auracher Powder 

Ti 99.5 47.8670 ALFA AESER Powder 

V 99.999 50.9415 ALFA AESER Powder 

V2O5 99.997 181.8800 SMART ELEMENTS Powder 

Y 99.9 88.9058 CHEMPUR Pieces 

Yb 99.9 173.0540 ALFA AESER Pieces 

Zn 99.999 65.380 CHEMPUR Granules 

Zr 99.97 91.2240 SMART ELEMENTS Pieces 

Table 2.1: Starting materials used for syntheses. 
 

2.10.2 Synthesis equipment and conditions 

Syntheses were usually performed by heating mixtures of starting materials in an 

atmosphere of purified argon. The argon gas (Argon 5.0, AIR LIQUIDE) was dried and 

purified through cylinders with BTS catalyst, molecular sieve and phosphorus pent-

oxide on substrate (Sicapent, MERCK AG). As reaction containers, alumina crucibles 

(FRIATEC) sealed in silica ampoules (HSQ 300, VOGELSBERGER) were used. Sample 

preparation and handling was generally performed in a glove box (BRAUN) in an at-

mosphere of purified argon (H2O < 1 ppm, O2 < 1 ppm). The solid-state reactions 

were performed in resistance furnaces with Pt/PtRh (type S) or NiCr/Ni (type K) 

thermocouples and programmable PID temperature controllers (model 2408, 

EUROTHERM).  

 

2.10.3 Standard synthesis method 

Unless otherwise stated, stoichiometric mixtures of starting materials were prepared 

in alumina crucibles sealed in silica ampoules under an atmosphere of purified ar-

gon. The typical batch size was 600 mg. The mixtures were normally heated to 
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973 − 1373 K at a rate of about 80 K·h–1, kept at this temperature for 60 h and 

cooled down to room temperature at 200 K·h–1. If elemental phosphorus or arsenic 

was present in the mixture, a smaller heating rate was chosen between 573 and 

973 K in the first annealing step. The products were then homogenised in an agate 

mortar, pressed into pellets and sintered at the previous synthesis temperature for 

another 60 h. The batches were subsequently reground, checked for impurity phas-

es via X-ray powder diffraction and, if necessary, pressed into pellets and sintered 

again at the previous synthesis temperatures for another 60 h. The obtained prod-

ucts were black polycrystalline samples, which were stable in air, unless otherwise 

stated. 

 

2.10.4 Tin flux 

Syntheses in tin fluxes were performed under the general synthesis conditions de-

scribed in Chapter 2.10.3. However, the starting materials (typically stoichiometric 

mixtures with a batch size of 400 to 600 mg) were mixed with 2 to 2.5 g Sn and an-

nealed only once, but for longer times (usually 400 h). The cooling rate from the syn-

thesis temperature down to about 300 K below synthesis temperature was chosen 

very small (typically 4 K·h–1) in order to grow rather large crystals. The subsequent 

cooling ramp to room temperature was 200 K·h–1. The chilled alumina crucibles were 

smashed and the remaining tin ingots cut into small pieces and then put into half 

concentrated (~ 6 M) hydrochloric acid. From time to time, the suspension was de-

canted and the precipitated powder was separated from the remaining tin pieces by 

washing with distilled water over a 500 μm (~ 34 mesh) polypropylene sieve. The 

separated powder was filtered off and the remaining tin pieces were put into the hy-

drochloric acid again for further dissolution. In this way, dissolution of moderately 

acid-sensitive products could be avoided. 

 

2.10.5 NaCl / KCl flux 

Several syntheses were performed in a salt flux from a eutectic mixture of NaCl and 

KCl. Syntheses were performed under the general synthesis conditions described in 

Chapter 2.10.3, but the starting materials (typically 400 mg) were mixed with the salt 
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flux in a 1:2 − 1:3 weight ratio. As salt fluxes tend to flow out of open crucibles at 

elevated temperatures, all syntheses were performed either directly in silica am-

poules sealed under vacuum or in welded Nb or Ta tubes sealed in silica ampoules 

under an atmosphere of purified argon. Similar to the syntheses in tin fluxes de-

scribed in Chapter 2.10.4, only one annealing step was performed. Annealing times 

and heating / cooling ramps were similar to those described in Chapter 2.10.4. After 

cooling, the silica ampoules were smashed (and the Nb crucibles opened, if appli-

cable) and both the mixtures as well as the ampoule / crucible walls were examined 

for larger crystals under a stereomicroscope. If any unidentifiable crystals were 

found, they were separated from the mixture and analysed by X-ray single crystal 

diffraction. The remaining mixtures were dissolved in distilled water and quickly fil-

tered over a paper filter disc. 
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3. La(CoxFe1−x)PO 

 

Even before high-temperature superconductivity at 26 K was discovered in 

LaFeAs(O1−xFx), undoped LaFePO had been known to be a superconductor (since 

2006) with a transition temperature of 4 – 7 K.[86, 98] Although this had not caused a 

sensation at this time, as there are many intermetallic superconductors with such 

low critical temperatures, there had been some first signs that superconductivity is 

unconventional in this compound.[99] The interest in this class of materials had inten-

sified with the discovery of the isotypic superconductor LaNiPO in 2007.[100] It also 

had been at that time, that the cobalt doping experiments of LaFePO, which are dis-

cussed in this chapter, had been started. Hence, these experiments had been car-

ried out some time before the first successful cobalt doping in LaFeAsO.[101] The in-

tention of these investigations had been to try if higher TCs could be achieved by 

altering the Fermi level in LaFePO and thus for very similar reasons as the later at-

tempts to induce superconductivity in LaFeAsO. 

 

Figure 3.1: Crystal structure of La(CoxFe1−x)PO. 
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3.1 Synthesis 

Polycrystalline samples of La(CoxFe1−x)PO (TC
max = 7 K) were synthesised according to 

the method described in Chapter 2.10.4 by heating 600 mg of stoichiometric mix-

tures of La, Fe, Fe2O3, Co, Co3O4 and red P, as well as 2.0 – 2.5 g Sn in alumina cru-

cibles sealed in silica ampoules. The exact ratios of starting materials are given in 

Table 3.1. All samples were annealed only once according to the following tempera-

ture program: 

 

 

 

 

x La : Fe : Fe2O3 : Co : Co3O4 : P x La : Fe : Fe2O3 : Co : Co3O4 : P 

0 3 : 1 : 1 : 0 : 0 : 3 0.6 18 : 5 : 2 : 0 : 3 : 18 

0.01 900 : 299 : 296 : 3 : 900 0.6 15 : 4 : 1 : 0 : 3 : 15 

0.05 180 : 59 : 56 : 0 : 3 : 180 0.7 90 : 23 : 2 : 0 : 21 : 90 

0.1 90 : 29 : 26 : 0 : 3 : 90 0.8 40 : 0 : 4 : 11 : 7 : 40 

0.2 45 : 14 : 11 : 0 : 3 : 45 0.9 80 : 0 : 4 : 21 : 17 : 80 

0.3 10 : 3 : 2 : 0 : 1 : 10 1.0 4 : 0 : 0 : 1 : 1 : 4 

0.4 45 : 13 : 7 : 0 : 6 : 45   

Table 3.1: Molar ratios of starting materials for syntheses of LaCoxFe1-xPO. 
 

 

The tin ingots were dissolved in 6 M HCl at room temperature. This procedure yield-

ed black powders consisting of platelet crystals with metallic lustre. Ferromagnetic 

impurities, mainly Fe2P and Fe, were removed by stirring a suspension of the finely 

ground samples in liquid N2 with a strong permanent magnet (Nd–Fe–B, 

40 × 40 × 20 mm3, Hrem ≈ 13 kOe).  
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3.2 Mössbauer study of undoped LaFePO 

57Fe Mössbauer spectra of the 7 K superconductor LaFePO recorded at 298, 77, 4.2, 

and 4 K are presented in Figure 3.2 together with transmission integral fits. The cor-

responding fitting parameters are listed in Table 3.2.  

 

 

 

  

 

Figure 3.2: Mössbauer spectra of LaFePO. 
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Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) 

298 0.24(1) 0.32(3) 0.11(3) 

77 0.34(1) 0.28(4) 0.12(3) 

4.2 0.36(1) 0.37(3) 0.19(2) 

4 0.36(1) 0.32(1) 0.15(1) 

Table 3.2: Fitting parameters for 57Fe Mössbauer spectroscopy data of LaFePO. 
δ: isomer shift; Γ: experimental line width; ΔEQ: quadrupole splitting parameter. 

 

In agreement with the ZrCuSiAs-type crystal structure, the spectra could be fitted 

with single iron sites at isomer shifts around 0.3 mm⋅s−1, which are slightly smaller 

than the isomer shifts observed in LaFeAsO and LaFeAsO0.89F0.11.
[102] Due to the non-

cubic site symmetry, the spectra are subject to weak quadrupole splitting. Similar to 

LaFeAsO and LaFeAsO0.89F0.11, a slight increase of the isomer shift with decreasing 

temperature was also observed in LaFePO. For iron, smaller isomer shifts are 

caused by higher electron densities at the nuclei.[103] The isomer shifts observed in 

LaFePO are comparable with those of other iron phosphides with tetrahedrally co-

ordinated iron.[104] At 298 and 77 K, no magnetic hyperfine field splitting could be 

observed, clearly manifesting the absence of magnetic ordering, similar to the 

fluoride doped superconducting arsenide oxide LaFeAsO0.89F0.11.
[102] The 4 K 

spectrum shows symmetric line broadening. A reliable fit could be obtained by 

simultaneously applying a weak quadrupole splitting of 0.15(1) mm⋅s−1 and a 

transferred magnetic hyperfine field Bhf of 1.15(1) T. In order to explain the 

symmetric spectrum with a combined hyperfine field and an electrical quadrupole 

interaction, the angle θ between Bhf and Vzz (the main component of the electric field 

gradient tensor) should be close to the magic angle of 54.7°.XII 

Indeed, the refined θ for LaFePO was 54.7(5)°. This behaviour has also been ob-

served for other magnetically ordered rare earth compounds.[105] Although the exper-

imental setup was limited to 4 K, higher transferred hyperfine fields at lower temper-

atures can be expected. 

                                                
 
XII θm = cos−1 (1 ⁄ √3̄̄ ). 
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The absence of magnetic ordering in undoped LaFePO at low temperatures as well 

as the observed superconductivity at 7 K raise the question if the pairing mechanism 

in iron phosphide superconductors is generally different (e.g. an exclusively phonon-

mediated mechanism is conceivable) or the same as in the iron arsenides. Scientists 

nowadays agree that in LaFePO, the superconducting mechanism is not completely 

different from that in LaFeAsO1−xFx, That means that superconductivity is probably 

still mediated by electronic correlations rather than by phonons.[106] On the one hand, 

there are signs that these electronic correlations are only weak[107] and thus explain-

ing a very small ordered magnetic moment, which also corresponds to the observa-

tions of the current experiment. On the other hand, there are also signs that the 

measured static magnetic moment is very small due to very fast spin fluctuations.[108] 

This would indeed support the hypothesis of a more unconventional superconduc-

tivity in this system. 

 

3.3 Influence of Co-doping 

While undoped LaFeAsO is not a superconductor but exhibits a structural and mag-

netic phase transition upon cooling, undoped LaFePO does not feature any of these 

transitions and becomes superconducting, albeit at a low transition temperature 

(TC ≈ 7 K for samples prepared in a tin flux). The crystal structure (both from powder 

and single crystal data) and magnetic properties of undoped LaFePO have already 

been discussed in [86] and [109]. In order to shed light on the doping behaviour of 

LaFePO, polycrystalline samples of the solid solution La(CoxFe1−x)PO (x = 0 – 1) were 

synthesised. Unlike in the F-doped oxides, any electron doping level can be 

achieved by Co-doping up to one additional electron for x = 1. The samples were 

synthesised according to Chapter 2.10.4 and their crystal structures determined by 

Rietveld refinements of the X-ray powder diffraction patterns. A sample Rietveld fit is 

depicted in Figure 3.3. The course of the lattice parameters, P–Fe–P angles (ε) and 

cell volume as determined by these refinements are compiled in Figure 6.1. The ac-

tual doping levels were verified to be within ± 7 % of the nominal value by at least 

seven EDX measurements at each composition. Small impurities of Sn and / or SnO2 

were present in some of the samples. In order to get a more accurate course of the 



Chapter 3: La(CoxFe1−x)PO 

 54 

lattice parameters, finely ground and sieved Si was added to all powder samples as 

internal standard. 

As can be seen in Figure 3.4, the c lattice parameter gradually decreases on cobalt 

doping, while a in La(CoxFe1−x)PO (x = 0 – 1) decreases at first up to a doping level of 

x = 0.4, but then increases again with higher doping. A similar situation was found 

for the vertical, twofold P−Fe−P angle (ε), which does not change linearly with in-

creasing doping levels but exhibits a minimum at ~ LaCo0.3Fe0.7PO. This is in con-

trast to (KxBa1−x)Fe2As2, which shows a linear doping dependence of all parameters 

(refer to Chapter 7.3 for details). In La(CoxFe1−x)PO, the iron pnictide and lanthanum 

oxide layers are compressed along the c axis (ε = 119° – 122°), leaving them far from 

the ideal tetrahedral geometry (ε = 109.47°). 

 

 

 

 

 

Figure 3.3: Rietveld fit of LaCo0.3Fe0.7PO as an example. 



Chapter 3: La(CoxFe1−x)PO 

 55 

 

The compounds were also characterised magnetically. At temperatures above 7 K, 

all samples with x = 0 – 0.6 are paramagnetic. The paramagnetism is several orders 

of magnitude too high for Pauli-paramagnetism (Figure 3.5, middle). The samples 

with x = 0.7 – 1.0 exhibit ferromagnetic order at low temperatures (with Curie tem-

peratures of about 40 to 50 K, Figure 3.5, bottom), similar to undoped LaCoPO.[110] 

Zero-field-cooled and field-cooled measurements of La(CoxFe1−x)PO show decreas-

ing TCs with increasing cobalt concentration (for x < 0.1). The highest TC of 7 K was 

found for x = 0 (Figure 3.5, top). For x = 0.01, the superconducting transition tem-

perature was only 3.6 K and for x = 0.05, a complete loss of superconductivity was 

observed (not depicted). This is in contrast to the system La(CoxFe1−x)AsO, in which 

a maximum TC of 14 K is attained for x = 0.11.[110] In summary, 7 K still keeps the 

highest superconducting transition temperature in the ZrCuSiAs-type iron phosphide 

oxide system. 

  

 

Figure 3.4: Course of the lattice parameters, cell volume and P–Fe–P angles (ε) with 
nominal doping level. 
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Figure 3.5: Susceptibilities and magnetisation isotherms (insets) for 
La(CoxFe1−x)PO (x = 0, 0.4 and 0.7). 
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Undoped LaFePO prepared in a tin flux may therefore already be slightly oxygen 

deficient (and thus in fact electron-doped). Such a sample therefore already seems 

to possess the ideal doping level. This could also explain the difference in TC ob-

served by Kamihara in LaFePO prepared without any reactive flux (TC = 4 K)[98] and 

this sample (TC = 7 K). 

 

3.4 Electronic structure 

Band structures and Fermi surfaces have been calculated for both LaFePO and 

LaCoPO. While the qualitative course of the bands is similar in LaFePO and 

LaCoPO, the Fermi level is higher in LaCoPO due to the additional valence electron 

(Figure 3.6). This results in huge differences in the Fermi surfaces. LaFePO displays 

a rather two-dimensional Fermi surface structure. It consists of nearly nested 

cylinders at k = (0, 0) [Γ] and k = (π, π) [M], a typical situation for all iron pnictides 

superconductors or parent compounds (see Chapter 1.1). In contrast to this, one of 

the Fermi surface sheets in LaCoPO also exhibits rather three-dimensional features 

and there is not any apparent Fermi surface nesting visible (Figure 3.7). 
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Figure 3.6: Section of the non-magnetic band structures of LaFePO and LaCoPO, 
calculated with the GGA method. Fat bands: TM-d contributions. 

 

Figure 3.7: Fermi surfaces of LaFePO (left) and LaCoPO (right), calculated 
with the GGA method. 
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In summary, within the solid solution La(CoxFe1−x)PO, a TC of 7 K is the highest 

achievable transition temperature if the samples are grown in a tin flux. This is the 

case already in undoped LaFePO (at x = 0). The reason for differences in the report-

ed TCs of undoped LaFePO may be due to slight oxygen deficiency (and therefore 

electron doping) if a tin flux was employed for synthesis. Albeit the remarkably simi-

lar electronic structure of LaFePO and LaFeAsO, the main difference between both 

compounds is the lack of any structural and magnetic phase transition in undoped 

LaFePO. The absence of magnetic ordering down to 4 K could be confirmed by 

Mössbauer spectroscopy. While La(CoxFe1−x)PO is paramagnetic for x = 0 – 0.6 in 

the complete temperature range, ferromagnetic ordering is visible for x = 0.7 – 1 be-

low Curie temperatures of 40 – 50 K. 
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4. SrFeAsF 

 

In this chapter, the iron arsenide fluoride SrFeAsF is discussed. It shares the same 

tetragonal ZrCuSiAs-type structure with other 1111 iron arsenides like LaFeAsO, but 

here, the (LaO)+ layers of LaFeAsO are replaced by valence isoelectronic (SrF)+ lay-

ers (Figure 4.1). 

 

4.1 Synthesis 

SrFeAsF was synthesised according to the method described in Chapter 2.10.3 by 

heating a mixture of SrF2, Sr, Fe and As at a ratio of 1 : 1 : 2 : 2 in a sealed niobium 

tube under an atmosphere of purified argon. The mixture was heated to 1173 K at a 

rate of 50 K·h–1, kept at this temperature for 40 h and cooled down to room tempera-

ture. The product was homogenised in an agate mortar, pressed into pellets and 

 

Figure 4.1: Crystal structure of SrFeAsF. 
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sintered at 1273 K for 48 h. The synthesis could be optimised by using a corundum 

crucible as container material. The obtained black crystalline powder of SrFeAsF is 

stable in air. 

 

4.2 Crystal structure 

 

Figure 4.2 shows the X-ray powder pattern of SrFeAsF, which was fitted with a sin-

gle tetragonal ZrCuSiAs-type SrFeAsF phase and as it has peen published in [111]. 

However, a more careful Rietveld analysis with powder data collected with an ex-

tended measuring time later revealed SrFe2As2 (5 at%) Fe (5 at%) and SrF2 (2 at%) 

as impurity phases (not depicted). The synthesis was therefore optimised and a 

sample could be synthesised, which only contains 2 at% of SrFe2As2 as only impuri-

ty (Figure 4.3). The inset of Figure 4.3 depicts the (0 1 3) reflection of SrFe2As2 at 

31.4° 2θ, which is coincidentally overlapping with the (1 1 0) reflection of SrFeAsF at 

31.6° 2θ. Also other strong reflections of SrFe2As2 overlap with SrFeAsF reflections, 

which is the reason why the presence of SrFe2As2 had not been detected at first. 

 

 

Figure 4.2: Published Rietveld fit of SrFeAsF at 297 K (space group P4/nmm). 
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In order to check for a structural phase transition, patterns between 297 and 10 K 

were recorded. Several reflections broaden below 185 K and clearly split with further 

decreasing temperature. Patterns below 185 K were indexed with an orthorhombic 

C-centred unit cell (aortho =  · atetra − δ; bortho =  · btetra + δ; cortho ≈ ctetra; 

δ ≈ 2.2 pm). The low-temperature data could be refined in the space group Cmme. 

The symmetry reduction tree is depicted in Figure 4.4. 

 

 

Figure 4.3: Rietveld fit of SrFeAsF at 297 K after synthesis 
optimisation (space group P4/nmm). 
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Figure 4.5 shows the Rietveld fit of the data at 10 K and the continuous transition of 

the (2 0 0) and (2 0 1) reflections in the inset. For a better fit of the Rietveld data at 

10 K, the range between 11° 2θ and 27.5° 2θ was excluded from the Rietveld re-

finement. 

 

 

Figure 4.5: Rietveld fit of SrFeAsF at 10 K (space group Cmme). 
Inset: (2 0 0) and (2 0 1) reflections. 
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Figure 4.4: Bärnighausen tree of the structural phase transition in SrFeAsF. 
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The variation of the lattice parameters and the temperature dependence of the order 

parameter P = (a−b)  ⁄ (a+b) is depicted in Figure 4.6. All parameters have been de-

rived from Rietveld refinements (one refinement per temperature). The lattice param-

eter a in the tetragonal structure has been multiplied by  for comparison. No 

signs of abrupt splitting of any reflections and also lattice parameters were found on 

cooling, but rather a continuous broadening. This seems to be in agreement with a 

second-order phase transition. The space group Cmme is a maximal subgroup of 

P4/nmm and in terms of group theory, this transition is translationengleich with in-

dex 2 (P4/nmm → Cmme). Crystallographic data of SrFeAsF are summarised in Ta-

ble 4.1. The main effect of the phase transition appears in the Fe–Fe distances, 

where four equal bonds of 282.3 pm length split into two pairs of 283.0 and 

280.7 pm length. This supports the idea, that the Fe–Fe interactions are strongly re-

lated to the SDW anomaly and may play a certain role for the properties of SrFeAsF.  

 

Temperature 297 K 10 K 

Diffractometer HUBER G670 (Cu-Kα1) HUBER G670 (Cu-Kα1) 

Rietveld package GSAS GSAS 

Space group P4/nmm (o2) Cmme 

Lattice parameters a = 399.30(1) pm 

c = 895.46(1) pm 

a = 561.55(1) pm 

b = 566.02(1) pm 

c = 891.73(2) pm 

Cell volume V = 0.14277(1) nm3 V = 0.28343(1) nm3 

Z 2 4 

Data points 9250 7649 

Reflections 66 97 

Atomic variables 4 4 

d range 0.992 – 8.955 0.988 – 8.917 

RP, RwP, RF², χ2 0.0311, 0.0408, 0.0408, 1.771 0.0385, 0.0611, 0.0552, 2.860 

   

Atomic parameters   

Sr  2c (¼, ¼, z) 

z = 0.1598(2) Uiso = 185(9) pm2 

4g (0, ¼, z) 

z = 0.1635(2) Uiso = 227(12) pm2 

Fe  2b (¾, ¼, ½) 

Uiso = 75(8) pm2 

4b (¼, 0, ½) 

Uiso = 142(12) pm2 

As 2c (¼, ¼, z) 

z = 0.6527(2) Uiso = 46(8) pm2 

4g (0, ¼, z) 

z = 0.6494(2) Uiso = 60(11) pm2 
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F 2a (¾, ¼, 0) 

Uiso = 210(26) pm2 

4a (¼, 0, 0) 

Uiso = 114(33) pm2 

   

Bond lengths   

Sr–F 245.7(1) × 4 247.0(1) × 4 

Fe–As 242.0(1) × 4 239.7(1) × 4 

Fe–Fe 282.3(1) × 4 283.0(1) × 2 280.7(1) × 2 

   

Bond angles   

As–Fe–As 111.2(1) × 2 108.6(1) × 4 112.5(1) × 2 108.3(1) × 2 

107.7(1) × 2 

Sr–F–Sr 108.7(1) × 2 109.8(1) × 4 110.7(1) × 2 110.1(1) × 2 

107.6(1) × 2 

Table 4.1: Crystallographic data of SrFeAsF at 297 K and 10 K. 
 

 

 

Figure 4.6: Variation of the lattice parameters and order parameter P = (a−b) ⁄ (a+b) 
with temperature. The temperature dependence of the order parameter does not follow a 
simple power law. Values a and b for the tetragonal phase above 180 K are multiplied by 

 for comparability. Error bars are within data points. 2
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4.3 Magnetic ordering 

In order to check if the structural transition of SrFeAsF is connected with magnetic 

ordering and thus consistent with a SDW anomaly, 57Fe Mössbauer spectra were 

recorded at various temperatures, which are shown in Figure 4.7 (left) together with 

transmission integral fits. In agreement with the crystal structure, a single signal was 

observed at room temperature at an isomer shift of δ = 0.33(1) mm·s−1 and with an 

experimental line width Γ = 0.30(1) mm·s−1 subject to quadrupole splitting of 

ΔEQ = −0.11(1) mm·s−1. The non-cubic site symmetry of the iron atoms is reflected in 

this quadrupole splitting value. These parameters compare well with the 57Fe data of 

LaFeAsO,[102, 112] LaFePO (Chapter 3.2), SrFe2As2 (Chapter 8.3) and BaFe2As2 (Chapter 

7.1.2). Below the SDW transition temperature, line broadening of the signal was ob-

served, followed by hyperfine-field splitting due to the onset of magnetic order. As 

can be clearly seen, there is a large evolution of the shape of the spectra with de-

creasing temperature. In the magnetically ordered state, the 57Fe Mössbauer spectra 

of the contaminated SrFeAsF sample show significant differences when compared 

to the related systems SrFe2As2 (Chapter 8.3) and BaFe2As2 (Chapter 7.1.2). It was 

not possible to reliably analyse the data with only one magnetically split component 

below the SDW transition temperature. However, the spectra could be effectively 

fitted assuming a distribution of hyperfine magnetic fields (multi-component analy-

sis), an approach similar to the Wivel and Mørup method.[113] The probability distribu-

tion curves P (Bhf) as a function of temperature are shown in Figure 4.7 (left). As this 

hyperfine field distribution is probably an artefact due to the presence of SrFe2As2 in 

the sample, the SrFeAsF sample from the optimised synthesis was also measured. 

These Mössbauer spectra are depicted in Figure 4.7 (right) and could be fitted with-

out a hyperfine field distribution. The Mössbauer fitting parameters of both samples 

are listed in Table 4.2 and Table 4.3, respectively (δ: isomer shift; Γ: experimental 

line width; ΔEQ: quadrupole splitting parameter; Bhf: average hyperfine field at the 

iron nuclei. Values marked with an asterisk were held constant). 
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Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) Bhf (T) 

298 0.32* 0.30* 0.08(1) – 

130 0.40* 0.26* -0.01(1) 1.78(1) 

100 0.45* 0.26* 0.03(1) 3.64(1) 

77 0.45* 0.26* 0.32(1) 4.08(1) 

4.2 0.40* 0.28* 0.20(1) 4.84(3) 

Table 4.2: Fitting parameters for 57Fe Mössbauer spectroscopy data of SrFeAsF 
before synthesis optimisation.  

 

 

Figure 4.7: Mössbauer spectra of SrFeAsF before (left) and 
after (right) synthesis optimisation. 
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Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) Bhf (T) 

298 0.34(1) 0.34(1) 0.11(1) – 

130 0.42(1) 0.46(3) 0.01(1) 2.39(3) 

4 0.48(1) 0.39(1) 0.03(1) 4.96(1) 

Table 4.3: Fitting parameters for 57Fe Mössbauer spectroscopy data of SrFeAsF 
after synthesis optimisation.  

 

These results clearly prove a structural distortion in SrFeAsF, which is connected 

with magnetic ordering. The nature of this effect is analogous to that in LaFeAsO.[114] 

The transition is connected to a spin-density wave (SDW) instability within the iron 

layers and therefore causes anomalies in the electrical resistivity and magnetic sus-

ceptibility (see Chapter 4.4). 

Yet, the Mössbauer spectra at 130 K of SrFeAsF do not display any long-range 

magnetic ordering – despite the structural phase transition being nearly complete at 

this temperature. This discovery is in line with recent neutron powder diffraction ex-

periments on SrFeAsF, which showed the onset of a magnetic phase transition at 

133 K, i.e. well below the onset of the structural phase transition (180 K).[115] This is 

remarkable, as it is the largest difference between these two phenomena, which has 

been observed so far. In LaFeAsO, the difference between the structural and mag-

netic phase transition is only ~ 20 K and in BaFe2As2, not even any separation be-

tween these transition temperatures has been observed (see also Chapter 7.1.2). 

Currently, there are two competing models for the cause and effect of the structural 

and magnetic phase transitions, which occur in several undoped iron pnictides. At 

first glance, it seems plausible to assume that the structural effects are primary and 

the antiferromagnetic order is a secondary effect, since in all compounds known so 

far, the temperatures of the structural phase transition To are higher than (or equiva-

lent to) the Néel temperatures TN. 

However, Fernandes argues that magnetism is indeed the driving force for the struc-

tural distortion. In his model, the existence of spin fluctuations leads to the onset of 

spin-nematic orderingXIII and these spins couple to the lattice. This already happens 

                                                
 
XIII Nematic ordering refers to a spontaneously broken rotational symmetry without the 
breaking of translational symmetry, i.e. a strong electronic anisotropy. 
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at temperatures above the structural phase transition and well above temperatures, 

where any long-range magnetic ordering is observed.[116] Yet, this model cannot ex-

plain, why TN is invariant to any applied uniaxial pressure[117] and different external 

magnetic fields.[118] 

In a different model, Lv attributes the structural phase transition in the iron pnictide 

parent compounds to so-called ‘orbital ordering’ (which can be understood as a 

Peierls transition). Due to the anisotropy of the dxz- and dyz-orbitals in the ab-plane, 

ordering of the iron orbitals makes the orthorhombic structure energetically more 

favourable.[119] While this model leads to a good description of several physical prop-

erties of the iron pnictides including the resistivity, up to now there has not been any 

success to support this model via DFT calculations. 

 

4.4 Resistivity, susceptibility and specific heat 

The resistivity and magnetic susceptibility of SrFeAsF were measured and a similar 

behaviour like in LaFeAsO was found. The temperature dependences of the magnet-

ic susceptibility and DC electrical resistance are depicted in Figure 4.8 (left). 

SrFeAsF shows a relatively high resistance at room temperature. At 175 K, the re-

sistance drops abruptly and then decreases slowly with lower temperatures. 

SrFeAsF shows only slightly temperature-dependent paramagnetism, which is sev-

eral orders of magnitude too high for a Pauli-paramagnetic metal. At temperatures 

above 200 K, χ increases linearly with temperature. Below 175 K, χ drops at first but 

it increases again below 115 K. Similar magnetic behaviour has also been observed 

in other undoped iron pnictides (e.g. BaFe2As2). The observed linear increase of the 

susceptibility with temperature meanwhile is commonly attributed to itinerant elec-

tron antiferromagnetic spin fluctuations.[120] For details, also refer to [121]. 

 

The specific heat data of SrFeAsF are shown in Figure 4.8 (right). At room tempera-

ture, the specific heat capacity reaches the value of approximately 100 J·mol−1·K, in 

agreement with the law of Dulong and Petit. The phase transition of SrFeAsF be-

comes noticeable by an anomaly below ~ 180 K. The transition temperature has 

been determined as the first point right of the inflection. Thus, the Cp data are in line 
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with the resistivity, X-ray powder diffraction, and Mössbauer spectroscopic data. In 

the low-temperature region, the specific heat is of the form Cp = γ·T + β·T 3, where γ 

is the electronic contribution and β is the lattice contribution. The Debye tempera-

ture ΘD can be estimated from the equation β = (12π4·n·kB) ⁄ (5·ΘD
3 ), where kB is the 

Boltzmann constant and n is the number of atoms per formula unit (see also Chapter 

2.9). From the plot of Cp ⁄ T vs. T 2 in the temperature range 4 – 10 K (not depicted), 

the electronic and lattice contributions, as well as Debye temperature were deter-

mined as γ = 1.5(2) mJ·K−2·mol−1, β = 0.2(1) mJ·K−4·mol−1, and ΘD = 339(1) K. 

 

 

4.5 DFT calculations 

Volume optimisations of the EAFeAsF compounds CaFeAsF, SrFeAsF and BaFeAs 

have been performed via DFT calculations (WIEN2k) according to the method 

described in Chapter 2.1. Also their band structures have been calculated with the 

LMTO package according to Chapter 2.1. The results of the volume optimisations 

are depicted in Figure 4.9. In Table 4.4, the calculated lattice parameters and cell 

volumes are compared with the experimentally obtained values. While the calculated 

cell volume for CaFeAsF lies in the same range as the experimentally obtained value, 

the c ⁄ a ratio differs noticably. For SrFeAsF, both the cell volume and c ⁄ a ratio differ 

by ~ 2 % from the corresponding experimental values. In summary, while still 

 

Figure 4.8: Left: Magnetic susceptibility of SrFeAsF measured at 0.1 T. Left inset: DC 
electrical resistance (I = 100 μA). Right: Heat capacity (Cp) vs. temperature of SrFeAsF. 
The right inset highlights the features between 160 and 190 K. 
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acceptable, these structure opimisations are slightly inferior to similar optimisations 

for this structure type (for example, refer to Chapter 6.3). This may be attributed to 

magnetic effects (the caclulations were performed non-magnetically on the 

tetragonal phases). 

 

 CaFeAsF[122] SrFeAsF BaFeAsF 

Experimental a = 387.5(1) pm 

c = 858.4(1) pm 

V = 0.12888(1) nm3 

a = 399.30(1) pm 

c = 895.46(1) pm 

V = 0.14277(1) nm3 

no data published 

in [123] 

Calculated a = 392.3 pm 

c = 835.7 pm 

V = 0.12861 nm3 

a = 399.2 pm 

c = 878.9 pm 

V = 0.14006 nm3 

a = 406.5 pm 

c = 939.4 pm 

V = 0.15523 nm3 

Rel. differences ΔV ⁄ Vexp = 0.2 % 

Δ(c ⁄ a) : (c ⁄ a)exp 

= 3.8 % 

ΔV ⁄ Vexp = 1.9 % 

Δ(c ⁄ a) : (c ⁄ a)exp
 

= 1.8 % 

 

Table 4.4: Comparison between calculated and experimental lattice parameters, 
cell volumes and c ⁄ a ratios.  
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The band structures of CaFeAsF, SrFeAsF and BaFeAsF are depicted in Figure 4.10. 

Apart from a slightly decreasing band dispersion in the order EA = Ca > Sr > Ba, all 

three band structures are almost identictal around the Fermi level exhibiting the 

typical features of other iron arsenide parent compounds (see also Chapter 1.1.2). 

One can therefore expect these compounds to exhibit similar physical properties as 

for example LaFeAsO, which is also in line with the experiments of the previous 

chapters. Consequently, superconductivity can probably be induced in the 

quaternary iron arsenide fluorides upon doping. 

 

Figure 4.9: Energy dependence of the a and c lattice parameters in CaFeAsF, SrFeAsF 
and BaFeAsF. Black diamonds: DFT calculations. 
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In summary, the quaternary iron arsenide fluoride SrFeAsF has been successfully 

synthesised. The crystal structure and physical properties of SrFeAsF and LaFeAsO 

are very similar. Both materials are poor metals at room temperature and undergo 

probably second-order structural and magnetic phase transitions. The 57Fe Möss-

bauer data of SrFeAsF show hyperfine-field splitting, which proves antiferromagnetic 

ordering occurring below the structural transition temperature. Consequently, 

SrFeAsF exhibits a similar structural distortion at 180 K as LaFeAsO at 160 K.[33b] 

Magnetic ordering connected with a SDW anomaly appears at temperatures well 

below this structural phase transition. Because this SDW instability is thought to be 

an important prerequisite for high-TC superconductivity in iron arsenides, these re-

sults suggest that SrFeAsF can serve as a parent compound for a new, oxygen-free 

class of iron arsenide superconductors with ZrCuSiAs-type structure. And indeed, 

superconductivity with critical temperatures of up to 56 K has meanwhile been suc-

cessfully induced in La-,[124] Sm-[125] and Nd-doped[126] SrFeAsF. The isoelectronic 

compounds CaFeAsF,[122, 127] BaFeAsF and EuFeAsF[123] are known to exist, too and 

superconductivity can also be induced by Co-doping.[127] However, to date a single-

phase synthesis of these doped, fluorine-based superconducting iron arsenides is 

not yet possible. In order to achieve superconductivity in these compounds, electron 

dopants have to be employed in considerable excess, which leads to the formation 

of impurity phases. Although the EAFeAsF materials would be very interesting for 

 

Figure 4.10: Sections of the band structures of CaFeAsF, SrFeAsF and BaFeAsF. 
Fe-d bands are emphasised. 



Chapter 4: SrFeAsF 

 74 

application due to their high TCs in combination with relatively cheap starting materi-

als (e.g. in the case of CaFeAsF), However, the preparation of clean samples is still 

difficult. 

The large separation between the structural and magnetic phase transition tempera-

tures make SrFeAsF an excellent model system to study the correlation between 

magnetism and structure. 50 K is the largest temperature difference between these 

phenomena in any undoped iron arsenide, which has been observed so far. 
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5. EuMnPF 

 

The new compound EuMnPF can formally be regarded as a highly hole-doped vari-

ant of the iron phosphide superconductor LaFePO, in which not only all Fe atoms 

are exchanged for Mn atoms (having one electron less than Fe) but also the 

(OLa)+-layers are replaced by (FEu)+-sheets having the same nominal charge. In this 

chapter, the synthesis and magnetic characterisation of this compound is subject of 

discussion. An electron microscope image of a polycrystalline EuMnPF sample is 

depicted in Figure 5.2. 

 

 

Figure 5.1: Crystal structure of EuMnPF. 
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5.1 Synthesis 

After careful synthesis optimisation, EuMnPF was synthesised according to the 

method described in Chapter 2.10.5 by heating EuF3, Eu, Mn and P in a ratio of 

1.15 : 1.85 : 3 : 3 as well as NaCl / KCl as a flux to 1073 K in a sealed Ta tube and 

keeping at this temperature for 10 days. Lumps of polycrystalline EuMnPF were then 

separated from the reaction mixture under an optical microscope and washed with 

distilled water. Annealing temperatures of more than 1073 K were found to lead to 

decomposition. 

 

5.2 Crystal structure 

The crystal structure of EuMnPF was determined by X-ray powder diffraction using 

the Rietveld method. EuMnPF crystallises in the ZrCuSiAs-type structure. Layers of 

edge-sharing FEu4/4 tetrahedra alternate with MnP4/4 layers along [0 0 1] (Figure 5.1). 

The MnP4 tetrahedra are almost undistorted as expected for the d5-Mn2+ ion. The 

powder diffractogram and Rietveld fit of EuMnPF is depicted in Figure 5.3, crystallo-

graphic details are listed in Table 5.1. 

 

Figure 5.2: Polycrystalline sample of EuMnPF. 
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Temperature 297 K 

Diffractometer STOE STADI P (Mo-Kα1) 

Rietveld package GSAS 

Space group P4/nmm (o2) 

Lattice parameters a = 402.74(1) pm 

c = 894.63(3) pm 

Cell volume V = 0.1451(1) nm3 

Z 2 

Data points 4600 

Reflections 302 (total) 

Atomic variables 6 (main phase) 

d range 0.710 – 8.948 

RP, RwP, RF², χ2 0.0465, 0.0630, 0.0378, 1.757 

  

Atomic parameters  

Eu  2c (¼, ¼, z)  z = 0.1608(2) Uiso = 39(5) pm2 

Mn  2b (¾, ¼, ½)  Uiso = 174(12) pm2 

P 2c (¼, ¼, z)  z = 0.655(1) Uiso = 211(19) pm2 

F 2a (¾, ¼, 0)   Uiso = 170(40) pm2 

 

Figure 5.3: Rietveld fit of EuMnPF at 297 K. 
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Bond lengths  

Eu–F 247.5(1) × 4 

Mn–P 244.4(6) × 4 

Mn–Mn 284.8(1) × 4 

  

Bond angles  

P–Mn–P 111.0(1) × 2 108.7(1) × 4 

Eu–F–Eu 108.9(1) × 2 109.8(1) × 4 

Table 5.1: Crystallographic data of EuMnPF at 297 K. 
 

5.3 Magnetism 

EuMnPF is paramagnetic in the temperature range between 1.8 and 380 K (Figure 

5.4). A kink in the inverse susceptibility is visible at ~ 25 K, probably arising from the 

antiferromagnetic ordering of the EuMn2P2 impurity phase (TN = 17.5 K, neff = 7.87) .[128] 

The inverse susceptibility was fitted with the extended Curie-Weiss law (60 − 380 K) 

described in Chapter 2.6 to obtain the following parameters: 

χ0 = 0.0046(1) cm3·mol−1, neff = 7.90(1), Θ = −4.6(1) K. The effective moment of 

7.90 μB per formula unit is in good agreement with the expected value for Eu2+ (f 7) of 

7.94 μB but lower than the moment expected for both Eu2+ and Mn2+, which is 

(7.94 + 5.92)½ μB = 9.90 μB. This points to an antiferromagnetic ordering of the Mn2+ 

sublattice at least below 380 K. This would also be in line with neutron powder dif-

fraction experiments on BaMn2P2.
[129] BaMn2P2 crystallises in the ThCr2Si2-type struc-

ture and contains identical MnP4/4 tetrahedral layers as EuMnPF and also the 

Mn−Mn-distances of 285 pm in BaMn2P2 are almost identical to those in EuMnPF. In 

BaMn2P2, the Mn2+ atoms are ordered antiferromagnetically in a G-type pattern 

(Chapter 21.4) with an ordered magnetic moment of 4.2(1) μB per Mn2+ ion at 293 K. 

Susceptibility measurements of BaMn2P2 revealed antiferromagnetic ordering at 

least below 750 K. The closely related ZrCuSiAs-type compound LaMnPO also ex-

hibits antiferromagnetic ordering of the Mn2+ ions at least up to 375 K. The magnetic 

ordering presumably is of the C-type with the spins aligned along c. The refined or-

dered magnetic moment is 2.26(2) μB per Mn2+ ion at room temperature.[130]  
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These findings strongly suggest that also in EuMnPF, the Mn2+ sublattice is already 

antiferromagnetically ordered at room temperature, possibly with the same spin 

structure as in LaMnPO. 

 

 

 

 

In summary, EuMnPF is not superconducting above 1.8 K and unlike the iron pnic-

tides with their weak magnetism at the iron centres, the Mn2+ atoms of EuMnPF 

seem to exhibit a strong, localised magnetism. EuMnPF is a paramagnetic metal in 

the whole temperature range with the magnetism arising from the Eu2+ atoms. The 

spins of the Mn-atoms are probably antiferromagnetically ordered below a TN of 

more than 380 K in spite of Mn−Mn bond lengths of only 285 pm, which is roughly 

the same as the Fe−Fe bond lengths in LaFePO (280 pm). To date, only EuFeAsF[123] 

with a SDW anomaly below 153 K is known as a ZrCuSiAs-type compound with 

similar (FEu)+ tetrahedral layers. The hypothetical compounds EuFePF and 

EuMnAsF, however, are not known to exist. 

 

 

Figure 5.4: Susceptibility, inverse susceptibility and 
magnetisation isotherms of EuMnPF. 
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6. REZnPO 

A closer look at the REZnPO compounds (RE = La, Ce, Pr) might be at first a glance 

beyond the main subject because these compounds are no iron pnictides and thus 

presumably no superconductors. Yet they share certain properties with the 1111 

superconductors. Apart from an identical 1111 stoichiometry, the so-called 

α-polymorphs of REZnPO crystallise in the same structure type (ZrCuSiAs). Thus in 

α-REZnPO, edge-sharing, anion centred rare earth oxide tetrahedra alternate with 

edge-sharing zinc phosphide tetrahedra (Figure 6.1, left). 

But these materials are particularly interesting because they possess four more va-

lence electrons per formula unit than REFePO (assuming localised, non-participating 

RE-f electrons) and still two more valence electrons than LaNiPO. This leads to ap-

parent differences in the physical properties of these materials: Firstly, unlike 

REFePO or LaNiPO, the REZnPO compounds CeZnPO and PrZnPO show a dimor-

phism, which means they possess β-forms that crystallise in a rhombohedral struc-

ture (Figure 6.1 right) .[131] Secondly, also their tetragonal α-forms are quite different 

from the pnictide oxides. That even has consequences for their appearance. While 

LaNiPO and REFePO crystallise as black platelets with metallic lustre, α-REZnPO 

forms translucent yellow to red plate-like crystals and β-REZnPO translucent red 

platelets (Figure 6.1, top). This means that while LaNiPO and REFePO are metals in 

their normal state, both α- and β-REZnPO appear to be optical semiconductors,XIV 

which may be expected because they are valence compounds according to 

RE3+Zn2+P3−O2−. But there is more to it: the exact colour of α- and β-REZnPO obvi-

ously depends on the rare earth element. The electronic structures of α- and 

β-CeZnPO as well as α- and β-PrZnPO were therefore calculated, analysed and re-

lated to the physical and optical properties of these substances. 

 

                                                
 
XIV In the context of this dissertation, the term optical semiconductor denotes a semicon-
ductor with a band gap between ~ 1.6 and 3.3 eV, i.e. in the region, where visible light is 
absorbed (~ 780 nm down to ~ 380 nm). 
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6.1 Computational details 

DFT calculations were performed according to Chapter 2.1. In case of the LMTO 

calculations, reciprocal space integrations were performed with the tetrahedron 

method, using 1088 irreducible k-points out of 13500 (30 × 30 × 15 mesh) for te-

tragonal α-PrZnPO and 1469 irreducible k-points out of 15625 (25 × 25 × 25 mesh) 

for rhombohedral β-PrZnPO in the Brillouin zone. The basis sets consisted of 

Pr-6s/[6p]/5d, Zn-4s/4p/3d, P-3s/3p/[3d] and O-[3s]/2p/[3d]. Orbitals given in square 

brackets were downfolded. The band structure calculations of LaFePO, LaNiPO and 

LaZnPO were performed analogously. Pr-4f orbitals were omitted from the calcula-

tions and treated as core states because of their unsatisfactory description by 

LSDA. For the WIEN2k calculations, the total energies and charge densities of the 

SCF cycles converged to residual changes smaller than 1·10−4 Ry·cell−1. 630 k-points 

(α-PrZnPO, 28 × 28 × 12 mesh) or 891 k-points (β-PrZnPO, 21 × 21 × 21 mesh) were 

used in the irreducible wedges of the Brillouin zones. The basis sets consisted of 

2089 or 2724 plane-waves for α-PrZnPO and β-PrZnPO, respectively, up to a cut-off 

rmt·kmax ≈ 8.0. The atomic sphere radii rmt were 2.32 (Pr), 2.48 (Zn), 2.2 (P) and 2.05 au 

(O) for α-PrZnPO and 2.35 (Pr), 2.4 (Zn), 2.13 (P) and 2.09 au (O) for β-PrZnPO. 
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6.2 Electronic structure 

In comparison with the superconductors LaFePO and LaNiPO, the REZnPO com-

pounds are non-metals with an optical band gap, while LaFePO and LaNiPO are 

metals in their normal state. This is a direct result of the higher number of valence 

electrons in Zn compared to Fe and Ni, which results in the Zn-3d orbitals being fully 

occupied and energetically far below the Fermi level. The properties of REZnPO are 

therefore dominated by the P-3p and Zn-4s orbitals and the energy gap between the 

 

Figure 6.1: Top: α-PrZnPO and β-PrZnPO single crystals. Bottom: 
Crystal structures of α-REZnPO (left) and β-REZnPO (right). 
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corresponding bands. Sections of the LMTO band structures of LaFePO, LaNiPO 

and LaZnPO in comparison are shown in Figure 6.2. 

 

 

The LMTO total density of states (DOS) for α- and β-PrZnPO, as well as the COHP 

diagrams of selected bonds are shown in Figure 6.3. Pr-4f orbitals were excluded 

from the calculations for clarity. As expected from the crystal colour and also optical 

measurements of these compounds, there are energy gaps at the Fermi level for 

both polymorphs. However, the calculated gaps are much smaller than the meas-

ured ones, which is a well-known issue of DFT band structure methods. 

 

 

Figure 6.2: Section of the band structure of tetragonal LaFePO, LaNiPO and LaZnPO in 
comparison. TM-d bands are emphasised. 



Chapter 6: REZnPO 

 84 

 

The magnitude of the calculated gap is smaller in the β-polymorph, which is in 

agreement with the observed colours. The valence bands are very similar in both α- 

and β-PrZnPO, which is also sensible from a chemical point of view, as these bands 

possess mainly P-3p (Zn–P bonding) character. But the conduction bands are re-

markably different. Both bands have mainly Zn-4s character, but a significant contri-

bution of Pr-5d occurs in β-PrZnPO, which is not the case in α-PrZnPO. As it can be 

recognised from the COHPs, the valence states around 1.5 eV are Pr–O anti-

bonding and the question arises, why these states have lower energy in the case of 

β-PrZnPO. A detailed analysis of the eigenvectors revealed mixing of Pr-5d orbitals 

with the very diffuse Zn-4s orbitals to a certain extent. This interaction has bonding 

character and consequently decreases the energy of the Zn-4s conduction band. 

This effect is even more pronounced for the β-polymorph, where the Zn–Pr distance 

is about 15 pm shorter. As a consequence, the optical transition is 

P-3p → Zn-4s + Pr-5d and differences in the Pr-5d contribution determine the mag-

 

Figure 6.3: LMTO DOS and COHP diagrams of selected bonds for α- and β-PrZnPO. 
The Fermi level is defined as energy zero. 
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nitude of the gap and therefore the colour. On the basis of these considerations, it is 

understandable, why the band gaps of the β-REZnPO compounds are without ex-

ception smaller than those of the α-REZnPO compounds and, as a result, why the 

colours are so different. 

In order to get physically correct magnetic insulating ground states of α- and 

β-PrZnPO, spin-polarised FP-LAPW calculations with LSDA+U or EECE corrections 

for the strongly correlated 4f electrons were performed. The calculated magnetic 

moment corresponds to two unpaired electrons per Pr3+ ion in agreement with the 

experimental data. Also in these calculations, the obtained band gaps are much too 

small. Hybridisation of Zn-4s with Pr orbitals of the lowest conduction band level 

can also be observed here; only the difference is that the 4f orbitals of Pr contribute 

additionally to this band. Figure 6.4 shows sections of the band structure of 

α-PrZnPO. A direct optical band gap occurs at the Γ point and it is this lowest con-

duction band, which mainly determines the energy gap of the compound. It pos-

sesses strong Zn-4s character, but the lowering of the energy of this band along 

M−Γ and Z−Γ is a direct consequence of the weak mixing with Pr-5s and -4f orbitals 

in a bonding manner. This can be illustrated by a partial electron density map of the 

first unoccupied energy level at the Γ point, which is shown in Figure 6.5. The large 

contribution of Zn-4s orbitals is visible there, slightly mixed with Zn-3dz². Additional-

ly, the electron density of this energy level connects the Zn- and Pr-atoms by form-

ing a crystal orbital consisting of Zn-4s + Pr-5d + Pr-4f. This weak bonding interac-

tion determines the exact magnitude of the band gap. Similar observations have 

been made for the course of the Zn-4s + Y-4d bands of YZnPO (not depicted). 
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These results show how the optical gap of REZnPO is directly related to the rare 

earth component. So it can be explained qualitatively, why these gaps are so differ-

ent. This would not be the case if the optical transition was only P-3p → Zn-4s. The 

reason for this variance is that the diffuse Zn-4s orbitals slightly hybridise with the 

5d- and 4f-orbitals of the rare earth element and thus the energy is altered according 

to the magnitude of this mixing. The mixing is much stronger for the rhombohedral 

compounds due to better RE–Zn overlap and consequently the optical gaps are 

generally smaller in β-REZnPO. This is in excellent agreement with the observation 

that the colours of all known rhombohedral compounds are darker than those of the 

corresponding tetragonal polymorphs, e.g. rhombohedral β-CeZnPO is dark red, 

whereas tetragonal α-CeZnPO is amber and β-PrZnPO is red, while α-PrZnPO is 

yellow. 

 

 

Figure 6.4: Section of the band structure of α-PrZnPO, calculated with the LSDA+U 
method (WIEN2k). The direct optical gap at the Γ point is visible. 
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6.3 Volume optimisations 

Volume optimisations were performed for both tetragonal α-PrZnPO and rhombohe-

dral β-PrZnPO. The relative energy dependence of both polymorphs of the lattice 

parameters is depicted in Figure 6.6. The calculated energy difference between 

α-PrZnPO and β-PrZnPO is 10.7 kJ·mol−1, β-PrZnPO being the more stable poly-

morph. The calculated energy minimum of α-PrZnPO was found for the lattice pa-

rameters a = 397.3 pm and c = 887.3 pm (V = 0.1401 nm3) – lattice parameters ob-

tained by single crystal data were a = 399.3(2) pm, c = 877.2(7) pm and 

V = 0.1399 nm3. While the calculated cell volume differs only by 0.1 % from the ex-

perimental crystal structure for the α-polymorph, the c ⁄ a ratio difference is slightly 

more pronounced (1.7 %) but in the normal range for structure optimisations of this 

kind. The calculated energy minimum of β-PrZnPO was found for the lattice parame-

 

Figure 6.5: Calculated partial electron density map of α-PrZnPO, generated from the 
lowest conduction band level at the Γ point (marked as k1 in Figure 6.4). The large diffuse 
Zn-4s orbital hybridises with the Pr-5d and 4f orbitals and generates a weak Pr–Zn 
bonding crystal orbital (unoccupied). The energy of Zn-4s is lowered by this 
hybridisation. 
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ters a = 397.3 pm and c = 3111 pm (V = 0.4253 nm3) – crystallographic values were 

a = 399.0(2) pm, c = 3108(1) pm and V = 0.4285 nm3.[131] The relative differences in 

the cell volume and c ⁄ a ratio between the calculated model and experimental crys-

tal structure are thus only 0.7 % and 0.5 %, respectively. 

 

 

 

 

In summary, DFT band structure calculations of REZnPO show a similarity between 

the valence bands of the tetragonal (α) and rhombohedral (β) polymorph, as they 

possess mainly P-3p character. In both cases, the conduction bands have mainly 

Zn-4s character, but a significant contribution of RE-5d occurs in rhombohedral 

REZnPO, which is responsible for a smaller optical band gap in these compounds. 

Variations of the energy gaps of tetragonal REZnPO can be explained by hybridisa-

tion of Zn-4s + RE-5d + RE-4f orbitals for the conduction band. DFT volume optimi-

sations of α- and β-PrZnPO show β-PrZnPO to be more stable by 10.7 kJ·mol−1. 

 

Figure 6.6: Energy dependence of α-PrZnPO (left) and β-PrZnPO (right) from the lattice 
parameters a and c. Black diamonds: DFT calculations. 
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7. Ba1−xKxFe2As2 

At the time of the discovery of the 4 K superconductor LaFePO in 2006,[98] Kamihara 

had proposed that the lanthanide oxide layers of this compound were a necessary 

prerequisite for superconductivity. Moreover, these layers should provide the charge 

carriers necessary for superconductivity in a similar manner as in the cuprates. 

However, soon after it could be shown by band structure calculations of LaFePO[99] 

that the energy of both the lanthanum as well as the oxygen atoms are too far from 

the Fermi level and that the features around the Fermi level are therefore dominated 

by the iron and pnicogen atoms. This is also expected from a chemical point of view 

(see Chapter 1.1.1). Furthermore, in contrast to the undoped cuprates, LaFePO is a 

metal in its normal state. 

This led to the idea, that another well-known structure type provides very similar 

structural and electronic conditions. The ternary iron pnictides BaFe2P2
[132] and 

BaFe2As2
[133] with the tetragonal ThCr2Si2-type (actually BaZn2P2-type[134], XV) struc-

tures[135] (space group I4/mmm) contain practically identical layers of edge-sharing 

FePn4/4 tetrahedra, but they are separated by Ba2+ ions instead of (OLa)+ sheets. Fig-

ure 7.1 shows both structures in comparison. However, in the large family of 

ThCr2Si2-type compounds, superconductivity had been known to occur scarcely and 

only at temperatures below 5 K.[136] Examples are LaIr2Ge2, LaRu2P2, YIr2−xSi2+x, and 

BaNi2P2.
[137] BaFe2P2 in particular does not become superconducting (see also Chap-

ter 4.1.1 in [86]). The whole image has changed with the discovery of superconduc-

tivity in F-doped LaFeAsO at 26 K.[14] In contrast to LaFePO, which is superconduct-

ing even as a stoichiometric compound, undoped LaFeAsO is no superconductor 

but exhibits anomalies in the resistivity and magnetic susceptibility, which are linked 

to a spin-density wave anomaly (Chapter 1.1.2). By looking at the magnetic suscep-

tibility data of BaFe2As2,
[138] which had been recorded back in 1983, remarkably simi-

lar susceptibility data to undoped LaFeAsO can be found.[14] Both compounds show 

                                                
 
XV Despite ThCr2Si2 and BaZn2P2 being isopointal (see glossary), according to the IUCr no-
menclature they are not strictly isotypic because of the presence of Si−Si bonds in ThCr2Si2 
leading to different chemical and physical characteristics of the corresponding Si atoms. 
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an anomaly in their susceptibility at 140 K and 150 K, respectively. BaFe2As2 was 

therefore synthesised by Rotter [139] and investigated in further detail. 

 

 

7.1 Undoped BaFe2As2 

7.1.1 Crystal structure 

Figure 7.2 shows the powder pattern of BaFe2As2, which could be completely fitted 

with a single phase. Subsequently, X-ray powder patterns of BaFe2As2 between 297 

and 20 K were recorded. Several reflections broaden below 140 K and clearly split 

with further decreasing temperature. The patterns below 136 K were indexed with an 

orthorhombic, F-centred unit cell (aortho =  · atetra − δ; bortho =  · btetra + δ; 

cortho ≈ ctetra; δ ≈ 5 pm). The low-temperature data could be refined in the space 

group Fmmm. Figure 7.3 shows the Rietveld fit of the data at 20 K. 

 

 

Figure 7.1: Crystal structures of LaFeAsO and BaFe2As2 in comparison. 
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The continuous transition of the (1 1 0) and (1 1 2) reflections of the diffraction pattern 

between 150 and 40 K as well as the variation of the lattice parameters is depicted 

in Figure 7.4. The space group Fmmm is a maximal subgroup of I4/mmm, thus a 

second-order phase transition would be in agreement with this data (refer also to 

Chapter 8.2). In terms of group theory, the transition I4/mmm → Fmmm is transla-

 

Figure 7.2: Rietveld fit of BaFe2As2 at 297 K (space group I 4/mmm). 
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Figure 7.3: Rietveld fit of BaFe2As2 at 20 K (space group Fmmm). 
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tionengleich with index two. The symmetry reduction tree is depicted in Figure 7.5. 

Crystallographic data are summarised in Table 7.1 

 

 

The main effect of the phase transition appears in the Fe–Fe distances, where four 

equal bonds of 280.2 pm length split into two pairs of 280.8 and 278.7 pm length. 

This supports the idea that the Fe–Fe interactions are strongly involved in the SDW 

anomaly and play a certain role for the properties of BaFe2As2.  

 

Temperature 297 K 20 K 

Diffractometer HUBER G670 (Cu-Kα1) HUBER G670 (Cu-Kα1) 

Rietveld package GSAS GSAS 

Space group I4/mmm Fmmm 

Lattice parameters a = 396.25(1) pm 

c = 1301.68(3) pm 

a = 561.46(1) pm 

b = 557.42(1) pm 

c = 1294.53(3) pm 

Cell volume V = 0.20438(1) nm3 V = 0.40514(2) nm3 

Z 2 4 

Data points 8700 8675 

Reflections 50 74 

Atomic variables 4 4 

Profile parameters 4 4 

 

Figure 7.4: Splitting of the (1 1 0) and (1 1 2) reflections and variation of the lattice 
parameters with temperature. Values for the tetragonal phase above 140 K are multiplied 
by  for comparability. 2
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d range 0.979 – 6.508 0.981 – 6.473 

RP, RwP, RF², χ2 0.0273, 0.0358, 0.0522, 1.431 0.0283, 0.0365, 0.0576, 1.392 

   

Atomic parameters   

Ba 2a (0, 0, 0) 

Uiso = 95(5) pm2 

4a (0, 0, 0) 

Uiso = 69(5) pm2 

Fe 4d (½, 0, ¼) 

Uiso = 57(6) pm2 

8f (¼, ¼, ¼) 

Uiso = 64(4) pm2 

As 4e (0, 0, z) 

z = 0.3545(1) Uiso = 99(5) pm2 

8i (0, 0, z) 

z = 0.3538(1) Uiso = 65(5) pm2 

   

Bond lengths   

Ba–As 338.2(1) × 8 336.9(1) × 4 338.5(1) × 4 

Fe–As 240.3(1) × 4 239.2(1) × 4 

Fe–Fe 280.2(1) × 4 280.7(1) × 2 278.7(1) × 2 

   

Bond angles   

As–Fe–As 111.1(1) × 2 108.7(1) × 4 111.6(1) × 2 108.7(1) × 2 

108.1(1) × 2 

Table 7.1: Crystallographic data of BaFe2As2 at 297 K and 20 K. 
 

 

These results clearly prove a structural distortion in BaFe2As2. Apart from this struc-

tural analogy to LaFeAsO, also the electron count of the FeAs layers in BaFe2As2 and 

 

Figure 7.5: Bärnighausen tree of the structural phase transition in BaFe2As2. 
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LaFeAsO are identical because in both cases, one electron is transferred to FeAs 

according to (Ba0.5)
+ (FeAs)− and (LaO)+ (FeAs)−, respectively. Therefore, the nature of 

the structural transition is analogous to that in LaFeAsO, where a transition from the 

tetragonal space group P4/nmm to the orthorhombic space group Cmme occurs.[114] 

Both transitions are connected with SDW instabilities within the iron layers. 

 

7.1.2 Magnetic ordering 

Undoped LaFeAsO does not only undergo a structural phase transition around 

150 K[114] but also shows anomalies in the specific heat, electrical resistance, and 

magnetic susceptibility at this temperature. Antiferromagnetic ordering of the mag-

netic moments was found below TN = 134 K by neutron scattering.[31] Electron doping 

with fluoride or oxygen deficiency, as well as hole doping with strontium, suppress 

both the phase transition and the magnetic ordering. The tetragonal phase becomes 

superconducting at TC = 25 – 41 K in these compounds.[14, 140] 
57Fe Mössbauer spectra of BaFe2As2 at 298, 77, and 4.2 K were recorded using the 

setup described in Chapter 2.8. They are shown in Figure 7.6 together with the 

transmission integral fits. The corresponding fitting parameters are listed in Table 

7.2. 

At room temperature, a single signal at an isomer shift of δ = 0.31 mm·s−1 was ob-

served. Although the iron atoms have non-cubic site symmetry, no quadrupole split-

ting had to be considered for the fits. The observed isomer shift is slightly smaller 

than in SmFeAsO0.85
[141] and LaFeAsO.[102]  

At 77 K, i.e. well below the transition temperature, a significant hyperfine field split-

ting was observed with a hyperfine field value of 5.23(1) T, which is even slightly 

larger than the hyperfine field observed in LaFeAsO (4.86 T) .[102b] A very small quadru-

pole splitting parameter of −0.03(1) mm·s−1 was included in the fits. This parameter 

accounts for the small tetragonal-to-orthorhombic structural distortion and a similar 

value has also been observed for the SDW system LaFeAsO below the transition 

temperature.[102a]  

The quadrupole splitting parameter then slightly increases to −0.04(1) mm·s−1 at 

4.2 K (Table 7.2). The hyperfine field at the iron nuclei is 5.47(1) T and the corre-

sponding magnetic moment was estimated to be 0.4 μB per iron atom. 
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Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) Bhf (T) 

295 0.31(1) 0.32(1)   

77 0.43(1) 0.33(2) −0.03(1) 5.23(1) 

4.2 0.44(1) 0.25(1) −0.04(1) 5.47(1) 

Table 7.2: Fitting parameters for 57Fe Mössbauer spectroscopy data of LaFePO. δ: 
isomer shift; Γ: experimental line width; ΔEQ: quadrupole splitting parameter; B hf: 
hyperfine field. 
 

7.1.3 Resistivity, susceptibility and specific heat 

In order to scrutinise the phase transition at about 150 K, the specific heat of 

BaFe2As2 was measured between 3 and 200 K according to the method described in 

Chapter 2.9. As can be clearly seen in Figure 7.7 (right), a pronounced anomaly of Cp 

at 140 K is visible. The characteristic lambda-like shape of the peak points to a se-

cond-order transition, as it is typical for magnetic ordering or a displacive structural 

change. From the inflection point of the anomaly, a transition temperature of 

 

Figure 7.6: 57Fe Mössbauer spectra of BaFe2As2. 
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139.9(5) K was extracted. In the low-temperature region, the specific heat is of the 

form Cp = γ·T + β·T 3, where γ is the electronic and β is the lattice contribution. The 

Debye temperature ΘD can be estimated from the equation β = (12π4·n·kB) ⁄ (5·ΘD
3 ), 

where kB is the Boltzmann constant and n is the number of atoms per formula unit 

(see also Chapter 2.9). From a Cp ⁄ T vs. T 2 plot between 3.1 and 14 K (not depicted), 

γ = 16(2) mJ·K−2·mol−1, β = 2.0(5) mJ·K−4·mol−1 and ΘD = 134(1) K were determined. 

 

 

The temperature dependence of the DC electrical resistance is depicted in Figure 

7.7 (left). BaFe2As2 is a poor metal with a relatively high resistance of about 1 mΩ·cm 

at room temperature, which decreases only slightly on cooling. At 140 K, the re-

sistance drops abruptly at first but then decreases monotonically to 0.2 mΩ·cm at 

10 K. This behaviour corresponds to that of undoped LaFeAsO, where the re-

sistance is of the same magnitude at room temperature and drops in a similar fash-

ion.[118] 

 

Also the general magnetic properties of BaFe2As2 and their response to the phase 

transition have been investigated. BaFe2As2 shows weak and only slightly tempera-

ture-dependent paramagnetism, which is several orders of magnitude too high for 

Pauli-paramagnetism. Below 140 K, χ drops at first but it increases again below 

100 K. At temperatures above ~ 250 K, the magnetic susceptibility increases linearly 

with temperature. A similar magnetic behaviour had already been described by 

 

Figure 7.7: Left: DC electrical resistance (I = 100 μA). Left inset: Magnetic susceptibility 
of BaFe2As2 measured at 5 kOe. Right: Heat capacity (Cp) vs. temperature of BaFe2As2. 
The right inset highlights the features between 130 and 145 K. 

C

C



Chapter 7: Ba1−xKxFe2As2 

 97 

Pfisterer.[138] The observed linear increase of susceptibility with temperature mean-

while is commonly attributed to itinerant electron antiferromagnetic spin fluctua-

tions.[120] 

 

 

In conclusion, regarding the previously described structural and electronic proper-

ties of BaFe2As2 and its similarity to undoped LaFeAsO, BaFe2As2 is a very promis-

ing candidate for superconductivity for both structural and electronic reasons. 

BaFe2As2 exhibits a similar SDW anomaly at 140 K as LaFeAsO does at 150 K.XVI 

Since a SDW instability is thought to be an important prerequisite for high-TC super-

conductivity in the iron arsenides, these results strongly suggest that BaFe2As2 can 

serve as a parent compound for a new, oxygen-free class of iron arsenide super-

conductors with ThCr2Si2-type structure. All these results indicate that superconduc-

tivity in BaFe2As2 can either be induced by electron or hole doping, which would 

prove that superconductivity originates only from the iron arsenide layers, regardless 

of the separating sheets. Even more, superconductivity in doped BaFe2As2 would 

open new avenues to further high-TC materials in the large family of ThCr2Si2-type 

compounds. Only shortly after these discoveries, superconductivity could indeed be 

induced in BaFe2As2 by hole doping with potassium (see next chapter). 

 

7.2 Optimally doped Ba0.6K0.4Fe2As2 

The fact that BaFe2As2 is an excellent candidate for inducing superconductivity has 

already been discussed in Chapter 7.1. The crystal structure of BaFe2As2 is shown in 

Figure 7.1 (right). This ternary arsenide contains FeAs layers identical to LaFeAsO, 

moreover with the same charge, and exhibits a SDW anomaly likewise. In this chap-

ter, superconductivity in BaFe2As2 induced by hole doping is subject of discussion. It 

was achieved by partial substitution of the barium by potassium ions.  

As stated above, undoped BaFe2As2 is a poor metal that undergoes simultaneous 

structural and magnetic phase transitions at 140 K, accompanied by strong anoma-

                                                
 
XVI Yet, in contrast to LaFeAsO (Chapter 1.1.2) or SrFeAsF (Chapter 4.3), the structural and 
magnetic phase transitions occur at the same temperature. 



Chapter 7: Ba1−xKxFe2As2 

 98 

lies in the specific heat, electrical resistance, and magnetic susceptibility. In the 

course of this phase transition, the space group symmetry changes from tetragonal 

(I4/mmm) to orthorhombic (Fmmm). Based on these findings, one can expect super-

conductivity in doped BaFe2As2. However, first attempts to realise electron doping 

by lanthanum substitution were unsuccessful – the required doping level could not 

be achieved. Then, hole doping by substituting the Ba2+ cations for K+, which has a 

similar ionic radius, was tried. In order to achieve doping levels of 0.15 – 0.2 elec-

trons per FeAs unit, 30 % to 40 % of the barium ions had to be exchanged for po-

tassium ions. This also seemed possible, because isostructural KFe2As2 had been 

known to exist.[142] Ba1−xKxFe2As2 (x = 0.3 and 0.4) were successfully prepared by 

heating stoichiometric mixtures of the elements in alumina crucibles sealed in silica 

tubes under an atmosphere of purified argon.[133, 142] Synthesis details can be found 

elsewhere.[139, 143] 

 

7.2.1 Crystal structure 

Rietveld refinements of the powder data were performed with the GSAS package. 

While the pattern of BaFe2As2 could be completely fitted with a single phase, in the 

samples of KFe2As2 and Ba1−xKxFe2As2, FeAs (Westerveldite)[144] was detected as im-

purity phase. It was included in the refinement and quantified to 6(1) at%. The sub-

stitution of 40 % barium for potassium could be clearly proved by the refinement of 

the site occupation parameters in the Rietveld fit of Ba0.6K0.4Fe2As2 (Figure 7.8). A 

summary of the crystallographic data is compiled in Table 7.3. 

As mentioned above, a crucial aspect of the LaFeAsO superconductors is the sup-

pression of the SDW anomaly by doping. Therefore, also the X-ray powder pattern of 

Ba0.6K0.4Fe2As2 at 20 K was measured. No broadening or splitting of the diffraction 

peaks as previously found in BaFe2As2 below 140 K could be detected. The inset of 

Figure 7.8 shows the temperature dependence of the (1 1 0) reflection of BaFe2As2 

and Ba0.6K0.4Fe2As2 in comparison. The diffractogram of Ba0.6K0.4Fe2As2 measured at 

20 K was successfully refined by using starting parameters from the undistorted te-

tragonal structure (space group I4/mmm). Table 7.3 shows almost identical crystal-

lographic data of Ba0.6K0.4Fe2As2 at 297 and 20 K, respectively. Thus it is evident, 

that potassium doping has suppressed the structural transition in BaFe2As2. 
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Temperature 297 K 20 K 

Diffractometer STOE STADI P (Mo-Kα1) HUBER G670 (Cu-Kα1) 

Rietveld package GSAS GSAS 

Space group I4/mmm I4/mmm 

Lattice parameters a = 391.70(1) pm 

c = 1329.68(1) pm 

a = 390.90(1) pm 

c = 1321.22(4) pm 

Cell volume V = 0.20401(1) nm3 V = 0.20189(1) nm3 

Z 2 2 

Data points 5499 8790 

Reflections 405 127 

Atomic variables 5 5 

Profile parameters 10 10 

d range 0.639 – 6.648 0.971 – 6.606 

RP, RwP, RF², χ2 0.0202, 0.0258, 0.026, 1.347 0.0214, 0.0283, 0.093, 1.816 

 

Figure 7.8: Rietveld fit of Ba0.6K0.4Fe2As2 at 297 K (space group I 4/mmm). 
Inset: (1 1 0) reflections of BaFe2As2 and Ba0.6K0.4Fe2As2 on cooling. 



Chapter 7: Ba1−xKxFe2As2 

 100 

Atomic parameters   

K, Ba 2a (0, 0, 0) 

Uiso = 130(8) pm2 

2a (0, 0, 0) 

Uiso = 89(8) pm2 

Fe 4d (½, 0, ¼) 

Uiso = 47(4) pm2 

4d (½, 0, ¼) 

Uiso = 84(7) pm2 

As 4e (0, 0, z) 

z = 0.3538(1) Uiso = 70(3) pm2 

4e (0, 0, z) 

z = 0.3538(1) Uiso = 76(7) pm2 

K:Ba ratio 42(1) : 58(1) 38(1) : 62(1) 

   

Bond lengths   

Ba–As 338.4(1) × 8 337.2(1) × 8 

Fe–As 239.6(1) × 4 238.8(1) × 4 

Fe–Fe 277.0(1) × 4 276.4(1) × 4 

   

Bond angles   

As–Fe–As 109.7(1) × 2 109.4(1) × 4 109.9(1) × 2 109.3(1) × 4 

Table 7.3: Crystallographic data of Ba0.6K0.4Fe2As2 at 297 K and 20 K. 
 

7.2.2 Resistivity and magnetism 

Also the electrical resistance of Ba1−xKxFe2As2 (x = 0, 0.4 and 1.0) has been meas-

ured according to the method described in Chapter 2.7.1. As depicted in Figure 7.9, 

BaFe2As2 has the highest resistance at room temperature and shows a drop at 

140 K, which is linked to the SDW anomaly (see also Chapter 7.1). In contrast to 

this, the resistance of KFe2As2 is considerably smaller and decreases smoothly with 

temperature, as it is characteristic for a normal metal. The resistance of K-doped 

Ba0.6K0.4Fe2As2 is similar to that of KFe2As2 and does not show any sign of an 

anomaly at any temperature in agreement with the structural data. However, the re-

sistance drops abruptly to zero at ~ 38 K, which clearly indicates superconductivity. 

Figure 7.10 (left) shows details of this transition. By using the 90 : 10 criterion, the 

midpoint of the resistive transition was determined as 38.1 K and the transition 

width as 1.5 K. The first deviation from the extrapolated resistance is at ~ 39 K, and 

zero resistance is achieved at 37.2 K. Consequently, superconductivity in 

Ba0.6K0.4Fe2As2 is completely analogous to that in LaFeAsO materials, but it could be 

achieved in an oxygen-free compound with ThCr2Si2-type structure. The TC of 38 K 
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also is the highest critical temperature, which has been observed in any hole-doped 

iron arsenide superconductor so far [25 K in (La1−xSrx)FeAsO] .[140b]  

 

 

 

In order to confirm superconductivity, the magnetic susceptibility of finely ground 

powder of Ba0.6K0.4Fe2As2 was measured according to the method described in 

Chapter 2.6.1. Zero-field-cooled (shielding) and field-cooled (Meissner) cycles 

measured at 10 and 5 Oe are shown in Figure 7.10 (right). The sample becomes di-

amagnetic at 38.3 K and shows 10% of the maximum shielding at 37.2 K. The zero-

field-cooled branches of the susceptibilities measured at 10 and 5 Oe are almost 

identical and amount to −0.94 at 1.8 K, which is close to ideal diamagnetism 

 

Figure 7.9: Resistivity of Ba1−xKxFe2As2 (x = 0, 0.4 and 1.0). 

 

Figure 7.10: Left: Resistivity transition of Ba0.6K0.4Fe2As2. Left inset: First derivative of 
transition. Right: Shielding and Meissner measurements of Ba0.6K0.4Fe2As2. 
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(4πχ = −1). The Meissner effect depends on the applied field and the measured sus-

ceptibility volume fractions at 1.8 K are −0.64 at 5 Oe and −0.3 at 10 Oe. These val-

ues of the shielding and Meissner fractions should be considered as estimates due 

to uncertainties regarding the density of the compacted powder and demagnetisa-

tion effects. However, the susceptibility data unambiguously prove bulk supercon-

ductivity of the Ba0.6K0.4Fe2As2 sample. Magnetisation isotherms of Ba0.6K0.4Fe2As2 at 

various temperatures were also recorded (Figure 7.11). They show that 

Ba0.6K0.4Fe2As2 is a type-II superconductor with a high Hc1 (T = 0 K) of more than 

1.3 kOe and a very high Hc2 (T = 0 K) of far more than the SQUID magnetometer limit 

of 50 kOe. The temperature dependence of the lower critical fields is depicted in the 

inset of Figure 7.11. 

 

The estimated upper critical field Hc2 (T = 0 K) of Ba0.6K0.4Fe2As2 is as high as 

2.3 MOe (i.e. B = 230 T)[145] according to the Werthamer-Helfand-Hohenberg (WHH) 

relation.[146] However, care has to be taken with such estimates, as the extrapolation 

is far too long regarding the field limits of superconducting and even of ultra strong 

hybrid or pulsed magnets. More recent studies showed that the WHH formula over-

estimates the curvature of Hc2 (T) for 122 superconductors and 600 – 750 kOe seem 

to be more realistic estimates of Hc2 (T = 0 K).[147] Anyhow, as of 2011, the magnitude 

 

Figure 7.11: Magnetisation isotherms of Ba0.6K0.4Fe2As2. 
Inset: Temperature dependence of Hc1. 
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of Hc2 is still a controversial topic.[148] However, 122 superconductors surprisingly 

have isotropic superconducting properties despite their two-dimensional Fermi sur-

faces and in contrast to the 1111 iron arsenide superconductors, which renders 

them attractive materials for practical application.[147b, 147c] 

 

 

 

In summary, the first member of a new family of iron arsenide superconductors has 

been discovered. Ba0.6K0.4Fe2As2 with the ThCr2Si2-type structure is a bulk super-

conductor with TC = 38 K. The structural and electronic properties of the parent 

compound BaFe2As2 are closely related to the properties of LaFeAsO. Supercon-

ductivity could be induced by hole doping and a significantly higher TC in compari-

son with hole-doped LaFeAsO was found. In contrast to previously stated opinions, 

these results suggest that hole doping is definitely a possible pathway to induce 

high-TC superconductivity, at least in these oxygen-free compounds. Further optimi-

sation may lead to even higher TCs in ThCr2Si2-type compounds, despite the fact 

that as of 2011, Ba0.6K0.4Fe2As2 remains the superconductor with the highest TC in 

the whole, meanwhile huge class[149] of 122 superconductors. Nevertheless, 

Ba0.6K0.4Fe2As2 already is an attractive material for both research and application. Its 

advantages of a simple structure, comparatively easy synthesis combined with the 

possibility to grow very large single crystals render it a highly valuable substance to 

examine the underlying physics. Therefore one can also expect a pathway towards 

better understanding of the superconducting mechanism in this and other iron pnic-

tide superconductors. But also certain properties such as its high upper critical field, 

isotropic superconductivity, cheap starting materials and stability in air leave 

Ba0.6K0.4Fe2As2 one of the best choices for practical application among all iron pnic-

tide superconductors so far. All this can be considered as a major breakthrough in 

superconductivity research since the discovery of the cuprates. 
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7.3 The solid solution series Ba1−xKxFe2As2 (x = 0 – 1) 

While the doping dependence of the structure and superconductivity has been in-

tensively studied for LaFeAsO-type compounds, such information had not been 

available for (Ba1−xKx)Fe2As2. In electron-doped REFeAsO1−δ (RE = La – Sm),[150] the 

critical temperatures increase with higher doping levels and with decreasing lattice 

parameters. Conversely, the hole-doped system (La1−xSrx)FeAsO also shows increas-

ing TCs with higher doping levels and this is accompanied by increasing lattice pa-

rameters.[151] However, all these results are limited by the fact that the exact oxygen 

or fluorine content in doped LaFeAsO compounds is unknown in most cases and 

furthermore, doping levels of more than x ≈ 0.2 have not been achieved yet. Moreo-

ver, the changes in the lattice parameters are very small and their significance is of-

ten uncertain. In contrast to this, the potassium-doped BaFe2As2 system provides a 

good opportunity for doping studies. 

 

In this chapter, the dependence of the crystal structures on the doping level and the 

phase diagram of the solid solution (Ba1−xKx)Fe2As2 are briefly discussed. A more de-

tailed discussion is beyond the scope of this dissertation and can be found in the 

original literature[152] and in [139]. 

The crystal structures of (Ba1−xKx)Fe2As2 were determined by Rietveld refinements of 

X-ray powder patterns at room temperature. Figure 7.12 shows the changes of the 

structure with potassium doping. The lattice parameters a and c change linearly with 

the potassium content over the whole range. The unit cell volume is constant within 

the experimental error, because the significant elongation of the c axis is almost 

compensated by the decrease of the a axis. Also the Fe−As and Ba(K)−As bond 

lengths remain unchanged. Both parameters vary by less than 0.4 % and are there-

fore not shown. 

In addition to the lattice parameters, the Fe−Fe bond length and the As−Fe−As bond 

angle ε change significantly (by 5 – 7 %) on doping. Both decrease linearly with in-

creasing potassium content, which means that the FeAs4 tetrahedra become more 

elongated along the c axis, and the iron atoms move closer together. Interestingly, ε 

becomes the ideal tetrahedral angle of 109.47° at x ≈ 0.4. Thus, the main effect of 
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doping on the crystal structure of (Ba1−xKx)Fe2As2 at room temperature are decreas-

ing As−Fe−As bond angles and concurrent shortenings of the Fe−Fe distances. 

 

 

Finally, the superconducting transition temperatures TC for x = 0 − 1 have been de-

termined via resistivity measurements and structural transitions have been deter-

mined by temperature-programmed powder diffraction. Superconductivity was de-

tected in all cases except for the undoped parent compound BaFe2As2, but the tran-

sition temperatures vary strongly. BaFe2As2 is a poor metal with a specific resistivity 

around 1 mΩ·cm at room temperature and it exhibits the previously discussed struc-

tural and magnetic phase transitions at 140 K (Chapter 7.1.3). At the smallest doping 

level of x ≈ 0.1, the resistance anomaly is not completely suppressed, but shifted 

towards a lower temperature. There is an abrupt drop in the resistance at approxi-

mately 3 K, which is the onset of superconductivity. The superconducting transition 

temperatures increase significantly up to 25 K, 36 K and 38 K for x = 0.2, 0,3 and 

 

Figure 7.12: Course of the lattice parameters, Fe–Fe bond lengths and 
As–Fe–As angles (ε) with nominal doping level. 
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0.4, respectively. Doping levels of x > 0.5 lead to a continuous decrease of TC down 

to 3.8 K in KFe2As2. The phase diagram in Figure 7.13 shows the superconducting 

critical temperatures (TC), as well as the phase transition temperatures (To) in 

(Ba1−xKx)Fe2As2. 

 

 

Superconductivity is found for all compositions except the parent compound 

BaFe2As2 and with TC > 30 K in the range x = 0.3 − 0.6 with a maximum of 38 K 

close to x = 0.4. The orthorhombically distorted crystal structure exists up to x = 0.2, 

where TC is approximately 25 K. According to these results, superconductivity co-

exists with the distorted orthorhombic structure and potentially with the antiferro-

magnetic state. A more detailed study of this underdoped region of the phase dia-

gram was therefore carried out. The results can be found in the next chapter. 

 

7.4 Underdoped Ba1−xKxFe2As2 (x = 0.1 – 0.3)  

In both the LaFeAsO (1111) and the BaFe2As2 (122) family, superconductivity 

evolves from poor metallic parent compounds with quasi two-dimensional tetrago-

 

Figure 7.13: Phase diagram of (Ba1−xKx)Fe2As2 with critical and phase transition 
temperatures. Dashed lines are guides for the eye. 
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nal crystal structures, which are subject to orthorhombic lattice distortions below 

certain transition temperatures (To). Static long-range antiferromagnetic ordering 

emerges with Néel temperatures (TN) well below To in LaFeAsO,[31] but very close to To 

in BaFe2As2 (Chapter 7.1). The structural and magnetic transitions of the parent 

compounds are strongly affected by doping of the FeAs layers either with electrons 

or holes, and superconductivity appears at certain doping levels. For the underdo-

ped phases in the transition zone, it had been reported that superconductivity and 

antiferromagnetic ordering are either separated or co-existing (see also Chapter 7.3). 

Also, the overlap of the orthorhombic distortion with the superconducting and anti-

ferromagnetic areas in the phase diagrams had been disputed. 

The first phase diagram of LaFeAsO1−xFx, constructed from μSR data, showed a 

sharp dividing line between the superconducting and the orthorhombic antiferro-

magnetic phases at x = 0.045.[153] But neutron diffraction experiments showed that 

although the magnetic ordering vanishes around x ≈ 0.04, the orthorhombic lattice 

still exists at least up to x = 0.05, where superconductivity has already emerged.[154] 

This also is in line with other studies.[155] Thus, in the case of the 1111-family, static 

antiferromagnetic ordering is completely suppressed before superconductivity 

emerges, but the orthorhombic lattice co-exists with superconductivity and the tem-

perature difference between To and TN increases with the doping level. This behav-

iour of the 1111 superconductors is strongly reminiscent of the monolayer high-TC 

cuprates.[156] 

In the 122-family, co-existence of the orthorhombic structure with superconductivity 

was first published for (Ba1−xKx)Fe2As2 up to x ≈ 0.2 (TC ≈ 26 K), which was found via 

X-ray powder diffraction and resistivity measurements (Chapter 7.3). Neutron diffrac-

tion experiments later also showed orthorhombic symmetry and long-range antifer-

romagnetic ordering co-existing up to x = 0.3 (TC < 15 K) .[157] 

 

However, the doping levels ‘x’ in Chapter 7.3 were determined from X-ray data by 

Rietveld refinements, whereas in [157], only the nominal compositions are given. 

Since diffraction methods provide the mean structural information on a rather long 

spatial scale, short-range phase inhomogeneities are averaged. Thus one may think 

that the observed co-existence of superconductivity with antiferromagnetic ordering 
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in (Ba1−xKx)Fe2As2 is due to phase separation in magnetic, non-superconducting and 

non-magnetic, superconducting mesoscopic domains. Local probes such as μSR 

and 57Fe-Mössbauer spectroscopy however can provide more accurate information.  

In this chapter, the structural and magnetic transitions of polycrystalline, underdo-

ped (Ba1−xKx)Fe2As2 (x ≤ 0.4) are briefly discussed. The samples were characterised 

by magnetic susceptibility and specific heat measurements. The crystal structures 

and chemical compositions were determined by Rietveld refinements of X-ray pow-

der patterns. Detailed temperature-dependent 57Fe-Mössbauer spectra were record-

ed in order to detect the evolution of magnetic ordering on a local spatial scale. A 

more detailed discussion of the properties of underdoped (Ba1−xKx)Fe2As2 is beyond 

the scope of this dissertation and can be found elsewhere.[158] 
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7.4.1 Crystal structures and phase transitions 

Figure 7.14 shows the X-ray powder patterns of (Ba1−xKx)Fe2As2 (x = 0.1, 0.2, 0.3) at 

300 K with Rietveld fits and difference curves. 

 

Crystallographic data and selected bond lengths and angles at 300 and 10 K, re-

spectively, are compiled in Table 7.4. The temperature dependence of the a and b 

lattice parameters as determined by Rietveld refinements are shown in Figure 7.15. 

 

Figure 7.14: X-ray patterns and Rietveld fits of (Ba1−xKx)Fe2As2 
(x = 0.1, 0.2, 0.3) at 300 K. 
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In line with the results of Chapter 7.3, the parameter a of the tetragonal phase de-

creases with the doping level x, while c increases (not depicted). The tetragonal-to-

orthorhombic phase transition is strongly affected by the potassium content. The 

transition temperature To decreases to ~ 100 K at x = 0.2 and is no longer visible at 

x = 0.3. Also the magnitude of the distortion, i.e. the difference between a and b at 

10 K, decreases from 0.73 % (at x = 0) down to 0.70 % (at x = 0.1) down to 0.49 % 

(at x = 0.2). Thus with increasing potassium doping levels, the structural transition of 

BaFe2As2 is shifted towards lower temperatures and also appears less pronounced. 

It is completely suppressed at x = 0.3 (Figure 7.15, amber curve). 

 

 x = 0.1 x = 0.2 x = 0.3 

Temperature 300 K 10 K 300 K 10 K 300 K 

Diffractom. G670 G670 G670 G670 G670 

Software TOPAS TOPAS TOPAS TOPAS TOPAS 

Space group I4/mmm Fmmm I4/mmm Fmmm I4/mmm 

Lattice 

parameters 

(pm) 

a = 395.37(1) 

c = 1310.60(1) 

a = 560.07(1) 

b = 556.20(1) 

c = 1301.35(1) 

a = 393.95(1) 

c = 1318.90(3) 

a = 557.34(1) 

b = 554.64(1) 

c = 1309.26(3) 

a = 392.57(1) 

c = 1327.02(3) 

V (nm3) 0.20487(1) 0.40538(1) 0.20469(1) 0.40472(1) 0.20451(1) 

Z 2 4 2 4 2 

 

Figure 7.15: a and b lattice parameters of (Ba1−xKx)Fe2As2 (x = 0, 0.1, 0.2, 0.3). 



Chapter 7: Ba1−xKxFe2As2 

 111 

Data points 17401 17401 17401 17401 17501 

Reflections 46 70 46 70 46 

Total var. 71 72 98 99 83 

d range 1.012 – 6.553 1.006 – 6.507 1.009 – 6.595 1.005 – 6.546 1.007 – 6.635 

RP, RwP, 

RBragg, χ2 

0.015, 0.0211, 

0.0121, 1.319 

0.015, 0.0210, 

0.0132, 1.308 

0.016, 0.0217, 

0.0123, 1.190 

0.017, 0.0229, 

0.0117, 1.222 

0.015, 0.0192, 

0.0076, 1.212 

      

Atomic prm.      

Ba 

 

2a (0, 0, 0) 

Uiso = 119(4)  

4a (0, 0, 0) 

Uiso = 45(4) 

2a (0, 0, 0) 

Uiso = 173(7) 

4a (0, 0, 0) 

Uiso = 117(8) 

2a (0, 0, 0) 

Uiso = 181(6) 

Fe 4d (½, 0, ¼) 

Uiso = 114(4) 

8f (¼, ¼, ¼) 

Uiso = 43(4) 

4d (½, 0, ¼) 

Uiso = 156(7) 

8f (¼, ¼, ¼) 

Uiso = 102(8) 

4d (½, 0, ¼) 

Uiso = 58(5) 

As 4e (0, 0, z) 

z = 0.3547(1) 

Uiso = 147(4) 

8i (0, 0, z) 

z = 0.3538(1) 

Uiso = 57(4) 

4e (0, 0, z) 

z = 0.3545(1) 

Uiso = 129(7) 

8i (0, 0, z) 

z = 0.3537(1) 

Uiso = 72(8) 

4e (0, 0, z) 

z = 0.3545(1) 

Uiso = 79(5) 

K : Ba ratio 14(1) : 86(1) 13(1) : 87(1) 20(1) : 80(1) 20(1) : 80(1) 24(1) : 76(1) 

      

Bond lengths      

Ba–As 338.3(1) × 8 337.0(1) × 4 

338.6(1) × 4 

338.3(1) × 8 337.0(1) × 4 

338.2(1) × 4 

337.7(1) × 8 

Fe–As 240.6(1) × 4 239.1(1) × 4 240.4(1) × 4 238.9(1) × 4 240.8(1) × 4 

Fe–Fe 279.6(1) × 4 278.1(1) × 2 

280.0(1) × 2 

278.6(1) × 4 277.3(1) × 2 

278.7(1) × 2 

277.6(1) × 4 

      

Bond angles      

As–Fe–As 110.5(1) × 2 

109.0(1) × 4 

111.2(1) × 2 

108.9(1) × 2 

108.3(1) × 2 

110.1(1) × 2 

109.2(1) × 4 

110.7(1) × 2 

109.0(1) × 2 

108.6(1) × 2 

109.2(1) × 2 

109.6(1) × 4 

Table 7.4: Crystallographic data of Ba1−xKxFe2As2 at 300 K and 10 K. 
 

7.4.2 Superconductivity and antiferromagnetic ordering 

The temperature dependence of the DC resistivity of (Ba1−xKx)Fe2As2 (x = 0.1 − 0.3) is 

shown in Figure 7.16. At the lowest doping concentration (x = 0.1), the typical SDW 

anomaly is still visible, but shifted towards lower temperatures and also less pro-

nounced than in undoped BaFe2As2 (Chapter 7.1.3). A drop of the resistance below 

3 K was observed, which can be associated with a superconducting transition, alt-

hough zero resistance could not even be reached at 1.8 K. The curvature of the re-

sistivity of (Ba0.8K0.2)Fe2As2 is still reminiscent of a SDW anomaly, but extended over 

a larger temperature range between ~ 70 and 120 K. The superconducting transition 
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at ~ 24 K is rather broad (~ 4 K width), but zero resistance is clearly observed at 

23 K. At the higher doping level of x = 0.3, the resistivity does not show any indica-

tions of the SDW anomaly any more and superconductivity emerges at TC = 33 K. 

 

 

As Mössbauer spectroscopy is an excellent local probe for the determination of 

magnetic ordering, various 57Fe-Mössbauer spectra of the underdoped 

(Ba1−xKx)Fe2As2 compounds were recorded. Furthermore, 57Fe-Mössbauer spectros-

copy can also be a useful analytical tool to detect impurity phases containing iron. In 

this chapter, only the 57Fe-Mössbauer spectra at 4.2 K of (Ba1−xKx)Fe2As2 

(x = 0.1 − 0.4) are shown and briefly discussed because of their importance con-

cerning the magnetic ordering of the underdoped compounds (Figure 7.17). For a full 

discussion and additional temperature-dependent Mössbauer spectra, as well as 

additional AC susceptibility and specific heat measurements, refer to the original 

literature[158] or to [139]. As can be seen in Figure 7.17, only at higher doping levels 

(x ≥ 0.3), the antiferromagnetic ordering is completely suppressed. At doping levels 

of x ≤ 0.2, the whole sample is antiferromagnetically ordered at 4.2 K, as no addi-

tional paramagnetic signal is visible. But the sample with x = 0.2 also is a bulk su-

perconductor as determined by AC susceptibility measurements (not depicted) and 

in agreement with the resistivity measurements shown in Figure 7.16. These results 

 

Figure 7.16: Temperature dependence of the DC resistivity of  
(Ba1−xKx)Fe2As2 (x = 0.1, 0.2, 0.3). 
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unambiguously prove co-existence of superconductivity and antiferromagnetic or-

dering. 

 
57Fe-Mössbauer spectra of the underdoped compounds with x = 0.1 and x = 0.2 

show temperature-dependent superposition of paramagnetic and antiferromagneti-

cally ordered domains (not depicted), which may reflect chemical inhomogeneities of 

the Ba/K distributions resulting in different Néel temperatures of the domains. At 

lower temperatures however, more domains get magnetically ordered until the par-

amagnetic fractions are completely consumed. Thus there is no distinct phase sepa-

ration, but rather a continuous distribution of the potassium concentration in the 

samples.  

 

 

Figure 7.17: Mössbauer spectra of (Ba1−xKx)Fe2As2. 



Chapter 7: Ba1−xKxFe2As2 

 114 

In summary, the doping dependences of the physical properties of (Ba1−xKx)Fe2As2 in 

the underdoped region were examined. The SDW anomaly connected with a struc-

tural phase transition is continuously suppressed by increasing doping concentra-

tion and no longer observed in (Ba0.7K0.3)Fe2As2. Bulk superconductivity was present 

in all samples except in (Ba0.9K0.1)Fe2As2, so the co-existence of superconductivity 

and antiferromagnetic ordering could be unambiguously proved. 

These results contradict reports on mesoscopic phase separations in antiferromag-

netically ordered and non-magnetic superconducting regions in single crystals of 

almost optimally doped (Ba1−xKx)Fe2As2
[159] and confirm the phase diagram depicted 

in Figure 7.13. In the polycrystalline materials studied here, the structural distortion 

and antiferromagnetic ordering are definitely absent already at x = 0.3. The origin of 

magnetically ordered fractions detected in almost optimally doped single crystals of 

(Ba0.6K0.4)Fe2As2 with high TCs may either be attributed to a strongly inhomogeneous 

potassium distribution caused by uncontrolled single crystal growth or by magnetic 

impurity phases such as FeAs with a Néel temperature of 77 K.[144] 

More recently, a high-resolution X-ray diffraction study on Ba(Fe1−xCox)2As2 single 

crystals has been carried out.[160] It clearly displays the co-existence of an ortho-

rhombic crystal structure, antiferromagnetic order and bulk superconductivity at low 

temperatures in the underdoped regime of Ba(Fe1−xCox)2As2. These experiments are 

therefore in line with the results in this chapter. In the diffraction study, also the or-

der-parameter (i.e. the ‘orthorhombicity’) of each crystal has been measured. The 

bottom line of these experiments is that the order parameter increases at first on 

cooling below To (tetragonal-to-orthorhombic transition temperature) but if the tem-

perature falls below the superconducting critical temperature, it decreases again. 

This behaviour suggests that there is a strong competition between itinerant mag-

netism and superconductivity. Under the assumption of the nematic ordering mech-

anism (see discussion in Chapter 4.3) one can therefore conclude, that supercon-

ductivity weakens the magnetic spin fluctuations, thereby suppressing the nematic 

order and in consequence also the orthorhombic distortion. Very recent examina-

tions by Wiesenmayer have shown this behaviour also in bulk powders of underdo-

ped (Ba1−xKx)Fe2As2.
[161] 
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8. MFe2As2 (M = Sr, Eu) 

Superconductivity in the iron arsenides is intimately connected with a SDW anoma-

ly, which is accompanied by a structural and magnetic phase transition. The anoma-

ly and transition can be suppressed by doping and the material becomes a super-

conductor. Meanwhile, it is generally accepted that spin-fluctuations play an im-

portant role in the superconducting mechanism of the iron pnictides (Chapter 1.1.2). 

Therefore, the nature of the phase transitions is important for a deeper understand-

ing of the superconducting mechanism. However, precise structural data close to 

the phase transition had only been available for BaFe2As2 (Chapter 7.1.1) and 

LaFeAsO.[33b, 114] SrFe2As2 had been studied by single crystal data of relatively low 

resolution,[162] which did not allow an evaluation of the order parameter close to the 

transition temperature. Furthermore, the connection between the structural transition 

in SrFe2As2 and magnetic ordering as well as the structure of EuFe2As2 at low tem-

peratures, had not been investigated. Therefore, the structural phase transitions of 

polycrystalline SrFe2As2 and EuFe2As2 were examined in detail by temperature-

programmed X-ray powder diffraction. Also the association of the structural transi-

tion in SrFe2As2 with magnetic ordering was confirmed via 57Fe-Mössbauer spec-

troscopy. 

 

8.1 Synthesis 

SrFe2As2 and EuFe2As2 were synthesised by heating mixtures of distilled Sr (Eu) 

metal, iron powder and sublimed arsenic at ratios of 1:2:2 in alumina crucibles ac-

cording to Chapter 2.10.3. The mixtures were heated to 850 K at a rate of 50 K·h–1, 

kept at this temperature for 15 h and cooled down to room temperature. The reac-

tion products were homogenised in an agate mortar, pressed into pellets and an-

nealed at 900 K for 15 h. The obtained black crystalline powders of SrFe2As2 and 

EuFe2As2 are sensitive to air and moisture. 
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8.2 Crystal structure 

SrFe2As2 exhibits a structural transition from the tetragonal space group I4/mmm to 

the orthorhombic maximal subgroup Fmmm according to the β-SrRhAs-type struc-

ture.[163] The same transition had been previously observed in a BaFe2As2 powder 

sample (Chapter 7.1.1) and SrFe2As2 single crystals.[162] Anomalies in the physical 

properties have been reported at 205 K for polycrystalline SrFe2As2
[164] and at 198 K 

for SrFe2As2 single crystals.[162] In this chapter, the structural phase transition in 

SrFe2As2 at 203 K is confirmed by temperature-programmed X-ray powder diffrac-

tion. Figure 8.1 shows the experimental and fitted powder patterns of SrFe2As2 at 

room temperature. The inset clearly shows a distinct splitting of the (2 1 3) reflection, 

which was observed below 203 K. The structures were refined at room temperature 

and at 90 K, i.e. well below the transition temperature. The obtained crystallographic 

data are summarised in Table 8.1. 

 

 

 

 

 

 

Figure 8.1: Rietveld fit of SrFe2As2 at 297 K (space group I 4/mmm). 
Inset: (2 1 3) reflection. 

 



Chapter 8: MFe2As2 (M = Sr, Eu) 

 117 

Temperature 297 K 90 K 

Diffractometer HUBER G670 (Cu-Kα1) HUBER G670 (Cu-Kα1) 

Rietveld package GSAS GSAS 

Space group I4/mmm Fmmm 

Lattice parameters a = 392.43(1) pm 

c = 1236.44(1) pm 

a = 557.83(3) pm 

b = 551.75(3) pm 

c = 1229.65(6) pm 

Cell volume V = 0.19041(1) nm3 V = 0.37846(1) nm3 

Z 2 4 

Data points 9000 5823 

Reflections 46 145 

Atomic parameters 4 5 

Profile parameters 8 4 

Background prm. 36 36 

Other parameters 5 12 

d range 0.981 – 6.182 0.963 – 6.148 

RP, RwP, RF², χ2 0.0232, 0.0306, 0.029, 1.601 0.0361, 0.0487, 0.104, 4.444 

   

Atomic parameters   

Sr 2a (0, 0, 0) 

Uiso = 129(5) pm2 

4a (0, 0, 0) 

Uiso = 180(40) pm2 

Fe 4d (½, 0, ¼) 

Uiso = 72(4) pm2 

8f (¼, ¼, ¼) 

Uiso = 60(20) pm2 

As 4e (0, 0, z) 

z = 0.3600(1) Uiso = 86(4) pm2 

8i (0, 0, z) 

z = 0.3612(3) Uiso = 60(20) pm2 

   

Bond lengths   

Sr–As 327.0(1) × 8 324.4(3) × 4 327.0(3) × 4 

Fe–As 238.8(1) × 4 239.1(3) × 4 

Fe–Fe 277.5(1) × 4 278.9(1) × 2 275.9(1) × 2 

   

Bond angles   

As–Fe–As 110.5(1) × 2 108.9(1) × 4 110.2(2) × 2 109.5(1) × 2 

108.6(1) × 2 

Table 8.1: Crystallographic data of SrFe2As2 at 297 K and 90 K. 
 

An intensively discussed question is, whether the transition is of first or second-

order. For second-order transitions, the space groups of the distorted and undistort-

ed structures have to comply with a group–subgroup relationship according to Her-
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mann’s theorem.[165] The space group Fmmm is a translationengleiche maximal sub-

group of I4/mmm of index 2. Thus, from a group theoretical standpoint, one could 

expect a second-order transition with a continuous variation of the order parameter. 

Figure 8.2 shows the lattice parameters of SrFe2As2 as determined by Rietveld re-

finements. The lattice parameter a in the tetragonal structure has been multiplied by 

 for comparison. 

 

 

A rather abrupt splitting of the lattice parameters on cooling was detected below 

203 K, which could indicate a first-order transition. The tetragonal axis 

at = 555.11 pm splits by +2.0 pm (+0.365 %) and −1.9  pm (−0.343 %) within only 

1 K, leading to ao = 557.13(3) pm and bo = 553.20(3) pm at 202 K. Below this tem-

perature, a continuous increase of ao and a decrease of bo was observed. ao satu-

rates at 165 K towards a total change of +0.67 %, whereas bo decreases further to a 

total change of −0.94 % at 90 K. The different behaviour of the orthorhombic axes is 

 

Figure 8.2: Variation of the lattice parameters and order parameter of SrFe2As2 with 
temperature. Error bars are within data points. 
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most likely a consequence of the magnetic ordering involved in the structural transi-

tion. This anisotropy can be understood if the spin moments at the iron atoms in 

SrFe2As2 are aligned parallel to one orthorhombic axis and perpendicular to the oth-

er, as observed in LaFeAsO[31] and BaFe2As2.
[166] The temperature dependence of the 

order parameter P = (a−b) ⁄ (a+b) is presented in Figure 8.2. The data was fitted with 

the power law P = q·[(To−T ) ⁄ T ]β. The critical exponent β = 0.098(1) and the critical 

temperature To = 203.0(1) K were obtained. Simple power-law dependences defining 

critical exponents are generally valid close to the critical point, but the values of the 

critical exponents are often very different from the Landau prediction (β = ½). How-

ever, it is well known that the Landau theory fails to provide a general description of 

critical phenomena. In the present case, the two-dimensional character of the struc-

ture has to be taken into account and the exponent β ≈ 0.1 is not too far from 1⁄8, 

which is the prediction of the two-dimensional Ising model.[167] So far, the structural 

transition of SrFe2As2 has a clear signature of second-order, but on the other hand 

some results point to a first-order mechanism. Typical signs for first-order transitions 

are the occurrence of a hysteresis and volume jump at To. Indeed, specific heat 

measurements[164] show a hysteresis of ~ 0.2 K. This value is unexpectedly small, but 

consistent with the leap of the cell volume. A small leap at To is discernible from the 

volume plot in Figure 8.2, but ∆V ⁄ V is only 0.07 %. This is extremely small, espe-

cially if it is considered that the difference between the lattice parameters a and b is 

around 1 %. This very small hysteresis and volume jump does not unambiguously 

prove a first-order transition. This point of view is also supported by a comparison 

between the structural data of SrFe2As2 and those of other MFe2As2 compounds like 

BaFe2As2 (Chapter 7.1.1). 

 

Figure 8.3 shows the Rietveld fit of the EuFe2As2 sample. Crystallographic data for 

the ambient and low-temperature structures are compiled in Table 8.2. In Figure 8.4, 

the lattice and order parameters of EuFe2As2, which were derived from Rietveld re-

finements, are presented. The exact progression of the c axis and thus volume in the 

proximity of To could not be determined. A behaviour similar to SrFe2As2 is ob-

served, but To decreases to 190.0(1) K and the critical exponent increases to 

β = 0.112(1). This trend continues in the case of BaFe2As2 with To = 139 K and 
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β = 0.142 (as determined from the data presented in Chapter 7.1.1). It seems that 

the critical exponent β scales with To and the transition indeed converges towards 

first-order (where β vanishes), but remains second-order even in SrFe2As2. This is 

also what to expect from group theory. It is worth mentioning that the abruptness of 

a phase transition is by no means a cast-iron argument for a first-order mechanism. 

Often, the determination of the order of a phase transition is a question of data ac-

curacy close to the critical point. 

 

 

 

 

 

 

 

Figure 8.3: Rietveld fit of EuFe2As2 at 297 K (space group I 4/mmm). FeAs (< 20 %) and 
Eu2O3 (< 1 %) were included as impurities. Inset: (2 1 3) reflection. 
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Temperature 297 K 10 K 

Diffractometer HUBER G670 (Cu-Kα1) HUBER G670 (Cu-Kα1) 

Rietveld package GSAS GSAS 

Space group I4/mmm Fmmm 

Lattice parameters a = 390.62(1) pm 

c = 1212.47(2) pm 

a = 555.46(2) pm 

b = 549.83(2) pm 

c = 1205.90(4) pm 

Cell volume V = 0.18501(1) nm3 V = 0.36830(1) nm3 

Z 2 4 

Data points 7800 7650 

Reflections 281 306 

Atomic parameters 4 5 

Profile parameters 8 10 

Background prm. 36 36 

Other parameters 20 24 

d range 0.960 – 7.678 0.945 – 7.681 

 

Figure 8.4: Variation of the lattice parameters and order parameter of EuFe2As2 with 
temperature. Error bars are within data points. 
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RP, RwP, RF², χ2 0.0147, 0.0209, 0.047, 2.580 0.0131, 0.0237, 0.064, 2.371 

   

Atomic parameters   

Sr 2a (0, 0, 0) 

Uiso = 123(5) pm2 

4a (0, 0, 0) 

Uiso = 73(6) pm2 

Fe 4d (½, 0, ¼) 

Uiso = 91(6) pm2 

8f (¼, ¼, ¼) 

Uiso = 47(6) pm2 

As 4e (0, 0, z) 

z = 0.3625(1) Uiso = 96(5) pm2 

8i (0, 0, z) 

z = 0.3632(1) Uiso = 87(6) pm2 

   

Bond lengths   

Sr–As 322.6(1) × 8 320.6(1) × 4 323.0(1) × 4 

Fe–As 238.2(1) × 4 238.3(1) × 4 

Fe–Fe 276.2(1) × 4 277.7(1) × 2 274.9(1) × 2 

   

Bond angles   

As–Fe–As 110.1(1) × 2 109.1(1) × 4 110.1(1) × 2 109.6(1) × 2 

108.7(1) × 2 

Table 8.2: Crystallographic data of EuFe2As2 at 297 K and 10 K. 
 

 

 

8.3 Magnetic ordering 

In order to clarify the connection between the structural phase transition in SrFe2As2 

and magnetic ordering, 57Fe-Mössbauer spectra of SrFe2As2 were recorded at 298, 

77 and 4.2 K. They are depicted in Figure 8.5 together with transmission integral fits. 

In agreement with the ThCr2Si2-type crystal structure, a single absorption line was 

observed at room temperature. At 77 K, which is well below the structural transition 

temperature, full magnetic hyperfine field splitting of the signal was detected. Excel-

lent fits of the data were obtained with the parameters listed in Table 8.3. 
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The isomer shifts are similar to those found in BaFe2As2 (δ = 0.31 – 0.44 mm·s−1, see 

Chapter 7.1.2) Due to different ionic radii, a smaller c ⁄ a ratio of 3.15 was observed 

for SrFe2As2 in comparison to c ⁄ a = 3.29 in BaFe2As2.
[133] The stronger compression 

of the FeAs4/4 tetrahedra in the strontium compound is also reflected by the larger 

quadrupole splitting parameter. This is in good agreement with the 57Fe-Mössbauer 

spectra for LaFePO (Chapter 3.2) and LaFeAsO,[102] which contain electronically very 

similar tetrahedral FeP4/4 and FeAs4/4 layers. 

 

Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) Bhf (T) 

298 0.31(1) 0.28(1) −0.13(1) – 

77 0.44(1) 0.31(1) −0.09(1) 8.70(1) 

4.2 0.47(1) 0.37(6) −0.09(1) 8.91(1) 

Table 8.3: Fitting parameters for 57Fe Mössbauer spectroscopy data of SrFe2As2.  
 

 

Figure 8.5: 57Fe Mössbauer spectra of BaFe2As2 
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The hyperfine field detected at the iron nuclei in SrFe2As2 (Bhf = 8.91 T) at 4.2 K is 

considerably higher than in BaFe2As2 (5.47 T, see Chapter 7.1.2). The magnetic be-

haviour of the iron arsenide layers strongly depends on the occupation of the Fe 

3dx²−y² orbitals, which itself depends on the position of the arsenic atoms.[164] Thus, 

with smaller strontium and europium atoms, a stronger magnetism of the iron arse-

nide layers and consequently a higher ordering temperature can be observed, i.e. 

140 K in BaFe2As2, 205 K in SrFe2As2
[164] and 200 K in EuFe2As2.

[168] The hyperfine 

fields show the same trend: 5.47 T in BaFe2As2 (Chapter 7.1.2), 8.91(1) T in SrFe2As2 

and 8.5 T in EuFe2As2.
[168] This is especially remarkable considering that the ordered 

magnetic moments of all three compounds lie in the range of 0.8 − 1.0 μB according 

to neutron diffraction experiments.[169] 

 

 

 

In summary, these results suggest a complex nature of the phase transitions in 

MFe2As2 compounds due to competing order parameters with respect to their struc-

tural and magnetic components. It could be shown by Mössbauer spectroscopy that 

the transition of SrFe2As2 is accompanied by magnetic ordering, as it is also the 

case in BaFe2As2 and EuFe2As2. Although the magnetic ordering is coupled to the 

lattice and both contributions are hard to distinguish due to their proximity, the fo-

cus of this chapter has been on the structural part. The determination of the lattice 

parameters close to To are indicative of a second-order transition with continuously 

varying order parameters and power-law dependences for both SrFe2As2 and 

EuFe2As2. This is typical for displacive structural transitions and consistent with the 

group–subgroup relationship between the I4/mmm and Fmmm space groups. A 

comparison of SrFe2As2-, EuFe2As2- and BaFe2As2-data clearly reveals a relation 

between the transition temperatures and the critical exponents. Obviously, the tran-

sition becomes more and more continuous as To decreases from SrFe2As2 towards 

BaFe2As2. But of course the mechanism, which is responsible for the phase transi-

tion, is the same in all three cases. Hence, it can be concluded that all MFe2As2 

compounds with M = Ba, Sr and Eu undergo second-order displacive structural 

phase transitions. As of 2011, the question if the transition is first or second-order in 



Chapter 8: MFe2As2 (M = Sr, Eu) 

 125 

the iron arsenides is still under dispute in the scientific community. For example, a 

neutron diffraction study on BaFe2As2 indeed suggests a first-order transition[170] and 

so do many other reports on various other iron pnictides. However, a more recent 

heat capacity study on BaFe2As2 by Rotundu also shows the temperature-

dependent development of the (2 2 8) reflection and order parameter of an annealed 

BaFe2As2 single crystal, which was determined with very high angular and tempera-

ture resolution.[171] It clearly shows a rather continuous broadening of the (2 2 8) re-

flection between 145.6 K and 139.4 K, which can be interpreted as the beginning of 

a second-order transition. Below 139.4 K however, the two reflections (4 0 8) and 

(0 4 8) appear abruptly, which is clearly indicative of a first-order transition. This ra-

ther unusual behaviour possibly explains the differences that can be found through-

out the literature. 
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9. Sr1−xKxFe2As2 and Ca1−xNaxFe2As2 

Extensive efforts have been undertaken to understand the mechanism of supercon-

ductivity in the iron arsenide superconductors. Electronic structure calculations 

show that in the iron arsenides the electronic bands around the Fermi level are 

formed mainly by Fe and As states, while the bands of La−O or M (M = Na, Ca, K, 

Sr) atoms, respectively are far from the Fermi level (see also Chapter 1.1). It is there-

fore reasonable that superconductivity in these compounds depends on both struc-

tural and electronic properties of the FeAs layers. Inelastic neutron scattering meas-

urements carried out on BaFe2As2
[172] have shown the presence of magnetic excita-

tions (magnons).XVII Moreover, a resonant magnetic excitation in Ba0.6K0.4Fe2As2 that 

emerges exactly at TC has been observed by inelastic neutron scattering.[173] There-

fore spin fluctuations are believed to play an important role for the mechanism of 

superconductivity. In particular, it has been calculated that phonons couple selec-

tively to the spin system.[174] Despite the fact that a simple electron–phonon coupling 

mechanism[35] seems to be rather unlikely, it therefore is important to investigate the 

phonon spectrum experimentally. This can help to elucidate the role of phonons in 

the pairing mechanism in the superconducting phase. Electron–phonon coupling 

may be inferred from the changes of the phonon lifetimes and phonon energies. A 

very versatile way to measure such phonon energies is via inelastic neutron scatter-

ing experiments. Such experiments were carried out on 4.5 and 10 grams of 

Sr1−xKxFe2As2 and Ca1−xNaxFe2As2, respectively. Additionally, lattice-dynamical calcu-

lations on these compounds were performed, which are not subject of this thesis 

and can be found in the original literature.[83] Special focus was put on electron–

phonon coupling, which should be detectable in the form of changes upon doping 

and temperature in the spectra. 

 

                                                
 
XVII For a theoretical background, refer to Chapter 2.4. 
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9.1 Synthesis 

The polycrystalline samples of Sr0.6K0.4Fe2As2 (TC = 32 K, 4.5 g total) and 

Ca0.6Na0.4Fe2As2 (TC = 21 K, 10 g total) were prepared by heating stoichiometric mix-

tures of the corresponding purified elements according to the synthesis method de-

scribed in Chapter 2.10.3. All samples were prepared in batches of 3 − 4.5 g and 

heated and annealed several (3 – 4) times directly in sealed niobium tubes under an 

atmosphere of purified argon. After each annealing step, the mixtures were homog-

enised in an agate mortar and pressed into pellets of 6 mm diameter before the last 

annealing step. The samples were heated to 1073 – 1173 K (Sr0.6K0.4Fe2As2) and 

973 – 1073 K (Ca1−xNaxFe2As2) in the different annealing steps and kept at these 

temperatures for 30 to 48 h. In the first step, the mixtures were heated very slowly in 

the temperature range from 573 to 873 K and kept at this temperature for 12 h in 

order to prevent undesirable reactions. The phase purity of the polycrystalline sam-

ples was checked by X-ray powder diffraction after each annealing step. The com-

pounds were always handled under an atmosphere of argon, as they are sensitive to 

air and moisture. Rietveld refinements were performed using the TOPAS Academic 

package (Chapter 2.2.4). For the Sr1−xKxFe2As2 sample, a Fe impurity of 1.2 wt% was 

found and for Ca1−xNaxFe2As2 unknown impurity phases were estimated to be less 

than 10 % (as derived by reflection integrals), which is acceptable for inelastic neu-

tron scattering measurements. The superconducting volume fraction was checked 

via SQUID measurements of the shielding volume fraction. 

 

9.2 Crystal structures 

Both Sr1−xKxFe2As2 and Ca1−xNaxFe2As2 crystallise in the same structure as 

Ba0.6K0.4Fe2As2. However, for both samples, the observed reflections in the powder 

diffractograms are very broad (Figure 9.1), indicating inhomogeneous sample com-

positions. This is a common problem when synthesising large quantities of materials 

in one batch, as diffusion paths are very long. In the case of mixed alkaline / earth 

alkaline iron pnictides, this problem seems to be particularly present. Some reflec-

tions of the Sr1−xKxFe2As2 sample are therefore very broad and asymmetric. Hence, a 

composition-dependent Rietveld study was carried out on the powder diffraction 
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pattern of this sample. For this composition-dependent study, a model with nine 

different, separately refined compositions was employed, where the lattice parame-

ters, As z parameter and K : Sr ratio of the 2a site were allowed to refine freely, while 

the temperature factors as well as preferred orientation were constrained together 

for all compositions. The obtained Rietveld fit is depicted in Figure 9.1 (top). The re-

sulting composition distribution, lattice parameter a, pnicogen z parameter as well 

as K : Sr ratio as functions of the c lattice parameter are depicted in Figure 9.2. The 

c lattice parameter was chosen as x-coordinate because this lattice parameter is the 

measure with the smallest relative standard deviation. For the Ca1−xNaxFe2As2 sam-

ple, the anisotropic broadening of the reflections could be sufficiently described with 

the model of Le Bail and Jouanneaux (see also Chapter 2.2.6). Even though this 

model is meant to describe mainly the consequences of anisotropic strain, crystallite 

defects or stacking faults, it also proved successful in describing the present effects 

of inhomogeneous sample composition. In this case, only averaged parameters (i.e. 

lattice parameters, atomic positions and occupancies) could be derived. In the origi-

nal literature, the refined values of Ca1−xNaxFe2As2 without width anisotropy were 

published. 
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Figure 9.1: Powder pattern and Rietveld fits of Sr1−xKxFe2As2 (top) 
and Ca1−xNaxFe2As2 (bottom). 
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Crystallographic details of the averaged crystal structures of both Sr1−xKxFe2As2 and 

Ca1−xNaxFe2As2 are listed in Table 9.1. For the Sr1−xKxFe2As2 sample, the obtained 

values lack standard deviations because of non-trivial error propagation. 

 

Compound Sr1−xKxFe2As2 Ca1−xNaxFe2As2 

Temperature 297 K 297 K 

Diffractometer HUBER G670 (Cu-Kα1) STOE STADI P (Mo-Kα1) 

Rietveld package TOPAS TOPAS 

Averaging method Composition-dependent 

Rietveld refinement; weighted 

statistical mean derived via 

Origin.[90] 

Le Bail-Jouanneaux approach 

(width anisotropy only) 

Space group I4/mmm I4/mmm 

Lattice parameters a = 388.6 pm 

c = 1293.3 pm 

a = 385.3(1) pm 

c = 1206.2(3) pm 

Cell volume V = 0.1953 nm3 V = 0.17907(5) nm3 

Z 2 2 

 

Figure 9.2: Composition distribution, lattice parameters and pnicogen height of 
Sr1−xKxFe2As2 (error bars: 3 σ). 
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Data points 18201 4100 

Reflections 45 53 

Atomic variables 21 (all compositions) 5 

Profile parameters 5 16 

Background prm. 36 36 

Other parameters 36 14 

d range 1.008 – 6.506 0.918 – 6.031 

RP, RwP, RBragg, χ2 0.00753, 0.0100, n/a, 1.228 0.0275, 0.0442, 0.003, 2.006 

   

Atomic parameters   

(K, Sr) / (Na, Ca) 2a (0, 0, 0) 

Uiso = 196 pm2 

2a (0, 0, 0) 

Uiso = 63(74) pm2 

Fe 4d (½, 0, ¼) 

Uiso = 142 pm2 

4d (½, 0, ¼) 

Uiso = 242(25) pm2 

As 4e (0, 0, z) 

z = 0.3577 Uiso = 114 pm2 

4e (0, 0, z) 

z = 0.3671(3) Uiso = 154(28) pm2 

A : EA ratio 42 : 58 57(9) : 43(9) 

   

Bond lengths   

(A, EA)–As 330.7 × 8 316.1(2) × 8 

Fe–As 239.1 × 4 238.8(3) × 4 

Fe–Fe 274.8 × 4 272.4(1) × 4 

   

Bond angles   

As–Fe–As 108.7 × 2 109.8 × 4 107.4(2) × 2 110.5(1) × 4 

Table 9.1: Averaged crystal structures of Sr1−xKxFe2As2 and Ca1−xNaxFe2As2 at 297 K. 
 

9.3 Superconductivity 

The superconducting character of the samples was checked via susceptibility 

measurements under zero-field-cooled (shielding) and field-cooled (Meissner) cycles 

of finely ground powder samples using the SQUID magnetometer described in 

Chapter 2.6.1 at 15 Oe. The samples showed superconducting transitions at 32 K 

and 21 K in Sr1−xKxFe2As2 and Ca1−xNaxFe2As2, respectively and reached bulk super-

conductivity at system base temperature (Figure 9.3). In accordance with the crystal-

lographic findings in the last chapter, the superconducting transition of Sr1−xKxFe2As2 
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appears broadened, as the superconducting transition temperature strongly de-

pends on the K : Sr ratio of the sample. 

 

 

9.4 Inelastic neutron scattering 

Inelastic neutron scattering experiments were performed using the IN4C and IN6 

time-of-flight spectrometers at the Institut Laue Langevin (ILL), France in the setup 

described in Chapter 2.4.2. For general considerations about inelastic neutron scat-

tering measurements, refer to Chapter 2.4.1. 

 

The experimental S (Q, E ) measured for Sr1−xKxFe2As2 and Ca1−xNaxFe2As2 using the 

IN4C spectrometer are shown in Figure 9.4. In contrast to reports on similar meas-

urements[173] carried out on powder samples of Ba0.6K0.4Fe2As2 using the MERLIN 

spectrometer at ISIS,[175] these measurements do not show any signs of resonant 

spin excitations. However, the (Q, E ) range attainable using the IN4C spectrometer 

is reduced compared to that of MERLIN at low-Q values. This, in addition to a lower 

signal-to-noise ratio on the IN4C spectrometer, could have prevented detecting this 

weak feature. While it would be tempting to conclude from this data that such an 

excitation is absent, further investigations might be necessary in order to be certain. 

However, to date, no further inelastic neutron scattering measurements of any of 

 

Figure 9.3: Zero-field-cooled (shielding) and field-cooled (Meissner) measurements of 
Sr1−xKxFe2As2 and Ca1−xNaxFe2As2. 
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these compounds have been performed on a spectrometer with better low-Q resolu-

tion, so this question still remains open. 

 

 

The generalised phonon density of states obtained from S (Q, E ) for both com-

pounds at 2.5 K and 50 K together with a calculated model are shown in Figure 9.5. 

One can clearly see a strong similarity between the generalised density of states 

measured above and below the superconducting transition temperature for both 

Sr1−xKxFe2As2 and Ca1−xNaxFe2As2. This suggests that the formation of Cooper pairs 

only has a very minor influence on the overall vibration spectrum. The calculation 

details of the phonon DOS are beyond the scope of this dissertation and can be 

found in the original literature.[83] 

 

 

Figure 9.4: Experimental S (Q, E ) plots for Sr1−xKxFe2As2 (bottom) and Ca1−xNaxFe2As2 
(top) at 2.5 K and 50 K (IN4C spectrometer). At 2.5 K, no additional features at low-Q 
(< 2 Å−1) indicating spin excitations, are visible. 
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The phonon densities of states measurements at low temperatures were completed 

with measurements of higher resolution in the low-energy (i.e. low-frequency) range 

(0 − 20 meV) using the IN6 spectrometer. These are depicted in Figure 9.6, details of 

the measurement setup can be found in Chapter 2.4.2. Due to the cryostat setup of 

the beam line, the measurements were limited to higher temperatures. The phonon 

densities of states of BaFe2As2, Ca1−xNaxFe2As2 and Sr1−xKxFe2As2 measured at 300 K 

(Figure 9.6, bottom) show pronounced differences in the low-energy half of the 

spectral range. However, it is not evident to attribute these changes to simple mass 

renormalisation effects of the phonon modes involving the different atomic weights 

of Ba, Sr and Ca respectively. 

  

 

Figure 9.5: Experimental and calculated phonon spectra of Sr1−xKxFe2As2 (left) and 
Ca1−xNaxFe2As2 (right) at 2.5 K and 50 K as derived from the IN4C data. The phonon 
spectra at 50 K have an offset of 4 · 10−5 eV−1. 
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Figure 9.6: Top: Experimental phonon spectra of Ca1−xNaxFe2As2 (left) and Sr1−xKxFe2As2 
(right) at 140 K and 300 K (IN6 data). Middle: Magnification of the low-energy range. 
Bottom: Comparison between Sr1−xKxFe2As2, Ca1−xNaxFe2As2 and BaFe2As2 at 300 K. 
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Qualitatively, the phonon spectra show that the peak at about 21 meV in the 

BaFe2As2 and Sr1−xKxFe2As2 compounds is shifted to a lower energy of about 

17.5 meV in Ca1−xNaxFe2As2. If the unit-cell dimensions of Ca1−xNaxFe2As2, BaFe2As2, 

and Sr1−xKxFe2As2 are compared, it is evident that while all three compounds feature 

nearly the same lattice parameters a, the c lattice parameter of Ca1−xNaxFe2As2 is 

about 10 % shorter in comparison with the other compounds. This implies that the 

M−As (M = Ca / Na) and Fe−As bond lengths are slightly reduced in Ca1−xNaxFe2As2 

with regard to the other compounds (see also crystallographic details in Table 9.1). 

This contraction of the unit cell and in the bond lengths should normally result in 

shifting the phonon modes, if at all, to higher energies. The fact that the contrary is 

observed indicates that the bonding scheme is different for Ca1−xNaxFe2As2. The 

Ca2+ / Na+ layers thus seem not just to be mere charge reservoirs. The unit cell con-

traction is accompanied by a substantial change in the free structural parameter of 

As (from z = 0.3577 to z = 0.3671). It is known from DFT calculations that this pa-

rameter has a crucial influence on the binding and in particular on the phonon fre-

quencies[174] in BaFe2As2. It may be speculated that it equally has substantial re-

sponsibility for the changes observed here. A further clarification of these facts re-

quires reliable ab initio calculations for the doped compounds, a task, which still has 

not been satisfactorily completed. 

Apart from the doping dependence, also the temperature dependence of the pho-

non spectra may give valuable insight into the dynamics of these superconductors. 

Usually, phonon modes are found to shift towards higher energies with decreasing 

temperature, as the unit cell is contracted and chemical bonds become stronger. 

This is actually what is observed for the high-frequency band at 34 meV on cooling 

from 300 K down to 140 K. It can be seen that at 140 K, the bands around 25 and 

34 meV are narrower and shifted to higher energies in comparison with the data at 

300 K. Contrary to the high-frequency bands, the low-energy phonon modes up to 

about 10 meV soften in both Ca1−xNaxFe2As2 and Sr1−xKxFe2As2 as the temperature is 

decreased from 300 to 140 K (Figure 9.6, middle). In Ca1−xNaxFe2As2, the softening 

amounts to about 1 meV while for Sr1−xKxFe2As2, the softening is about 0.5 meV. A 

similar softening of low-frequency phonon modes has e.g. been observed in the un-

conventional superconductor LuNi2B2C.[176] In general, however, there is no simple 
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relation between temperature-induced softening and electron–phonon coupling. In 

the present case, the behaviour of the system under pressure may give an indica-

tion, corresponding measurements have been performed in a later study.[84] 

Superconductivity emerges in the parent compounds EAFe2As2, when the structural 

phase transition and magnetic ordering are suppressed. Many experiments suggest 

that both the magnetic and thus structural phase transitions in the undoped parent 

compounds, as well as the emergence of superconductivity are electronic in origin 

(refer to Chapters 4.3 and 7.4.2). This strong correlation of structural and electronic 

properties would be compatible with a softening of low-energy phonon modes ob-

served in Ca1−xNaxFe2As2 and Sr1−xKxFe2As2 due to electron–phonon coupling. The 

larger magnitude of softening in Ca1−xNaxFe2As2 may indicate that electron–phonon 

coupling in this compound is stronger than in Sr1−xKxFe2As2. Since the phonon sof-

tening is observed only in the normal state of both doped samples, it is unlikely to 

be directly associated with superconductivity, and this is despite the isotope effect 

observed in the pnictide superconductors.[177] As the tetragonal-to-orthorhombic 

phase transition is suppressed in the superconducting compounds, the structural 

phase transition does not appear to be relevant to the observed phonon softening. 

 

 

 

In summary, inelastic neutron scattering measurements of both Ca1−xNaxFe2As2 and 

Sr1−xKxFe2As2 at the IN4C spectrometer did not reveal any signs of resonant spin ex-

citations. This is in contrast to the findings in other superconducting iron arsenides. 

However, the attainable angular and energy resolution of this spectrometer at low 

scattering angles is limited, so the absence of magnons is not conclusive. 

Furthermore, experimental phonon studies of the superconductors Ca1−xNaxFe2As2 

and Sr1−xKxFe2As2 have been carried out. It could be shown that doping affects 

mainly the lower and intermediate vibration frequencies. In particular, the region 

around 20 meV shows a very strong renormalisation; mass effects and lattice con-

traction alone cannot explain these changes. Therefore, the type of EA2+ / A+ ions 

seems to influence the bonding in the FeAs layers. These buffer layers thus cannot 

be considered as mere charge reservoirs. The high-frequency band reacts moder-
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ately to doping. In both compounds, the low-energy phonon modes soften with 

temperature. This softening, which is stronger in Ca1−xNaxFe2As2, might be due to 

electron–phonon coupling. No anomalous effects are observed in the phonon spec-

tra when passing the superconducting transition temperature. All this indicates that 

while electron–phonon coupling is present, it cannot be solely responsible for the 

formation of Cooper pairs. This is in line with early DFT calculations on LaFeAsO1−xFx 

by Boeri, who has found only very weak electron–phonon coupling.[35] 
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10. FeSe1−xTex 

 

β-FeSe with the tetragonal anti-PbO-type structure[178] can be considered as the 

most fundamental iron-based superconductor as it consists only of tetrahedral lay-

ers containing iron and selenium without any separating atoms or building blocks. It 

therefore seems to be the ideal system to study the underlying physics, which 

turned out to have many analogies to that of the iron arsenide superconductors.[14, 143, 

179] However, soon after the discovery of superconductivity in FeSe with TC = 8 K,[180] 

some studies revealed differences between iron selenides and pnictides. Examples 

are an extreme sensitivity of superconductivity to stoichiometry,[181] a huge increase 

of TC under pressure,[182] or the absence of long-range magnetic ordering and an or-

thorhombic or even monoclinic symmetry of the superconducting phase.[183] In con-

trast to the selenide, the binary iron telluride with anti-PbO-type structure[184] is not 

superconducting, even under pressure.[185] This may be due to the fact that stoichio-

metric FeTe does not exist, but only Fe1+δTe with δ ≈ 0.05 − 0.15. These excess iron 

atoms between the layers may be detrimental to superconductivity.[186] Despite of 

 

Figure 10.1: Crystal structure of FeSe0.44Te0.56 with Se / Te split positions. 
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this, superconductivity exists in the solid solution FeSe1−xTex with a maximum TC of 

about 14 K close to FeSe0.5Te0.5.
[187] 

The FeSe1−xTex system has been intensively studied with respect to the interplay be-

tween structural or magnetic degrees of freedom and superconductivity. It is ac-

cepted that magnetic fluctuations play an important role, and calculations revealed a 

strong sensitivity of the magnetic moment on the so-called ‘chalcogen height’, i.e. 

the distance of the Se/Te atoms from the plane of iron atoms.[188] According to this, 

the magnetic exchange parameter J alters by a factor of 2 − 5 when this chalcogen 

height varies by only 10 pm. Such subtle dependences of the magnetic and super-

conducting properties are also known from the iron pnictides,[189] which re-

emphasises the importance of accurate and correct structural data. However, 

against the background of several published crystal structures of FeSe1−xTex,
[190] it is 

surprising that even simple crystal chemical aspects have been completely disre-

garded. Selenium and tellurium have quite different ionic radii: rSe² ¯ = 198 pm and 

rTe² ¯ = 221 pm.[191] Therefore, one cannot expect that both ions occupy the 2c Wyckoff 

position with the same z-coordinate in the layered PbO-type structure, and it is 

questionable why the structure is described with Se and Te sharing the same co-

ordinates in many publications. Only in a publication by Lehman,[192] different 

z-coordinates of Se and Te in FeSe0.5Te0.5 were proposed. These had been deter-

mined laboriously and with low precision from an analysis of the pair density func-

tion (PDF) obtained from neutron powder diffraction data. 

In this chapter, a single-crystal X-ray diffraction study of FeSe0.44Te0.56 is presented, 

which easily reveals the distinct z-coordinates of Se and Te with a one order of 

magnitude better accuracy compared to the PDF method. A quite large degree of 

structural disorder therefore exists, which has been neglected in previous studies. 

Yet, it emphasises the robustness of superconductivity against randomness. 

  



Chapter 10: FeSe1−xTex 

 141 

10.1 Experimental 

Synthesis details can be found in the original literature.[193] The phase purity of 

FeSe0.4Te0.6 was checked via powder diffraction (Mo-Kα1 radiation). A Rietveld re-

finement using the TOPAS package revealed only traces of impurity phases (Figure 

10.2). The refined lattice parameters are a = 380.61(2) pm and c = 608.71(3) pm. Su-

perconductivity was confirmed by measuring the AC susceptibility (see Figure 10.3). 

A relatively broad transition with an onset of TC at 14 K was found. Such broad tran-

sitions in FeSe1−xTex superconductors have also been observed by others,[190, 194] and 

may be due to a certain sample composition inhomogeneity. This also correlates 

with the observed anisotropic reflection widths and shapes in the powder diffracto-

gram. 

 

 

 

 

 

Figure 10.2: Rietveld fit of FeSe1−xTex at 297 K (space group P4/nmm). 
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A small plate-like single crystal of about 15 × 20 × 30 μm3 was selected from the 

polycrystalline sample and checked by Laue photographs using white radiation from 

a Mo anode. Diffraction data up to 2θ = 90° (50 pm resolution) were collected at 

173 K on an OXFORD Xcalibur 4-circle diffractometer equipped with a CCD detector. 

Graphite-monochromised Mo-Kα radiation from a conventional sealed X-ray tube 

was used. The measured intensities were carefully corrected for absorption effects. 

The atomic positions from [190] were used as starting parameters (zSe/Te = 0.27388) 

and refined with the least-squares method using the JANA2006 program package.[195] 

The positional and thermal parameters of Se and Te were refined independently, 

while their occupation parameters were constrained to unity. 

 

10.2 Single crystal refinement 

The initial refinement of the data using only one z-coordinate already resulted in 

small residuals of R1 = 0.029 and wR2 = 0.051. However, the inspection of the ani-

sotropic displacement parameters showed a three times larger displacement pa-

rameter U33 compared to U11. It is known that such elongations can be artefacts 

from insufficient absorption corrections, especially due to anisotropic crystal dimen-

 

Figure 10.3: Differential pick-up coil voltage of FeSe1−xTex (proportional to χ′). 
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sions. For this reason, several refinements were performed using different absorption 

models. This revealed only a small dependence, which cannot explain a factor of 

three in the anisotropy. In the next step, the Se and Te z-coordinates were refined 

independently. The refinement immediately converged to different values for Se 

(z ≈ 0.246) and Te (z ≈ 0.286), while the residuals dropped to R1 = 0.023 and 

wR2 = 0.05. Moreover, the anisotropy of the still combined (Se, Te) thermal ellipsoid 

was reduced from a factor of ~ 3 to a factor of ~ 1.3. The necessary independent 

refinement of the anisotropic displacements is difficult, because the z-coordinates 

and the U33 parameters are strongly correlated. However, due to the high-resolution 

data (2θmax ≈ 90°), the correlations remained acceptable and did not destabilise the 

refinement. The refinement finally converged to residuals R1 = 0.022, wR2 = 0.041 

and GooF = 0.98. A careful check of the ΔF Fourier map did not reveal any residual 

electron densities from additional Fe atoms between the layers. Regarding the Fe 

atom within the layer, all refinements showed an elongation of the thermal ellipsoid 

along z with an anisotropy of a factor of ~ 2. This probably is the response of the 

iron atoms to their different (Se, Te) coordination environments, leading to a small 

puckering of the Fe plane. 

 

10.3 Crystal structure 

The crystal structure of FeSe0.44Te0.56 is depicted in Figure 10.1. A summary of the 

crystallographic data is compiled in Table 10.1. 

 

Temperature 297 K 

Diffractometer OXFORD Xcalibur 

Radiation Mo Kα 

Structure refinement Jana2006 

Space group P4/nmm (o2) 

Lattice parameters a = 379.96(2) pm 

c = 598.95(6) pm 

Cell volume V = 0.08647(1) nm3 

Z 2 

Calculated density 6.23 g·cm−1 

Absorption coefficient 26.6 mm−1 
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Absorption correction multi-scan 

Transmission (min, max) 0.39,1.00 

2θ range 10.7 – 90.23 

Reflections (total) 913 

Reflections (independ.) 246 

Reflections with I > 3 σ (I) 173 

Rint, Rσ 0.037, 0.038 

R1, wR2 [(I > 3 σ (I)] 0.022, 0.041 

R1, wR2 [all data] 0.042, 0.043 

Largest resid. peak, hole 0.98 eÅ3, −1.59 eÅ3 

CSD No. 421334 

  

Atomic parameters  

Fe 2a (¾, ¼, 0) occ. 1 

 U11 = 64(2) pm2 U33 = 132(4) pm2 

Se 2c (¼, ¼, z) z = 0.2468(7) occ. 0.44(1) 

 U11 = 80(6) pm2 U33 = 116(7) pm2 

Te 2c (¼, ¼, z) z = 0.2868(3) occ. 0.56(1) 

 U11 = 84(5) pm2 U33 = 118(7) pm2 

  

Bond lengths  

Fe–Se 240.7(3) × 4 

Fe–Te 256.1(1) × 4 

  

Bond angles  

Se–Fe–Se 104.1(1) × 2 (ε) 112.15(6) × 4 (ζ) 

Te–Fe–Te 95.75(4) × 2 (ε) 116.74(2) × 4 (ζ) 

Se–Fe–Te 99.99(9) × 4 114.32(5) × 8 

Table 10.1: Crystallographic data of FeSe0.44Te0.56. 
 

This redetermination of the crystal structure clearly reveals the distinct positions of 

Se and Te. This is also expected from crystal chemical reasons and agrees with the 

assumption made in [192]. The resulting chalcogen heights are hSe = 147.8 pm and 

hTe = 171.8 pm. In terms of bond lengths, the Fe−Se bond length is by 15.4 pm 

shorter than the Fe−Te bond. In comparison to the binary compounds, the Fe−Se 

bond is slightly longer (by 1.6 %) than in FeSe[178a] and the Fe−Te bond is slightly 

shorter (by 1.8 %) than in Fe1+δTe.[184] This is also plausible from a chemical point of 

view, in contrast to an averaged Fe−(Se, Te) bond length, if only one z-parameter is 
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used. Also the (Se, Te)−Fe−(Se, Te) bond angles depend significantly on the 

z-coordinates. Iron occupies a position with 4‾ m2 site symmetry, therefore the angle 

which is bisected by the c-axis (ε) and the angle which is bisected by the ab-plane 

(ζ) are related by cos(ζ) = −½ · [1−cos(ε)]. In the present case, three independent 

angles ε have to be considered: Te−Fe−Te, Se−Fe−Se and Te−Fe−Se. For com-

pleteness, also the dependent angles ζ are listed in Table 10.1. 

In the case of the iron pnictide superconductors, it has been argued that the geome-

try of the FePn4 (Pn = P, As) tetrahedra plays an important role. TC is seemingly max-

imised when the bond angles are close to the ideal tetrahedral angle of 109.47°.[196] 

The latter has not been observed in the FeCh (Ch = Se, Te) systems, but the large 

increase of TC under pressure suggests that such structural details really play an 

important role in the superconducting mechanism. Furthermore, it is undoubted that 

the coordination of the iron atoms affects the Fermi surface topology, which is a very 

similar situation as in the FePn superconductors.[197] Also, the magnetic moments 

depend strongly on the height of the pnicogen[198] and chalcogen[188] atoms; thus the 

difference Te−Se = 24 pm as a consequence of the split positions is indeed a strong 

effect. With respect to the studies on structural effects in the FeSe1−xTex system,[188, 

190, 199] one can point out that the changes in the geometry introduced by the split 

position of Se and Te are at least one magnitude larger than any effect induced by 

temperature or pressure. 

A further implication of these results concerns the discussion on the robustness of 

superconductivity in iron-based materials with regard to the s±-wave scenario.[32a] 

Generally, superconductivity is expected to be rather sensitive to impurities or other 

kinds of randomness.[200] In this context, it is remarkable that the superconducting 

temperature increases from 8 K in FeSe to 14 K in FeSe1−xTex (x ≈ 0.5). This is in 

stark contrast to the strong geometrical disorder, which is caused by Te-doping. 

Detailed calculations taking this aspect into account are necessary to fully under-

stand the consequences of this disorder on the superconducting properties of 

FeSe1−xTex. 
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In conclusion, the crystal structure of FeSe0.44Te0.56 has been redetermined by re-

finements of high-resolution single-crystal X-ray data and as a result, distinctively 

different z-coordinates for Se and Te were found. This leads to a lower local sym-

metry of the iron atoms as the Fe−Ch bond lengths are split by 15.4 pm. This is an 

implication of the different chalcogen heights (147.8 pm and 171.8 pm, respectively). 

Such large effects have not yet been considered in any calculation of electronic and 

magnetic properties, which are known to be highly sensitive to bond lengths and 

angles. Since the superconducting transition temperature in FeSe1−xTex increases up 

to x ≈ 0.5 despite the significant Se / Te disorder, these results point out the robust-

ness of superconductivity in iron-based materials against structural randomness. 
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11. Sr3Sc2O5Fe2As2 

 

Despite substantial progress that has been made within a short period of time since 

the discovery of the iron arsenide superconductors in 2008, the exact formula that 

creates higher TCs in these compounds is far from being clear. So, especially the 

quest for new members in the large family of iron-based superconductors with 

possibly even higher critical temperatures (TC) attracts the attention of many 

researchers. Several empirical relations between the structure of the iron pnictide 

superconductors and their critical temperatures have been proposed. Some groups 

 

Figure 11.1: Crystal structure of Sr3Sc2O5Fe2As2. 
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saw an interconnection between the symmetry of the iron pnictide tetrahedra and TC 

(the less distorted the tetrahedra, the higher the TC). Others suggested a correlation 

between the dimensionality of the crystal structures and the maximum attainable 

critical temperatures: The largest TCs of up to 56 K appear in ZrCuSiAs-type 

compounds like SmFeAsO1−xFx
[15] and Ca1−xNdxFeAsF,[201] where the iron arsenide 

tetrahedral layers are well separated by (OSm) layers (or FCa1−xNdx layers, 

respectively). In ThCr2Si2-type materials like Ba1−xKxFe2As2, where the FeAs layers are 

only separated by barium atoms, the highest observed TC is 38 K (Chapter 7.2.2) 

and in LiFeAs with an even smaller layer separation, TC decreases to 18 K.[202] Finally, 

in the so-called ’11’ iron chalcogenide compounds such as FeSe1−xTex (Chapter 10), 

the maximum achievable TC is even further reduced. An overview of the different 

structure types and maximum TCs is depicted in Figure 11.2. 

 

 

However, such proposed relations between TC and for example the separation of the 

FeAs layers (i.e. the two-dimensional character) are not justified by any theoretical 

argument. They may have their origin in some rather far-fetched relationships to the 

cuprate superconductors. Nevertheless, as long as no other directions towards 

higher TCs are available, the search for new iron pnictides with low-dimensional 

structures is a promising task. By the beginning of 2009, new compounds derived 

 

Figure 11.2: Different iron-based superconductor families and maximum TCs. 
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from structures with isoelectronic copper sulfide (CuS) layers[203] were reported,[204] 

among them the superconductors Sr2ScO3FeP (TC = 17 K)[205] and Sr2VO3FeAs 

(TC = 37 K, refer to [206] and Chapter 14). However, these compounds become su-

perconducting without doping, and they also lack the supposed preconditions for 

superconductivity in other iron arsenides, because they neither show structural dis-

tortions nor antiferromagnetic ordering. Thus, in these compounds the origin of su-

perconductivity remains unclear just as its absence in the previously reported com-

pound Sr3Sc2O5Fe2As2.
[204a] In order to complete the structural and magnetic data of 

this compound, the low-temperature crystal structure and the results of a 57Fe-

Mössbauer spectroscopy study of Sr3Sc2O5Fe2As2 are therefore presented in this 

chapter. Furthermore, crystallographic relationships that may be useful in the search 

of new, layered iron-based superconductors are given. 

 

11.1 Synthesis 

Sr3Sc2O5Fe2As2 was synthesised by heating a stoichiometric mixture of strontium, 

scandium, iron (II) oxide and arsenic oxide in an alumina crucible sealed in a silica 

ampoule according to the synthesis method described in Chapter 2.10.3. The mix-

ture was heated to 1323 K at a rate of 200 K·h–1, kept at this temperature for 60 h 

and cooled down to room temperature. The product was homogenised in an agate 

mortar, pressed into a pellet and sintered at 1323 K for 60 h. 

 

11.2 Crystal structure 

Powder patterns were recorded (HUBER G670) and refined (TOPAS) with a single 

Sr3Sc2O5Fe2As2 phase according to the description in Chapter 2.2. The refined crys-

tal structure of Sr3Sc2O5Fe2As2 (Figure 11.3) at room temperature is in good agree-

ment with [204a]. 
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No evidence of any structural instability at low temperatures was detected. The 

crystallographic data of Sr3Sc2O5Fe2As2 at 300 and 10 K are compiled in Table 11.1. 

The course of the lattice parameters and As–Fe–As angles on cooling does not re-

veal any anomaly, as shown in Figure 11.4. While the lattice parameter a decreases 

by only 0.61 pm, the c lattice parameter decreases by 16.7 pm on cooling down to 

10 K. Thus, the thermal contraction of the unit cell is anisotropic according to 

(∆ c ⁄ c) : (∆ a ⁄ a) ≈ 4.2. The more pronounced shrinkage of the c axis leads to a slight 

increase of the vertical As–Fe–As angle (ε) by about 1°, i.e. the FeAs layers become 

flatter. The Fe−Fe nearest neighbour distance in Sr3Sc2O5Fe2As2 is about 1 % longer 

than in LaFeAsO,[168] and the As–Fe–As angles are almost identical in both structures. 

Interestingly, the course of the As–Fe–As angle ε exhibits a slight kink at around 

150 K (i.e. the temperature, where many other iron arsenide parent compounds ex-

hibit a tetragonal-to-orthorhombic distortion). Whether this is an artefact due to the 

resolution limit of the powder diffraction experiment or a real effect yet remains ar-

cane. 

 

 

 

Figure 11.3: Rietveld fit of Sr3Sc2O5Fe2As2 at 297 K (space group I 4/mmm). 
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Temperature 300 K 10 K 

Diffractometer HUBER G670 (Cu-Kα1) HUBER G670 (Cu-Kα1) 

Rietveld package TOPAS TOPAS 

Space group I4/mmm I4/mmm 

Lattice parameters a = 407.81(1) pm 

c = 2683.86(5) pm 

a = 407.20(1) pm 

c = 2667.19(5) pm 

Cell volume V = 0.44635(2) nm3 V = 0.44225(1) nm3 

Z 2 2 

Data points 18298 17575 

Reflections 99 99 

Constraints 1 1 

Atomic variables 10 10 

Profile variables 6 6 

Anisotropy var. 24 24 

Background var. 60 60 

Other variables 5 5 

Excluded 2θ rangesa) 14.5° – 17.5° 11.3° – 13.0°; 14.0° – 18.9° 

d range 1.008 – 13.419 1.006 – 13.336 

RP, RwP, RBragg, χ2 0.014, 0.018, 0.005, 0.832 0.014, 0.019, 0.006, 0.810 

   

Atomic parameters   

Sr1 2b (0, 0, ½) 

Uiso = 152(5) pm2 

2b (0, 0, ½) 

Uiso = 46(5) pm2 

Sr2 4e (0, 0, z) 

z = 0.3604(1) Uiso = 63(4) pm2 

4e (0, 0, z) 

z = 0.3601(1) Uiso = 26(4) pm2 

Sc1 4e (0, 0, z) 

z = 0.0727(1) Uiso = 116(7) pm2 

4e (0, 0, z) 

z = 0.0730(1) Uiso = 58(7) pm2 

Fe1 4d (0, ½, ¼) 

Uiso = 115(5) pm2 

4d (0, ½, ¼) 

Uiso = 33(5) pm2 

As1 4e (0, 0, z) 

z = 0.1996(1) Uiso = 151(5) pm2 

4e (0, 0, z) 

z = 0.2002(1) Uiso = 83(5) pm2 

O1 8g (0, ½, z) 

z = 0.0828(1) Uiso = 97(10) pm2 

8g (0, ½, z) 

z = 0.0826(1) Uiso = 79(10) pm2 

O2 2a (0, 0, 0) 

Uiso = 97(10) pm2 

2a (0, 0, 0) 

Uiso = 79(10) pm2 
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Bond lengths (pm)   

Sr–O 254.6(2) × 4 288.4(1) × 4 

301.6(3) × 8 

254.7(2) × 4 287.9(1) × 4 

299.9(3) × 8 

Sc–O 195.1(2) × 1 205.7(1) × 4 194.8(2) × 1 205.2(1) × 4 

Fe–Fe 288.4(1) × 4 287.9(1) × 4 

Fe–As 244.8(1) × 4 243.1(1) × 4 

   

Bond angles (°)   

As–Fe–As 107.8(1) × 4 112.8(1) × 2 (ε) 107.4(1) × 4 113.8(1) × 2 (ε) 
O–Sc–O 89.0(1) × 4 97.6(1) × 4 

164.9(2) × 2 

89.1(1) × 4 97.1(1) × 4 

165.8(2) × 2 

Table 11.1: Crystallographic data of Sr3Sc2O5Fe2As2 at 300 and 10 K. 
a) Exclusion due to artefacts from the HUBER G670 low-temperature option. 

 

 

 

 

 

Figure 11.4: Variation of the lattice parameters and As–Fe–As angle (ε) of Sr3Sc2O5Fe2As2 
with temperature. Lattice parameter errors are within data points. 
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11.3 Structural relationships 

The structure of Sr3Sc2O5Fe2As2, space group I4/mmm, Wyckoff sequence ge3dba, 

is closely related to other structures with different composition. The different site 

occupancy variants and the corresponding free z parameters for the 8g (0, ½, z) and 

4e (0, 0, z) sites are listed in Table 11.2. The first representative of this structure type 

was the mineral chalcothallite (K,Tl)2Cu7SbS4.
[207] Later, the ternary germanides 

SmNi3Ge3
[208] and U3Co4Ge7

[209] and the quaternary and quinary compounds listed in 

Table 11.2 have been reported. 

The large structural diversity of this structure type enables the formation of FeAs, 

CuS, CoGe, NiGe, and PtP tetrahedral layers, which can be separated by either in-

termetallic or oxidic layers, leading to different bonding patterns. The tetrahedral lay-

ers consist of the atoms at Wyckoff positions 4e (4th column in Table 11.2) and 4d 

(6th column in Table 11.2). It is noteworthy that for some representatives, the transi-

tion metal atoms switch between the 4e and 4d sites, but this does not follow the 

course of electronegativities. 

Although the atoms occupy the same Wyckoff positions, nature allows for variations 

in the different compounds, i.e. the lattice parameters and the free z parameters of 

the 8g and 4e sites. This allows a high flexibility for this structural arrangement. A 

careful inspection of the z parameters listed in Table 11.2 readily reveals differences 

between the eight compounds. Based on this comparison, the eight compounds 

can be divided into two groups. The first group consists of Sr3Sc2O5Fe2As2, 

Sr3Fe2O5Cu2S2, Sr3Sc2O5Cu2S2, and (K/Tl)2Cu7SbS4, and the second group of 

U3Co4Ge7, SmNi3Ge3, Eu2Pt7AlP2.95, and Eu2Pt7.3Mg0.7P3. Since these structural differ-

ences significantly affect the chemical bonding, these two groups of compounds are 

isopointal[210], XVIII, [211] rather than strictly isotypic. 

 

                                                
 
XVIII According to IUCr, two structures are isopointal if 
(i) they have the same space-group type or belong to a pair of enantiomorphic space-group 
types 
(ii) the atomic positions, occupied either fully or partially at random, are the same in both 
structures, i.e. the complete sequence of the occupied Wyckoff positions (including the 
number of times each Wyckoff position is occupied) is the same for both structures when 
the structural data have been standardised. 
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Compound 8g (z) 4e (z) 4e (z) 4e (z) 4d 2b 2a Ref. 

         

Sr3Sc2O5Fe2As2 O1 

(0.0828) 

Sr2  

(0.6396) 

As1  

(0.1996) 

Sc1  

(0.0727) 

Fe1 Sr1 O2 - 

Sr3Fe2O5Cu2S2 O1  

(0.0798) 

Sr2  

(0.6418) 

S  

(0.1956) 

Fe  

(0.0718) 

Cu Sr1 O2 [212] 

Sr3Sc2O5Cu2S2 O1  

(0.087) 

Sr2  

(0.6431) 

S  

(0.195) 

Sc  

(0.073) 

Cu Sr1 O2 [213] 

(K/Tl)2Cu7SbS4 Cu1  

(0.0570) 

Tl+K  

(0.6483) 

S2  

(0.214) 

S1  

(0.093) 

Cu2 Sb Cu3 [207] 

U3Co4Ge7 Ge2  

(0.08041) 

U2  

(0.67001) 

Ge3  

(0.2025) 

Co1  

(0.1174) 

Co2 Ge1 U1 [209] 

SmNi3Ge3 Ni1  

(0.0553) 

Sm  

(0.6535) 

Ni2  

(0.1999) 

Ge1  

(0.1063) 

Ge2 Ge4 Ge3 [208] 

Eu2Pt7AlP2.95 Pt3  

(0.0705) 

Eu  

(0.6652) 

Pt1  

(0.2074) 

P2  

(0.1195) 

P1 Al Pt2 [214] 

Eu2Pt7.3Mg0.7P3 Pt3  

(0.0734) 

Eu  

(0.6665) 

Pt1  

(0.2080) 

P2  

(0.1214) 

P1 Mg0.7 

Pt0.3 

Pt2 [214] 

Table 11.2: Site occupancies for tetragonal structures with the Pearson symbol tI28 (no. 
139), space group I 4/mmm, and the Wyckoff sequence ge 3dba. The z parameters of the 
8g and 4e sites (if refined) are listed in parentheses. These z parameters correspond to 
settings (0, ½, z) for the 8g and (0, 0, z) for the 4e sites. 
 

 

 

11.4 Magnetism and Mössbauer spectroscopy 

Figure 11.5 shows the magnetic susceptibility of Sr3Sc2O5Fe2As2 at 100 Oe. It can be 

seen that Sr3Sc2O5Fe2As2 is a substance, which does not show any signs of magnet-

ic ordering or phase transition in the whole temperature range between 1.8 and 

300 K. However, as in other non-superconducting iron arsenide parent compounds, 

the susceptibility is several orders of magnitude higher than expected for a Pauli-

paramagnetic metal. Above ~ 100 K, the susceptibility linearly increases with tem-

perature. This feature was also observed in other iron pnictide parent compounds 

(refer to Chapters 4.4 and 7.1.3 for example).  
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57Fe Mössbauer spectra of Sr3Sc2O5Fe2As2 at various temperatures are presented in 

Figure 11.6 together with transmission integral fits. The corresponding fitting param-

eters are listed in Table 11.3. In accordance with the presence of a single Fe site, a 

single signal was observed at an isomer shift of δ = 0.36(1) mm·s−1 and an experi-

mental line width Γ = 0.34(1) mm·s−1 subject to quadrupole splitting of 

∆EQ = 0.19(1) mm·s−1 at room temperature. The non-cubic site symmetry (4‾ m2) of 

the iron atoms is reflected in the quadrupole splitting value. For 77 and 4.2 K, single 

signals were observed at isomer shifts δ = 0.47(1) mm·s−1 and δ = 0.49(1) mm·s−1, 

respectively. The increase of the isomer shift with decreasing temperature can be 

considered as a second-order Doppler shift (SODS).XIX, [215] These parameters com-

pare well with 57Fe-Mössbauer data of LaFeAsO,[102] LaFePO (Chapter 3.2), SrFe2As2 

(Chapter 8.3) and BaFe2As2 (Chapter 7.1.2). Down to 4.2 K, the 57Fe Mössbauer 

spectra of Sr3Sc2O5Fe2As2 give no hint for magnetic ordering, which is consistent 

with the magnetic data. 

                                                
 
XIX The Second-Order Doppler Shift is a temperature-dependent effect on the centre shift of 
a Mössbauer spectrum. Above 0 K, atoms in a lattice oscillate about their mean position. 
Although the frequency of this oscillation is such high that the mean displacement during 
the lifetime of a Mössbauer event is zero, the second term in the Doppler shift depends on 
ν2, leading to the mean square displacement being non-zero. 

 

Figure 11.5: Magnetic susceptibility of Sr3Sc2O5Fe2As2 at 100 Oe. 
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Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) 

298 0.36(1) 0.34(1) 0.19(1) 

77 0.47(1) 0.30(1) 0.21(1) 

4.2 0.49(1) 0.32(1) 0.20(1) 

Table 11.3: Fitting parameters for 57Fe Mössbauer spectroscopy data of Sr3Sc2O5Fe2As2.  
 

 

11.5 DFT calculations 

A volume optimisation of Sr3Sc2O5Fe2As2 has been performed via DFT calculations 

(WIEN2k) according to the method described in Chapter 2.1 (GGA, non-magnetic 

calculations). The results of this volume optimisation are depicted in Figure 11.7. In 

Table 11.4, the optimised calculated model is compared to the experimentally 

obtained crystal structure. The calculated lattice parameters and cell volume deviate 

 

Figure 11.6: 57Fe Mössbauer spectra of Sr3Sc2O5Fe2As2. 
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only 0.3 % or less from the experimentally obtained values and also the relaxed 

atomic parameters compare very well to the real structure (the differences between 

all calculated and observed atomic heights are less than 0.6 % of the c axis). This is 

in contrast to the findings in other iron arsenides like SrFeAsF, where the deviations 

betweeen calculated and experimental structures are one order of magnitude larger 

(see also Chapter 4.5). The good agreement in the case of Sr3Sc2O5Fe2As2 may be 

attributed to both the more rigid perovskite-like separation layers as well as the 

absence of structural and magnetic phase transitions. 

 

 Experimental Calculated (DFT) 

Lattice parameters a = 407.81(1) pm 

c = 2683.86(5) pm 

a = 407.6 pm 

c = 2678.9 pm 

Cell volume V = 0.44635(2) nm3 V = 0.44501 nm3 

   

Atomic parameters   

Sr1 2b (0, 0, ½) 2b (0, 0, ½) 

Sr2 4e (0, 0, z) z = 0.3604(1) 4e (0, 0, z) z = 0.3577 

Sc1 4e (0, 0, z) z = 0.0727(1) 4e (0, 0, z) z = 0.0744 

Fe1 4d (0, ½, ¼) 4d (0, ½, ¼) 

As1 4e (0, 0, z) z = 0.1996(1) 4e (0, 0, z) z = 0.2054 

O1 8g (0, ½, z) z = 0.0828(1) 8g (0, ½, z) z = 0.0852 

O2 2a (0, 0, 0) 2a (0, 0, 0) 

Table 11.4: Comparison between calculated and experimental crystal 

structures of Sr3Sc2O5Fe2As2.  
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In summary, the quinary 32522-type compound Sr3Sc2O5Fe2As2 could be success-

fully synthesised via an alternative synthesis route. It was characterised by tempera-

ture-programmed powder diffraction, susceptibility measurements as well as Möss-

bauer spectroscopy. Despite Sr3Sc2O5Fe2As2 resembling other iron arsenide parent 

compounds like LaFeAsO with respect to their crystal structures at room tempera-

ture, the physical properties of Sr3Sc2O5Fe2As2 are different. Sr3Sc2O5Fe2As2 neither 

exhibits a structural nor a superconducting nor any other magnetic phase transition. 

The reason for this behaviour, however, is still unclear. Mixing of the different transi-

tion metals as a cause for the absence of superconductivity, which can be expected 

to happen in other quinary systems (see Chapters 13.8 and 14.3), seems to be hard-

ly possible here, as the atomic radii of Sr and Sc are quite different. 

DFT calculations were carried out in order to perform a structure optimisation, which 

was then related to the experimental crystal structure. It could be shown that the 

calculated model is very close to the experimental findings. Additionally, a short 

 

Figure 11.7: Energy dependence of the a and c lattice parameters in Sr3Sc2O5Fe2As2. 
Black diamonds: DFT calculations. 
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crystallographic overview on Sr3Sc2O5Fe2As2 and its relation to seven other closely 

related compounds was given, which manifests the large potential of this and other 

stacking variants of compounds with tetrahedral layers. For the future, one can 

therefore expect a rich variety of further compounds having a rather complex crystal 

structure and also new discoveries of iron-based superconductors and parent com-

pounds. 
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12. Ba2ScO3FeAs 

 

As it has been discussed in the previous chapter, Sr3Sc2O5Fe2As2 has been the first 

reported compound with a lower dimensionality than in the 1111 compounds. In this 

chapter, the new iron arsenide oxide Ba2ScO3FeAs, the first member of the new 

21311 family is presented. It is an iron arsenide with Sr2GaO3CuS-type structure and 

just like Sr3Sc2O5Fe2As2, Ba2ScO3FeAs is a compound with iron arsenide tetrahedral 

layers separated by perovskite-like metal oxide interlayers. Yet, the interlayer dis-

 

Figure 12.1: Crystal structure of Ba2ScO3FeAs (EA = Ba, TM = Sc, Pn = As). 
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tance between two iron arsenide slabs is even larger (Figure 12.1). The crystal struc-

ture of Ba2ScO3FeAs was determined via X-ray powder diffraction and the physical 

properties were characterised by magnetic susceptibility and electrical resistivity 

measurements, as well as 57Fe Mössbauer spectroscopy. Furthermore, the electron-

ic structure of Ba2ScO3FeAs is compared with the parent compounds of the super-

conducting iron arsenides. 

 

12.1 Synthesis 

Ba2ScO3FeAs was synthesised by heating stoichiometric mixtures of barium, scan-

dium, iron (III) oxide and arsenic oxide in alumina crucibles sealed in silica ampoules 

under an atmosphere of purified argon according to the method described in Chap-

ter 2.10.3. The mixtures were heated to 1323 K at a rate of 80 K·h–1, kept at this 

temperature for 60 h and cooled down to room temperature. The products were 

homogenised in an agate mortar, pressed into pellets and sintered at 1323 K for 

60 h, reground, pressed into pellets and sintered again at 1323 K for 50 h. 

 

12.2 Crystal structure 

The crystal structure of Ba2ScO3FeAs is isotypic to the oxide sulfide Sr2GaO3CuS,[203b] 

which crystallises in the space group P4/nmm. Figure 12.2 shows X-ray powder pat-

terns, which could be fitted with a tetragonal Ba2ScO3FeAs phase, as well as Sc2O3 

and FeAs as minor impurity phases. The crystal structure of Ba2ScO3FeAs is shown 

in Figure 12.1. Crystallographic data, selected bond lengths and the parameters of 

the Rietveld fits are compiled in Table 12.1. Further details of the structure determi-

nation may be obtained from Fachinformationszentrum Karlsruhe, 76344 Eggen-

stein-Leopoldshafen, Germany on quoting the Registry No. CSD-420654. 
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Temperature 297 K 

Diffractometer STOE STADI P (Mo-Kα1) 

Rietveld package TOPAS 

Space group P4/nmm (o2) 

Lattice parameters a = 412.66(5) pm 

c = 1680.0(2) pm 

Cell volume V = 0.28609(7) nm3 

Z 2 

Data points 5350 

Reflections 259 (main phase) 

Constraints 1 

Atomic variables 12 

Profile variables 5 

Anisotropy var. 24 

Background var. 48 

Imp. phase var. 20 

Other variables 12 

d range 0.763 – 16.800 

RP, RwP, RBragg, χ2 0.036, 0.047, 0.008, 1.186 

CSD No. 420654 

  

 

Figure 12.2: Rietveld fit of Ba2ScO3FeAs at 297 K (space group P4/nmm). 
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Atomic parameters  

Ba1  2c (¾, ¾, z)  z = 0.1860(1) Uiso = 163(6) pm2 

Ba2  2c (¾, ¾, z) z = 0.4145(1) Uiso = 129(6) pm2 

Sc1 2c (¼, ¼, z)  z = 0.3092(4) Uiso = 61(14) pm2 

Fe1 2a (¾, ¼, 0)   Uiso = 190(11) pm2 

As1 2c (¼, ¼, z)  z = 0.0777(2) Uiso = 103(11) pm2 

O1 4f (¼, ¾, z)  z = 0.2898(7) Uiso = 262(32) pm2 

O2 2c (¼, ¼, z)  z = 0.427(1) Uiso = 262(32) pm2 

  

Bond lengths (pm)  

Ba–O 266(2) × 1  270.2(8) × 4  292.6(2) × 4  294.0(9) × 4 

Sc–O 198(2) × 1  208.9(2) × 4 

Fe–Fe 291.8(1) × 4 

Fe–As 244.1(2) × 4 

  

Bond angles (°)  

As–Fe–As 106.6(1) × 4  115.4(1) × 2 (ε) 
O–Sc–O 88.6(1) × 4    99.0(4) × 4    162.1(7) × 2 

Table 12.1: Crystallographic data of Ba2ScO3FeAs at 297 K. 
 

 

The FeAs layers perpendicular to the c axis are separated by barium atoms from 

scandium oxide and barium oxide layers according to a stacking order 

(ScO2)(BaO)(BaO)(ScO2). The interlayer distance of the iron arsenide layers equals 

the c lattice parameter for this structure type, thus Ba2ScO3FeAs (c = 1680 pm) ex-

hibits a very high iron arsenide interlayer distance. Additionally recorded tempera-

ture-dependent powder patterns (Huber G670) did not reveal any structural phase 

transition down to 10 K (Figure 12.3). At 10 K, the corresponding lattice parameter a 

is decreased by 0.92 pm and the c lattice parameter by 6.0 pm. In contrast to 

Sr3Sc2O5Fe2As2 (Chapter 11.2) the As–Fe–As angles are constant in Ba2ScO3FeAs at 

all temperatures within the errors of the refinement. 
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12.3 Magnetism, resistivity and Mössbauer spectroscopy 

Figure 12.4 shows the magnetic susceptibility of Ba2ScO3FeAs between 1.8 and 

300 K. The observed paramagnetism is several orders of magnitude too high for 

Pauli-paramagnetism. No sign of any anomaly in the course of the magnetic suscep-

tibility at any applied external magnetic field was visible. The increase of the suscep-

tibility at low temperatures as well as the form of the hysteresis loop at 1.8 K is pos-

sibly due to the presence of a ferromagnetic impurity. The resistivity of Ba2ScO3FeAs 

is depicted in Figure 12.5. It is a poor metal in the whole measured temperature 

range and does not show any anomaly. Both magnetism and resistivity therefore 

indicate that there is no occurrence of a spin-density wave anomaly in 

Ba2ScO3FeAs. 

  

 

Figure 12.3: Variation of the lattice parameters and refined As–Fe–As angle (ε) with 
temperature (Huber G670). Lattice parameter errors are within data points. 
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Figure 12.6 shows the 57Fe Mössbauer spectra of the Ba2ScO3FeAs sample at vari-

ous temperatures together with transmission integral fits. The fitting parameters are 

listed in Table 12.2. In agreement with the single Fe site in the crystal structure, the 

 

Figure 12.4: Magnetic susceptibility of Sr3Sc2O5Fe2As2 at 100 Oe. Inset: Hysteresis loops. 

 

Figure 12.5: Resistivity of Ba2ScO3FeAs. 
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spectra at 298, 77, and 4.2 K show single signals, which are subject to weak quad-

rupole splitting. The 77 K isomer shifts of Ba2ScO3FeAs (Table 12.2), Sr3Sc2O5Fe2As2 

(Chapter 11.4), and Sr2CrO3FeAs (Chapter 13.4) are almost identical. One can thus 

assume a similar electronic situation within the tetrahedral FeAs layers in all three 

compounds. They are also comparable to LaFePO (Chapter 3.2) and SrFe2As2 

(Chapter 8.3). The increase of the isomer shift with decreasing temperature 

(0.35 → 0.50 mm·s–1) results from a second-order Doppler shift. The spectra give no 

hint for magnetic ordering of the iron moments down to 4.2 K.  

 

 

Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) 

298 0.35(1) 0.39(1) 0.21(1) 

77 0.47(1) 0.45(1) 0.20(1) 

4.2 0.50(1) 0.43(2) 0.20(1) 

Table 12.2: Fitting parameters for 57Fe Mössbauer spectroscopy data of Ba2ScO3FeAs.  

 

Figure 12.6: 57Fe Mössbauer spectra of Ba2ScO3FeAs. 
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12.4 Electronic structure 

The electronic structures of the iron arsenide superconductors have frequently been 

described[216] and some (maybe hidden) electronic order with respect to supercon-

ductivity is still under discussion.[217] Also Sr3Sc2O5Fe2As2 and the superconducting 

phosphide Sr2ScO3FeP have been studied.[218] In all cases, the calculations predict a 

Fermi surface consisting of hole-like pockets at the centre of the Brillouin zone (Γ) 

and similar electron-like pockets at the corners (M), which become largely congruent 

by a nesting vector (π, π). This Fermi surface nesting is an unstable situation and 

typically favours charge-density or spin-density ordering, often connected with 

structural distortions. For details, also refer to Chapter 1.1.2. Therefore, the band 

structure of Ba2ScO3FeAs was calculated in order to examine if the rather large met-

al oxide building blocks between the FeAs layers induce any perceptible perturba-

tion of the bands close to the Fermi level and thus Fermi surface. 

 

DFT calculations were performed according to Chapter 2.1 with the WIEN2k pro-

gram package. 4374 k-points (27 × 27 × 6 mesh) were used in the irreducible wedg-

es of the Brillouin zones. The basis sets consisted of 4192 plane-waves up to a cut-

off rmt·kmax = 8.0. The atomic sphere radii rmt were 2.50 (Ba), 1.97 (Sc), 2.43 (Fe), 2.16 

(As) and 1.75 au (O).  

 

The band structure of Ba2ScO3FeAs (Figure 12.7, left) shows the typical features 

known from the iron arsenide superconductors.[216a] Iron 3d band contributions (em-

phasised in Figure 12.7, left) clearly dominate the vicinity of the Fermi level, where 

no significant contributions of the oxide layers are found. Also the Fermi surface 

(Figure 12.7, right) reveals the typical cylinders around Γ and M and provides the 

unstable nesting situation mentioned above. Thus, from the view of the electronic 

structure, one would expect structural and magnetic anomalies in Ba2ScO3FeAs. 

The origin of the absence of a structural or magnetic instability and superconductivi-

ty in this and the related compounds is unclear and still under investigation. 
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In conclusion, the new iron arsenide oxide Ba2ScO3FeAs crystallises in the tetrago-

nal Sr2GaO3CuS-type structure and exhibits a large distance between the FeAs lay-

ers due to separation by large perovskite-like metal oxide blocks. Only the recently 

discovered iron arsenides of the type Can+1(Sc,Ti)nOyFe2As2
[219] exhibit even higher 

iron arsenide interlayer distances. Ba2ScO3FeAs is a poor metal and does not show 

any structural or magnetic anomaly, even though the electronic structure predicts a 

nested Fermi surface. 57Fe-Mössbauer spectra are in agreement with the absence of 

magnetic ordering at the iron site. Interestingly, the closely related compound 

Sr2ScO3FeAs possibly shows antiferromagnetic order of the iron atoms as it has 

been proposed recently due to Mössbauer and μSR spectroscopy experiments.[220] 

Reasons for this situation, however, remain unclear and have to be investigated in 

 

Figure 12.7: Left: Section of the band structure of Ba2ScO3FeAs with the iron 3d 
contributions emphasised (GGA, WIEN2k). Right: The Fermi surface showing the typical 
cylinders around the centre (Γ, hole-like) and the corners (M, electron-like). 
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further detail.XX Even though the absence of magnetic ordering in the formally un-

doped compound Ba2ScO3FeAs is puzzling, it should also be interesting to examine 

compounds where Sc is exchanged for other transition metals. As such d-metals 

can be magnetic due to unpaired electrons and as they also have different numbers 

of valence electrons, they may influence the local electronic structure of the iron ar-

senide layers. As a consequence, exchanging Sc for other transition metals could 

even induce superconductivity. This proved true for example for the compound 

Sr2VO3FeAs (Chapter 14). However, also Sr2CrO3FeAs, which is discussed in the 

next chapter, has very interesting and surprising properties. 

 

                                                
 
XX The relevant Mössbauer spectra in the literature are of relatively poor quality and also the 
observed ordered magnetic moment of ~ 0.1 µB per iron atom is spuriously small. However, 
the magnetically ordered volume fractions were determined to be 100 % in both the Möss-
bauer and μSR experiments. 
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13. Sr2CrO3FeAs 

In this chapter, the new iron arsenide oxide Sr2CrO3FeAs is discussed. It shares the 

key feature of tetragonal iron arsenide layers with other iron arsenide superconduc-

tors and is isotypic to the previously discussed Ba2ScO3FeAs (Chapter 12). The crys-

tal structure of Sr2CrO3FeAs was determined via X-ray and neutron diffraction and 

the physical properties were characterised by magnetic susceptibility, electrical re-

sistivity and 57Fe Mössbauer spectroscopy measurements. 

 

13.1 Synthesis (I) 

A small sample (600 mg) of Sr2CrO3FeAs was synthesised according to the method 

described in Chapter 2.10.3 by heating a stoichiometric mixture of strontium, chro-

mium, iron (III) oxide and arsenic oxide in alumina crucibles sealed in silica ampoules 

under an atmosphere of purified argon. The mixture was heated to 1323 K at a rate 

of 80 K·h−1, kept at this temperature for 60 h and cooled down to room temperature. 

The products were homogenised in an agate mortar, pressed into pellets and sin-

tered at 1323 K for 60 h, reground, pressed into pellets and sintered again at 1323 K 

for 50 h. 

 

13.2 Crystal structure 

The crystal structure of Sr2CrO3FeAs is isotypic to the oxide sulfide Sr2GaO3CuS[203b] 

in the space group P4/nmm. Figure 13.1 shows a X-ray powder pattern, which could 

be completely fitted with one single phase using starting parameters from [203b]. 

Crystallographic data, selected bond lengths and the parameters of the Rietveld fits 

are compiled in Table 13.1. Further details of the structure determinations may be 

obtained from Fachinformationszentrum Karlsruhe, 76344 Eggenstein-

Leopoldshafen, Germany on quoting the Registry No. CSD-420653. 
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Temperature 297 K 

Diffractometer STOE STADI P (Cu-Kα1) 

Rietveld package TOPAS 

Space group P4/nmm (o2) 

Lattice parameters a = 391.12(1) pm 

c = 1579.05(3) pm 

Cell volume V = 0.24156(1) nm3 

Z 2 

Data points 9600 

Reflections 108 

Constraints 0 

Atomic variables 13 

Profile variables 5 

Anisotropy var. 12 

Background var. 48 

Imp. phase var. 0 

Other variables 8 

d range 1.003 – 15.790 

RP, RwP, RBragg, χ2 0.014, 0.018, 0.002, 0.969 

CSD No. 420653 

  

 

Figure 13.1: Rietveld fit of the 600 mg sample Sr2CrO3FeAs 
at 297 K (space group P4/nmm). 
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Atomic parameters  

Sr1  2c (¾, ¾, z)  z = 0.1957(2) Uiso = 83(5) pm2 

Sr2  2c (¾, ¾, z) z = 0.4150(1) Uiso = 98(7) pm2 

Cr1 2c (¼, ¼, z)  z = 0.3108(2) Uiso = 88(9) pm2 

Fe1 2a (¾, ¼, 0)   Uiso = 77(8) pm2 

As1 2c (¼, ¼, z)  z = 0.0899(2) Uiso = 79(8) pm2 

O1 4f (¼, ¾, z)  z = 0.2931(4) Uiso = 78(22) pm2 

O2 2c (¼, ¼, z)  z = 0.4313(6) Uiso = 88(30) pm2 

  

Bond lengths (pm)  

Sr–O 242.7(9) × 1  248.8(4) × 4  274.4(5) × 4  277.8(1) × 4 

Cr–O 190(1) × 1     197.5(1) × 4 

Fe–Fe 276.6(1) × 4 

Fe–As 241.7(2) × 4 

  

Bond angles (°)  

As–Fe–As 110.2(1) × 4  108.0(1) × 2 (ε) 
O–Cr–O 88.9(1) × 4     98.1(2) × 4     163.7(4) × 2 

Table 13.1: Crystallographic data of the 600 mg sample Sr2CrO3FeAs at 297 K. 
 

In comparison with Ba2ScO3FeAs (Chapter 12.2), the Fe−As bonds are shorter and 

the FeAs4/4 tetrahedra are less distorted in Sr2CrO3FeAs (ε = 108.0° in Sr2CrO3FeAs 

vs. ε = 115.4° in Ba2ScO3FeAs). Also the Fe−Fe distance is significantly shorter in the 

strontium compound (276.6 pm) than in the barium compound (291.8 pm). This may 

be attributed to the lesser-required space of the strontium ions and it shows that the 

geometry of the FeAs layer is generally flexible and can be adapted to different oxide 

blocks. As for Ba2ScO3FeAs, the powder patterns recorded at lower temperatures 

did not reveal any structural phase transitions in Sr2CrO3FeAs down to 10 K (Figure 

13.2). At 10 K, the corresponding lattice parameter a is decreased by 0.73 pm and 

the c lattice parameter by 8.4 pm in Sr2CrO3FeAs. Unlike in Sr3Sc2O5Fe2As2, the 

more pronounced shrinkage of the c axis in comparison to the a axis on cooling 

does not lead to an increase of the vertical As–Fe–As angle (ε) but rather a slight de-

crease of about 0.5°. 
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13.3 Magnetic susceptibility and resistivity 

Figure 13.3 (left) shows the magnetic susceptibility of Sr2CrO3FeAs between 1.8 and 

360 K. The compound obeys the Curie-Weiss law above ~ 160 K. An effective mag-

netic moment of 3.83(3) μB was found, which is in good agreement with the theoreti-

cal spin-only value of 3.87 μB for Cr3+ (S = 3⁄2). The paramagnetic temperature is 

−141(3) K. Antiferromagnetic ordering is discernible and the highest susceptibility 

was reached at TN ≈ 31 K. Hysteresis loops reveal only traces of ferromagnetic im-

purities at 1.8 K (Figure 13.3, right). As will be discussed in Chapter 13.9, the origin 

of the anomaly around 120 K is due to short-ranged antiferromagnetic ordering of 

the compound at this temperature. Sr2CrO3FeAs does not show any sign of a spin-

density wave anomaly in the course of the magnetic susceptibility at any applied 

external magnetic field. The resistivity of Sr2CrO3FeAs is depicted in Figure 13.4. It 

shows that Sr2CrO3FeAs is a poor metal over the whole measured temperature 

range and does not show any feature indicative of a SDW anomaly. 

 

Figure 13.2: Variation of the lattice parameters and refined As–Fe–As angle (ε) with 
temperature (Huber G670). Lattice parameter errors are within data points. 
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13.4 Mössbauer spectroscopy 

The 57Fe Mössbauer spectra collected for Sr2CrO3FeAs at various temperatures are 

shown in Figure 13.5 together with transmission integral fits. The corresponding fit-

ting parameters are summarised in Table 13.2. As expected from the crystal struc-

ture (one iron site), the spectra at 298, 77, and 40 K are well reproduced with single 

signals, which are subject to weak quadrupole splitting due to the non-cubic site 

symmetry (4‾ m2) of the iron atoms. Within the standard deviations, the observed 

 

Figure 13.3: Left: Susceptibility (black) and inverse susceptibility (red) with Curie-Weiss 
fit (blue) of Sr2CrO3FeAs at 1 kOe. Right: Hysteresis loops. 

 

Figure 13.4: Resistivity of Sr2CrO3FeAs. 
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isomer shift, the experimental line width, and the quadrupole splitting of 

Sr2CrO3FeAs are almost identical with those obtained for Sr3Sc2O5Fe2As2 (Chapter 

11.4), indicating a similar electronic situation for the iron atoms in both arsenide ox-

ides. The increase of the isomer shift with decreasing temperature 

(0.29 → 0.45 mm·s−1) is due to a second-order Doppler shift (SODS) well known for 

iron compounds. 

 

 

Figure 13.5: 57Fe Mössbauer spectra of Sr2CrO3FeAs. 
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Temperature (K) δ (mm⋅s−1) Γ (mm⋅s−1) ΔEQ (mm⋅s−1) 

298 0.29(1) 0.37(1) 0.22(1) 

77 0.42(1) 0.36(1) 0.24(1) 

40 0.43(1) 0.31(1) 0.23(1) 

20 0.43(1) 0.48(1) 0.28(1) 

4.2 0.45(1) 0.67(2) 0.43(1) 

Table 13.2: Fitting parameters for 57Fe Mössbauer spectroscopy data of Sr2CrO3FeAs.  
 

In contrast to Sr3Sc2O5Fe2As2 and Ba2ScO3FeAs (Chapter 11.4 and 12.3), where no 

magnetic ordering is observed down to 4.2 K, the chromium atoms in Sr2CrO3FeAs 

reveal antiferromagnetic ordering. This is also reflected in the 57Fe Mössbauer spec-

tra at 20 and 4.2 K, i.e. well below the Néel temperature. In the magnetically ordered 

regime, significant broadening of the Mössbauer signal was observed and the fits 

revealed increased line width and quadrupole splitting parameters. Since the trans-

ferred field (Bhf) is small, independent refinement of all parameters, δ, Γ, ∆EQ, and Bhf 

showed strong correlations. In order to get an estimate for the transferred field, the 

4.2 K spectrum was fitted with various fixed values for the hyperfine field. A reason-

able fit was obtained for a fixed hyperfine field of 0.5 T and the refined values 

δ = 0.45(1) mm·s−1, Γ = 0.84(2) mm·s−1, and ∆EQ = 0.24(1) mm·s−1. From these fitting 

tests a transferred hyperfine field of 0.5 ± 0.2 T at 4.2 K was estimated. 

 

13.5 Absence of superconductivity 

All these examinations clearly prove that Sr2CrO3FeAs is neither superconducting 

nor anomalous regarding the iron magnetism. This is quite surprising in the context 

of the closely related compound Sr2VO3FeAs being a superconductor. Sr2VO3FeAs 

even exhibits a relatively high TC of up to 37 K (Chapter 14 and [206]). However, syn-

thesis of single-phase samples of the 21311-compounds is generally difficult and 

published X-ray powder patters of various compounds of this structural family re-

vealed significant amounts of impurity phases. This is especially true in the case of 

the abovementioned superconductor Sr2VO3FeAs but also in the isotypic supercon-

ductor Sr2(Mg,Ti)O3FeAs,[221] where the anticipated product is hardly even the main 
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phase of the sample. Such multi-phase samples casted serious doubts about the 

true chemical composition also of Sr2CrO3FeAs. These suspicions became even 

stronger when efforts to synthesise the new compound Sr2O2MnFe2As2 failed but 

resulted in the formation of Sr2Mn3O2As2, which was partially doped with iron at the 

Mn sites. These findings have suggested that at least partial mixing of different tran-

sition metals seems possible, which led to the synthesis of a larger sample of 

Sr2CrO3FeAs for a combined neutron and X-ray diffraction study and also for exper-

iments with polarised neutrons. This allowed a precise redetermination of the crystal 

structure revealing its true chemical composition and also opened up the possibility 

to determine the antiferromagnetic spin structure of Sr2CrO3FeAs. 

 

13.6 Synthesis (II) 

4 g Sr2CrO3FeAs for neutron scattering experiments were synthesised by heating 

stoichiometric mixtures of the same starting materials as described in Chapter 13.1 

in four separate batches of 1 g. Each mixture was heated to 1173 K at a rate of 

80 K·h−1, kept at this temperature for 60 h and cooled down to room temperature. 

The products were homogenised in an agate mortar, pressed into pellets and sin-

tered at 1323 K for 60 h. The batches were then united, reground, pressed into pel-

lets of 14 mm in diameter and sintered together at 1323 K for 50 h. 

 

13.7 Neutron diffraction, refinement details 

Powder diffraction patterns at various temperatures were recorded at the high-flux 

powder diffractometer D20 at Institut Laue-Langevin according to Chapter 2.2.2. 

Rietveld refinements of the D20 nuclear scattering patterns were performed with the 

TOPAS package according to Chapter 2.2.4. Preferred orientation of the crystallites 

was described with the March Dollase function. The Fe:Cr ratio on both the iron and 

the chromium site were allowed to refine freely. Additionally, powder diffraction pat-

terns were recorded using polarised neutrons at the polarised spectrometer DNS at 

FRM II (Garching, Germany) at different temperatures according to Chapter 2.2.2. 

Both the nuclear and magnetic DNS powder patterns were interpolated, scaled and 

converted to a format with a constant step width and refined with the GSAS pack-
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age (see also Chapters 2.2.2 and 2.2.4). The standard Gaussian profile function with 

asymmetry corrections (CW profile function 1) was used as reflection profiles. To 

obtain accurate changes of the ordered magnetic moments at different tempera-

tures, only the Gaussian parameters U and W were refined using the 3.5 K pattern 

and held constant at all other temperatures. The scaling factor obtained from the 

nuclear scattering contribution was corrected for the number of formula units per 

unit cell and taken as reference for the magnetic scattering contribution. A shifted 

Chebychev series of 9th order was used as background function and the parameters 

were allowed to refine freely for each temperature. Structural parameters for all re-

finements were taken from an additional refinement (combined nuclear and magnet-

ic scattering) performed with GSAS using the low-temperature diffraction data taken 

at D20. 

 

13.8 Redetermined crystal structure 

Figure 13.6 shows the neutron powder pattern of Sr2CrO3FeAs measured at the D20 

diffractometer at 300 K. It could be fitted successfully with a tetragonal 

Sr2GaO3CuS-type Sr2CrO3FeAs main phase and FeAs, as well as SrO as minor im-

purity phases. Yet another small impurity phase could not be identified and its larg-

est peak was therefore excluded from the refinement. The crystal structure of 

Sr2CrO3FeAs (origin choice 1) is shown in Figure 13.9 (left). No structural phase tran-

sition was observed down to 6.5 K. The crystallographic data at 300 K (Table 13.3) 

are in good agreement with the X-ray data in Chapter 13.2. However, the refinement 

of the neutron data unambiguously shows a mixed occupancy of iron and chromium 

at the iron site 2a (93±1 % Fe : 7±1 % Cr), while no mixed occupancy at the chro-

mium site or any oxygen deficiency were detected within one standard deviation. 

Full occupancy of the iron site was found in an X-ray refinement of the sample 

(Chapter 21.3.1, Appendix). These findings strongly suggest at least partial inter-

changeability of the 3d-metals Fe and Cr in the FeAs layers. This Cr-doping of the 

Fe-site could also explain why Sr2CrO3FeAs does neither display a spin-density 

wave anomaly nor superconductivity. This situation is very similar to that in Cr-

doped BaFe2As2, where small amounts of chromium at the iron site in BaFe2−xCrxAs2 
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strongly affect the SDW anomaly and this apparently is detrimental to superconduc-

tivity.[222] 

Mixing of iron with other d-metals in the FeAs layers may also occur in other 21331 

or 32522-systems, and one cannot rule out that the alleged stoichiometric 37 K su-

perconductor Sr2VO3FeAs is in fact a doped compound likewise (refer to Chapter 

14). The crystallographic data (neutrons) do not show any oxygen deficiencies; un-

like it has been reported for Sr2VO3−δFeAs.[223] However, no detailed structural data of 

these compounds have been published. 

 

Temperature 300 K 

Diffractometer D20, ILL (λ = 187 pm) 

Rietveld package TOPAS 

Space group P4/nmm (o1) 

Lattice parameters a = 391.71(7) pm 

c = 1578.0(2) pm 

Cell volume V = 0.2421(1) nm3 

Z 2 

Data points 1446 

Excluded regions 54.0 – 55.1° 2θ; 73.9 – 75.7° 2θ 

Reflections 118 (main phase); 1 impurity reflection excluded 

 

Figure 13.6: Rietveld fit of the 4 g sample Sr2CrO3FeAs at 300 K (D20). 
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Constraints 0 

Atomic variables 15 

Profile variables 6 

Anisotropy var. 24 

Background var. 12 

Imp. phase var. 21 

Other variables 6 

d range 0.966 – 15.780 

RP, RwP, RBragg, χ2 0.030, 0.045, 0.011, 0.812 

  

Atomic parameters  

Sr1  2c (0, ½, z)  z = 0.8059(3) Uiso = 131(9) pm2 

Sr2  2c (0, ½, z) z = 0.5856(3) Uiso = 145(12) pm2 

Cr:Fe 0.99(1):0.01(1) 2c (0, ½, z)  z = 0.3104(4) Uiso = 69(19) pm2 

Fe:Cr 0.93(1):0.07(1) 2a (0, 0, 0)   Uiso = 85(9) pm2 

As1 2c (0, ½, z)  z = 0.0883(2) Uiso = 192(13) pm2 

O1 4f (0, 0, z)  z = 0.2943(2) Uiso = 93(7) pm2 

O2 2c (0, ½, z)  z = 0.4308(3) Uiso = 172(12) pm2 

  

Bond lengths (pm)  

Sr–O 244.3(6) × 1  251.7(3) × 4  272.6(4) × 4  278.2(1) × 4 

Cr–O 190.0(8) × 1  197.5(1) × 4 

Fe–Fe 277.0(1) × 4 

Fe–As 240.4(3) × 4 

  

Bond angles (°)  

As–Fe–As 109.6(1) × 4  109.1(2) × 2 (ε) 
O–Cr–O 89.0(1) × 4     97.4(2) × 4     165.2(4) × 2 

Table 13.3: Crystallographic data of the 4 g sample Sr2CrO3FeAs at 300 K (D20). 
 

13.9 Neutron diffraction, antiferromagnetic ordering 

The susceptibility measurements on Sr2CrO3FeAs in Chapter 13.3 revealed Curie-

Weiss behaviour above 160 K with an effective magnetic moment μeff,exp = 3.83(3) μB. 

As this is typical for Cr3+-ions in the 4F³⁄²
 state (μeff,calc = 3.87 μB), one can expect that 

the observed magnetism is due to the chromium atoms only, whereas the iron sites 

do not carry any magnetic moments. Furthermore, a drop of the χ(T) plot below 31 K 

together with a large negative Weiss constant Θ = −141(3) K indicated antiferromag-
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netic ordering. Neutron patterns measured at the D20 diffractometer showed addi-

tional peaks appearing below 35 K (Figure 13.7). These magnetic reflections could 

be indexed with the primitive tetragonal cell |a′| = |a − b| =  · |a|, |c′| = |c| accord-

ing to a magnetic propagation vector q = (½ , ½, 0) based on the original tetragonal 

unit cell. 

 

 

 

In order to separate nuclear and magnetic scattering, experiments with polarised 

neutrons were performed at the DNS diffractometer. Sharp magnetic reflections are 

discernible below TN, indicating long-range antiferromagnetic ordering of the Cr-

sublattice (Figure 13.8). Moreover, magnetic diffuse scattering due to short-range 

spin correlations can clearly be observed above TN. At temperatures above 120 K, 

Sr2CrO3FeAs displays Curie-Weiss-like paramagnetic scattering only. Short-range 

antiferromagnetic spin correlations begin to emerge below ~ 100 K. The observed 

asymmetric diffuse scattering profile strongly suggests that the short-range spin cor-

relations are two-dimensional in nature. 

 

 

Figure 13.7: Neutron powder diffractograms of Sr2CrO3FeAs at 300 K and 6.5 K (D20). 
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From the observed q-vector (½ , ½, 0), a chequerboard-like spin arrangement of 

C-type was assumed, which is reversed between two adjacent chromium layers 

along c. Since these layers are at the z-coordinates ±0.31, no G-type pattern is pos-

sible.XXI A first expected spin alignment along c did not reproduce the observed data, 

therefore models with orientations within the (ab)-plane were developed. The by far 

best fit was found with an alignment along [a − b] and reversed along a and b based 

on the original tetragonal cell. This arrangement required the orthorhombic magnetic 

space group CPmma′ (Litvin No. 67.15.591)[224] (Chapter 21.5, Appendix), where Cr3+ 

                                                
 
XXI The different magnetic ordering types for simple cubic lattices are depicted in Figure 21.3 
in the Appendix (Chapter 21.4). 

 

Figure 13.8: Magnetic scattering contribution (DNS). 
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occupies the 4g (0, ¼, z) Wyckoff position and the magnetic moments of Cr3+ align 

along the orthorhombic a′-axis, building up a chequerboard arrangement in each Cr 

layer at both heights z and z‾ (Figure 13.9).  

 

 

By testing different magnetic space groups and different spin orientations, any other 

model for the magnetic ordering in a direct magnetic subgroup derived from the 

crystallographic space group Cmme could be unambiguously ruled out. Sections of 

the nuclear and magnetic powder patterns recorded at 3.5 K and corresponding 

 

Figure 13.9: Left: Crystal structure of Sr2CrO3FeAs (o 1) and magnetic ordering of the Cr 
atoms. Cr atoms at height z are depicted as solid, Cr atoms at height z‾ as chequered 
spheres. Right: The tetragonal crystallographic unit cell is depicted as black, the 
orthorhombic magnetic cell as dashed blue square. The transformation from the 
tetragonal to the orthorhombic cell is a ′ = a  − b , b ′ = a + b, c ′ = c with an origin shift of 
(−¼, ¼, 0). 
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Rietveld refinements are depicted in Figure 13.10 (left). The ordered magnetic mo-

ment of a Cr3+-ion was refined to be 2.75(5) μB at 3.5 K, which is close to the ex-

pected 3 μB. The evolution of the magnetic ordering becomes evident from the order 

parameter and its temperature dependence as depicted in Figure 13.10 (right). It 

follows the power law a · [ (TN − T ) / TN ]β with a = 2.84(3), TN = 36.0(5) K and 

β = 0.22(2). The exponent β is between the idealised 2D and 3D Ising values (1⁄8 and 
5⁄16, respectively), which agrees with the fact that the magnetic arrangement of each 

Cr-layer at height z is coupled with the corresponding z‾-layer and the magnetism 

therefore can be explained neither strictly two- nor three-dimensionally. 

 

 

 

 

Figure 13.10: Left: Magnetic and nuclear reflections of Sr2CrO3FeAs (blue) and Rietveld fit 
(red) at 3.5 K measured at the polarised spectrometer DNS. The magnetic space group is 
CPmma ′ and the crystallographic space group P4/nmm. The miller indices of the 
magnetic reflections were transformed to the tetragonal cell for comparability. Red 
markers: Reflection conditions of both space groups. Right: Variation of the refined 
ordered magnetic moment of the Cr-sublattice with temperature. The temperature 
dependence follows the simple power law a · [(TN − T ) ⁄ TN]β (red curve). 
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In summary, the iron arsenide oxide Sr2CrO3FeAs crystallises in the tetragonal 

Sr2GaO3CuS-type structure (space group P4/nmm) and exhibits a large distance 

between the FeAs layers due to separation by large perovskite-like metal oxide 

blocks. The compound shows paramagnetism above 160 K in agreement with Cr3+ 

(S = 3⁄2). Short-range spin correlations from the Cr3+-ions begin to appear below 

~ 100 K and long-range antiferromagnetic ordering below TN = 36.0(5) K as deter-

mined via polarised neutrons. The magnetic structure is of the C-type with the 

Cr-spins oriented parallel to [a − b] and with all nearest-neighbour Cr3+ moments 

antiferromagnetically aligned, thus forming a chequerboard arrangement. 

Sr2CrO3FeAs is a poor metal over the whole temperature range and does not show 

any structural or magnetic anomalies (apart from the antiferromagnetic ordering of 

the Cr3+ ions). 57Fe Mössbauer spectra are in agreement with the absence of mag-

netic ordering at the iron site, but a small hyperfine field is transferred to the iron nu-

clei from the adjacent magnetically ordered CrO2 layers. 

The crystallographic structure of Sr2CrO3FeAs was redetermined via neutron diffrac-

tion experiments on the D20 diffractometer. A mixed occupancy of chromium and 

iron in the FeAs layers was found, which points out the ability of substitution be-

tween similar 3d-metals in these compounds. This kind of Cr-doping may also be 

the reason for the absence of both a SDW anomaly and superconductivity. But even 

more, such non-stoichiometries may also occur in similar compounds such as the 

superconductor Sr2VO3FeAs. Mixed occupancy may also be responsible for the dif-

ferent physical behaviour of these compounds when compared with the 1111- and 

122-iron arsenides. Deviations from the ideal stoichiometry have especially to be 

taken into account when discussing their electronic structures, which are crucial for 

enabling superconductivity.  
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14. Sr2VO3FeAs 

In the by now grown class of iron-based superconductors, enormous progress has 

already been made in order to throw light on the underlying physics. It has become 

increasingly accepted that the weak magnetism inside the iron layers plays a deci-

sive role in triggering superconductivity (see [225] and Chapter 1.1.2), even though 

the exact relation to the pairing mechanism is still unclear. This weak magnetism 

appears as a spin-density wave in all iron-based materials with simple PbFCl[31, 226] 

and ThCr2Si2-related structures (Chapter 7.1) and is intimately connected with nest-

ing of cylinder-shaped Fermi surfaces by a wave vector q = (π, π).[32a] However, no 

SDW of that or similar kind has been observed in the more complex arsenides 

EA2TMO3FeAs (EA = Sr, Ba; TM = Sc, Cr, V) (Chapters 12 and 13) where the isoelec-

tronic (FeAs)− layers are separated by larger perovskite-like (EA2TMO3)
+ blocks. 

Among them, only the V-compound Sr2VO3FeAs is superconducting with transition 

temperatures of up to 37 K[206] and it has been controversially argued whether in this 

case the V atoms significantly contribute to the Fermi surface[227] or not.[228] If this is 

not the case, the topology of the Fermi surface turns out to have the same essential 

features as in the other FeAs superconductors, otherwise one has to assume a dif-

ferent superconducting mechanism in the case of Sr2VO3FeAs. The latter however 

seems to be improbable with respect to the TC, which is strikingly similar to that of 

other iron arsenide superconductors. 

If one assumes that the superconducting mechanism in Sr2VO3FeAs is the same as 

in the other iron arsenides, the absence of a SDW anomaly may suggest that the 

FeAs layer is intrinsically doped. Vanadium can easily adopt oxidation states be-

tween V1+ and V4+ and would thus be able to supply electrons to or accept electrons 

from the FeAs layers. Indeed, a recent X-ray absorption study indicates the presence 

of V3+ and V4+ in Sr2VO3FeAs.[229] But even if this is the case, it will remain confusing 

that also Sr2ScO3FeAs (where the scandium valence has to be exactly +3) does nei-

ther exhibit a SDW anomaly nor any other magnetic effect.[204b] 

A general problem, however, is that thorough investigations of Sr2VO3FeAs are ham-

pered by the often poor quality of the samples, which always contain significant 

amounts of the ternary vanadium oxides Sr2VO4 and / or Sr3V2O7−δ.
[206, 229-230] However, 
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the authors do not specify quantitative phase fractions for the most part. This might 

be dangerous in the present case because these impurities contain V4+ and therefore 

exhibit at least weak paramagnetism. 

Another fact that has hardly been noticed so far, concerns the true stoichiometry 

and homogeneity of the EA2TMO3FeAs compounds. The ionic radii of Fe2+, V2+/3+, 

and Cr3+ are similar and in the face of synthesis temperatures of more than 1000 °C, 

their mixing is highly plausible. The chromium compound Sr2CrO3FeAs indeed is not 

stoichiometric but intrinsically Cr-doped in the iron layer (see also Chapter 13.8) and 

this mixing probably poisons superconductivity. Such mixing of iron and vanadium 

may equally concern Sr2VO3FeAs and if this is the case, only small amounts of V in 

the Fe layer may already affect its electronic and magnetic properties. 

In order to clarify this, the synthesis of Sr2VO3FeAs has been optimised in order to 

minimise the amounts of impurity phases, which allowed for combined X-ray and 

neutron powder scattering investigations. In this chapter, the exact stoichiometry, 

magnetism, and superconductivity of differently prepared Sr2VO3FeAs samples are 

presented. One can show that the superconducting phase is almost ideally stoichi-

ometric, whereas V doping, which can easily be achieved within the Fe layer, sup-

presses superconductivity. Furthermore, susceptibility data and hints to magnetic 

ordering of the V-sublattice from neutron-scattering data are given and discussed. 

 

14.1 Synthesis 

Sr2VO3FeAs was synthesised by heating mixtures of strontium, vanadium, 

iron (III) oxide and arsenic oxide in a molar ratio of 20:11:5:5 (corresponding to 10 % 

excess vanadium). Two separate batches of 1 g were prepared in alumina crucibles 

sealed in silica ampoules according to the synthesis method described in Chapter 

2.10.3. Each mixture was heated to 1323 K at a rate of 60 K·h–1, kept at this temper-

ature for 60 h and cooled down to room temperature. The products were homoge-

nised in an agate mortar, pressed into pellets, and sintered at 1323 K for 60 h. The 

latter step was performed twice. The batches were then united, reground, pressed 

into pellets of 6 mm in diameter, and sintered together at 1323 K for 68 h. The ob-

tained black crystalline product Sr2VO3FeAs is stable in air. Sr2VO3(Fe0.93V0.07)As was 

synthesised by heating mixtures of strontium, vanadium, iron (III) oxide, arsenic ox-
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ide and vanadium (V) oxide in a ratio of 100:54:20:25:3 (corresponding to 20 % sur-

plus vanadium and 20 % iron deficiency), in two separate batches accordingly. 

 

14.2 Resistivity and susceptibility 

Resistivity measurements of the undoped sample show a rather broad supercon-

ducting transition at 33 K (Figure 14.1). Superconductivity has been verified by zero-

field-cooled / field-cooled measurements using the SQUID magnetometer described 

in Chapter 2.6.1. However, the estimated superconducting volume fraction is only 

~ 20 %. No superconductivity has been detected in the V-doped sample.  

 

 

The susceptibilities of V-doped and undoped Sr2VO3FeAs measured at 1 kOe and 

hysteresis loops at different temperatures are depicted in Figure 14.2. Both samples 

exhibit Curie-Weiss-like paramagnetic behaviour between 160 and 390 K. Anoma-

lies appear at ~ 150, ~ 70, and ~ 50 K in the stoichiometric sample and likewise also 

in the V-doped sample. Almost the same behaviour has been reported in [229], 

where the authors suggested possible magnetic transitions of the Sr2VO3-layers. In 

 

Figure 14.1: Resistivity of Sr2VO3FeAs. Inset: Zero-field-cooled / field-cooled 
measurements (20 Oe) 
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this paper also the absence of a structural phase transition has been reported in 

agreement with the neutron-scattering data of the next chapter (see below). 

 

 

14.3 Crystal structure 

X-ray powder-diffraction patterns at room temperature were recorded using the STOE 

Stadi P diffractometer (Cu-Kα1 radiation, Chapter 2.2.1). Neutron powder-diffraction 

patterns at 300 K and 4 K were recorded at the high-resolution powder diffractome-

ter SPODI at FRM II (Garching, Germany) with incident wavelengths of 155 pm and 

146 pm, respectively (Chapter 2.2.2). Rietveld refinements were performed with the 

TOPAS package according to the general method described in Chapter 2.2.4. Pre-

ferred orientation of the crystallites was described using March Dollase or spherical 

harmonics functions. The Fe:V ratio at both the iron and the vanadium site were de-

termined by refining the occupancies of the neutron and / or X-ray powder data. Any 

oxygen deficiency was ruled out by refining the occupancy of all oxygen sites. 

The crystallographic data of Sr2VO3FeAs and Sr2VO3(Fe0.93V0.07)As are compiled in 

Table 14.1, the powder patterns and Rietveld fits are depicted in Figure 14.3. The 

 

Figure 14.2: Molar susceptibility of Sr2VO3FeAs (blue triangles) and Sr2VO3(Fe0.93V0.07)As 
(red circles) at 1 kOe. Insets: Hysteresis loops of Sr2VO3FeAs (top) and 
Sr2VO3(Fe0.93V0.07)As (bottom). 
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amounts of impurity phases were determined by quantitative Rietveld analyses. The 

undoped sample consists of Sr2VO3FeAs (89.0 wt%), Sr3V2O7−δ (7.8 wt%), FeAs 

(2.9 wt%), and traces of SrO (0.3 wt%), the doped sample consists of 

Sr2VO3(Fe0.93V0.07)As (87.3 wt%) and Sr3V2O7−δ (12.7 wt%) as determined by neutron 

diffraction. However, the doped sample also shows small amounts of a further, uni-

dentified impurity phase, which could not be included in the refinement. The lattice 

parameters change only slightly on V doping (a is shortened by 1.2 pm, c is un-

changed) but the refinement of the Fe site (neutron data) displays a mixed occupan-

cy of Fe and V in a ratio of 93±1 % Fe : 7±1 % V in the doped sample. Since the 

X-ray data give full occupancy of the 2a Wyckoff position (see Table 14.1), any va-

cancies at the Fe site can be ruled out and the Fe / V mixing is therefore unambigu-

ous. In contrast to this, the superconducting, undoped sample is almost exactly 

stoichiometric regarding the V, Fe, and O occupancies. 

 

 

 

 

 

 

 

Figure 14.3: X-ray (left) and neutron (right) powder patterns of Sr2VO3FeAs and 
Sr2VO3(Fe0.93V0.07)As with Rietveld refinements. 
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 Sr2VO3FeAs Sr2VO3(Fe0.93V0.07)As 

Diffractometer STOE (X-ray) SPODI (neutron) STOE (X-ray) SPODI (neutron) 

Wavelength 154 pm 155 pm 154 pm 146 pm 

Software TOPAS TOPAS TOPAS TOPAS 

Temperature 297 K 300 K 297 K 300 K 

Space group P4/nmm (o1) P4/nmm (o1) P4/nmm (o1) P4/nmm (o1) 

Lattice 

parameters a) (pm) 

a = 394.58(1) 

c = 1573.1(1) 

a = 393.5(1) 

c = 1570(1) 

a = 393.38(1) 

c = 1573.1(1) 

a = 393.1(1) 

c = 1573(1) 

V a) (nm3) 0.2449(1) 0.243(1) 0.2434(1) 0.243(1) 

Z 2 2 2 2 

Data points 10650 2955 10650 3029 

Reflectionsb) 130 196 130 238 

Total variables 101 95 94 113 

d range 0.941 – 15.735 0.797 – 15.700 0.939 – 15.717 0.749 – 15.719 

RP, RwP, RBragg 0.0147, 0.0196, 

0.0050 

0.0317, 0.0412, 

0.0101 

0.0187, 0.0264, 

0.0044 

0.0321, 0.0405, 

0.0231 

     

Atomic parameter     

Sr1 [2c (0, ½, z)] z = 0.8100(1) 

Uiso = 131(5) 

z = 0.8096(1) 

Uiso = 39(5) 

z = 0.8096(2) 

Uiso = 171(6) 

z = 0.8092(2) 

Uiso = 49(7) 

Sr2 [2c (0, ½, z)] z = 0.5859(1) 

Uiso = 220(7) 

z = 0.5858(2) 

Uiso = 96(6) 

z = 0.5862(2) 

Uiso = 239(9) 

z = 0.5852(2) 

Uiso = 82(7) 

V / Fe [2c (0, ½, z)] z = 0.3080(3) 

Uiso = 167(9) 

 

z = 0.306(2) 

Uiso = 38c) 

1.00(1) : 0.00(1)d) 

z = 0.3086(3) 

Uiso = 179(11) 

z = 0.309(3) 

Uiso = 25c) 

1.00(1) : 0.00(1)d) 

Fe / V [2a (0, 0, 0)] Uiso = 134(10) 

occ. = 0.99(1)e) 

Uiso = 43(5) 

0.99(1) : 0.01(1)d) 

Uiso = 131(13) 

occ. = 1.00(1)e) 

Uiso = 40(6) 

0.93(1) : 0.07(1)d) 

As [2c (0, ½, z)] z = 0.0891(2) 

Uiso = 113(7) 

z = 0.0896(2) 

Uiso = 34(6) 

z = 0.0900(2) 

Uiso = 178(10) 

z = 0.0901(2) 

Uiso = 52(7) 

O1 [4f (0, 0, z)] z = 0.2921(4) 

Uiso = 93(19)f) 

occ. = 1.00(1)e) 

z = 0.2933(1) 

Uiso = 56(5) 

occ. = 1.00(1)e) 

z = 0.2958(5) 

Uiso = 305(31) 

z = 0.2951(1) 

Uiso = 65(7) 

occ. = 1.00(1)e) 

O2 [2c (0, ½, z)] z = 0.4310(4) 

Uiso = 93(19)f) 

occ. = 1.00(1)e) 

z = 0.4297(1) 

Uiso = 94(8) 

occ. = 1.00(1)e) 

z = 0.4313(7) 

Uiso = 419(54) 

z = 0.4308(2) 

Uiso = 131(10) 

occ. = 1.00(1)e) 

Table 14.1: Crystallographic data of Sr2VO3FeAs and Sr2VO3(Fe0.93V0.07)As. 
a) Separate refinements without anisotropy parameters. 
b) Main phase. 
c) Restrained as minimum value. 
d) Constrained to a total occupancy of 1. 
e) Restrained to a total occupancy ≤ 1. 
f) Uiso of O1 and O2 were constrained.  
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14.4 Magnetic ordering 

The neutron powder pattern of undoped, superconducting Sr2VO3FeAs at 4 K shows 

weak additional peaks at the Q values 0.525, 1.49, and possibly 0.28 Å−1 (marked 

with arrows in Figure 14.4). These reflections can be indexed as satellites of the 

(0 0 ℓ ) reflections according to Q(001)+ΔQ, Q(004)−ΔQ, and Q(001)−ΔQ with 

ΔQ ≈ 0.123 Å−1, respectively. This suggests incommensurate, possibly helical mag-

netic ordering along the c axis with a propagation vector q ≈ (0, 0, 0.306) in recipro-

cal lattice units. Since low-temperature 57Fe-Mössbauer data do not show any signal 

splitting,[229] ordering of the V-sublattice is expected. This supports the idea of highly 

correlated vanadium in Sr2VO3FeAs, where vanadium d-states are removed from the 

Fermi level by the magnetic exchange splitting. Recent angle-resolved photoemis-

sion experiments[231] are in agreement with this model likewise. Even though these 

data strongly suggest the existence of magnetic ordering, they should be consid-

ered as preliminary. Further experiments in the low-Q region with polarisation analy-

sis are required for a precise determination of the magnetic structure and of the 

temperature dependence of the magnetic order parameter. 

 



Chapter 14: Sr2VO3FeAs 

 193 

 

 

 

In summary, it could be shown that Sr2VO3FeAs is sensitive to Fe / V mixing in the 

FeAs layer, which is detrimental to superconductivity. A V-doping level of only 7 %, 

unambiguously detected by neutron diffraction, suppresses superconductivity com-

pletely, while the superconducting phase is nearly stoichiometric. It therefore seems 

reasonable to suppose that even smaller Fe / V inhomogeneities are intrinsic in this 

material and may be responsible for the scattered critical temperatures and super-

conducting phase fractions reported throughout the literature. Small but significant 

additional reflections emerge in the neutron powder pattern of superconducting 

Sr2VO3FeAs at 4 K. A preliminary analysis indicates incommensurate, possibly heli-

cal magnetic ordering of the V moments with a propagation vector q ≈ (0, 0, 0.306). 

This is in agreement with strongly correlated vanadium, which does not significantly 

contribute to the Fermi surface. Thus, Sr2VO3FeAs is in line with the other iron pnic-

tide superconductors and represents no new paradigm, although the absence of 

iron magnetism and possible self-doping effects remain open questions. 

 

Figure 14.4: Neutron powder patterns of Sr2VO3FeAs at 4 K (top) and 300 K (bottom). 
Magnetic reflections are marked with arrows. 
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15. Summary and outlook 

A multitude of new superconducting and non-superconducting iron pnictides and 

related compounds of various structure types has successfully been synthesised in 

batch sizes between 600 mg and 10 g. Many of these compounds have been thor-

oughly examined for small crystallographic effects or structural phase transitions via 

single crystal diffraction, temperature-programmed X-ray powder diffraction and 

neutron powder diffraction. Further physical properties were characterised via tem-

perature-dependent measurements of the resistivity, magnetism, specific heat and 

Mössbauer spectroscopy. In several cases neutron scattering (elastic and inelastic) 

was employed in order to characterise specific magnetic properties like the spin 

structure, to characterise phononic properties or to check for the presence of mag-

netic excitations. Additionally, DFT calculations were performed in order to illuminate 

and interpret certain physical properties like magnetism, superconductivity, structure 

or optical semiconducting gaps. 

 

15.1 Summary 

La(CoxFe1−x)PO 

The solid solution La(CoxFe1−x)PO could successfully be synthesised in a tin flux in a 

single annealing step for each composition. The highest possible TC is 7 K, which is 

already achieved in undoped LaFePO. At higher cobalt doping levels, the supercon-

ducting critical temperature gradually decreases and for x = 0.05, a complete loss of 

superconductivity occurs. This is in contrast to the system La(CoxFe1−x)AsO, in which 

a maximum TC of 14 K is attained for x = 0.11.  

Although LaFePO and LaFeAsO have remarkably similar electronic structures that 

indicate an electron-mediated superconducting mechanism, LaFePO lacks any 

structural and magnetic phase transition. This absence of magnetic ordering down 

to 4 K could be confirmed via Mössbauer spectroscopy, which has the advantage 

that it is a local probe. While La(CoxFe1−x)PO is a paramagnetic metal for x = 0 – 0.6 

in the temperature range between 7 and 300 K, ferromagnetic ordering is visible for 

x = 0.7 – 1 below Curie temperatures of 40 − 50 K. As found by powder diffraction, 
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the c lattice parameter gradually decreases on cobalt doping, while a in 

La(CoxFe1−x)PO (x = 0 − 1) decreases at first (up to a doping level of x = 0.4) but then 

increases again. In La(CoxFe1−x)PO, the iron phosphide and lanthanum oxide layers 

are compressed along the c axis (ε = 119° − 122°), which is far from the ideal tetra-

hedral geometry (ε = 109.47°). It is possible that these structural discrepancies have 

a strong influence on the exact superconducting mechanism and hence TC. 

 

SrFeAsF 

The new quaternary iron arsenide fluoride SrFeAsF has been successfully synthe-

sised by a solid-state reaction. It resembles the known parent compound LaFeAsO 

in some remarkable aspects: SrFeAsF is a poor metal at room temperature and un-

dergoes a probably second-order structural phase transition at ~ 180 K, which is 

followed by a magnetic phase transition at ~ 130 K as observed by 57Fe Mössbauer 

spectroscopy. Consequently, SrFeAsF exhibits a similar SDW anomaly as LaFeAsO, 

only at slightly higher temperatures. Since this SDW instability is assumed to be an 

important prerequisite for high-TC superconductivity in iron arsenides, SrFeAsF can 

serve as a parent compound for a new, oxygen-free class of iron arsenide super-

conductors with ZrCuSiAs-type structure. Later, superconductivity with critical tem-

peratures of up to 56 K has been successfully induced in La-,[124] Sm-[125] and 

Nd-doped[126] SrFeAsF by other groups. A drawback yet is the lack of a synthesis 

strategy for single-phase samples of these doped compounds so far. Further opti-

misation of the synthesis of these doped compounds is therefore crucial for a possi-

ble application of these alkaline earth fluoride iron arsenide superconductors. How-

ever, the large separation between the structural and magnetic phase transition 

temperatures in undoped SrFeAsF render this compound an excellent model system 

to study the underlying physics of the phase transitions. 

 

EuMnPF 

The new compound EuMnPF could be synthesised from a NaCl / KCl salt flux. In 

contrast to LaFePO, EuMnPF is not superconducting above 1.8 K and unlike the iron 

pnictides with their weak magnetism at the iron centres, the Mn2+ atoms of EuMnPF 

exhibit a strong, localised magnetism. EuMnPF is a paramagnetic metal in the whole 
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temperature range with the magnetism arising from the Eu2+ atoms. The spins of the 

Mn-atoms are probably antiferromagnetically ordered below a TN of more than 380 K 

in spite of Mn−Mn bond lengths, which are roughly the same as the Fe−Fe bond 

lengths in LaFePO. To date, EuFeAsF[123] with a SDW anomaly below 153 K is known 

as the only ZrCuSiAs-type compound with similar (FEu)+ tetrahedral layers. The hy-

pothetical compounds EuFePF and EuMnAsF, however, are not known to exist. 

 

REZnPO 

In contrast to the superconductors LaFePO and LaNiPO, LaZnPO and other 

REZnPO compounds are non-metals, which show optical band-gaps of different 

magnitude. Some REZnPO compounds exhibit dimorphism. DFT band structure 

calculations of these compounds show a similarity between the valence bands of 

the tetragonal (α) and rhombohedral (β) polymorph, as they possess mainly P-3p 

character. The conduction bands have mainly Zn-4s character, however a significant 

contribution of RE-5d occurs in rhombohedral REZnPO, which is responsible for a 

smaller optical band gap in this polymorph. Variations of the energy gaps of 

tetragonal REZnPO can be explained by hybridisation of Zn-4s + RE-5d + RE-4f 

orbitals for the conduction band. DFT volume optimisations of α- and β-PrZnPO 

show β-PrZnPO to be more stable by 10.7 kJ·mol−1. 

 

Ba1−xKxFe2As2 

Although BaFe2As2 is a long-known compound, it had not been thoroughly charac-

terised at the time it had first been synthesised. It was therefore recharacterised in 

detail via temperature-programmed X-ray powder diffraction, Mössbauer spectros-

copy as well as resistivity, susceptibility and specific heat measurements. Regarding 

the results from these measurements in combination with the striking structural and 

electronic similarity to undoped LaFeAsO, BaFe2As2 has been found to be a highly 

promising candidate to induce superconductivity. BaFe2As2 exhibits a tetragonal-to-

orthorhombic phase transition and a SDW anomaly at about 140 K and this SDW 

instability is assumed to be an important prerequisite for high-TC superconductivity. 

It therefore had seemed likely that superconductivity could be induced by electron 

or by hole doping. 
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After trying several dopants, superconductivity could in fact be induced in BaFe2As2 

by hole doping with potassium and thus Ba0.6K0.4Fe2As2, the first member of a new 

family of iron arsenide superconductors has been discovered. Like BaFe2As2, 

Ba0.6K0.4Fe2As2 crystallises in the ThCr2Si2-type structure, but unlike BaFe2As2, it is a 

bulk superconductor below 38 K. In comparison with hole-doped LaFeAsO with a TC 

of only 25 K, this is a significant increase. The new superconductor was character-

ised via measurements of the resistivity, magnetism and temperature-programmed 

X-ray powder diffraction. Both the structural phase transition and the SDW anomaly, 

which are both present in BaFe2As2, were found to be completely suppressed in 

Ba0.6K0.4Fe2As2. A complete phase diagram of Ba1−xKxFe2As2 was therefore created, 

which showed superconductivity and the SDW coexisting in the underdoped region 

between x = 0.1 and x = 0.2. Hence, this region was characterised in more detail by 

measurements of the resistivity as well as in-depth crystallographic and Mössbauer 

studies. It has become evident that both the SDW anomaly and the structural phase 

transition are continuously suppressed with an increasing doping concentration 

(x = 0 – 0.3) and no longer observed in (Ba0.7K0.3)Fe2As2. Bulk superconductivity was 

detected in all samples with x > 0.1, so the co-existence of superconductivity and 

antiferromagnetic ordering could be unambiguously proved. 

 

SrFe2As2 and EuFe2As2 

The compounds SrFe2As2 and EuFe2As2 have been synthesised and their crystallo-

graphic and magnetic phase transitions have been examined in detail by tempera-

ture-programmed powder diffraction and Mössbauer spectroscopy. In summary, a 

complex nature of the phase transitions was found due to competing order parame-

ters with respect to their structural and magnetic components. It could be shown 

that the crystallographic transition of SrFe2As2 is accompanied by magnetic order-

ing, as it is also the case in BaFe2As2 and EuFe2As2. The determination of the lattice 

parameters close to the crystallographic phase transition temperature indicates a 

second-order transition in both SrFe2As2 and EuFe2As2. This is typical for displacive 

structural transitions and consistent with the group–subgroup relationship between 

the corresponding space groups I4/mmm and Fmmm. The transition becomes more 

and more continuous as the transition temperature decreases from SrFe2As2 to-
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wards BaFe2As2. Under the assumption that the transition mechanism is the same in 

all three compounds one can conclude that all of them undergo second-order dis-

placive structural transitions. As of 2011, the question if the phase transition in the 

iron arsenides is first or second-order, however is still under dispute in the scientific 

community. For details, refer to Chapter 8.2. 

 

Sr1−xKxFe2As2 and Ca1−xNaxFe2As2 

Large batches of Sr1−xKxFe2As2 and Ca1−xNaxFe2As2 could successfully be synthe-

sised via solid-state reactions and the samples were thereafter examined via inelas-

tic neutron scattering measurements. Both Ca1−xNaxFe2As2 and Sr1−xKxFe2As2 did not 

reveal any signs of resonant spin excitations, which is in contrast to the findings in 

other superconducting iron arsenides. However, because of limitations in the em-

ployed spectrometer one cannot conclusively prove that such magnons are definite-

ly absent. 

Additionally, experimental phonon studies of these superconductors have been car-

ried out. It could be shown that doping affects mainly the lower and intermediate 

vibration frequencies and there are indications that the exact type of EA2+ / A+ ions 

additionally influences the bonding within the FeAs layers.  

In both Sr1−xKxFe2As2 and Ca1−xNaxFe2As2, the low-energy phonon modes soften with 

temperature. Electron–phonon coupling might cause this softening. But as no 

anomalous effects are observed in the phonon spectra, when passing the super-

conducting transition temperature, this coupling cannot be solely responsible for the 

formation of Cooper pairs. 

 

FeSe1−xTex 

The crystal structure of FeSe0.44Te0.56 has been redetermined by refinements of high-

resolution single-crystal X-ray data and as a result, distinctively different 

z-coordinates for Se and Te were found. This leads to a lower local symmetry of the 

iron atoms by a Fe−Ch bond lengths splitting of more than 15 pm. Such large ef-

fects have not yet been considered in any calculation of the electronic and magnetic 

properties of these compounds and as such calculations are known to be very sen-
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sitive towards even more subtle changes, this finding is a crucial prerequisite for 

more accurate calculations. 

Since the superconducting transition temperature in FeSe1−xTex increases up to dop-

ing levels of x ≈ 0.5 despite the disorder, which is induced at the same time, these 

findings underline the robustness of superconductivity against structural random-

ness in all iron-based superconductors. 

 

Sr3Sc2O5Fe2As2 

The quinary 32522-type compound Sr3Sc2O5Fe2As2 has been successfully synthe-

sised via an alternative synthesis route. It was characterised by temperature-

programmed powder diffraction, susceptibility measurements as well as Mössbauer 

spectroscopy. DFT calculations were carried out to perform a structure optimisation, 

which was related to the crystal structure. The iron arsenide tetrahedral layers in 

Sr3Sc2O5Fe2As2 exhibit a very similar local symmetry as in other iron arsenides, but 

in spite of this, neither a structural nor a superconducting nor any other magnetic 

phase transition could be observed. The reason for this behaviour, however, is still 

unclear. 

Additionally, Sr3Sc2O5Fe2As2 was compared to seven other related compounds, 

which manifests the large potential of these and other stacking variants of tetrahe-

dral layers. One can therefore expect a rich crystal chemistry for further complex iron 

pnictides. 

 

Ba2ScO3FeAs 

The new quinary iron arsenide oxide Ba2ScO3FeAs has been successfully synthe-

sised via a solid-state reaction. It crystallises in the tetragonal Sr2GaO3CuS-type 

(21311 or 42622) structure and exhibits a large distance between the iron arsenide 

layers due to separation by bulky metal oxide blocks. Ba2ScO3FeAs is a poor, para-

magnetic metal and does not show any structural or magnetic anomaly, even 

though the electronic structure predicts a nested Fermi surface. Also 57Fe-

Mössbauer spectra are in agreement with the absence of magnetic ordering at the 

iron site. This absence of magnetic ordering in the formally undoped compound 

Ba2ScO3FeAs is puzzling and the origin of this behaviour is still unclear. General loss 
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of superconductivity in such two-dimensional compounds with very large FeAs inter-

layer distances cannot be the cause for this, because meanwhile other iron arsenide 

superconductors with even higher interlayer distances and high TCs are known to 

exist. 

 

Sr2CrO3FeAs 

The new quinary iron arsenide oxide Sr2CrO3FeAs has been successfully synthe-

sised via a solid-state reaction in a small and a large batch. It is isotypic to 

Ba2ScO3FeAs and therefore and exhibits a big distance between the iron arsenide 

layers due to separation by large perovskite-like metal oxide blocks. The compound 

shows Curie-Weiss paramagnetism above 160 K due to Cr3+ (S = 3⁄2). Short-range 

spin correlations from the Cr3+-ions begin to appear below ~ 100 K and long-range 

antiferromagnetic ordering below TN = 36.0(5) K as determined via polarised neu-

trons. The magnetic structure is of the C-type with the Cr-spins oriented parallel to 

[a − b] with all nearest-neighbour Cr3+ moments antiferromagnetically aligned, thus 

forming a chequerboard arrangement. Sr2CrO3FeAs is a poor metal over the whole 

temperature range and does not show any structural or magnetic anomalies apart 

from the antiferromagnetic ordering of the Cr3+ ions. 57Fe Mössbauer spectra confirm 

the absence of magnetic ordering at the iron site. 

The crystallographic structure of Sr2CrO3FeAs was redetermined via neutron powder 

diffraction and a mixed occupancy of chromium and iron at the iron site within the 

FeAs layers was found. This does not only show the possibility of substitution be-

tween similar 3d-metals in these types of compounds, but the Cr-doping may also 

be the reason for the absence of both a SDW anomaly and superconductivity. Mixed 

occupancy may also be one key factor explaining the different physical behaviour of 

various other quinary iron pnictides when compared with the 1111- and 122 iron 

arsenides. Moreover, deviations from the ideal stoichiometry have especially to be 

taken into account when discussing the electronic structures of such compounds. 

 

Sr2VO3FeAs 

After a careful synthesis optimisation, large batches of different samples with the 

nominal composition Sr2VO3FeAs could be synthesised in comparatively high quali-
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ty. It could be shown via a combined neutron and X-ray powder diffraction study, 

that Sr2VO3FeAs is sensitive to Fe / V mixing in the FeAs layer. This mixing probably 

is detrimental to superconductivity. A V-doping level of only 7 % suppresses super-

conductivity completely, while the superconducting phase is nearly stoichiometric.  

Low-temperature neutron powder diffraction revealed small but significant additional 

reflections, which emerge in the neutron powder pattern of superconducting 

Sr2VO3FeAs. A preliminary analysis of these reflections indicates incommensurate, 

possibly helical magnetic ordering of the V-moments with a propagation vector of 

q ≈ (0, 0, 0.306). This is in agreement with strongly correlated vanadium, which does 

not significantly contribute to the Fermi surfaces. Thus, Sr2VO3FeAs is in line with the 

other iron pnictide superconductors and does not represent a new paradigm, alt-

hough the absence of iron magnetism and possible self-doping effects remain open 

questions. 

 

15.2 Outlook 

Before the discovery of high-temperature superconductivity in the iron pnictides, 

many people had believed that superconductivity research had come to an impasse. 

Enormous progress has been made since then and there is no doubt that a new era 

in superconductivity research has begun. This is not only reflected in the extraordi-

narily high number of publications within not even three years, also first attempts to 

produce materials suitable for practical application have been very promising. For 

example, superconducting wires and tapes, partly with high critical currents, could 

already be successfully manufactured from the 1111-,[232] 11-[233] and 122-type[234] 

compounds. Especially promising is also the growth of epitaxial thin films of certain 

iron-based superconductors.[235] In a very recent study, a much greater robustness of 

Ba(Fe2−xCox)As2 to misaligned adjacent grains compared to the cuprate supercon-

ductors was found. This consolidates the use of iron arsenides of this structure type 

for practical application due to comparatively easy processability.[236] 

A lot of progress has also been made regarding the physical background of the su-

perconducting mechanism in the iron-based superconductors. For example, the 

electronic structure of several compounds has been experimentally resolved e.g. via 
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ARPES measurements and the predicted band structures and Fermi-surface nesting 

conditions could be confirmed.[237] The magnetism in the non-superconducting iron 

pnictide parent compounds has also been elucidated and there are first explana-

tions for the unexpectedly low ordered magnetic moment.[238] Also the s± symmetry 

of the superconducting order parameter was correctly determined and it is accepted 

that it plays an important role in how superconductivity works in the iron pnictides.[239] 

For further details about the superconducting mechanism, refer also to Chapter 

1.1.2. Probably one of the most remarkable findings is that the phase diagrams of all 

iron pnictide superconductors are strikingly similar to those of other unconventional 

superconductors (i.e. cuprates, organic and heavy-fermion superconductors). Alt-

hough there are still uncertainties, in all cases the weak magnetism must be sup-

pressed before bulk superconductivity appears. This points to the key role of mag-

netic spin fluctuations as a ‘glue’ for superconductivity and even gives rise to the 

hope to finally derive a generalised theory of unconventional superconductivity..[239] 

However, many questions still remain open. An often-noted point is that a universal 

formula to create superconductors with high critical temperatures is still unknown, 

but much simpler and more basic attributes of the iron-based superconductors are 

not yet fully understood. For example, the sensitivity of the superconductivity to the 

geometry of the iron pnictide layers,[240] the effect of phonons in the superconducting 

mechanism,[177, 241] the role of quantum critical points[242], XXII, [243] and especially the true 

nature of the magneto-structural phase transitions and their implications to super-

conductivity are still disputed controversially. Also a very recent publication on the 

possible evolution of the superconducting order parameter in the underdoped region 

of Ba1−xKxFe2As2 from d-wave to s±-wave raises new questions.[244] 

Some pressing questions with respect to the results of this dissertation also remain 

unanswered. One issue concerns the class of 56 K superconductors of the 

EAFeAsF-type. There, the reason for the poor sample quality is still undetermined so 

far. This is disappointing, especially as these compounds are theoretically very 

promising for application due to their high critical temperatures, stability in air and 

cheap starting materials. While the synthesis of the undoped parent compounds is 

                                                
 
XXII Quantum critical points are special phase transitions at 0 K in solids, which arise from 
zero temperature quantum fluctuations associated with Heisenberg’s uncertainty principle. 
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mastered easily, to this day it has not been possible to obtain single-phase samples 

of the corresponding superconductors by doping with rare earth metals. 

Another important question concerns the puzzling properties of the 37 K supercon-

ductor Sr2VO3FeAs. While the presence of antiferromagnetic ordering in the vanadi-

um sublattice could be substantiated for the fist time within this dissertation, the ex-

act spin structure of this compound has not been clarified yet. Currently, there are 

ongoing efforts by Hummel to synthesise large quantities of Sr2VO3FeAs in order to 

perform investigations with polarised neutrons. Furthermore, the existence of self-

doping in this iron arsenide should be conclusively clarified.  

Last but not least, there are still no conclusive reasons for the absence of both su-

perconductivity and any structural or magnetic phase transition in the non-magnetic 

compounds Sr3Sc2O5Fe2As2, Sr2ScO3FeAs and Ba2ScO3FeAs. This also raises the 

question to what extent the magnetic ordering and / or lattice instabilities, which 

have been observed in other pnictides, are truly necessary conditions for supercon-

ductivity. 

From the chemical point of view, this is very unfortunate, because these more com-

plex compounds possibly provide the necessary degrees of freedom for new mate-

rials with critical temperatures of more than 56 K. Every possible effort should there-

fore be made, for example, to grow at least small single crystals suitable for exami-

nations via synchrotron X-ray diffraction. Also the search for new materials, for ex-

ample for iron pnictides with more than one FeAs interlayer distance, should contin-

ue. The importance of this undertaking is underlined by recent findings of high-

temperature superconductivity in iron arsenides like Can+1(Sc,Ti)nOyFe2As2 with ex-

tremely thick oxide layers between the iron arsenide layers.[219] This does not only 

show the outstanding variety, which is possible in the class of iron arsenide super-

conductors, it also demonstrates that the quest for new iron-based materials can 

continue for years or even decades. In this context, it does not seem unlikely that 

the final breakthrough of the iron pnictides lies in complex compounds with critical 

temperatures way beyond those of today’s record holders. 
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16. AC susceptometer 

A fully automated differential dual-coil AC susceptometer, which operates between 

3.4 and 320 K with a closed-cycle refrigerator, was developed for measurements of 

the AC susceptibility in solid samples. A guide with general considerations to con-

structing an AC susceptometer can be found elsewhere.[245] It was taken as a design 

guide for several features of the AC susceptometer introduced in this chapter. The 

setup of this susceptometer is depicted in Figure 16.1. 

 

 

 

Figure 16.1: AC Susceptometer (left) with controllers (right). 
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16.1 Overview 

The technical specifications of the AC susceptometer are as follows: 

 

Cryostat, cold head and compressor: 

• SHI-950 two-stage closed-cycle refrigerator system with 4He exchange gas 

(JANIS RESEARCH CORPORATION) 

• RDK-408D2 cold head (SUMITOMO HEAVY INDUSTRIES LTD.) 

• Water-cooled F-50 compressor unit (SUMITOMO HEAVY INDUSTRIES LTD.) operat-

ing at 400 V (three-phase current), 50 Hz 

 

Temperature control: 

• Model 332 temperature controller (LAKE SHORE CRYOTRONICS, INC.) operating in 

dual-channel mode with a manually calibrated sextuple-zone P / I / D control 

for both control loops. Primary control loop: He exchange gas. Secondary 

control loop: sample holder. For general temperature controller tuning instruc-

tions, refer e.g. to [246]. 

 

Sample transport: 

• DC transport unit with vertical and axial stepper motors (QUANTUM DESIGN). 

Refer to Chapter 16.4 for the specification of the sample transport controller. 

 

Coil design: 

• Primary coil with 973 loops and compensated dual-coil pick-up system. Refer 

to Chapter 16.2 for details.  

 

Oscillator/Lock-in amplifier: 

• 7260 DSP oscillator / lock-in amplifier (EG&G / SIGNAL RECOVERY). Internal re-

sistance of oscillator: 50 Ω. Recommended primary coil series resistor: 50 Ω 

(the oscillator signal is then undistorted up to ~ 3.5 Vrms primary voltage). Re-

sistance of cables: 0.6 Ω. For operation with the highest precision, the follow-

ing lock-in amplifier settings are recommended:  
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• Operating mode: signal recovery 

• Input connector shells: float 1 kΩ pull-up 

• Input device: bipolar (10 kΩ input impedance) 

• Coupling: AC 

• Reference: internal 

• Filter slope: 24 dB ⁄ octave 

 

16.2 Coil design 

The coil bobbin was cut out of a TECASINT 2011 polyimide rod (ENSINGER GMBH, 

Nufringen) on a lathe. First, the pick-up (secondary) coils were wound in opposite 

directions using a 100 μm enamelled copper wire (1453 turns per coil). The primary 

coil was wound directly on top of the pick-up coils with a 180 μm enamelled copper 

wire (973 turns, 4 layers). Figure 16.2 shows the upper pick-up coil during winding 

on a special coil-winding lathe (top) and the complete coil (bottom).  

 

 

 

Figure 16.2: Winding of the upper pick-up coil on a lathe (top).  
Complete coil with a test sample (bottom). 
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The primary coil resistance was measured at different temperatures (Table 16.1) in 

order to calculate the total impedance and thus magnetic field for all temperatures 

(the interpolated temperatures were derived from a polynomial series fit of 7th order).  

 

Temp. (K) 3.4 20 40 60 80 100 120 140 160 

Resist. (Ω) 0.1 0.1 0.5 1.6 3.5 5.1 7.4 9.3 11.5 

Temp. (K) 180 200 220 240 260 280 300 320  

Resist. (Ω) 14.5 16.3 18.2 20.0 22.8 24.9 26.8 29.3  

Table 16.1: Measured primary coil resistance for different temperatures 
 

The self-inductance L of the coil is calculated as: 

 

 μ0 : permeability of free space (4π ⋅ 10−7 T2⋅m3⋅J−1) 

N : number of turns (973) 

A : area of one loop (π ⋅ r 2 = 1.327⋅10−4 m2) 

l : length of coil (0.0495 m) 

 

The total impedance of the coil is dependent on frequency and temperature and 

calculated as: 

 

 R : total resistance (coil + resistor + int. resist.) 

f : frequency 

 

The effective current through the coil is: 

 

 

 

 

The magnetic flux density (in G) can therefore be calculated as: 

 

 B is dependent on Ueff, f and T. 
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The temperature and voltage dependence of B at T = 300 K and the temperature 

and frequency dependence of B at f = 1.333 kHz are depicted in Figure 16.3. An 

automated Maple[49] worksheet with the calculations is available for download.[247] It 

can easily be adapted to calculate different primary coil characteristics. In the soft-

ware AC Susceptometer control, the primary coil characteristics are automatically 

calculated on processing the raw data files (see Chapter 16.5). 

 

 

As the input impedance of the lock-in amplifier is very high in comparison with the 

pick-up coil impedance, the resistance change of the secondary coils with tempera-

ture is negligible. The imbalance of the secondary coils and the inhomogeneity of 

the magnetic field created by the primary coil lead to an error signal, which was 

compensated as far as possible by carefully adjusting the loops of the primary coil’s 

upper layer. The primary coil was fastened solely via insulating tape and a cable tie 

so that later re-adjustment of the primary coil remains possible. The residual error 

signal (< 140 μV at 1 V primary voltage, 1.333 kHz and room temperature in the final 

susceptometer setup) is then compensated in situ via differential coil measurements 

using the sample transport described in Chapter 16.4. 

 

 

Figure 16.3: Calculated characteristics of the currently used primary coil. 
Temperature / voltage dependence (left) and frequency / voltage dependence (right). 
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16.3 Coil holder, wiring 

The coil was attached to the bottom end of the sample rod feed-through of the 

SHI-950 cryostat via a non-magnetic brass ring and four brass screws. The electrical 

connection of the coil is a pluggable design with symmetrical (twisted-pair) 200 μm 

enamelled copper wires connecting the coil plug to the SHI-950 ‘B’ electrical feed-

through. The corresponding ‘B’ plug is then connected to both the oscillator (after 

passing a breakout box with a variable primary coil series resistor) and the lock-in 

amplifier. For both connections, coaxial cables with an impedance of 50 Ω have to 

be used. 

 

16.4 Sample transport 

A Quantum Design DC sample transport was available for sample centring and dif-

ferential coil measurements. An aluminium platform with suitable vacuum flange was 

designed and constructed in cooperation with Hackl (Walther Meißner Institut, 

Garching) to mechanically connect the sample transport to the JANIS cryostat. The 

sample transport and the platform are depicted in Figure 16.4. 
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As the DC sample transport contains two stepper motors (for vertical motion and for 

axial rotation), a RS232 controllable dual-channel stepper controller was designed 

and built. It is based on the RN stepper controller by ROBOTIKHARDWARE.DE and was 

modified according to the sample transport circuitry. The circuit and wiring diagrams 

of both the stepper controller and the sample transport can be found in the appen-

dix (Chapter 21.6). The stepper controller is designed to operate in bridged mode, 

i.e. with a shared voltage supply for the controller unit and both stepper motors. A 

voltage of 12 VDC is recommended, voltages of up to 15 VDC are possible. The rec-

ommended currents, speed and acceleration to reliably and safely drive the stepper 

motors of the sample transport can be found in Table 16.2, the stepper motor con-

troller is depicted in Figure 16.5. As sample holder, a 1500 × 2 mm carbon fibre-

reinforced rod was cast into a 300 × 3 mm brass rod with Stycast resin, which itself 

was put through a blue QUANTUM DESIGN DC SQUID feed-through plug on one side. 

On the other side, a gas permeable straw holder was attached to the carbon fibre 

rod. A drinking straw (5 mm outer diameter) with a size 5 gelatine capsule (IPHAS 

 

Figure 16.4: Aluminium platform with QUANTUM DESIGN DC sample mount. 
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PHARMA-VERPACKUNG GMBH) as sample container can be attached to the straw hold-

er (Figure 16.6). 

 

Setting Vertical stepper Axial stepper 

Start up current (mA) 100 25 

Movement current (mA) 100 25 

Hold current (mA) 50 15 

Speed 249 252 

Acceleration 251 253 

Table 16.2: Recommended stepper motor settings 
 

 

 

 

 

 

Figure 16.5: Stepper motor controller. Left: PCB and devices. Middle: Open chassis. 
Right: Finished stepper motor controller in operation. 

 

 

Figure 16.6: AC Susceptometer sample rod / holder (shortened) 
with straw and sample. 
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16.5 AC susceptometer control software 

The AC susceptometer control software was developed in LabVIEW.[248] A full dis-

cussion of the software is beyond the scope of this thesis as the source code cur-

rently consists of 82 virtual instruments (.vi files) with a total size of almost 2 Mbytes. 

The source code however is available for download.[249] In this chapter, a brief expla-

nation of the most important features of the GUI is provided. 

 

16.5.1 User interface 

The main user interface of AC susceptometer control is depicted in Figure 16.7. It 

was designed in such way that most features necessary for measurements are ac-

cessible via the main window, ruling out unnecessary dialogs and menu items. At 

any stage, a context-sensitive help is available directly in the software (‘HELP’ but-

ton) and also a quick start guide is provided (‘Quick start’). 
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Figure 16.7: GUI of AC susceptometer control v. 1.67 rc 
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The user interface is grouped into 12 different control regions containing several 

control elements. These elements are listed and briefly explained in this chapter. 

 

 

1. Data preview panel 

• Unit selector: 

     Ux Display the real part of the pick-up voltage, which is 

proportional to the imaginary magnetic response of the 

sample M″.  

     Uy Display the imaginary part of the pick-up voltage, which 

is proportional to the real magnetic response of the 

sample M′. 

     U Display the magnitude of the pick-up voltage. 

     Ph Display the phase of the pick-up voltage. 

• Coil selector: 

     Difference Display the difference between upper and lower pick-up 

coil (this setting is recommended for dual coil measure-

ments). 

 

Figure 16.8: Control regions of AC Susceptometer Control 
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     Lower coil Display the lower coil values only (e.g. for single coil 

measurements). 

     Upper coil Display the upper coil values only (e.g. for troubleshoot-

ing purposes). 

• Data preview: Displays susceptibility data during or after measure-

ments. Depending on the selected unit and coil(s), the 

raw voltage or phase from the lock-in amplifier readout 

of the corresponding pick-up coil(s) is displayed. 

 

2. Oscillator and lock-in settings 

• Osc. freq.: Displays the current oscillator frequency. This value can 

be modified to set a new frequency. 

• Osc. voltage: Displays the current oscillator voltage. This value can be 

changed to set a new voltage. The oscillator voltage is 

roughly proportional to the primary magnetic field. For 

the exact relation of the primary voltage to the magnetic 

field, refer to Chapter 16.2. 

• Lock-in range: Displays the current measuring range of the lock-in am-

plifier. This value can be modified to set a new lock-in 

range. 

• Lock-in gain: Displays the current lock-in amplifier gain (sensitivity). 

This value can be modified to set a new gain. 

• Auto button: Perform auto-ranging of the lock-in amplifier (auto-

ranges both lock-in range and gain). 

• Time constant: Displays the current integration time of the lock-in am-

plifier. This value can be modified to set a new integra-

tion time. 

 

3. Lock-in readout and lock-in phase/harmonics control 

• Pick-up readout: Displays an analogue readout of the pick-up coils. The 

range of the meter corresponds to the lock-in amplifier 
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range. The red LED indicates a lock-in amplifier over-

load. 

• Pick-up phase: Displays the phase of the pick-up coil signal. 

•  ℜ and ℑ: Displays the real and imaginary part of the pick-up coil 

voltage. The imaginary part of the pick-up coil is propor-

tional to the real magnetic response of the sample M′. 

• Harmonics select.: Display the nth harmonic of the readout signal (‘1’ = fun-

damental). 

• Offset: Displays the current phase offset of the lock-in amplifier. 

This value changes upon ‘nulling’ the phase. 

• Auto button: Nulls the phase of the lock-in amplifier. The sample 

must be outside both primary and pick-up coils for cor-

rect nulling (i.e. a sample position of 0 cm or more than 

8 cm in the current susceptometer setup) 

 

4. Heater indicators 

• Bar graphs: These are indicators of the current heater output power 

for the primary (4He exchange gas) and secondary 

(sample holder) heaters. 

• LEDs: The LEDs beneath the bar graphs are indicators for the 

current heater power ranges (which depend on the zone 

settings but also indicate heater malfunction): 

 

grey = Heater offline or out of order.  

blue = Heater range ‘low’ (primary heater only). 

yellow = Heater range ‘medium’ (primary heater only). 

red = Heater range ‘high’. 

 

5. Temperature control 

• Thermometer: Displays an analogue readout of the system temperature 

(red bar). If there is any difference between the primary 
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and secondary temperature sensors, the magnitude of 

this difference is indicated as a blue bar. 

• He slider: Forces measurements to halt at the selected tempera-

ture for additional helium injections. This can be useful if 

a lower system base temperature is required. 

• T button: Displays the temperature course of both temperature 

sensors since last time ‘Set temp.’ has been pressed (up 

to 1800 seconds). This function is very useful to perform 

a re-calibration of the temperature controller’s P / I / D 

settings or for troubleshooting purposes. 

• Pri.: Displays the current temperature of the primary (4He ex-

change gas) sensor. 

• Sec.: Displays the current temperature of the secondary 

(sample holder) sensor. 

• Stable:  This LED is an indicator if the current temperature is 

stable: 

grey = Temperature is unstable. 

green = Temperature is stable. 

yellow (blinking) = Temperature is stable (settling for 

thermal equilibration). The temperature stable criteria 

can be modified in the ‘Preferences…’ section. 

• Setpoint: Displays the current temperature set point. This value 

can be modified to change the set point (‘Set temp.’ 

has to be pressed in order for the changes to take 

effect). 

• Set temp.: Alters the temperature to the value specified under ‘Set-

point’. 

 

6. Help and settings 

• Preferences…: Opens a dialog window with various program, hardware, 

tolerance and calibration settings. These settings usually 

do not have to be modified between different measure-
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ments. However, e.g. if the coil is replaced or modified, 

the coil settings can be altered here. 

• About: Displays information about the susceptometer software. 

• HELP: Opens the context-sensitive help. 

• Quick start: Displays a quick start guide. 

 

7. Initialisation 

• Install sample…: Switches off the sample transport so that a new sample 

can be installed. After installing the new sample and 

clicking ‘OK’, a dialog of the sample’s properties ap-

pears. Then, the sample transport is re-initialised.  

• Initialise lock-in: Moves the sample roughly into the lower pick-up coil 

and auto-ranges the lock-in amplifier (range / gain). 

Then, the sample is moved to position ‘0 cm’ and the 

lock-in amplifier’s phase is nulled. These steps have to 

be performed prior to a centring scan either manually or 

via the ‘Initialise lock-in’ function. 

• Centre…: Opens a dialog for sample centring. This has to be per-

formed each time after a new sample is installed. 

 

8. Initialisation status 

• Sample tr. online: Indicates if the stepper controller is online (green LED). 

• Sample installed: Indicates if a sample is currently installed (green LED). 

‘Install sample…’ has to be pressed at least once if a 

new sample is installed.  

• Sample tr. initial.: Indicates if the sample transport has been initialised 

(green LED). Usually, a sample transport initialisation is 

performed automatically on installing a new sample. 

• Sample centred: Indicates if a centring scan has been performed (green 

LED). Please note that non-magnetic or weakly magnet-

ic samples cannot be centred. 
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• Data acquisition: Indicates if a data acquisition is currently in progress 

(blinking yellow LED) 

 

9. Sample information and data processing 

• Curr. data dir.: Displays the path of the data files for the next data ac-

quisition. 

• File name prefix: This is the file prefix of all new data files for the next da-

ta acquisition. 

• Sample info…: Opens a dialog with the current sample information. Any 

sample information can be altered prior to a measure-

ment. If any changes of the sample information are re-

quired after a measurement, the sample information can 

be changed in the headers of the corresponding ‘.raw’ 

files with a text editor. 

• Process data…: Opens the data processing dialog in order to automati-

cally convert ‘.raw’ data files (containing the raw pick-up 

voltages) to ‘.mag’ files with magnetic units. The conver-

sion process utilises the sample information in the 

header of the ‘.raw’ data files. 

 

10. Sample movement and program status 

• Vertical pos.: Displays the current vertical position of the sample.  

• Axial pos.: Displays the current axial position of the sample. 

• Lower centre: Displays the position of the lower pick-up coil as deter-

mined via the sample-centring scan. 

• Upper centre: Displays the position of the upper pick-up coil as deter-

mined via the sample-centring scan. 

• Init transport: (Re)-initialises the sample-transport (e.g. if the sample 

transport has been switched off or if the home position 

got lost). 

• Set transport: Opens a dialog to manually move the sample to any po-

sition. 
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11. Data acquisition panel 

• # of measurements: Displays the calculated total number of lock-in amplifier 

readouts for the entire sequences table. 

• Calculated end: Displays the calculated end time based on the current 

measurement sequences table. The calculation is per-

formed on the basis of pre-calibrated, hard-coded refer-

ence times for various cooling / heating ramps and the 

required lock-in data acquisition times. 

• Estimated end: Displays the extrapolated end time of a currently running 

data acquisition. 

• Data acquisition pr.: The progress indicator of the currently running acquisi-

tion. 

 

12. Sequences table / global temperature / coil control 

• Check: Checks the current sequences table for errors and cal-

culates an end time (see also Section 11 ‘Calculated 

end’) 

• Clear/Load/Save: Clears the sequence table / loads sequences / saves 

sequences. 

• Settle: This is the temperature settle time (to wait for thermal 

equilibration) after a temperature change in a measure-

ment sequence. 

• Drift corr.: Enables an empirical coil drift correction (drift is the 

change of the pick-up coils’ phase offset on tempera-

ture changes). As this still is an experimental feature, 

measurements should currently be performed (and cali-

brated) without coil drift correction. 

• AC loss: Enables an empirical AC loss correction (if samples are 

known to have zero AC loss at the beginning of each 

sequence). Although this is useful for coil setups with a 

shortened primary coil such as the currently used coil, 
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this still is an experimental feature. Measurements 

should currently be performed without AC loss correc-

tion (set to unknown). 

• Precision: This is the selector for single coil or dual coil (differential) 

measurements. As any error signal is subtracted, dual 

coil measurements are highly recommended in all cases. 

• Osc. voltage: Specifies the voltage of the oscillator of a measurement 

sequence. The oscillator voltage is roughly proportional 

to the primary magnetic field. For the exact relation of 

the primary voltage to the magnetic field, refer to Chap-

ter 16.2. 

• Harmonic: Specifies the nth harmonic of the readout signal to be 

recorded in a measurement sequence (‘1’ = fundamen-

tal, i.e. normal magnetism). 

• T start:  Specifies the start temperature in a measurement se-

quence. 

• T end:  Specifies the end temperature in a measurement se-

quence. 

• T step:  Specifies the temperature step size in a measurement 

sequence. 

• phi start: Specifies the start angle (for sample rotation) in a meas-

urement sequence. 

• phi end: Specifies the end angle (for sample rotation) in a meas-

urement sequence. 

• phi step: Specifies the angle step size (for sample rotation) in a 

measurement sequence. 

• f start: Specifies the start frequency in a measurement se-

quence. 

• f end: Specifies the end frequency in a measurement se-

quence. 

• f step: Specifies the frequency step size in a measurement se-

quence in the following way: 
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a) Numerical values specify a linear frequency step size. 

b) If ‘log’ is appended to the step size n, frequency 

steps are calculated in 1⁄n
ths of the corresponding log10. 

For example, a start frequency of 1000 Hz, an end fre-

quency of 10 Hz and ‘f step’ of 2 log will result in meas-

urement of the frequencies 1000, 500, 100, 50 and 

10 Hz. 

• wait:  This is the time delay of the lock-in amplifier between 

two consecutive measurements. This delay needs to be 

at least 2.1, 4.1, 6.1, or 8.1 times the lock-in time con-

stant for 6, 12, 18, 24 dB/octave lock-in filter slope 

(‘Preferences…’), respectively and will be coerced to the 

appropriate minimum if set lower. 

• # of measurements:  Specifies the number of measurements in a measure-

ment sequence. 

• fmif:  Specifies a frequency-dependent multiplication factor. In 

case of frequency-dependent measurements, ‘fmif’ indi-

cates how often the measurements will be repeated at 

the lowest given frequency (which can either be ‘f start’ 

or ‘f end’). Example: A setting of ‘f start’ to 1 Hz, ‘f end’ 

to 10000 Hz, ‘# of measurements’ to 10 and ‘fmif’ to 5 

will result in 10 measurements at 10000 Hz and 50 

measurements at 1 Hz. This function works both for log-

arithmic and linear frequency steps. 

 

16.5.2 Centring dialog 

As every sample has to be accurately centred in both pick-up coils in order to 

measure the magnetic response, the sample centring process opens a separate 

window (Figure 16.9). The following control elements are available there: 
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• Progress: This is the centring progress indicator. 

• Cursors: The cursors window displays the position of the mova-

ble, yellow cursor for manual centring purposes. 

• Scale: Switches between pick-up coil voltage and voltage de-

rivative view (y-axis). 

• Curve: Displays the pick-up coil raw voltage (white points), de-

rivative of the raw voltage (red curve) and raw voltage 

spline fit (green curve) versus sample position. The 

y-axis is free of units as only relative changes are rele-

vant. 

• Centring scan prec.: Specifies the number of measurements for each posi-

tion. For weakly magnetic samples, the centring scan 

 

Figure 16.9: Centring dialog of AC Susceptometer Control. A diamagnetic 
(superconducting) centring signal is visible. 



Chapter 16: AC susceptometer 

 224 

precision can be increased at the expense of an extend-

ed centring time. 

• Start centring scan: Performs a new centring scan. 

• Auto centres: Automatically determines the coil centre positions after a 

centring scan. This feature is very reliable and therefore 

highly recommended. 

• Upper/lower coil c.: The pick-up coil centre positions, which were deter-

mined either automatically (‘Auto centres’) or manually 

(‘Cursors’), are entered here. In case of ‘Auto centres’ 

this is performed automatically. 

• Help: Displays a context-sensitive help. 

• Cancel: Closes the centring dialog without saving changes. 

• Set new values: Closes the centring dialog and accepts both the new 

coil centres and the thermal expansion calibration curve. 

• Thermal exp. c.s.c.: Selector for the compensation method for thermal ex-

pansion of the sample holder and coil (‘Calibration 

curve’ is recommended). 

• Fitting algorithm: Selector for the fitting method of the calibration curve 

(‘Cholesky’ is recommended). 

• Order: Polynomial order for the calibration curve fitting function 

(‘1’ = linear fit is recommended). 

• Setpoint: Can be used to specify a new temperature set point 

(e.g. if a new thermal expansion calibration curve is rec-

orded). ‘Set Temp.’ has to be pressed in order for the 

changes to take effect. 

• Pri./Sec. Temp.: Displays the current temperature of the primary / sec-

ondary sensor. 

• Set Temp.: Change set point to value specified above. 

• Load calibr. curve: Loads a calibration curve. 

• Save calibr. curve: Saves a calibration curve. 

• Check and fit: Checks the values in the calibration table and performs 

least squares fitting with the method specified above. 
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• Calibr. curve table: The positions of both pick-up coil centres can be en-

tered here for different temperatures as calibration 

curve. 

 

16.5.3 Other dialogs 

Additionally, a couple of other dialogs are available, such as the sample information 

dialog (after a new sample is installed or when ‘Sample info…’ is pressed). The latter 

dialog is self-explaining. Furthermore, the ‘Process data…’ dialog is important, as all 

recorded ‘.raw’ data files are converted into ‘.mag’ files containing magnetic units in 

this step. In the ‘File name prefix’ field, the data processing can be restrained to files 

starting with this prefix. Both dialogs are depicted in Figure 16.10. 

 

 

 

 

Various program preferences (i.e. calibration, coil and hardware settings, tolerances, 

email address for notifications, etc.) are available on pressing ‘Preferences…’ in the 

AC Susceptometer main window, an example for such a preference pane is depict-

ed in Figure 16.11. 

  

 

Figure 16.10: Sample information and process data dialogs. 
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Figure 16.11: Example preference pane (Lock-in settings). 
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17. Four-terminal conductometer 

17.1 Overview 

 

An automatic four-terminal conductometer was developed for measurements of the 

specific resistivity in solid samples. It uses the same cryostat and sample mounting 

system as the AC susceptometer described in Chapter 16 and can be used without 

removing the coil, sample transport and measuring equipment of the AC suscep-

tometer. Measurements of the electrical resistivity can be performed on pellets of 

polycrystalline samples (4 mm in diameter, thickness 0.2 to 2.1 mm) using the sam-

ple holder design described in Chapter 17.2. Generally, the current-reversal four-

terminal sensing method is used. A KEITHLEY Source Meter 2400 is employed as cur-

rent source in order to generate square waves with amplitudes of 2 μA to 5 mA and 

 

Figure 17.1: Overall conductometer setup during a measurement. Left: Cryostat setup 
with sample rod inserted. Middle: Temperature controller and computer. Right: Source 
and nanovolt meters. 
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frequencies of either 2 or 0.4 Hz (1 or 5 PLC, respectively). The differential voltage 

drop between signal-high and signal-low is recorded with a KEITHLEY 2182 nano-

voltmeter. The overall setup is depicted in Figure 17.1. 

 

17.2 Sample holder design 

A special sample holder was designed so that the cryostat from the AC suscep-

tometer can also be used for resistivity measurements without removing the suscep-

tometer coil or sample transport. As the susceptometer coil’s inner diameter is only 

~ 6 mm, the resistivity sample holder had to be miniaturised accordingly. Moreover, 

the sample holder had to be re-usable and easily detachable from the sample rod. 

The sample rod also was designed to fit to the existing measuring equipment 

(source meter and nanovoltmeter). Ten sample holders were manufactured from cir-

cuit boards (PCBs), which had been milled by Lopez-Diaz at the Fraunhofer IAF, 

Freiburg. FR4 with a thickness of 1.5 mm and a copper layer thickness of 30 μm was 

employed as circuit board material. The milling layout of a PCB’s copper layer is de-

picted in Figure 17.2. 

 

 

OMNETICS MCP-05-SS plugs (Part no. A22000-001) were soldered to the PCB with 

GOODFELLOW hard-temper 0.5 mm beryllium copper (Cu98Be2) wire (Part no. 

CU075320).  
Four beryllium copper pins were soldered to the PCB as sample terminals and the 

bottom of the PCB was casted into Stycast resin as corrosion protection for the 

hard-terminal variant. A complete sample holder with hard-temper terminals is de-

 

Figure 17.2: Layout of the PCB copper layer (black) of the sample holder. 
Grid spacing: 0.1 mm. 
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picted in Figure 17.3. Instead of hard-temper beryllium copper terminals, soft and 

more flexible (e.g. 0.2 mm) copper wires can be soldered into the terminal bore holes 

in order to measure small samples of any shape. Furthermore, shrink tubing can 

serve as temporary corrosion protection and to fix the sample on the PCB (Figure 

17.5). This also enables resistivity measurements of highly air sensitive compounds, 

as all preparation steps can then be performed in a glove box under an atmosphere 

of argon (Figure 17.4). 

 

 

 

 

 

Figure 17.3: Complete sample holder with hard terminals. 

 

Figure 17.4: Conductivity sample preparation under inert conditions (glove box). 
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17.3 Sample rod, wiring 

The sample rod was made from a 1500 × 3 mm stainless steel rod. LAKE SHORE 

Quad-TwistT-Cryogenic wire (36 AWG) was cast into the rod using Stycast resin and 

an OMNETICS MCS-05-SS socket (Part no. A22001-001) was soldered and cast to 

one end of the rod. The other end was put through a blue QUANTUM DESIGN DC 

SQUID feed-through plug and a FISCHER K 102 A053-130 + plug with 

E3 102.5/3.5 | 102.212 collet was attached to this end. The sample rod design is 

depicted in Figure 17.6. 

 

 

 

Figure 17.5: Fixation and protection of the sample via shrink tubing (glove box). 

 

Figure 17.6: Resistivity sample rod with sample holder and sample. 
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The sample rod is connected to a breakout box with a symmetrical (twisted-pair) 

data cable. The wiring diagram of the sample holder, sample rod, data cable and 

connectors is depicted in Figure 17.7. Twisted wire pairs are marked with a curly 

brace. 

 

 

 

17.4 Conductivity control software 

The Conductivity Control interface shares the key elements (control regions) with the 

AC susceptometer control software (Chapter 16.5). The source code is available for 

download.[250] No sample transport or any form of software calibration is required for 

resistivity measurements (calibration of the source and nanovolt meters are per-

formed in hardware). Therefore, the only additional windows are the sample infor-

mation and the data processing dialogs. The conductivity control main window is 

shown in Figure 17.8. 

 

 

Figure 17.7: Resistivity sample holder (wiring diagram). 

2 3

41

2       1

3         n       4 

omnetics male connector (face)
female connector (solder cups)

 #* data cable 4-wire
 

1 yellow green
2 amber red
 3 violet yellow
 4 brown green

}
}

* Fischer and omnetics connectors
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Only the control elements which differ from the AC susceptometer control software 

are discussed here. For all other elements as well as the general program layout, 

refer to Chapter 16.5. 

 

• Source current: Specifies the amplitude (current) of the generated 

square wave. 

• Compliance: Specifies the maximum source voltage through the 

sample (this must be chosen as small that the maximum 

voltage drop across the sample does not overload the 

nanovoltmeter input (12 V in the current setup). The 

sample holder and connectors allow a maximum com-

pliance of ~ 40 V. 

• Time constant: Specifies the number of power line cycles to integrate. 

Only 1 or 5 power line cycles are available, 5 cycles are 

recommended. 

 

Figure 17.8: Graphical user interface of Conductivity Control v. 0.2 (beta). 
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• Nanovoltmeter ΔV: Displays the differential voltage across the sample. 

• V.-d.-Pauw meas.: Specifies the time when the van-der-Pauw measure-

ment is to be performed (before or after measurement of 

the sequences). 

• Process data…: Performs van-der-Pauw approximation and calculates 

specific resistivity from recorded raw data (‘.rwr’) files. 
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18. HConvert 

For convenient batch conversion, range addition, angular thinning, angular binning 

and beam stop clipping of HUBER G670 Imaging Plate data .gdf files, the JAVA pro-

gram HConvert has been created. Both a pre-compiled .class file and the source 

code are available for download.[51, 251] HConvert’s output files include .gsa (half reso-

lution offset subtracted GSAS files), .xy (full resolution ASCII XY files), .xyd (thinned 

ASCII XY files) and .xyb (binned ASCII XY files). All four output files are generated 

automatically for each time HConvert is invoked. Old output files are overwritten 

without further notice. 

 

For the .gsa (GSAS) files, the background offset of the imaging plate is analysed and 

subtracted in order to correct GSAS’ evaluation of counting statistics and thus re-

sidual values. For the same purpose, GSAS files may additionally be scaled. This 

might be necessary for very long measurements, i.e. measurements with millions of 

counts. The Rexp residuals appear artificially low (and χ2 is too high) in these cases. 

However, care has to be taken when manipulating the scaling factor. 

  

The .xy files can be loaded directly e.g. in TOPAS Academic and the .xyd or .xyb 

files can be imported e.g. in STOE WinXPOW, as this program does not allow more 

than 10000 data points. In thinned (.xyd) files, only every nth data point is taken 

(which can be useful, when the total number of counts is important). For other pur-

poses, binned (.xyb) files can be taken, which greatly improves the available signal / 

noise ratio. 

 

HConvert is invoked with the following command on any Mac / Windows / Linux 

command line (Java needs to be in the search path and HConvert.class either in the 

Java class search path or in the current directory): 

java HConvert FILE_PREFIX [LeftBoundary] [ThinningBinning] 
                          [ExcludeLeft] [ExcludeRight] 
                          [Multiply_GSAS_By] 
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Commands in brackets are optional and replaced by default values if left blank 

[LeftBoundary = 5.5° 2θ beam stop clipping; thinning / binning of every second data 

point; no exclusion range; GSAS multiplication factor = 1]. 

 

Help is available via: 

java HConvert 

If more than one file starting with the same FilePrefix exist, the intensities of these 

files are added automatically, which can be used to combine multiple measure-

ments. The range between LeftBoundary and RightBoundary will be interpolated 

linearly and must additionally be excluded from the counting statistics in Rietveld 

refinements. 

 

An example of how to use HConvert (addition of 6 .gdf files beginning with ‘Si_cap’, 

left cut-off 2.5° 2θ, binning of 4 data points) is depicted in Figure 18.1. 

 

 

Figure 18.1: HConvert usage example. 
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19. SQUID Processor 

A MultiVu (SQUID) data batch processor software has been created. It allows the 

automatic calculation of various magnetic quantities from recorded QUANTUM DESIGN 

MultiVu .dat files. Multiple .dat files (of the same substance) can be processed at 

once and the sample properties are automatically extracted from the data files’ 

headers as far as possible. Executable files (Mac / Windows) are available for down-

load[91] and require the LabVIEW run time libraries in order to be executed.[248] The 

graphical user interface of the software is depicted in Figure 19.1. Functions to cor-

rect the measured magnetic moment for both diamagnetism arising from the sample 

container (e.g. a gelatine capsule) and for diamagnetic increments were also imple-

mented into the software. As an exception, the software expects the use of SI units 

for diamagnetic increments (in units of 10−11 m3·mol−1), such as in Table A.6 in [252]. 

The following magnetic quantities are calculated and written into ASCII .mgs files 

(values in scientific notation with decimal point and semicolon as separator): The 

corrected magnetic moment of the whole sample (Ms), volume magnetisation (M), 

gram magnetisation (Mg), molar magnetisation (Mm), volume susceptibility (χ), gram 

susceptibility (χg), molar susceptibility (χm), inverse molar susceptibility (χm
−1), the 

magnetic volume fraction (4πχ) and the permanent atomic magnetic moment per 

magnetic centre (μ / μB). If the magnetic moment per formula unit rather than the 

magnetic moment per magnetic centre is required, ‘Number of magnetic centres’ 

has to be set to one. Any output files are stored in a subdirectory of the chosen file 

path called ‘Converted’. Any existing files will be overwritten without further notice. 
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Figure 19.1: Graphical user interface of the SQUID processor program. 
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20. Molar weight calculator 

A simple, yet powerful molar weight calculator has been written in LabVIEW as both 

standalone software and a LabVIEW module (virtual instrument) for implementation 

into other LabVIEW projects. This module has also been implemented into the AC 

susceptometer control and SQUID processor software. The standalone software is 

available for download (Mac / Windows) .[253] The calculator accepts round and square 

brackets of any depth, crystal solvents (in the form of e.g. *5H2O), many organic 

groups and ligands and also decimal fractions. Separation of elements and / or or-

ganic groups is performed automatically. The graphical user interface of the 

standalone molar weight calculator is depicted in Figure 20.1. 

 

 

 

Figure 20.1:  Molar weight calculator. 
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21. Appendix 

21.1 Superconducting order parameters 

In Figure 21.1, schematic representations of different superconducting order param-

eters are depicted.[254] In all three cases, the Fermi surfaces are approximated by cir-

cles. The height of the ‘rubber sheets’ is proportional to the magnitude of the order 

parameters. 

 

 

 

 

21.2 WIEN2k compiler and linker options for Mac OS X 

For WIEN2k 9.x, icc 11, fcc 11 and mkl 10, and XCode Tools 3.0, the following 

WIEN2k compiler and linker settings were used: 

Compiler options:    -lmkl_intel_lp64 -lmkl_intel_thread 
                     -lmkl_core -lguide -lpthread-FR -mp1 –w 
                     -prec_div -pc80 
                     -pad -ip -DINTEL_VML -O3 
Linker Flags:        $(FOPT) -L/Library/Frameworks/ 
                     Intel_MKL.framework/Libraries/em64t 
                     -lpthread 
Preprocessor flags: '-DParallel' 
R_LIB (LAPACK+BLAS): -lmkl_intel_lp64 -lmkl_intel_thread 
                     -lmkl_core -lguide –lpthread 

 

Figure 21.1:  Schematic representations of different superconducting order parameters.  
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21.3 Additional Rietveld refinements 

21.3.1 Sr2CrO3FeAs (Sample II, X-ray) 

 

Temperature 297 K 

Diffractometer STOE STADI P (Cu-Kα1) 

Rietveld package TOPAS 

Space group P4/nmm (o2) 

Lattice parameters a = 391.24(1) pm 

c = 1576.23(2) pm 

Cell volume V = 0.24127(1) nm3 

Z 2 

Data points 10441 

Reflections 127 (main phase) 

Excluded ranges 29.3 − 30.1; 40.4 − 40.9; 44.0 − 44.7 

Constraints 1 

Atomic variables 13 

Profile variables 5 

Anisotropy var. 0 

Background var. 36 

Imp. phase var. 6 

Other variables 5 

 

Figure 21.2: Rietveld fit of the 4 g sample Sr2CrO3FeAs at 297 K (space group P4/nmm). 
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d range 0.942 – 15.762 

RP, RwP, RBragg, χ2 0.013, 0.017, 0.006, 1.089 

  

Atomic parameters  

Sr1  2c (¾, ¾, z)  z = 0.1940(1) Uiso = 123(4) pm2 

Sr2  2c (¾, ¾, z) z = 0.4150(1) Uiso = 180(6) pm2 

Cr1 2c (¼, ¼, z)  z = 0.3104(2) Uiso = 157(8) pm2 

Fe1 [occ 1.00(1)] 2a (¾, ¼, 0)   Uiso = 177(9) pm2 

As1 2c (¼, ¼, z)  z = 0.0887(1) Uiso = 110(7) pm2 

O1 4f (¼, ¾, z)  z = 0.2950(3) Uiso = 159(14) pm2 

O2 2c (¼, ¼, z)  z = 0.4279(5) Uiso = 159(14) pm2 

  

Bond lengths (pm)  

Sr–O 247.5(7) × 1  252.2(4) × 4  272.2(4) × 4  277.4(1) × 4 

Cr–O 185.3(8) × 1  197.1(1) × 4 

Fe–Fe 276.7(1) × 4 

Fe–As 240.5(1) × 4 

  

Bond angles (°)  

As–Fe–As 109.8(1) × 4  108.9(1) × 2 (ε) 
O–Cr–O 89.1(1) × 4     97.1(2) × 4     165.9(3) × 2 

Table 21.1: Crystallographic data of the 4 g sample Sr2CrO3FeAs at 297 K. 
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21.4 Magnetic ordering types 

The possible commensurate magnetic ordering types in a simple cubic lattice are 

depicted in Figure 21.3 together with the corresponding magnetic propagation vec-

tors.[81] Black and white balls denote oppositely oriented spins. Within each ordering 

type, different spin orientations are favourable (not depicted).  

 

 

 

Figure 21.3: Different ordering modes for simple cubic lattices and propagation vectors. 
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21.5 CPmma ′ colour group[224 ] 

 

 

Figure 21.4: Excerpt of the Litvin Tables (colour group CPmma ′ ). 
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21.6 Susceptometer sample transport circuit and wiring 

diagrams 

This chapter contains the circuit diagrams of the stepper controller and wiring dia-

gram of the QUANTUM DESIGN sample transport for bug fixing purposes. Some figures 

are courtesy of ROBOTIKHARDWARE.DE. 
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Figure 21.5: Voltage stabiliser (top) and stepping motor end phase (bottom). 
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Figure 21.6: End phase controller (top) and RS232 level converter (bottom). 
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Figure 21.8: Layout of printed circuit board. 

 

Figure 21.7: Limit switch toggle circuit. 
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Figure 21.9: Wiring diagram and limit switch behaviour of QUANTUM DESIGN sample 
transport. #M = Motor; #P = Phase. Wire colours are those of the green controller 
cable. 

QUANTUM Design DC probe head wiring diagram
Rear views (Solder contacts or sockets):

green yellow cable wires #M #P description

1 green/black #1 #1 Vertical Stepper Phase A

2 green/brown #1 #2 Vertical Stepper Phase C

3 – Vertical Stepper Common A/C

4 – Vertical Stepper Common B/D

5 brown/yellow #1 #3 Vertical Stepper Phase B

6 brown/grey #1 #4 Vertical Stepper Phase D

7 orange Vertical Limit Switch B (green cable)

8 red Vertical Limit Switch A (blue cable); (3 = 4)

9 5 yellow Axial Limit Switch B (black cable)

10 4 green Axial Limit Switch A

11 1 white/yellow #2 #1 Axial Stepper Phase A

12 8 white/black #2 #2 Axial Stepper Phase C

13 2 grey #2 #4 Axial Stepper Phase D

14 3 blue #2 #3 Axial Stepper Phase B

15 brown/blue GND

16 – unused

Limit switches: limit = switch open; no limit = switch closed

Stepper movement directions: left corresponds to counterclockwise axially and upwards vertically

1 8

green socket: LEMO EGG.3B.316.CLL

connector: LEMO FGG.3B.316.CLAD10

yellow socket: LEMO EGG.2B.308.CLL

111 16
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22. Abbreviations and glossary 

22.1 Abbreviations 

2D two-dimensional 

3D three-dimensional 

AC alternating current 

APW augmented plane-wave 

ARPES angle resolved photoemission spectroscopy 

arXiv electronic preprint server of scientific papers freely accessible via 

http://arxiv.org, hosted by the Cornell University 

ASA atomic-sphere approximation 

ASCII American standard code for information interchange 

at% atomic per cent 

au atomic units 

BCS acronym of Bardeen, Cooper and Schrieffer 

BZ Brillouin zone 

CCD charge coupled device 

CGS centimetre gram second 

Ch chalcogenide 

COHP crystal orbital Hamilton population 

CSD crystal structure database 

CW continuous wave 

dB decibel 

DC direct current 

DFT density functional theory 

DOI digital object identifier (http://dx.doi.org) 

DOS density of states 

DSP digital signal processor 

EA earth alkaline metal 

EDX energy dispersive X-ray spectroscopy 

EECE exact-exchange for correlated electrons 
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fc field-cooled (or cooling) 

FP full potential 

FR4 ‘flame-retardant 4’ fibreglass-reinforced epoxy laminate printed circuit 

board 

FRM II Forschungsreaktor München II 

FWHM full width at half maximum 

GGA generalised gradient approximation 

gof goodness of fit 

GSAS general structure analysis system 

GUI graphical user interface 

ILL Institut Laue Langevin 

IPDS imaging plate diffraction system 

IUCr International Union of Crystallography 

LAPW linearised augmented plane-wave 

LBJ Le Bail-Jouanneaux peak width / shape anisotropy correction 

LDA local density approximation 

LED light-emitting diode 

LMTO linear muffin-tin orbital 

LMU Ludwig-Maximilians Universität 

Ln lanthanide 

lo local orbitals 

LSDA local spin density approximation 

M metal 

m.w. molecular weight 

MPMS magnetic property measurement system 

NMR nuclear magnetic resonance 

NPLC number of power line cycles (integration time based on the power line fre-

quency) 

o1 origin choice 1 

o2 origin choice 2 

PCB printed circuit board 

PDF pair density function 
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PID proportional-integral-derivative 

PLC power line cycle(s) 

Pn pnictide / pnicogen 

pV pseudo-Voigt 

PVC polyvinyl chloride 

RE rare earth 

RF radio frequency 

RN RoboterNETZ 

RS232 'recommended standard 232' serial interface 

SCF self-consistent field 

SDW spin-density wave 

SI system international d'unités (international system of units) 

SIC self-interaction correction 

SODS second-order Doppler shift 

SQUID superconducting quantum interference device 

TB tight-binding 

TM transition metal 

UPS ultraviolet photoelectron spectroscopy 

WHH acronym of Werthamer, Helfand and Hohenberg 

wt% weight per cent 

XY ASCII file type consisting only of x / y data 

YBCO YBa2Cu3O7−x 

zfc zero-field-cooled (or cooling) 

μSR muon-spin resonance 

 

22.2 Quantities 

Magnetic quantities 

′ / ″ Real and imaginary part of AC magnetic quantities 

4πχ magnetic (e.g. superconducting) volume fraction 

B magnetic flux density 

C Curie constant 
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H magnetic field 

Hc thermodynamic critical field 

Hc1 lower critical field 

Hc2 upper critical field 

M magnetisation per volume (equivalent to MV) 

Mg magnetisation per gram 

Mm magnetisation per mole 

Ms magnetisation of the whole sample 

N number of magnetic centres 

neff number of effective Bohr magnetons (equivalent to μeff ⁄ μB) 

TC Curie temperature 

TN Néel temperature 

Θ Weiss constant (paramagnetic Curie temperature) 

μ ⁄ μB permanent atomic magnetic (dipole) moment per magnetic centre or for-

mula unit (in Bohr magnetons) 

μ0 permeability of free space 

μa permanent atomic magnetic (dipole) moment 

μB Bohr magneton 

χ magnetic susceptibility per volume (equivalent to χV) 

χ0 temperature-dependent (positive) contribution of the extended Curie-

Weiss law 

χdia diamagnetic increment 

χg magnetic susceptibility per gram 

χm magnetic susceptibility per mole 

χs magnetic susceptibility of the whole sample 

 

Crystallographic quantities 

…o …orthorhombic 

…t …tetragonal 

2θ diffraction angle 

d interplanar spacing 

d… interatomic distance 
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F… structure factor 

!, !, ℓ Miller indices 

I… intensity 

m… multiplicity 

Q value proportional to reciprocal interplanar spacing 

r… radius 

R… residual factor 

S inelastic neutron scattering function 

To Tetragonal-to-orthorhombic transition temperature 

U… thermal displacement parameter(s) 

w weighting scheme 

Z number of empirical formulas per unit cell 

η Lorentzian contribution of the Pseudo-Voigt function 

θ half diffraction angle 

λ  wavelength 

χ2 goodness of fit 

ω full width at half maximum of the Pseudo-Voigt function 

 

Other quantities 

A area of one coil loop 

Bhf magnetic hyperfine field splitting (Mössbauer spectroscopy) 

Cp specific heat (at constant pressure and external magnetic field) 

E energy 

EF Fermi energy 

Evac energy level of vacuum 

f frequency 

G Gaussian function 

g gram(s) 

g(n) generalised phonon density of states 

h Planck constant 

I electric current 

J magnetic exchange coupling constant 



Chapter 22: Abbreviations and glossary 

 254 

kB Boltzmann constant 

kmax maximum reciprocal lattice vectors 

l length of a coil 

L Lorentzian function 

M mole / molar 

mn mass of a neutron 

n number of atoms (per formula unit) 

N number of turns in a coil 

NA Avogadro’s constant 

p momentum 

P order parameter 

P probability distribution function 

R total resistance 

R… residual factor 

rmt muffin-tin radius 

S spin 

S superconducting volume fraction 

T temperature 

TC critical temperature 

TF Fermi temperature 

To (tetragonal-to-orthorhombic) structural transition temperature 

U Hubbard model correlation energy 

U voltage 

v velocity 

Vzz main component of the electric field gradient tensor (Mössbauer spec-

troscopy) 

Z impedance 

β critical exponent of power law 

β phononic coefficient of specific heat 

Γ experimental line width (Mössbauer spectroscopy) 

γn electronic coefficient of specific heat 

δ isomer shift (Mössbauer spectroscopy) 
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Δ  superconducting energy gap 

ΔEQ quadrupole splitting parameter (Mössbauer spectroscopy) 

θ angle between Bhf and Vzz (Mössbauer spectroscopy) 

ΘD Debye temperature  

ν  frequency 

ρ specific electric resistance 

σ standard deviation 

χ goodness of fit 

 

22.3 Glossary 

Angle resolved photoemission spectroscopy (ARPES) 

ARPES is a technique to experimentally probe the local band structures 

of solids at the Fermi level. The method is related to other photoelectron 

spectroscopy methods such as ultraviolet photoelectron spectroscopy 

(UPS). ARPES however does not only measure the work function of elec-

trons at the Fermi level (i.e. the kinetic energy of photoelectrons) but it is 

also a momentum-sensitive method, resulting in detailed information on 

band dispersions and Fermi surfaces. Like UPS, ARPES is a surface-

sensitive probe because of relatively short electron mean free paths. 

 

Corner-junction experiment 

Also referred to as π-Josephson corner junction experiment. The corner-

junction experiment provides a phase-sensitive test of the pairing sym-

metry in superconductors. The experiment is based on the interference of 

the quantum-mechanical phases in Josephson tunnel junctions. The first 

experiment of this kind was carried out on YBCO.[255] For details, refer to 

[256]. 

 

Half-metal 

A half-metal is a true metal with a completely ferromagnetic conduction 

band. 
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Isopointal[211] 

According to IUCr, two structures are isopointal if 

(i) they have the same space-group type or belong to a pair of enantio-

morphic space-group types 

(ii) the atomic positions, occupied either fully or partially at random, are 

the same in both structures, i.e. the complete sequence of the occupied 

Wyckoff positions (including the number of times each Wyckoff position is 

occupied) is the same for both structures when the structural data have 

been standardised. 

 

Multigap superconductivity 

As a consequence of more than one superconducting order parameter, 

there are also more than one superconducting energy gaps, which can be 

observed e.g. by tunnelling spectroscopy or by the course of the elec-

tronic contribution of Cp at the superconducting transition. 

 

Nematic ordering 

Nematic ordering refers to a spontaneously broken rotational symmetry 

without the breaking of translational symmetry, i.e. a strong electronic an-

isotropy. 

 

Optical semiconductor / optical band gap 

In the context of this work, the term optical semiconductor denotes a 

semiconductor with a band gap between ~ 1.6 and 3.3 eV, i.e. in the re-

gion, where visible light is absorbed (wavelengths of ~ 780 nm down to 

~ 380 nm). 

 

Quantum critical point[243 ] 

Quantum critical points are special phase transitions at 0 K in solids, 

which arise from zero temperature quantum fluctuations associated with 

Heisenberg’s uncertainty principle. 
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Second-order Doppler shift[215 ] 

The Second-Order Doppler Shift is a temperature-dependent effect on 

the centre shift of a Mössbauer spectrum. Above 0 K, atoms in a lattice 

oscillate about their mean position. Although the frequency of this oscilla-

tion is such high that the mean displacement during the lifetime of a 

Mössbauer event is zero, the second term in the Doppler shift depends 

on ν2, leading to the mean square displacement being non-zero. 

 

Semi-metal 

Semi-metals are true metals, which can formally be derived from indirect 

semiconductors. The term ‘semi-metal’ must not be confused with the 

term ‘half-metal’, which also denotes a true metal, but with a completely 

ferromagnetic conduction band. 

 

Spin-density wave (SDW)[20] 

A spin-density wave (SDW) is a periodic modulation of the electron spin 

with a characteristic spatial periodicity, which mostly is incommensurate 

with the crystal structure. It often occurs as ground state in materials of 

low dimensionality, metals with a high DOS at EF or because of the exist-

ence of Fermi surface nesting vectors as it is the case in the iron pnic-

tides. Similar to superconductivity, the occurrence of a SDW causes the 

formation of an energy gap that lowers the system’s total energy. 

 

Superconducting order parameter 

The superconducting order parameter is the quantum mechanical de-

scription of the electron pairing in the superconducting state. For details, 

refer to Chapter 1.1.2. 
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23. Publications and talks 

23.1 Publications in peer-reviewed journals 

Many results of this dissertation already have been published in peer-reviewed jour-

nals. As these publications are not necessarily cited in the corresponding chapters 

of this dissertation, this chapter contains a full list of papers, which have been pub-

lished within or beyond this dissertation (in reverse order). Papers beyond this thesis 

(collaborations or earlier works) are marked with an asterisk. 

 

21. Tegel, Marcus; Schmid, Tanja; Stürzer, Tobias; Egawa, Masamitsu; Su, Yixi; 
Senyshyn, Anatoliy; Johrendt, Dirk; “Suppression of superconductivity by V-
doping and possible magnetic order in Sr2VO3FeAs” ArXiv.org, Condensed 
Matter: 1008.2687, Phys. Rev. B 2010, 82, 140507(R). 

 
20.* Rybak Jens-Christoph; Tegel, Marcus; Johrendt, Dirk; Müller-Buschbaum, 

Klaus; “Polymorphism of Isotypic Series of Homoleptic 1,2,3-Triazolate MOFs 
[Ln(Tz*)3] Containing the Heavy Lanthanides Gd-Lu: From Open to Dense 
Frameworks of Varying Dimensionality”, Z. Kristallogr. 2010, 225, 187. 

  
19. Tegel, Marcus; Löhnert, Catrin; Johrendt, Dirk; “The crystal structure of 

FeSe0.44Te0.56” ArXiv.org, Condensed Matter: 0912.3706, Solid State Comm. 
2010, 150, 383. 

 
18. Tegel, Marcus; Hummel, Franziska; Su, Yixi; Chatterji, Tapan; Brunelli, Michela; 

Johrendt, Dirk; „Non-stoichiometry and the magnetic structure of Sr2CrO3FeAs“ 
ArXiv.org, Condensed Matter: 0911.0450, Europhys. Lett. 2010, 89, 37006. 

 
17. Tegel, Marcus; Schellenberg, Inga; Hummel, Franziska; Pöttgen, Rainer; 

Johrendt, Dirk; “Low-Temperature Crystal Structure and 57Fe Mössbauer Spec-
troscopy of Sr3Sc2O5Fe2As2” ArXiv.org, Condensed Matter: 0905.0337, Z. 
Naturforsch. B 2009, 64b, 815. 

 
16. Tegel, Marcus; Hummel, Franziska; Lackner, Sebastian; Schellenberg, Inga; 

Pöttgen, Rainer; Johrendt, Dirk; “The layered iron arsenides Sr2CrO3FeAs and 
Ba2ScO3FeAs” ArXiv.org, Condensed Matter: 0904.0479, Z. Anorg. Allg. Chem. 
2009, 635, 2242. 

 
15.* Mittal, Ranjan; Rols, Stéphane; Zbiri, Mohamed; Su, Yixi; Schober, Helmut; 

Chaplot, S. L.; Johnson, Mark; Tegel, Marcus; Chatterji, Tapan; Matsuishi, 
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Satoru; Hosono, Hideo; Johrendt, Dirk; Brückel, Thomas; "Phonon spectra in 
CaFe2As2 and Ca0.6Na0.4Fe2As2: Measurement of the pressure and temperature 
dependence and comparison with ab-initio and shell model calculations" 
ArXiv.org, Condensed Matter: 0902.4590, Phys. Rev. B 2009, 79, 144516. 

  
14. Rotter, Marianne; Tegel, Marcus; Schellenberg, Inga; Schappacher, Falko M.; 

Pöttgen, Rainer; Deisenhofer, Joachim; Günther, Axel; Schrettle, Florian; Loidl, 
Alois; Johrendt, Dirk; “Competition of magnetism and superconductivity in un-
derdoped (Ba1−xKx)Fe2As2” ArXiv.org, Condensed Matter: 0812.2827, New J. 
Phys. 2009, 11, 025014. 

 
13. Mittal, Ranjan; Su, Yixi; Rols, Stéphane; Tegel, Marcus; Chaplot, S. L.; Scho-

ber, Helmut; Chatterji, Tapan; Johrendt, Dirk; Brückel, Thomas; "Phonon dy-
namics in Sr0.6K0.4Fe2As2 and Ca0.6Na0.4Fe2As2" ArXiv.org, Condensed Matter: 
0810.4498, Phys. Rev. B 2008, 78, 224518. 

 
12. Tegel, Marcus; Johansson, Sebastian; Weiß, Veronika; Schellenberg, Inga; 

Hermes, Wilfried; Pöttgen, Rainer; Johrendt, Dirk; "Synthesis, crystal structure 
and spin-density wave anomaly of the iron arsenide-fluoride SrFeAsF" 
ArXiv.org, Condensed Matter: 0810.2120, Europhys. Lett. 2008, 84, 67007. 

 
11. Tegel, Marcus; Welzmiller, Simon; Johrendt, Dirk; "Synthesis, Crystal Structure 

and Magnetism of EuMnPF"; Z. Anorg. Allg. Chem. 2008, 634, 2085. 
 
10. Rotter, Marianne; Pangerl, Michael; Tegel, Marcus; Johrendt, Dirk; "Supercon-

ductivity and Crystal Structures of (Ba1−xKx)Fe2As2 (x = 0 – 1)" ArXiv.org, Con-
densed Matter: 0807.4096; Angew. Chem. Int. Ed. 2008, 47, 7949 (Link); An-
gew. Chem. 2008, 120, 8067. 

 
9. Tegel, Marcus; Rotter, Marianne; Weiß, Veronika; Schappacher, Falko M.; 

Pöttgen, Rainer; Johrendt, Dirk; "Structural and magnetic phase transitions in 
the ternary iron arsenides SrFe2As2 and EuFe2As2" ArXiv.org, Condensed Mat-
ter: 0806.4782, J. Phys. Cond. Mat. 2008, 20, 452201. 

 
8. Rotter, Marianne; Tegel, Marcus; Johrendt, Dirk; "Superconductivity at 38 K in 

the iron arsenide (Ba1−xKx)Fe2As2" ArXiv.org, Condensed Matter: 0805.4630, 
Phys. Rev. Letters 2008, 101, 107006. 

 
7. Rotter, Marianne; Tegel, Marcus; Schellenberg, Inga; Hermes, Wilfried; 

Pöttgen, Rainer; Johrendt, Dirk; "Spin-density wave anomaly at 140 K in the 
ternary iron arsenide BaFe2As2" ArXiv.org, Condensed Matter: 0805.4021, Phys. 
Rev. B 2008, 78, 020503(R). 
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6. Tegel, Marcus; Schellenberg, Inga; Pöttgen, Rainer; Johrendt, Dirk; "A 57Fe 
Mössbauer Spectroscopy Study of the 7 K Superconductor LaFePO." 
ArXiv.org, Condensed Matter: 0805.1208, Z. Naturforsch. B 2008, 63b, 1057–
1061. 

 
5. Lincke, Hannes; Glaum, Robert; Dittrich, Volker; Tegel, Marcus; Johrendt, Dirk; 

Hermes, Wilfried; Möller, Manfred H.; Nilges, Tom; Pöttgen, Rainer; "Magnetic, 
Optical and Electronic Properties of the Phosphide Oxides REZnPO (RE = Y, 
La–Nd, Sm, Gd, Dy, Ho)"; Z. Anorg. Allg. Chem., 2008, 634, 1339–1348. 

 
4.* Tegel, Marcus; Bichler, Daniel; Johrendt, Dirk; "Synthesis, crystal structure and 

superconductivity of LaNiPO"; Solid State Sciences, 2008, 10, 193–197. 
 
3.* Farrugia, Louis J.; Evans, Cameron; Tegel, Marcus; "Chemical Bonds without 

'Chemical Bonding'? A Combined Experimental and Theoretical Charge Densi-
ty Study on an Iron Trimethylenemethane Complex"; Journal of Physical Chem-
istry A, 2006, 110(25), 7952–7961. 

 
2.* Evans, Cameron; Farrugia, Louis J.; Tegel, Marcus; "Bis(tert-butyl isocyanide)-

1κ2C-di-μ-carbonyl-2:3κ4C-octacarbonyl-1κ2C,2κ3C,3κ3C-triangulo-
diironosmium"; Acta Crystallographica, Section E: Structure Reports Online, 
2006, E62(3), m478–m479. 

 
1.* Evans, Cameron; Farrugia, Louis J.; Tegel, Marcus; "tert-Butyl isocyanide-1κC-

di-μ-carbonyl-2:3κ4C-nonacarbonyl-1κ3C,2κ3C,3κ3C-triangulo-diironosmium"; 
Acta Crystallographica, Section E: Structure Reports Online, 2006, E62(3), 
m475–m477. 

 

23.2 Conference contributions 

This chapter contains a list of conference contributions (talks and posters) with 

download links for the slides or posters, respectively (in reverse order). Contributions 

beyond this dissertation (collaborations) are marked with an asterisk. 

 

9. Tegel, Marcus; Hummel, Franziska; Schmid, Tanja; Stürzer, Tobias; Egawa, 
Masamitsu; Su, Yixi; Senyshyn, Anatoliy; Johrendt, Dirk; "The Role of Stoichi-
ometry and Magnetism in the Superconductor Sr2VO3FeAs and Related Com-
pounds", International Workshop on Novel Superconductors and Super Mate-
rials (NS2

2011), Tokyo, Japan, March 2011.[257] 
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8. Tegel, Marcus; "Supraleiter mit Arsen vergiften", Hemdsärmelkolloquium, 
Stuttgart, March 2010.[258] 

 
7. Tegel, Marcus; Welzmiller, Simon; Johrendt, Dirk; "Crystal structures, super-

conductivity and magnetism of the cobalt-doped iron phosphide oxides 
La(CoxFe1-x)PO (x = 0 – 1)", ECSSC XII European Conference on Solid State 
Chemistry, Münster, September 2009.[259] 

 
6.* Rybak, J. C.; Tegel, M.; Johrendt, D.; Müller-Buschbaum, K. „Structure Solu-

tion of a Metal-Organic-Framework from X-ray-Powder-Data High- and Low-
Temperature Modifications of Terbium-1,2,3-Triazolate“, ECSSC XII European 
Conference on Solid State Chemistry, Münster, September 2009. 

 
5. Tegel, Marcus; "Eisenarsenide mit großem Schichtabstand", Hirschegg-

Seminar, Hirschegg, June 2009.[260] 
 
4. Tegel, Marcus; Rotter, Marianne; Schellenberg, Inga; Pöttgen, Rainer; 

Johrendt, Dirk; “Boundless variety – Superconducting”, Max-Planck-
Gesellschaft, “Science Express Expedition Zukunft 2009”, Carriage 6: “Innova-
tive materials and the factory of the future”, Germany, April to November 
2009.[261] 

 
3. Tegel, Marcus; "Das eine hat’s, das andere nicht! * Zwei neue Eisenarsenide", 

Hemdsärmelkolloquium, Marburg, March 2009.[262] 
 
2. Tegel, Marcus; Welzmiller, Simon; Weiß, Veronika; Johansson, Sebastian; 

Johrendt, Dirk; "Synthesis, structure, magnetism of EuMnPF and the new iron 
arsenide fluoride SrFeAsF", GDCh-Festkörpertagung, Bayreuth, September 
2008.[263] 

 
1. Tegel, Marcus; "Supraleitung quaternärer Pnictidoxide - auf dem Weg zu neu-

en Hochtemperatursupraleitern", Hirschegg-Seminar, Hirschegg, May 2008.[264] 
 

23.3 LMU talks and methodology seminars 

Also several LMU internal talks and methodology seminars were given. A list with 

download links can be found here. 

 

7. Tegel, Marcus; "Research Report 2007-2010", Ludwig-Maximilians-Universität, 
München, December 2010.[265] 
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6. Tegel, Marcus; „Adobe CS4 for scientists“, Ludwig-Maximilians-Universität, 
München, March 2010. 

 
5. Tegel, Marcus; "Research Report 2009", Ludwig-Maximilians-Universität, 

München, November 2009.[266] 
 
4. Tegel, Marcus; "Rietveld methodology seminar 2009 - An introduction to 

TOPAS Academic", Ludwig-Maximilians-Universität, München, February 
2009.[68] 

  
3. Tegel, Marcus; "Research Report 2008", Ludwig-Maximilians-Universität, 

München, November 2008.[267] 
 
2. Tegel, Marcus; "Rietveld methodology seminar 2008 - An introduction to the 

Rietveld method and GSAS", Ludwig-Maximilians-Universität, München, May 
2008.[268] 

 
1. Tegel, Marcus; "Research Report 2007", Ludwig-Maximilians-Universität, 

München, November 2007.[269] 
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