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Zusammenfassung

Der stellare Massenverlust (und insbesondere die entsgmdeRatsg ist eine zentrale GroR3e in der
Beschreibung heil3er, massereicher Sterne. Er beeinflussEntwicklung und ihr finales Schick-
sal, und ist entscheidend fur verschiedene ‘feedbadekiid, wie beispielsweise ionisierende Flusse,
stellare ‘yields’ und Energie- und Impulsabgabe. GegetigeiUntersuchungen legen es nahe, dass
die derzeit verwendeten Massenverlustraten von O-Steanfgrund des Einflusses von Windinho-
mogenitaten (‘Klumpung’) reduziert werden missen, une€srol3enordnung oder sogar mehr. Falls
zutreffend, wirde dies enorme Auswirkungen auf die Stemieklung massereicher Sterne und
deren feedback implizieren, und auf die groRe Zahl dambwmiener astrophysikalischer Anwen-
dungen.

Sowohl die Modellierung der Atmospharen massereichem8tals auch ihrer spektraler Energie-
verteilung unter Beriicksichtigung der Windklumpung bééin sich jedoch noch in einem An-
fangsstadium, und die Resultate oben genannter Untensgehuvurden kirzlich in Frage gestellt,
insbesondere im Hinblick auf die Ubliche Annahme, dasskdiesnpen optisch dinn fur typische
Spektrallinien seien.

In vorliegender Arbeit werden neue, verbesserte Methodewlieé Modellierung der Linienbildung
in strukturierten Winden heiRer Sterne entwickelt. Es wueihe detaillierte Untersuchung des
Einflussesoptisch dickerKlumpung auf die Bildung von UV Resonanz- und optischen Rabo
nationslinien durchgefiihrt, wobei diese Linien die gelatilichsten Massenverlustindikatoren sind.
Unsere Untersuchungen zeigen, dass unter typischen Bewjag die Klumpemicht optisch dinn
bzgl. obiger Prozesse sind. Wirde man trotzdem — und wigedeiiblich’ — in einer Analyse der
Resonanzlinien optisch dinne Klumpen annehmen, konate die Massenverlustraten bis zu eine
GroRRenordnungnterschatzen.

Erste quantitative Ergebnisse wurden anhand einer exesgdlan Multi-Diagnostik Analyse des
galaktischen QJberriesenA Cep erzielt. Synthetische Spektrallinien, die auf inhoeremn
strahlungshydrodynamischen Windmodellen basierenpnéirdiebeobachteterinien nicht repro-
duzieren. Deshalb wurden entsprechende stochastischell®l@mtwickelt, mit dem Ziel, die Es-
senz des strukturierten Mediums empirisch zu erfassen. Hilfit dieser Modelle wurden konsis-
tente Fits der beobachteten Daten erreicht, die daraukebted, dass der innere Windbereich (er-
heblich) starker geklumpt ist als von der Theorie vorhsagg, und dass der Bereich beitragender
Geschwindigkeiten in den Klumpen kleiner als prognostizi&. Die abgeleitete Massenverlustrate
fur A Cep ist ca. zweimal niedriger als von der Theorie vorhemfesalerdings um einen Faktor
funf hoher als diejenige, die man aus der Annahme optigcimer Klumpung ableiten wirde. Unsere
prototypische Analyse hat damit die derzeitig diskutiesigmifikante Diskrepanz zwischen Theorie
und Beobachtung gemildert, aber nicht vollstandig awfsgel

Daruber hinaus haben wir neue analytische Methoden zukti@snalyse in inhomogenen Winden



entwickelt, die unabhangig von Annahmen bzgl. der opéachicke der Klumpen ist. Erste vielver-
sprechende Ergebnisse wurden vorgestellt, und wir schiage die neue Methoden auf eine quantita-
tive Multi-Wellenlangenstudie (vom Rontgen- bis zum Ré@reich) inhomogener heil3er Sternwinde
anzuwenden.

Ein Nebenprojekt vorliegender Arbeit ist die Untersuchuieg Bildung photospharischer Emission-
slinien von (hauptsachlich) Mg bei 12/38n in kilhlen Sternen. Diese Linien kdnnen (u.a.) poten-
ziell dahingehend genutzt werden, Magnetfeldstarkereiroberen Photosphare abzuleiten, aufgrund
ihrer Empfindlichkeit bzgl. der Zeeman-Aufspaltung. Bigjavurden Analysen dieser Linien je-
doch nur fir zwei Zwergsterne (einschliesslich der Sonmel) zwei kithle Riesen versucht, mit sehr
unbefriedigenden Ergebnissen flr letztere Objekte.

In dieser Arbeit prasentieren wir neuen Beobachtunged2@8um Emissionslinien in K-Riesen and
zeigen durch eine detaillierte non-LTE Modellierung fuagshesium, dass der Linienbildungsmecha-
nismus der gleiche wie in der Sonne ist. Wir zeigen auf, wafiniitmere Versuche einer Modellierung
erfolglos waren, und betonen, dass die Synthetisierurggedignien sehr empfindlich von den atom-
aren Daten abhangt. Damit zeigen sich diese Linien auam#dsheidende Konsistenzindikatoren flr
Modellatome, wie sie in Multi-Wellenlangenstudien voneditachenhaufigkeiten verwendet werden.



Preface

The bulk of this thesis consists of three so-called firshaupapers, two of which already have been
published in the refereed journal Astronomy & AstrophygiCéapters 4 and 6), and one which re-
cently has been submitted to the same journal (Chapter 5¢seThapers are kept in their original
form, and may be read quite independently of each other. ditiad, Chapter 3 attempts to examine
a little further the main topic of this thesis, namely tramsif radiation through clumpy hot star winds.
Actually, some of the results given in Chapter 3 were foaftdr the connected Chapters 4 and 5 had
been written (and published, for the former), but the chaiptaevertheless placed before them in the
thesis, for | personally believe that after having read & amay better appreciate the basic methods
used later on. Naturally, this introduces some repetitiosubjects in Chapters 3-5, which might be
annoying for the reader who wishes to read the thesis frowefctm cover’. But | hope that for most
readers, this approach instead simplifies whenever theytifirelto peruse their copies. Chapter 2 is
a recent review by Puls, Sundqyvist et al. (2009) and compigsn@hapters 3-5 by providing further
insight into the main field studied in this thesis. To thisyflea is added an addendum, which updates
some of the material as well as discusses it in connectidmetother chapters. In the following, how-
ever, | shall start with an introduction of the basic topiogered. The introduction roughly is divided
into two parts, the first dealing witlnass loss from hot, massive starsd the second witguantita-
tive spectroscopy of stellar atmosphe(bst surely these topics are highly interconnected). Binal
Appendix A provides some more details on the radiative feansodes developed in Chapters 4 and
5, and Chapter 7 summarizes our results and outlines sonre forbrk.
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Chapter 1

Introduction

1.1 Therole of mass loss from hot, massive stars in modern agphysics

Massive stars are fundamental in many fields of modern dsgeigs. They are crucial for Galactic
evolution: In the present Universe, they dynamically andnaitally shape their surroundings and
the inter-stellar medium by their output of ionizing radhat energy and momentum, and nuclear
processed material. In the distant Universe, they domitieteultra-violet (UV) light from young
Galaxies. Indeed, massive stars may be regarded as ‘cosgiites’ (Bresolin et al., 2008). Further-
more, very massive First Stars are thought to play a domimdain the re-ionization of the Universe
and in the first enrichment of metals (Bromm & Larson, 2004rBm et al., 2009), and rapidly ro-
tating massive stars are believed to be the progenitorseaiibst energetic cosmic flash known, the
(long-duration) gamma-ray burst (GRB) (Woosley, 1993)ntte an accurate knowledge of massive
stars and their evolution is pivotal for understanding tmiverse as a whole.

Recently, great progress has been made in evolutionary laasvie atmospheric modeling of these
objects. Nevertheless, a number of very distinct problesngains, especially concernimtynamical
processes in the stellar interior as well as in the atmospfreass loss, rotation, convection, pulsa-
tion). Arguably most important in this respect is thrass loss Hot, massive stars possess strong
and powerful winds, which affect evolutionary time scalgsemical surface abundances, and lumi-
nosities. Indeed, changing the mass-loss rates of madaigehy only a factor of two has a dramatic
effect on their overall evolution (Meynet et al., 1994), aawn the nature of the supernova explo-
sion critically depends on the precursor’'s mass-loss tyigiWoosley et al., 2002). Reliable mass-loss
rates are needed when calculating stellar yields from wasgars, and thereby mass loss is important
also for the chemical evolution of galaxies (Romano et &1,0. Furthermore, ionizing fluxes from
hot, massive stars for usage in nebula codes, spectraliéibrand population synthesis are strongly
influenced by mass loss. An important application for pojtasynthesis is the modeling of rest-
frame UV spectra of high-redshift, star-forming, Lymaredk galaxies, whose spectral features, e.g.,
provide critical information on star formation at redshift> 3 (Leitherer et al., 2010). Finally, at
yet earlier cosmic times, it is currently debated whethenatrthe very First Stars underwent mass
loss strong enough to alter their evolution and the chensigalatures of their deaths (Ekstrom et al.,
2008; Smith, 2008).

Clearly, if research fields such as those outlined aboveoamot/e forward with confidenceeliable
prescriptions of mass-loss rates from hot, massive star&ssential.



2 CHAPTER 1. INTRODUCTION

1.2 Stellar winds, mass loss, and evolution

Nearly all stars loose mass through a, in principle, steadlcntinuous surface outflow,stellar
wind. The basic requirement for driving such a wind is that tharthe outer layers of the star exists
an outwards directed force able to overcome the inwardstéilegravity, so that material may escape
the star. For thorough introductions to stellar winds, sedtook by Lamers & Cassinelli (1999) and
the book-chapter by Owocki (2010).

Examples of stellar winds are the solar wind, which is dritgngas pressure gradients in the hot
corona, and the strong, but slow, winds from red supergiR&Gs) and asymptotic giant branch
(AGB) stars, which are believed to be driven by stellar pigss and radiation pressure on dust grains.
Although these AGB and RSG stars are thought to share dnvieghanisms for their winds, the two
stellar stages do not share evolutionary origin. An AGB &tdhe final stage of a low/intermediate-
mass star with zero-age main-sequence Missus < 8M., (with M., the mass of the Sun). Here
the intense AGB mass loss is able to reduce the initial stelkss to below the Chandrasekhar limit
(M, < 1.4M,,), leaving behind a planetary nebula and a white dwarf retanR$Gs, on the other
hand, presumably are the evolutionary successors to hasiveamain-sequence stars in the mass
rangeMzams ~ 8 — 40M.,. According to the standard scenario (Conti, 1976, see aBssisy 2003),
they are in a Helium burning phase and the end-result of aafasnearly horizontal evolution from
the blue to the red part of the Hertzsprung-Russell (HR)rdilg Some massive stars terminate
their lives after this RSG stage, exploding as hydrogenaaie-collapse supernovae, whereas some
evolve back to the hot part of the HR diagram (see, e.g., lopas2009), either entering a new
yellow/blue supergiant phase or forming hydrogen deficégatalled Wolf-Rayet (WR) stars (which
also experience severe mass loss). In this last case, nsass ke RSG stage may significantly help
strip the star’s initial hydrogen envelope.

Even more massive stafglfaums = 40M.,) are believed to never leave the blue part of the HR diagram,
for they evolve to the WR stage either directly (stars withams < 85M., in one version of the
‘Conti-scenario, see Massey 2003) or vidat Luminous Blue Variable (LBV) phase, rather than
via acool RSG stage. LBVs represent a short lived phase in massivestartion in which the star
undergoes significant effective temperature changes, hasvia some cases violent eruptive phases
with extreme mass loss (see discussion in Puls et al., 2008e)typical Galactic examples of LBVs
are P Cygni andy Carina. Normally it is assumed that these very massive aftesthe WR stage
explode as hydrogen poor supernovae, but recently it has sfemvn that the progenitor star to the
supernova 2005gl was likely in its LBV phase (Gal-Yam & Leaha2009), suggesting that some
stars in this mass range may actually meet death already ¥s.L®early, our understanding of the
late stages in massive star evolution is still far from caetgal Nonetheless, it is commonly accepted
thatafter the supernova explosions most of the massive stars leaveddaiblem neutron star remnants
or even black holes. Note also that the above stated masssangy perhaps only be regarded as
illustrative; they certainly depend on details in the etioliary modeling of massive stars, and may
also be functions of metallicity. Indeed, mass-loss rateallithe evolved stages discussed above are
very challenging to determine, and pose a major uncertairgyesent-day evolution models (Woosley
et al., 2002).

Another important ingredient in massive star evolutiost@lar rotation which can significantly alter
the stars’ predicted evolution tracks (e.g., Maeder & MeyP@00, and subsequent papers; ‘evolution
with mass loss and rotation’). For example, rapidly rotinassive stars may experience very effi-
cient internal mixing and thereby undergoemical homogeneous evolutiamwhich strong chemical



1.3. RADIATION DRIVEN WINDS OF HOT, MASSIVE STARS 3

gradients never can be established (in contrast to thackassn like structure of an evolved massive
star). Under these conditions, massive helium stars wiitdkarotating cores may form, which pre-
sumably are the progenitor stars to the long-duration GRRg,(Yoon et al., 2006). Moreovenass
lossandrotation are connected in at least two crucial ways: i) Thebal mass-loss rates of rapidly
rotating stars may be significantly increasgir the centrifugal force decreases the effective gravity
that whatever driving force of the wind must overcome, thakimg it easier for the stellar material
to escape, and ii) mass loss tends to remove angular momdraomthe star, thereby decreasing
its rotation rate (Langer, 1998). Although this thesis deabstly with ‘normal’ hot, massive stars,
whose mass losses are not believed to be significantly mddifi€otation, we shall comment on, for
example, the second point above (Sect. 1.4.4) and its affettte potential creation of RGBs within
the scenario just described, which demands that the stpslerapid rotation until its death.

1.3 Radiation driven winds of hot, massive stars

The winds fromhot, massive stars are described by the radiative line-driviewl Wiheory, where the
standard model (based on the pioneering works by Lucy & Soigri970; Castor et al., 1975) as-
sumes the wind to be stationary, spherically symmetric, lmmdogeneous. The (major part of the)
driving force within this theory comes from metal UV resooarines, whose accumulated line force
has been shown sufficient to drive the strong and fast win@Bsétars, A-supergiants, LBVs in their
quiet phase, and most probably also WR stars. The main stt@rthis thesis has been OB-stars, with
typical mass-loss rates of0- 10.0 x 10 ®M.yr—1. These rates are 1@ times higher than the rate
of the solar wind, but on the same orders of magnitudes, aalgtsomewhat lower than, the rates of
the more evolved hot and cool stars mentioned earlier {he.l.BVs, WRs, RSGs, and AGB stars).
Details on fundamental theoretical predictions for lime«eh winds of OB stars, as well as com-
parisons to observations, are given in Chapter 2, wherextomple the wind momentum luminosity
relation and the metallicity dependence of mass loss alimedt Moreover, the so-called ‘weak wind’
problem is covered in that Chapter, whereas ‘clumping’ (tten topic of this thesis) is introduced
already here, in the following sections.

1.4 A clumped hot star wind?

In general, numerous observational studies of hot star svgupport the line-driven wind theory
(Chapter 2). Nevertheless, the theory is probably ovepliimd. Comprehensive summaries of cur-
rent issueS are given in the proceedings from the workshop ‘Clumpingahdtar winds’ (Hamann

et al., 2008) and in the review of mass loss from hot, massams y Puls et al. (2008b). In partic-
ular, evidence for an inhomogeneous, time-dependent waschbcumulated over the past years and
become overwhelming, from the theoretical as well as themasional side.

1 If the star also have a luminosity close enough to the Eddmdjmit, which is the luminosity at which the gravity is
precisely balanced by the radiative acceleration fromtedacscattering in apherically symmetric, homogeneous, and
radiativeatmosphere.

2 which comprise effects of, e.g., stellar rotation and mégrieelds, in addition to the ‘clumping’ and ‘weak-wind’ phe
nomena discussed here.
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1.4.1 Theoretical predictions of a small-scale inhomogenas wind

It was pointed out already by Lucy & Solomon (1970) that rédialine-driven winds should be intrin-
sically unstable. This was later confirmed first by lineab#ity analyses and then by direct radiation-
hydrodynamic modeling of the time dependent wind (e.g., Ekiv& Rybicki, 1984; Owaocki et al.,
1988; Feldmeier, 1995; Dessart & Owocki, 2005). The intctige-driven (or line de-shadowing) in-
stability of hot star winds emerges from velocity pertuityag on small scales and gives rise to density
and velocity inhomogeneities, also occurring on smalliapatales. Numerical simulations follow-
ing the non-linear evolution of the line-driven flow insti#lyi reveal that the intermediate and outer
wind (typically, at radii outside 1.B,, see Fig. 1.1 and Chapter 4) develop a structure consisting o
strong reverse shocks separating denser and slower sioefisdrefied regions with higher velocities.
Most of the material is compressed into these spatiallyomaand dense ‘clumps’ (or shells within
a spherically symmetric configuration), which are separaig large regions of much lower densi-
ties. This characteristic structure (Fig. 1.1) is the btsisur current interpretation efind clumping
However, theime/spatial-averagednass loss from a theoretical inhomogeneous wind is veryaimi
to that of a homogeneous one, even if the overall wind stracitia given point in time only weakly
resembles that of a smooth wind. This is important becausegests that the clumpy medium might
not significantly affect theoretical mass-loss prediaiorlculated from the standard line-driven wind
theory?. Instead, the main effect of the inhomogeneities (at lesaginding mass loss) is thought to be
on mass-loss rates derived from observations, since ‘dhghperiously affects the radiative transfer
models that are needed to correctly interpret the spedtyadtures of stellar winds.

1.4.2 Observational indications of an inhomogeneous wind

In addition to the theoretical considerations discussemv@bmany observational findings strongly
suggest that hot star winds are structured and time deperigielow we (very) briefly summarize two
of these (see Puls et al. 2008b for a more comprehensiveiewgrwamelyline profile variabilityand
X-ray emission

Line profile variability in the form of narrow sub-peaks, suipnposed on broader emission lines, that
propagate from the line center to the line wings in time scalenilar to the wind flow time, was
detected in WR stars already by Moffat et al. (1988) and Rold&94). A similar discovery was
made for the O supergiagt Pup by Eversberg et al. (1998). More recently, Lépine & Mb{2008)
showed that these moving sub-peaks existed in a number of MlRDastars, which they suggested
being strong support for that stochastic wind clumping imm&ersal phenomenon in the radiation
driven winds of hot, massive stars.

X-ray emission from hot stars was detected already byetihsTEIN satellite some 30 years ago
(Harnden et al., 1979). Later on, the advent of the X-rayllgaeXxMM-NEWTON and CHANDRA
provided increased sensitivity as well as made it possiblperform high-resolution spectroscopy
of X-ray emissionlines An extensive review on X-ray emission from stars (hot asl aglcool)
has recently been given by Gidel & Nazé (2009), to which eferrfor details. Roughly, the (soft)
X-ray luminosity from hot stars scales with the bolomettieninosity asLy/Lpo ~ 10~7. The X-
rays are believed to originate in clump-clump collisiongha shock-heated stellar wind (Feldmeier
et al., 1997). Generally, the broad emission lines revelayeldigh-resolution spectra seem to support

3 but see Chapter 5, and also the outlook in Chapter 7, wher@emeent on that important effects from clumping on, e.g.,
the ionization wind balance might influence also theorépeadictions.
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Figure 1.1: Velocity and density structures from a snapsifoa spherically symmetric, time-
dependent, radiation-hydrodynamic wind modello€ep (Chapter 5). The characteristic structure
of spatially narrow regions of very high density in these eledas indicated in the lower panel) is
the basis to our current interpretation of wind clumping .

a wind origin for the X-rays, but a number of problems havenbiglentified with the wind-shock
scenario, arising from the line-driven instability, andigas adjustments to this model in order to
better reproduce the observations are currently beingte@hgithin the community (see Gudel &
Nazé 2009 for a discussion). Regarding mass loss, the mpsftriant discovery was the one of more
symmetric observed line profiles than expected. ‘Standaeds-loss rates predict a heavy attenuation
of X-rays, caused by absorption in the ‘cool’ part of the wiktbwever, photons reaching the observer
from therecedingpart of the stellar wind (as seen by the observer) must ttamger within the wind
volume than those coming from the advancing part. Consdiyugimotons at the red side of the line-
center will be more absorbed than those on the blue sidestr@ngly skewed profiles are predicted,
in contrast with the more symmetric ones observed. Thislenolzan be naturally solved by simply
lowering the mass-loss rates, for then the attenuation odiys-is reduced, which in turn implies
more symmetric profiles, consistent with the observatibtmvever, an alternative scenario is that the
effects ofoptically thick clumpsre important to consider when modeling the observatidridumnps

are optically thick for X rays, gorouswind results, and the effective opacity may consequently be
reduced (Chapter 3). Essentially, this has the same effidttedine profiles as reducing the mass-loss
rates, and it remains to be settled which of the two scengiosre liable (see the next subsection).

1.4.3 Indirect indications of an inhomogeneous wind

Much indirect evidence of wind clumping has arisen frquantitative spectroscoggee Sect. 1.5 for
an overview of quantitative spectroscopy of stellar atrhesps). As already mentioned, clumping
has severe consequences for the interpretation of obsepedra, and especially mass-loss rates
derived from the observations are affected. The main obtienal diagnostics of OB-star winds are
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Figure 1.2: Observed (dotted lines) and synthetic (soldi dashed lines) Vand H, line profiles in
A Cep. Observed spectra are from Fullerton et al. (2008) éad Markova et al. (2005) (5. The
synthetic line profiles of i were calculated with the unified, NLTE atmospheric cedsTwWIND
(see Sect. 1.5.3), assumingmoothwind. The profiles of P were calculated with the Monte-Carlo
code developed in Chapter 4, also assuming a smooth windsamglRaSTWIND ionization fractions.

The dashed lines were calculated using a 20 times higherlosssate than the solid lines.

UV resonance lines, Hline emission (and other recombination lines, for exampddIH686), and
infra-red (IR) and radio continuum emission. Recently,a¥-emissiorlineshave also been added to
the set (see the previous subsection). Obviously, indepgraf which diagnostic is used, the same
mass-loss rate for a given star should be derived. Howes@tined below, this is presenthot the
case.

When smooth wind models are used, the mass-loss ratesifieom different diagnostics, but for the
same star, can vary substantially. As an example, we in Eglbt observed and synthetic profiles of
Hq and the phosphorus (Pv) UV resonance lines, for the prototypical Galactic O6 sgjaetA Cep.
Clearly, the two mass-loss indicators may not be fitted usiiegsame rate; thevPlines suggest a
mass-loss rate approximately 20 times lower than the onerestjfor a decent fit of the femission.
Moreover, Puls et al. (2006) used a third diagnostic, radi@tinuum emission, and derived a mass-
loss rate forA Cep that was roughly half of the Hrate suggested from Fig. 1.2, and thereby again
much higher than the one suggested by theliRes. That is, depending on which diagnostic is
used, the ‘observed’ mass-loss ratedoCep can vary by more than an order of magnitude! This
inconsistency has been interpreted as a consequence efctieglclumping when deriving these
rate$. We notice also that the modeled lisBapeof the H, core is not well matched in Fig. 1.2 (the
observed absorption dip on the blue side of the line centmigsing); this as well is improved when
clumping is considered in the analysis (see Chapter 5).

Wind clumping has meanwhile been included in diagnostitstbg assuming statistically distributed
optically thin clumps and a void inter-clump medium, while keeping a smaatocity field (we
shall often refer to this prescription as theicroclumping’ approach). This microclumping limit
for radiative transfer is discussed in detail in Chapter &lo® we summarize some basiesults
arising from using this methodology. The first (and mainyles that mass-loss rates derived from

4 Actually, the stated Puls et al. rate is an upper limit of trassloss rate, derived by assuming a smooth wind only in the
outermost radio emitting region, whereas allowing for matumping in the inner (lg forming) wind regions.
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smooth models and diagnostics depending on the square afetisity (such as jand IR/radio
emission) must be scaled down by the square root of the chgnipictor fy (the clumping factor
essentially describes the over-density of the clumps agpaced to the mean density, see Chapter 3),
and secondly, the wind ionization balance becomes significanodified because of the changed
recombination rates (e.g., Bouret et al. 2005). Anotheroirtgmt effect of wind clumping, which
however is due only to the shock-heated wind aontispecifically connected to the microclumping
approximation, is the X-ray emission believed to originaeteclump-clump collisions in the wind
(see the previous subsection), which can strongly influéimeenetallic ionization/excitation balance
(Macfarlane et al., 1993; Pauldrach et al., 1994).

Note that,within the microclumping modethe UV resonance lines are not affected by the first point,
because they depend only linearly on density. That is, rectditown scaling of the mass-loss rates
derived from smooth models is necessary for these linesywsiag the microclumping model (Chap-
ter 3). The major advantage with the microclumping modehé it allows for a relatively simple
implementation into diagnostic tools. Only one extra patanis requiredf, and one may simply
scale the opacities/emissivities in corresponding smouaitels as described above (that is, opacities
are unaffected ip-dependent processes and enhanced by a factiyr iof p2-dependent processes).
Nonetheless, both the occupation numbers and the radiatinsfer are affected by microclumping
(see above), so some effort is still required when modify@higady existing diagnostic tools to prop-
erly account for it (e.g., Schmutz, 1995).

For diagnostics of WR stars, microclumping has been acedufar since the pioneering work by
Hillier (1991), and has led to a downward revision of empifimass-loss rates from WR stars by
roughly a factor of three (reviewed in Crowther, 2007). Oa tther hand, for O stars clumping
started to attract considerable attention within the comitywonly in the 21th century (although it
had been pointed out already by Abbott et al., 1981). Usingydeveloped line-blanketed model at-
mospheres, Repolust et al. (2004) presented an opticalsisal a large Galactic O-star sample. By
comparing the observationally inferred wind-momentum ihosity relation (WLR, see Chapter 2)
with theoretical predictions, discrepancies were foundlaimd clumping, which was not included in
the analysis, suggested as the origin of those. The auttguedthat the derived mass-loss rates for
objects with H, in emission (primarily supergiants) were over-estimatgdaators of 2...3. Such
reductions would agree well with those suggested for WRs e above). However, subsequent
analyses indicated even more drastic reductions. Perhagsatarming in this respect, the so-called
'Pv problem’, highlighted by the analysis of 40 Galactic O stays-ullerton et al. (2006) (and il-
lustrated here in Fig. 1.2). These authors used the UV resenines of R and derived values of
the mean ionization fraction times the mass-loss rafeM, that were factors of (at least) 20100
lower than correspondiniyl values derived by smooth models ang/kdio emission. Since NLTE
atmospheres that includeicroclumpingpredict R/ to be the dominant ionization stage, i{&) ~ 1,

for stars of mid O type, this would imply extremely low massd rates. These results are confirmed
by us in Chapter 5, where we (for comparison reasons) use itr®ctumping approximation and
from a combined UV/optical analysis derive a mass-lossfaaté Cep that is approximately an order
of magnitude lower than what is predicted by theory. In addijtin order to simultaneously fit the
UV and optical diagnostics, we had to invoke extremely higimping factors, at false with predic-
tions from RH models of the line-driven instability. Sinrileesults for B stars have been found by
Prinja et al. (2005), where also more diagnostic UV resoadines were considered, indicating that
the problem is not isolated tovP It should be mentioned though, that these UV results redywihe

on the ability of present-day unified model atmospheresédipt accurate ionization fractions in the



CHAPTER 1.

INTRODUCTION

5 107 i
£
&
LR ]
-8 “.
o L /Lyy=10*" 3
--------- L./ Le=0.0
1071 . . . .
0.2 0.4 0.6 0.8 1.0
/v,

Figure 1.3: lonization fractions of W (four times ionized nitrogen), for two wind models »fCep,
calculated by the unified model atmosphere cadeBasic (not including wind clumping) (Pauldrach
et al., 2001), with and without X-rays.

wind. Recently, Waldron & Cassinelli (2010) suggested tlgatfor Pv may be drastically reduced
due to the influence from X-rays andbv/EuvV radiation. But a similar investigation by Krticka &
Kubat (2009) indicated a negligible impact, so furthereistigations certainly are needed regarding
the influence of these hot radiation bands upon the formatioliiagnostic UV lines (a first, tentative,
discussion on this is given by us in Chapter 5). Here we mertidy that in some cases X-rays
definitely are vital to obtain reasonable ionization fracs, for example in the formation of the strong
observed UV N lines, which are modeled much too weak when not consideringyX, as illustrated
by the corresponding ionization fractions in Fig. 1.3.

Moreover, the basic result from X-ray line modeling for Orstig either that empirical mass-loss rates
are lower than previously thought or thattically thick clumpings important for the line formation
(e.g., Feldmeier et al., 2003; Oskinova et al., 2004; Ow&dkibhen, 2006). However, some inconsis-
tencies exist in the quantitative results obtained fromXtray line modeling performed by different
groups. Oskinova et al. (2006) used Monte-Carlo simulatiamd showed that the X-ray lines in the
04 supergian{ Pup could be reproduced when using the upper limit massraisesof Puls et al.
(2006) (see footnote 4dnly if optically thick clumping were properly accounted for. Wtikase ef-
fects were neglected, much more asymmetric synthetic lioes than indicated by the observations
were obtained, and a substantial mass-loss reduction vbeutecessary to obtain reasonable fits. On
the other hand, Cohen et al. (2010), from X-ray lines andauitincluding effects of optically thick
clumping,deriveda mass-loss rate f@ Pup that was only marginally~(20%) lower than the upper
limit of Puls et al. It was argued that this mass-loss rateghrhigher than those indicated by earlier
X-ray analyses neglecting optically thick clumping, steeairirom a more careful consideration of
the atomic opacity in the wind, which for example accountadlie presumably sub-solar abundance
of the sum of the CNO elements ¢gnPup. Also, Cohen et al. found a wavelength dependence in the



1.4. ACLUMPED HOT STAR WIND? 9

observed X-ray line profile strengths, which they interpdeds an argument against optically thick
clumps, for (very) optically thick clumps would result inayr opacities (Chapter 3). Note that it
also previously had been argued by Owocki & Cohen (2006}, farasignificant effects of optically
thick clumping on the line profiles to occur, unrealistigdirge distances between clumps had to be
invoked. In contrast to this, Oskinova et al. (200&] find significant effects also when invoking dis-
tances between the clumpsaccordancewith current RH simulations of the line-driven instability
In conclusion, more investigations certainly are neededanfy the role of optically thick clumping

in the formation of X-ray line profiles.

Naturally, the inconsistencies and large discrepanciemgrdifferent studies outlined in this subsec-
tion drastically lowers the reliability of mass-loss rateshot, massive stars currently in use, and an
explanation is urgently needed. Indeed, the ‘hot star conityithas started to question the validity
of the microclumping approximation for more diagnosticartithe X-ray lines (Oskinova et al., 2007;
Owocki, 2008; Massa et al., 2008); May the failure of thisragpnation be the chief reason for the
apparent discrepancies, between different studies asawbktween observations and theory?

The development of radiative transfer methods that relexriicroclumping approximation and prop-
erly account for clumpy wind structures with non-monotowvétocity fields occupies the bulk of this
thesis work, together with the corresponding incorporaiito diagnostic tools and interpretations of
observed stellar spectra (Chapters 3-5). Developing sesstand improved diagnostic methods is im-
portant because, as discussed, mass-loss estimates bamadath wind descriptions might actually
be quite erroneous.

1.4.4 Some implications of modified mass-loss rates due torwd clumping

Should mass-loss rates from hot, massive stars have to theifunodified due to wind clumping,

it would have profound consequences for many astrophyajmalications. Here we discuss a few of
those, with emphasis on the effects on massive star evolutidhe standard single evolution scenario
of very massive stars (Sect. 1.2), the hydrogen burning Oestaves into a LBV phase after which

it enters the hydrogen deficient WR stage, where it finallytsideatA. All these phases experience
significant mass loss, however with quantitatively différeates. So when discussing mass loss in
this context, we must distinguish between the variousaststages.

WR stars are observed with significantly lower masses thatai®.sThat is, if O-star mass-loss rates
are indeed lower than previously thought, very strong nh@ss+ates would have to be invoked in
the LBV phase in order to preserve the ‘standard’ evolutiprsgzenario. Smith & Owocki (2006)
suggested that inefficient mass loss for O stars could be eosaped for byruptiveLBV phases, in
which the star sheds enormous amounts of mass in very sinerstiales. Indeed, it is an observational
fact that such eruptive phases exist; in the 19th Cenju@arina lost more than 10 solar masses during
one to two decades (estimated from the surrounding Homusawdbula, Smith et al., 2003). Another
possibility is of course that WR stars anet the descendants of O stars; for example it has been
suggested that all WR stars are part of a close binary systefu(nicky & Fryer, 2007), but this

is strongly disfavored by the observed binary rate of WRssitaithe MCs (Foellmi et al., 2003a,b),
which is only~ 30— 40%. So, let us for now assume that fierce mass loss during @httiursts of
LBVs is the more liable explanation.

5 As discussed in Sect. 1.2, the nature of the evolved stagrends on the initial stellar mass; in the evolution models of
Meynet & Maeder 2003 a star with initial mass BR, (an early O star) evolves into the LBV and WR phases, whereas a
star with initial mass 20/, (a late O star) instead evolves into the red supergiant (RfB&3e, see Leitherer (2010).
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Now, the standard line-driven wind theory cannot drive adaas the one indicated far Carina by
the Homunculus nebula, with such an extreme mass loss atel fijgh terminal speed (Smith &
Owocki, 2006). A proposed driving mechanism for these évagihases is insteatbntinuum radia-
tive accelerationfrom Thomson scattering) moderated by optically thicknghs in inhomogeneous
atmospheres (Owocki et al., 2004). In comparison with amnmbgeneous atmosphere consisting
of clumps optically thin for Thomson scattering, a clumpy far this process optically thick atmo-
sphere leads to a decrease in the effective opacity of theumegh the same manner as the proposed
reduction of X-ray line opacity, see Sect. 1.4.3), whichumtreduces the radiative acceleration.

The key to initializing a stellar wind under these conditiaa that the reduced opacity optically
thick layersmakes it possible there for the star to formally exceed thdiriedon luminosity, without
becoming gravitationally unbound. But as photons travelvard in the atmosphere, the medium
becomes less opaque and at some point clumps will inevitadatpme optically thin. Consequently
then, the opacity in these outer layers once again take®thesponding homogeneous value (Thom-
son scattering depends only linearly on density, and soaffercted by microclumping, Sect. 1.4.3).
Thus, if the star's luminosity indeed exceeds the Eddingitarinosity, gravity may then be overcome
and a very strong stellar wind initialized. It was shown bydawi et al. (2004) that the mass loss from
such ‘super-Eddington’ atmospheres can be much higherttigamass loss from line-driven winds,
suggesting that continuum driving is a promising mecharfmmriving ‘super-winds’ during erup-
tive LBV phases. Moreover, the Thomson scattering thatésotisic component of this driving force
shouldnot be metallicity dependent, which might open up for considieranass loss also in the pri-
mordial Universe and perhaps even for the very First Starst{S& Owocki, 2006; van Marle et al.,
2008), which generally are believed to suffer no significaass loss because of their lack of driving
metals (recall that the primary drivers of line-driven wsraremetalUV resonance lines). Actually,
strong mass loss has been suggested as a way to avoid thaeshengbly very massive First Stars
undergo Pair Instability Supernova (PISN) explosions {iks et al., 2008), whose distinct chemical
signatures never have been observed in the atmospheres 2fidhgeneration low-mass, extremely
metal-poor halo stars that have survived until today (betaleo Karlsson et al., 2008, who argued
that this absence might simply be due to selection effectadrobservational surveys aimed to find
these stars).

Obviously, to invoke extreme mass loss in short outburstsBafs as a general (rather than deviant)
ingredient in the evolution of very massive stars, it musiobservationally established that these
eruptions actually occur regularly and are not unusual tsv@ee discussion in Smith, 2008). Fur-
thermore, more quantitative predictions for mass-losssrétan those given in the studies discussed
above certainly are required.

Another example illustrating the importance of reliableantitative mass-loss rates was provided
by Yoon et al. (2006). They demonstrated how the presumertasiog mass loss with decreasing
metallicity created a threshold (< 0.004) above which they predicted that no long-duration GRBs
should occur within the collapsar scenario (Woosley, 1988}heir calculations, the threshold came
about because at higher metallicities the strong mass ftestiecly removed angular momentum,
which in turn made the stars spin down and thereby prevemeations of GRBs (recall that the
collapsar scenario requires a fast rotating stellar corpréoluce a GRB, Sect. 1.2). However, it
was also pointed out how their results strongly dependedhemdopted mass-loss prescriptions; an
increase in the predicted metallicity threshold would @d€uthe uncertain mass-loss rates of WR
stars were reduced, for example due to the effects of winaming.

Finally, in yet another context Voss et al. (2010) perforrpeg@ulation synthesis of massive stars in
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Orion, and argued that the kinematic and radioactive ptmseof this region would be very hard to
reproduce if thantegratedmass loss in current stellar models were drastically redidgce to wind
clumping.

1.5 Spectroscopic analyses of stars using model atmosphere

In the previous sections we have quite extensively disclgagousresultsof studies aiming to obtain
reliable observedvalues of, e.g., mass-loss rates of hot, massive stars. Weumno to take a closer
look on (some of) the methods used to actually extract tipie tf information from the observations.
In particular, we discusguantitative spectroscopyf stellar atmospheres, which is the method that
most of the aforementioned results rely on.

The standard procedure when comparing theoretical predstvith observed stellar and wind prop-
erties, such as effective temperatures, mass-loss ratgsemical abundances, is to derive the proper-
ties by fitting calculated synthetic spectra to observed gaguantitative spectroscopy). Customary
then is to usenodel atmospherasgether with suitable spectrum synthesis codes. Thusalidity

of ‘observed’ stellar and wind properties relies heavilytba authenticity of these codes. And as
we shall see, a substantial modeling effort is requiredHerrton-trivial task of constructing reliable
model atmospheres and synthetic spectra.

1.5.1 Model atmospheres and spectrum synthesis

The classical model atmosphere is computed on the assurmapioflux conservation, hydrostatic
equilibrium, a one-dimensional (1D) plane-parallel sfiction, and Local Thermodynamic Equilib-
rium (LTE) (cf. Mihalas, 1978). Also, quite often one in theneputations considers only tistellar
photospherewhich essentially is the atmospheric regions from whiah (imain part of the) star's
optical light emerges.

However, depending on the stellar type, as well as on thectigeof the particular analysis, some
of these standard assumptions may need to be relaxed. FopkExavhen analyzing the extended
atmospheres of giants and supergiants, the sphericalsioeaf the star must be accounted for (by
dropping the plane-parallel assumption), and for at legs¢igiants of types A and earlier thellar
wind significantly influences most of the strategic spectraldjrand should therefore be considered
in the analysis (which obviously means that the hydrostgumption must be dropped). Moreover,
the intense radiation field and the low densities in the apheses of early-type (hot) stars make
the assumption of LTE dubious for these objects. Actualtig guestion whether LTE is a good
approximation is a fundamental one in stellar atmosphend;vaxcordingly we discuss it in a little
more detail.

1.5.2 Spectral line formation and the assumption of LTE

In thermodynamic equilibrium (TE), the distribution of ate and ions over all possible micro-states
is described by merely two thermodynamic state variablgstemperature and pressure, via the tra-
ditional equilibrium relations of statistical mechanitisgl Saha and Boltzmann relations). Moreover,
particle velocities are given by the Maxwellian distrilmutiand the relation between thermal emission
and absorption of radiation obeys Kirchhoff's law, or instisase the Kirchhoff-Planck relation,
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Figure 1.4:Left: Schematic of the line scattering process. A photon of engrig/first absorbed and
then re-emitted with the same ener@ight: Sketch of a photon’s scattering path between nadind
ro through an atmosphere, before its escape into free space.

jv = XvBy(T), (1.1)

with extinction coefficienty, emission coefficienf, andB, (T) the Planck function for frequency
v at temperaturdl. Strictly speaking, the Kirchhoff-Planck relation and tBaha-Boltzmann and
Maxwellian distributions only apply under TE conditionstiva (spatially) constant temperature
Assuming LTE essentially means assuming that these neastll hold locally at every point in
the gas, despite that temperature as well as pressure madiay exist. To establish LTE, several
requirements should be satisfied. A discussion is givenhdilot surely the topic is way too complex
to be thoroughly covered here. For more details we referghder to Mihalas (1978).

Particle velocities. A Maxwellian velocity distribution is secureitl processes that only redistribute
the ‘available’ energy among particles occur more fregyehtin processes that actually remove, or
add, energy from, or to, the particles in the thermal p&dastic collisionsis the important process
of the first type, i.e. these collisions are the ones that lsisipuffle the particles around and lead to
equilibrium. Two examples of the second type (perturbingcpsses that disturb the establishment
of an equilibrium, here taking the example of free electyare i) recombinations, because when a
free electron recombines this obviously hinders it fromemading further elastic collisions, and ii)
collisional excitations followed by radiative de-excitats, because then some of the electron’s kinetic
energy is transferred to the radiation field (in the form ofeanitted photon), which creates a local
sink in the electron velocities, deviating from the Maxwaail distribution. However, Mihalas (1978)
concludes that under representative stellar atmosphemwitoms’, such as those considered in this
thesis, arenormousnumber of elastic collisions occur per perturbing procésselectrons as well
as for atoms and ions. Essentially this means that this aigpéice LTE assumption may safely be
assumed, and that all particles are indeed ‘Maxwelliarérabterized by aingleand unique kinetic
gas temperatur@. Actually, already this is a quite powerful assumption, ifameans that we may

6 which here do not include the conditions in for example tHarsmorona or supernovae.
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use this absolutd (usually taken to be the electron temperature) in the catiicuis of the level
populations forall atoms and ions in all atomic states, as well as in the calonkibf the thermal
emissions (see below).

Level population numbers and the Kirchoff-Planck relation. As described, collisions determine
the velocitieswithin the atmosphere, and are in equilibrium. Concernhmg dtomiclevel popula-
tions however, the situation is different, because here botlisois and theadiation fieldmay be
important in determining the distribution over the atomiatss. And, in contrast to the collisions,
the radiation field only takes its equilibrium value (the ritlla function) in very deep atmospheric
layers, because the outer layers of a stellar atmosphera@ddy leaking photons (as we know be-
cause we can observe it) and are therefore highly anisoteomd dilute and very different from the
classical ‘hohlraum’ picture of a perfect black body. Inngiple, when radiative processes are im-
portant, one might expect LTE to be a reasonable assumpiidhéd level population# photons are
thermalized by some collisional process before they havelked long enough that the gas has signif-
icantly changed its thermodynamic properties. In otherdspfor this aspect of LTE to be valid the
atmosphere should not be subject to large temperaturelpeegradients over a photon’s mean free
path.

Under the LTE assumption one may still calculate from theaSabltzmann relations (assuming, of
course, that the atmospheric temperature and pressurtusérsi are known, as well as the chemi-
cal composition of the gas) the number densityf excitation state, of all chemical species and

all ionization states that are present in the atmosphere. ektinction coefficient is essentially this

number density times the atomic cross-section, so if we kitn@latter (from for example quantum

mechanical calculations or laboratory experiments), weataain a complete picture of extinction

coefficients. Then we may use Eq. 1.1 to obtain the correspgramission coefficients, after which

the equations of radiative transfer

dv _ b+, < dlv
ds ~ Xviv v Xvds

=-ly+S (1.2)

can be solved for the specific intensityat any given frequency. The second expression introduces
the so-called source functio8, = j,/xv, which for this case iequal to the Planck functiofEq. 1.1).
Naturally, the calculated radiation fielly J is allowed to depart from its equilibrium value (see above)

However, quite often the LTE assumption is interpreted iess Istrict manner than just done, by
accounting also foscatteringterms in the total continuum extinction. A scattering psscdepends
upon the radiation field itself, and the Planck function in Eq must therefore, for these processes,
be replaced with the actual calculated mean intensity. ®hat /x5 = Jv, whereJ, is the mean
intensity, obtained by angle averaging the specific intgrigi and a superscrithas been added to
the scattering terms to separate them from the thermal dBeamples of scattering processes are
Thomson (electron) scattering, which always is an imporeguacity contributor in the atmospheres
of hot stars, and Rayleigh scattering, which can be impbitathe atmospheres of cool stars. A
standard way of modifying the source function to accounstattering is to write the total extinction
and emission coefficients as linear combinations congisifratrue absorptioncomponent (below
denoted with superscript a) andeatteringcomponent,
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SV:E: IR
DORED (s

=&By(T) + (1-&)dy, (1.3)

whereg, = x2/x is the fraction of true absorptiohs Clearly, this ‘LTE interpretation’ is less
strict, because it allows for scattering components andaxurently for deviations from the Kirchhoff-
Planck relation. The level populations are still calcudaimm the Saha-Boltzmann relations though,
which is why we still call it a LTE approach. Actually, we nodi that this method, although very
useful, may be said to be internally inconsistent; scaittecan transport photons over large distances,
in violation with the discussed requirements for LTE, bugyvertheless, feedback effects from the
scattering terms upon the level population numbers arelgigpored. On the other hand, entirely
neglecting scattering in LTE calculations is not very fiwliteither, since we know that these terms
are there and (sometimes) do play an important role for theltieg radiation field. This is a first
indication that the LTE assumption for quantitative anadysf stellar atmospheres is somewhat am-
biguous, and it also suggests that one should always strichdck the validity of LTE for a given
situation with more rigorous so-called non-LTE calculaidsee below and next subsection). In any
case, however, a source function such as in Eq. 1.3 is, fongbea implemented in the widely used
LTE mARcs stellar atmosphere code designed for analyses of latestgpe (Gustafsson et al., 2008).

Spectral line formation. In LTE, the effects of scattering fdine absorptionare not considered
(compare to the continuum case just discussed). Therefepectral absorption line in LTE is formed
only bytrue bound-bound absorptions, in which an atomic excitatioragisis followed by a collision
that transfers the energy of the absorbed photon to thenidlgoool’, andthermalemissions, which
obey Eqg. 1.1. In terms of Eq. 1.3, this means that the truerptiso component for frequencies at
which one (or more) spectral line is present is modified atingrto x2 = x3°+ x2', with superscripts

c andl denoting continuum and line, respectively. Naturally, $aene modification is made for the
thermal emission component.

As described in the previous paragraph, LTE generally islwahen interactions between matter and
radiation are dominated byollisions and therefore it normally prevails in the deep layers dfaste
atmospheres, where densities are high. However, as we tieacuter and observable layers of the
star, (line) photons may travel large distances beforegotiarmalized, and thereby other processes
than those just stated, perhaps other radiative such, maynieeimportant in the formation of a
spectral line.

For example, an excitation from atomic leveb j may now be followed by a radiative spontaneous
(or stimulated) de-excitation from levélto i, so that no energy is transferred to the thermal pool
and a new photon is emitted, which essentially has the saopegies as the old one (Fig. 1.4, left
panel). Thus, one may regard it as if the old photon ‘surviitesabsorption. When this type of
process occurs repeatedly, a single phdtmy carry with it information over large distances in the
atmosphere (Fig. 1.4, right panel). This information noWes the conditions in the part of the
atmosphere at which the photon was originally emitted, tmm that may be quite different from
those at the physical location at which the photon expeeigiits final interaction with the gas (a final

7 The inclusion of scattering is the reason why we chose to ycahe extinctioncoefficient instead of thabsorption
coefficient, which sometimes is done.

8 of course this is not really theamephoton. But it simplifies to take that point of view, also foaptical purposes, see the
Monte-Carlo simulations in Chapter 4.
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interaction which may be a collisional thermalization oremnission into free space). We call this
type of procesdine scattering(in analogy with the continuum scattering introduced in pinevious
paragraph), and it is extensively studied in Chapters 4 &6btHe case of resonance line formation
in inhomogeneous hot star winds. Clearly, line scattering highly ‘non-local’ process, distinctly
different from processes maintaining the LTE assumption.

Another important process is when a de-excitation occuanitoher atomic level than to the one from
which the first absorption came about. As an example, imagipleoton ripping an atom of its out-
ermost electron (i.e., photoionizing it). Eventually thera will capture another free electron and
recombine. When doing so, the captured electron may commect atomic state with higher excita-
tion potential than the state from which the photoionizatimcurred. The electron may then start to
(collisionally or radiatively) de-excite toward lower &g, and in every radiative step of this cascade,
a new photon with a wavelength corresponding to that pdatidine transition will be emitted. Now,
these emitted photons may have quite different wavelertgtosthe photon had that gave rise to the
ionization. Thus, here we in the line formation have a coyplhoth among differerdtomic states
and among differengpectral regions These types of cascading processes are important fqrtheeg.
formation of hydrogen lines in early-type stars and ingd-emission lines in late-type stars, both of
which are studied in this thesis (Chapters 2, 5, & 6).

The equations of statistical equilibrium. The qualitative notions above suggest that in rather many
situations one may wish to replace the LTE assumption by rgereral non-LTE (NLTE) calcula-
tions. Although NLTE is a general (and often quite looselfirdel) term for whenever the conditions
for LTE are not satisfied, in stellar atmosphere work one atratways equates NLTE with assuming
statistical equilibriumwhen calculating the level population numbers (and so wk dbahroughout
this thesis as well).

More generally, however, we may write a conservation equdtr quantities such as mass, momen-
tum, or particles, as

%(density of quantity+ div(flux of quantity = sources- sinks a.4)
The first term on the left hand side in this equation describhegime variation of the investigated
guantity within a unit volume and the second one describedrdnsfer of this quantity across the
unit volume due to macroscopic motions. The right hand sigeasents any ‘creations’ and/or ‘de-
structions’ of the quantity that may occur, per unit time.dkd the customary statistical equilibrium
equations from applying Eq. 1.4 to the level population of statei, n;, we will assumesteady state
(dn;j /0t = 0), and also that changes of in a given unit volume due to macroscopic motions are
much slower than the atomic transition time scales (i.e.neglect the divergence term in Eq. 1.4).
Both these assumptions may be regarded as safe under tyfgittat atmosphere conditichslue to
the very brief transition timescales. We thus arrive at theagions of statistical equilibrium (SE),
sometimes also called the NLTE rate equations, which are

0= 24 (Ri +Gji) —niZj.(Rj +GCj), (1.5)

and essentially state that the processes that populateé@mycdeveli are exactly balanced by those
that depopulate level C andR are the collision and radiative rates, per unit time, retpely.

9 here excluding, e.g., Supernova remnants.
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As outlined in the previous paragraphs, radiative rates beafighly ‘non-local’ in nature, whereas
the collision rates depend only on local quantities, so tie of thumb is that more collisions tend to
drive the line formation closer to the LTE case (there arydver, subtle exceptions to this rule, one
of which is studied in Chapter 6). This explains why, gengraarly-type stars with low densities
(less collisions) and strong radiation fields (higher ragarates) are very prone to NLTE effects.
The SE equations are solved numerically for most practicabgses. Various techniques for this
have been developed over the past decades, of which theo€lasselerated Lambda Iteration (ALI)
methods are the most popular ones in stellar atmosphere vearidays. ALl methods are operator
splitting methods for which one avoids a full matrix inversiof the so-calledA-operator’, used
to obtain the source function, by introducing an (clevethpsen)approximateoperator, which is
inverted instead. ALI has been used by stellar atmosphegel®is for a few decades now (e.qg.,
Cannon, 1973; Scharmer, 1981), but the basic mathematathlaah is very similar to the well-known
Jacobi method for solving systems of linear equations, anthus, much older. For details on ALI
methods, see for example Rybicki & Hummer (1991).

The main problem in solving the SE equations lies in the ddgece ofR upon the radiation field
itself. That is, the occupation numbers depend on the iadidield, which in turn depends on the
occupation numbers. Therefore these equations and thé@tpiaf radiative transfer (Eq. 1.2) must
be solvedsimultaneouslyin principle for all atomic species as well as for all frequoies across the
spectrum. Obviously this is an immense problem; we nowzealihy the LTE assumption sometimes
appears so attractive, for it avoids all problems arisinthwie aforementioned couplings by simply
saying that the level populations may be calculated corisiglenly local thermodynamic conditions.
NLTE also introduces the concept wfodel atomsbecause of the coupling among, in principle, all
states of all atoms that are present in the atmosphere. Modk lvas been devoted to constructing
reliable model atoms for various types of stellar atmosplaaplications. It is a delicate problem,
mostly because large amounts of atomic data (oscillatengths, ionization cross-sections, collision
cross-sections, etc.) are needed to compute the radiatilecdlision rates in Eq. 1.5, and it is seldom
cleara priori what levels are actually important for the formation of tpedral lines of interest, i.e.,
what levels must be included in a given model atom. This gmobWill be clearly demonstrated in
Chapter 6, in a NLTE analysis of infra-red Mg lines. Moregwe accuracyof the input atomic
data is not always convincing. The collision cross-sestiare especially problematic in this respect,
because few reliable quantum mechanical calculationsoradory experiments exist for those. Quite
often one must rely on various semi-classical and/or senpiigcal recipes, which essentially only
provide order of magnitude estimates, at the best (see &hajpt

1.5.3 Comparisons of atmospheric codes - photospheric mdde

From the previous subsection it should be clear that atnew&phnd spectrum synthesis codes may
be designed quite differently depending on what stellar aiomand what applications are the main
targets. Here we discuss some major codes currently in ndeheir various domains of application.
First, however, let us point out that not only have the stesh@ssumptions stated in the beginning
of the previous subsection started to become more and mlaseecein stellar atmosphere work, but
also have the modeling techniquesthin given assumptions become ever more refined. Perhaps
most important in this respect is that over the past decddessibecome standard to consider line-
blocking/blanketing effects from up to millions of spectliaes when computing the atmospheric
structure and the emergent synthetic spectra (e.g., Gastakt al., 1975; Hubeny & Lanz, 1995).
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Gustafsson et al. (2008) compared different LTE codes eftigte stars, and found excellent agree-
ment between their owlARCS models and, e.g., the Kurucz models (Kurucz, 1979; Cage{lu-
rucz, 2004). However, no comparisons to NLTE atmospheres made in that study; constructions
of NLTE atmospheres of late-type stars are problematicusecaf the wealth of atomic and molecular
species that affects the radiation field. Often there is k tdcorresponding atomic and molecular
data, and especially cross-sections for collisions withitnaé hydrogen are very uncertain (cf. As-
plund, 2005, and references therein). Nevertheless, sfforése¢o compute NLTE atmospheres of
late-type stars have been made, in particular byrtheeNIX team (e.g., Hauschildt & Baron, 2005),
but general results regarding the importance of NLTE feekiledfects on the atmospheric structure
are still largely missing in this domain. For example, tHe&k from major opacity contributors such
as the negative hydrogen atom and/or iron-group elemeatstiiropen questions, and might turn out
to be important. In any case, the treatment of convectionrnisidered more problematic for late-type
stars than LTE versus NLTE (at least regarding the atmo&pk#ucture, although perhaps not for
spectral line formation, see below). Pioneered by Nordland collaborators, much work has been
devoted to construct realistic 3D, time-dependent, ramigtydrodynamic surface convection simu-
lations (e.g., Stein & Nordlund, 1998), and it has been shihahthe temperature structures in these
models, as well as the mean synthetic line profiles calallfiten these models, can be significantly
different from those resulting from classical 1D atmospkgwhich normally treat convection by the
mixing-length theory). A notable example in this contexbiscourse, the revision of the photospheric
solar chemical abundances that emerged with the advemteo$yinthesis based on these models (even
though these revisions also partly are due to other obsenazhtas well as modeling improvements,
for example in atomic data) (see the review by Asplund e2809). Another example that may be
worth mentioning here is the differences between clasdibahnd hydrodynamical 3D model atmo-
spheres of low metallicity stars, which can be profound (@t al., 2007) and might turn out to be
important for the many observational attempts to condtiainface abundance properties of the very
old metal-poor stars that are used as tracers of conditiotiwivery early Universe.

Hotter star&® are not believed to have these strong convective zones inghetospheres. How-
ever, recently there has been been increasing interestinegaubsurface convection (just below the
photosphere), due primarily to an iron-peak in opacityg$igis et al., 1992). Cantiello et al. (2009)
propose that gravity and/or acoustic waves emitted in thesd convection zones may travel through
the radiative layer and induce surface fluctuations in dgmsid velocity, with clumping at the base
of the wind and ‘microturbulence’ in the photosphere (inlagg with cool stars) as consequences.
Both clumping and microturbulence are indeed observed irstaws with winds, so it is important
that careful more-D hydrodynamic simulations of thesersye carried out in the future, to confirm
or refute the above suggestions.

In any case, the focus for stellar atmosphere modelers $ndibvinain has generally not been on re-
laxing the 1D assumption but instead on developing reallStiTE model atmospheres (e.g., Auer
& Mihalas, 1972; Hubeny & Lanz, 1995). Nieva & Przybilla (ZQ0compared results for dwarfs
of B and late O types calculated from full NLTE model photcs@s with those obtained using a
so-called hybrid NLTE approach. In the hybrid approach thetpspheric structure is calculated in
LTE, whereas the level populations and synthetic spectthetlement(s) under consideration are

101t may be interesting (and perhaps a little amusing?) to hete that stellar atmosphere workers traditionally appear
to have been divided into, sometimes quite sharp, ‘hot’ @odl' groups, whereas the natural division regarding atell
evolution appears to be ‘massive’ and ‘low-mass’ stars. lt@yRSGs perhaps work as a bridge bringing these various
groups somewhat closer together? (See, e.g., a few catidribun Bresolin et al. 2008.)
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calculated in NLTE. For late-type stars, this techniqudde aalled the restricted NLTE problem for
trace elements (since if the considered element is a mafarilbotor to the total opacity one could not
validate neglecting the impact upon the atmospheric strajtand is very often used in abundance
analyses. (For some recent critique on the general appiigadd this method, see Kubat 2010.) Also
in this thesis is the trace elements method used (Chapter Bjpdel and analyze the photospheric IR
Mg lines in the Sun as well as in K giants, using the above maatdMARCS models together with
the NLTE codemuLT! (Carlsson, 1986, 1992). Accordingly, we now introduce sdrasic features
of NLTE line formation of IR lines in general and the Mg lingsparticular. (We shall return to our
discussion on different atmospheric codes shortly.)

1.5.4 NLTE line formation in the infra red

The formation of the prominent solar 12n Mg | emission lines had been subject to many controver-
sies before it was realized that the emission originatetierphotosphere and simply stemmed from
NLTE effects (rather than from, e.g., the temperature sieer in the chromosphere) (Chang et al.,
1991, Carlsson et al., 1992). Solar emission lines fromrathemical neutrals have also been identi-
fied in this spectral region (Brault & Noyes, 1983; Chang & Key1983), of which at least the All
lines are confirmed by detailed photospheric NLTE modelmghare the Mg | formation scenario
(Baumueller & Gehren, 1996). (It is however believed thathadse lines are of photospheric origin
and formed similarly, see Rutten & Carlsson 1994.)

The essential point why the formation of IR lines is partiely sensitive to departures from LTE lies
in the behaviour of théine source functions, = j!, /x|, where superscrigdtas before denotes line.
The NLTE line source function is (cf. Mihalas, 1978)

g - 2hy3 1
T2 E_Iehv/kT_l’

(1.6)

whereb; = n;/n are the NLTEdeparture coefficientswith nf the LTE number density with respect
to the ground level of the next ionization state (see Apperdior a definition). | andu denote the
lower and upper levels of the transition, respectively. eNtbiat forb; = 1, §, = By, as it should?.
Now, in the limit thatd = hv/kT < 1 (Rayleigh-Jeans limit), and writing /b, = 1+ 3, we get for
the ratio of the NLTE and LTE line source functions (cf. Miag| 1978, Sect. 12.4)

g M1 5 1

By PV 1" R(5t1)-1 1+pB/5

2.7)

which directly shows how for givendepartureB the NLTE effects amplify withd . The physical
reason for this is the increasing importance of stimulateéssion at longer wavelengths. Actually,
S, becomesegativewhenb, /by > 1+ & (see the middle expression), i.e., we then enteteabering
regimefor which light amplification instead of extinction occurbrg the beam (because the total
contribution from spontaneous and stimulated emissiomsimtite the absorption). The solar Mg |
lines haved ~ 0.23 (for T = 5000K) but do not ‘laser’ in this sensg,(b < 1.23 in line forming
layers). Nevertheless, the overpopulation of the uppegllas compared to the lower one is still

M Actually, the LTE line source function may be recovered a¥ben population numbers departure from LTEyif= by.
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large enough to make the lines appeagmmissiorrather than in absorption, which a photospheric line
formed in LTE always must do. Moreover, let us point out thase IR amplifications of NLTE effects
may be even more pronounced in hot stars, because of theerigmperatures (see expression for
J). We in the addendum to Chapter 2 discuss this in connectitintixe formation of hydrogen Br

in O stars (which for a characterisflc= 35000K has) ~ 0.1), and whether this increased sensitivity
to the predicted departure coefficients might complicagepbitential use of this line as a mass-loss
indicator.

The potential use of the Mg lines as probes of upper photrspimagnetic fields in cool stars was
recognized early, and the prominent splitting of the linesnsin the active Sun has been thoroughly
analyzed (e.g., Bruls et al., 1995). In general, Zeemandptigting from an external magnetic field
increases with the square of the wavelength, whereas thpatorg Doppler broadening only has a
linear dependence. That is, the further out in the IR, thatgrethe sensitivity to magnetic fields.
However,stellar applications of these emission lines have so far been limifghe Mg | lines have
been observed in very few stars, due to the low stellar flurénR and the lack of suitable spectrom-
eters, and modeling attempts had previously been carriednty for two dwarfs (including the Sun)
(e.g., Carlsson et al., 1992; Zhao et al., 1998; Ryde et @04 Rand two cool giants (Uitenbroek &
Noyes, 1996), with very unsatisfactory results for theslatt

In Chapter 6, we present new observations of IR emissios d2 and 18im in giants of K type,
for the first time identifying stellar (i.e. non-solar) Mgimgssion lines at 1§m, as well as All,
Sil, and Cal lines at 122m. We show by a detailed magnesium NLTE modeling that the demme
formation mechanism as for the solar case is at work thereal¥depoint out why previous modeling
attempts have been unsuccessful. Especially, we invéstiba great sensitivity on the formation
of these lines to the inpwtomic dataof the model atom, and thereby emphasize how the lines, in
addition to magnetic field studies, may be utilized as ingrarconsistency checks for model atoms
used in futuremulti-wavelengtrabundance studies.

1.5.5 Comparisons of atmospheric codes - unified models

We now leave our little excursion to the infra-red, and tunce more to our ongoing discussion of
different atmospheric codes. In their investigation (seetSlL.5.3), Nieva & Przybilla (2007) found
that results from the full NLTE codeLusTy (Hubeny & Lanz, 1995) agreed well with their hybrid
results usingaTLAS9 (the Kurucz models) for the atmospheric structure and alategl version of
DETAIL/SURFACE (Butler & Giddings, 1985) for the NLTE calculations. In geak a good agree-
ment was also found when comparing to observations, howlevehe O starr Sco the simulated
cores of H, and He 11 46863 were too deep, because of the neglect ofgtedlar wind This leads
us to the so-calledinified NLTE atmospheres, which simultaneously treat the photsphand the
stellar wind. The development of these types of models wasegred by the Munich group (e.g.,
Gabler et al., 1989), and has meanwhile become the starolalrdvhen analyzing the atmospheres
of hot stars with significant wind strengths. Puls (2009)gasgs that unified atmospheres should be
used if the mass-loss rate is higher thdrx 6 x 10-8M.yr (R, /10R.)(V./1000kms?), which
approximately corresponds to all O stars except for laterfdwaarly B stars of luminosity classes
higher than Il, and late B and A stars of classes higher thahlttbe that, within this stellar domain,
a simple check to see whether a unified approach is necessprgvided by the observed strength
of the H, line core, as mentioned above. But let us also point out tluhified codeeASTWIND
(described below) may be reliably used also for mqunetosphericanalyses of hot stars with negligi-
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ble wind strengths, as recently demonstrated by Sim&@z[1010), who derived stellar parameters
and chemical abundances for main-sequence B stars in Omialdition to ‘normal’ OBA-stars, the
unified models may also be used to analyze WR stars, LBVs, @&l €entral Stars of Planetary
Nebulae (CSPN) (see Pauldrach et al., 2004, for an examppie dédist).

Naturally, calculating realistic unified NLTE model atmbspes is a tremendous challenge. Mainly
four different code¥’, all developed with specific objectives and all with differadvantages and dis-
advantages, are presently in use; the two codes developta: Bfunich hot-star grougsASTWIND
(Puls et al., 2005) and/m-Basic (Pauldrach et al., 2001), aa&hFGEN (Hillier & Miller, 1998) and
POWR (W.-R. Hamann and collaborators, see Grafener et al.,)2ace bothcMFGEN andPOWR
originally were designed for analyses of the very dense sviofdWR stars, the photospheric den-
sity stratification is only approximate in these codes (adsg constant photospheric scale height).
In analyses, this shortage is often circumvented by cogpdimFGEN with the plane-parallel, hy-
drostatic coderLUSTY. CMFGEN, POWR, andFASTWIND all use a pre-described mass-loss rate and
velocity field for the wind structure, whereaswm-Basic the model atmosphere is calculated by ac-
tually solving the (stationary) hydrodynamic equatiorecténg deep into the photosphere. However,
wM-Basic was designed mainly for giving accurate predictiohthe wind dominatedg)uv fluxes
and line profiles, and the photospheric treatment in thig ¢éetherefore only approximate, making its
current version ill-suited for spectral analyses in, e, optical (however a code-update including
a more appropriate photospheric treatment is underwaytenSie comparisons between the differ-
ent codes have been carried out by our Munich group, mairtlydsnFASTWIND, WM-Basic, and
CMFGEN, with generally satisfying results.

The model atmosphere code used for the main part (with trepgen of Chapter 6) of the quantitative
spectroscopy performed hereFisSTWIND. FASTWIND was designed for optical and IR spectroscopy
of ‘normal’ OBA-stars of all luminosity classes and windestgths. Because of the targeted wave-
length ranges, no treatment of X rays has yet been includedsmwIND (but we intend to do this
shortly, see Chapter 7). A major advantage of this code itsputational speed; a typical computa-
tion time for one model is only 30 minutes, whereas a cornedjpg calculation takes a few hours for
wM-Basic and 10-12 hours famMFGEN. This remarkable gain in computational speed is achieved by
applying appropriate physical approximations to procesgeere very high accuracy is not needed,
in particular an efficient treatment of the metal-line backod opacities has been developed (for
details, see Puls et al., 2005). The parameter space to belecad within one spectroscopic analysis
using FASTWIND is large. A simultaneous derivation must be carried out ffegcéve temperature
Tet, gravity logg, stellar radiusR,, mass-loss rat#l, terminal wind velocityv.,, velocity field pa-
rametet® B, individual abundances (including the helium abundargg, and the global background
metallicity z. Standard procedures to derive these stellar and wind gaeasnfrom observed optical
spectra are described in, e.g., Repolust et al. (2004).

As discussed in Sect. 1.4.8jnd clumpingmost probably is crucial for a correct interpretation of
stellar spectra from hot, massive stars. Clumping is ctlgrémcluded inFASTWIND, as well as in
CMFGEN andrPOWR, by means of the microclumping approach. No treatment ehplag is currently
included inwm-Basic (but also this is work underway). In Chapters 4 and 8ewelop detailed radia-
tive transfer techniques that relax this questionableraption, and use them to show that deviations

12\\e thereby disregard the earlier mentiometbENIX code, since this is mainly used to analyze cool stars and soyze,
although a few hotter stars have been considered, e.g., supérgiant Deneb (Aufdenberg et al., 2002).

13The stationary velocity structure of these winds is usudéigcribed by/(r) ~ Ve, (1 — R*/r)ﬁ, as predicted by the line-
driven wind theory.
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from the microclumping approximation can be important fevesal spectral diagnostics of hot star
winds. Accordingly the derived mass-loss rates are affeatewell. Thus, as a consequence of these
results, it has become desirable to incorporate a betterigésn of wind clumping in the unified
atmospheric codes, which indeed is a planned project withirgroup (see Chapter 7).



Chapter 2

Mass loss from OB-stars

This chapter is a copy of Puls, Sundqvist, Najarro, & Han&f09), ‘Mass loss from OB-stars’. At
the end of the Chapter is added an addendum, which updatesadhe material as well as discusses
it in connection to the other chapters.

2.1 Abstract

We review recent developments regarding radiation drivassioss from OB-stars. We first sum-
marize the fundamental theoretical predictions, and tleenpare these to observational results (in-
cluding the VLT-FLAMES survey of massive stars). Espegiale focus on the mass loss-metallicity
dependence and on the so-called bi-stability jump.

Subsequently we concentrate on two urgent problems, weaaksvénd wind clumping, that have been
identified from various diagnostics and that challenge sas@nt understanding of radiation driven
winds. We discuss the problems of ‘measuring’ mass-logs fiom weak winds and the potential
of the near infrared, Br-alpha line as a tool to enable a mogeige quantification, and comment on
physical explanations for mass-loss rates that are muoérltvan predicted by the standard model.
Wind clumping, conventionally interpreted as the consagaeof a strong instability inherent to ra-
diative line-driving, has severe implications for the iptetation of observational diagnostics, since
derived mass-loss rates are usually overestimated whempalg is present but ignored in the anal-
yses. Simplified techniques to account for clumping indicaterestimates by factors of 2 to 10, or
even more. If actually true, these results would have a diarimapact on the evolution of, and the
feedback from, massive stars. We discuss ongoing atteinptsding own work) to interpret the cor-
responding observations in terms of more sophisticatedefaod®y allowing for porosity in density
and velocity space, and for a non-void inter-clump mediwnhsnodels might require only moderate
reductions of mass-loss rates.

2.2 Introduction

Massive stars are critical agents in galactic evolutiorth i the present and in the early Universe
(e.g., re-ionization and first enrichmenijass losss a key process, which modifies chemical profiles,
surface abundances, and luminosities. Furthermmess los$as to be understoagliantitativelyin

order to describe and predict massive star evolution in@cbway. The standard theory to describe
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hot, massive star winds is based on radiative line-drivarg] has been proven to work successfully
in most evolutionary phases (OB-stars, A-supergiants,L&\ds in their ‘quiet’ phase). Also for the
pivotal Wolf-Rayet (WR) stadium, line-driving is still th@ost promising acceleration mechanism
(Grafener & Hamann, 2005, 2008).

In this review, we summarize fundamental predictions oftbie®ry, as well as corresponding obser-
vational evidence, and subsequently concentrate on twentigroblems that challenge our under-
standing of line-driven winds, the so-called weak-windigbeon and wind clumping. We concentrate
on the winds from ‘normal’ OB-stars in all evolutionary pkagqfor corresponding results and prob-
lems regarding WR-winds and additional material, see tmrigmtions by Hamann and Hillier, this
volume).

2.3 Line-driven winds from hot stars — theoretical predictions

To be efficient, radiative line-driving requires a large rgnof photons, i.e., a high luminosity.
SinceL O Tex*R2, not only OB-supergiants, but also hot dwarfs and A-supeitgi undergo signif-
icant mass loss via this mechanism. Typical mass-loss eatesf the order oM ~ 0.1 ... 10
x10-8M,yr—1, with terminal velocitiesv, ~ 200 ... 3,000 kmst. Another prerequisite is the
presence of a multitude of spectral lines, with high intdoscprobabilities, close to flux maximum,
implying that the strength of line-driven winds should sgty depend on metallicity.

Pioneering work on this subject were performed by Lucy & &wa (1970) and Castor et al. (1975)
(‘CAK"), where the latter still builds the theoretical fodation of our present understanding. Im-
provements with respect tocuantitativedescription and first applications were provided by Friend
& Abbott (1986) and Pauldrach et al. (1986), whereas re@i¢ws on the topic have been published
by Kudritzki & Puls (2000) and Puls et al. (2008b).

The principle idea of radiative line-drivingelies on two processes.
1. Momentum is transferred to the wind matter via line absonpemission processes, mostly reso-
nance scattering, with a net changeadial momentum

h
AP adial = c (Vin €0S6in — VoutC0SBout) (2.1)

wherev;, andvy; are the frequencies of the absorbed and emitted photon$ iartle angle between
the photon’s direction and the radial unit vector. Thankihé&ofore-aft symmetry of the emission pro-
cess, on averaggosb,,;) = 0, whereagcosf,) ~ 1, since (most) of the absorbed photons originate
from the stellar surface. ThugARagia) =~ hvin/c, and the total radiative acceleration exerted on a
mass elememim per time intervalAt can be derived from considering all participating lines,

AP);
<Ap>tot _ aII%es< >I (2 2)
AtAm AtAm '

Orad =

2. Due to the huge number of metallic lines as compared tod@hedozens from hydrogen and
helium, mostly just the metal ions adirectly accelerated. Their momentum needs to be transferred
to the bulk plasma (H, He), via Coulomb collisions. The vélodrift of the metal ions with respect

to H/He is compensated for by a frictional force (‘Stokes’)aas long as the ratio between drift and
thermal velocity is small (e.g., (Springmann & Pauldrac®92; Krticka & Kubat, 2000; Owocki &
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Puls, 2002)). Otherwise (at very low wind-densities) theatlie ions might decouple from the wind,
and the wind no longer becomes accelerated.

The real challenge is to evaluate Eq. 2.2. Following CAKs fhiconventionally done by (i) applying
the Sobolev theory (Sobolev, 1960) to approximate the liptical depths and thus the interaction
probabilities, and (ii) to replace the summation by appedprintegrals over the line-strength dis-
tribution (resulting from detailed NLTE calculations), &e the line-strengtlk is the line-opacity
measured in units of the Thomson-scattering opacity. TiSildution can be fairly well approxi-
mated by a power-law,Ni(k) /dk 0 Neg k%2, with Negt the effective (flux-weighted) number of lines
anda =~ 0.6...0.7 (e.g., (Puls et al., 2000)). Note that both gtiestdepend on metallicity and spec-
tral type. As a final resuligaq O ((dv/dr)/p)?, i.e., depends on thepatial velocity gradient and on
the inverse of the density.

2.3.1 Scaling relations and WLR

Once the above quantities are inserted into the hydrodymanuations (adopting stationarity), the
latter can be solved (almost) analytically, returning thiofving scaling relations for mass-loss rate,
velocity law, and terminal velocity:

. / , 1-1/a’ R.\B
M O Ny“LYa (M(l—l’)> V(M) = Ve (1— T) (2.3)
a 2GM(1—T)\ 3
Voo ~ 225m Veso VESC:<$) 2. (24)

with Eddingtonf, (photospheric) escape velocitys, anda’ = a — 9, whered ~ 0.1 describes the
run of the ionization (Abbott, 1982). The velocity-field exgent,3, is of the order of 0.8 (for O-stars)
to 2 (for BA-supergiants).

Using these scaling relations, a fundamental predictiotirfe-driven winds becomes apparent if one
calculates the so-called modified wind-momentum rate,

. C 3/2-1/a’
v (R, /R, M2 NG L (m( - )

) (2.5)

and accounts for the fact that' is of the order of 2/3. Then the wind-momentum rate becomes
independent on mass ahd and can be expressed in terms ofwiad-momentum luminosity relation
(WLR), discovered first by Kudritzki et al. (1995),

Iog<|\'/lvoo(R*/R(.>)l/2) ~ xlog(L/L) + D(z spectral typg (2.6)

with slopex = 1/a’ and offsetD, which depends ol and thus on metallicitg and spectral type.
Originally, it was proposed to exploit the WLR for measurigragalactic distances on intermediate
scales (up to the Virgo cluster), but nowadays the relasamastly used to test the theory itself (see
below).

2.3.2 Theoretical 1-D models

Though the basic scaling relations for line-driven winds lamown since the key paper by CAK (and
updates by (Abbott, 1982; Friend & Abbott, 1986; Pauldrac.e1986))quantitativepredictions re-
quire consistent NLTE/radiative-transfer calculaticosgerive the line-force as a function of spectral
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type and metallicity, as well as the inclusion of processagatted in the original work, for example
line-overlap (e.g., Friend & Castor, 1983; Puls, 1987).

The most frequently cited theoretical wind models (statign 1-D, homogeneous) are those from
Vink et al. (2000, 2001). Based on the Monte-Carlo approasleldped by Abbott & Lucy (1985),
they allow multi-line effects to be considered. In these sisdthe mass-loss rate is derived (iterated)
from global energy conservation, whilst th@<{) velocity field is pre-described and the NLTE rate
eqguations are treated in a simplified way. Pauldrach (198d@)Pauldrach et al. (1994, 2001), on the
other hand, obtain a consistent hydrodynamic solution tggiating the (modified) CAK equations
based on a rigorous NLTE line-force using Sobolev line fiemdvioreover, Krticka & Kubat (2000,
2001, 2004, 2009) and Krticka (2006) solve the equation ofian by means of a NLTE, Sobolev
line-force, including a more-component description of thid (accelerated metal ions plus H/He)
that allows them to consider questions regarding drifoeiies, non-thermal heating, and ion decou-
pling. Also, Kudritzki (2002) (see also Kudritzki et al. @9)) provides an analytic “cooking recipe”
for mass-loss rate and terminal velocity, based on an appet& NLTE treatment, and Grafener &
Hamann (2005, 2008) obtain self-consistent solutionsligghpo WR winds) by means of a NLTE
line-force evaluated in the comoving frame (see Mihalasl.et@r5). Finally, Lucy (2007a,b) and
Muller & Vink (2008) derive the wind-properties fromragularity condition at thesonic point in
contrast to most other solutions that invoksiagularity condition at the CAKeritical point of the
wind.

Results and predictions from hydrodynamic modeling. Most of the various approaches yield
consistent results, e.g., when comparing the “mass-lasga’efrom Vink et al. (2000) with similar
investigations utilizing different codes (Kudritzki, 2ZB0Pauldrach et al., 2001; Krticka & Kubat,
2004). Moreover, the WLR concept is impressively confirmgdhe simulations performed by Vink
etal.: The obtained modified wind-momenta follow an almesfext power-law with respect to stellar
luminosity alone,independent of luminosity clasand, for solar abundances, “only” two distinct
relations covering the complete spectral range have beerfmne for 50 kK> T > 27.5 kK and
the other for 22.5 kK> Ter > 12 KK, respectively. In other words, the spectral type depane ofx
andD in Eq. 2.6 seems to be rather mild.

Also regarding the predicted metallicity dependence, #dr@us results agree satisfactorily (note that
the z-dependence of is rather weak):

Kudritzki (2002): v, 0O 212 Krtitka (2006): Ve O 2296,
Vink etal. (2001): M 0O Z®forO-stars M O 22® for B-supergiants
Krticka (2006): M O 22 for O-stars,

2.4 Observations vs. Theory

In the last decade, various spectroscopic NLTE analysestaftarsand their windshave been under-
taken, in the Galaxy and in the Magellanic Clouds, in the W\thie optical, and in a combination of
both. For a compilation of these publications (without GataCenter objects and objects analyzed
within the FLAMES survey of massive stars, see below), see Tables 2 and 3 ietRall$2008b), to be
augmented by the UVAPinvestigation of Galactic O-stars by Fullerton et al. (2)Q@6e UV+optical
analysis of Galactic O-dwarfs by Marcolino et al. (2009)d dine optical analysis of LMC/SMC O-
stars by Massey et al. (2009). Most of this work has been padd by means of 1-D, line-blanketed,
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NLTE, atmosphere/spectrum-synthesis codes allowingh®mpresence of winds, in particulamr-
GEN (Hillier & Miller 1998), wm-Basic (Pauldrach et al. 2001), ardsTwIND (Puls et al. 2005).

2.4.1 Central results

The results of these investigations can be roughly sumedrs follows. (i) The mass-loss rates
from SMC stars (witte~ 0.2 z.,, see (Mokiem et al., 2007b) and references therein) ar@tbisver
than those from their Galactic counterparts. (ii) For O- andy B-stars, the theoretically predicted
WLR from Vink et al. (2000) is met, except for O-supergiantshwather dense winds, in which the
observed wind-momenta are higher (by factors around thres) the predictions (which might be
explained by wind-clumping effects, see Sect. 2.6), andafoumber of late O-dwarfs (and a few
O-giants), in which the observed wind-momenta are much idtan the predictions (this is the so-
called ‘weak-wind problem’, see Sect. 2.5). (iii) B-sugardgs below the ‘bi-stability jump’ Teg<

22 kK) show lower wind-momenta than predicted, as outlimethé following.

2.4.2 The bi-stability jump: predictions and observations

A fundamental prediction by Vink et al. (2000) is the occage of two distinct WLRs, one for hotter
objects and one for cooler objects, with the division lodaeound 25-2.5 kK. This rather abrupt
change is due to the so-called bi-stability mechajsmhich relies on the fact that the mass-loss rates
of line-driven winds are, for typical chemical compositomrimarily controlled by the number and
distribution ofiron-lines, because of their dominant contributierb0%) to the total line acceleration
in the lower wind (Puls et al., 2000; Vink et al., 2000; Kki& 2006). Below roughly 25 kK, the
ionization of iron is predicted to switch abruptly from Feto Felil, and since Fel has more driving
lines than Fev at flux maximum, the mass-loss rate must increase. QuaviitatVink et al. (2000)
predict an increase i by a factor of five and a decreasewf by a factor of two, so that, overall,
B-supergiants (except for the earliest sub-types) shoae higher wind-momenta than their O-star
counterparts at the same luminosity.

Observations confirm the ‘velocity-part’ of this picturd, least qualitatively. For stars witfg>

23 kK, the observed ratio i&./Vesc~ 3, Whereas it decreasgsadually towards cooler temperatures,
reaching values of./Ves= 1.3...1.5 for stars witie¢< 18 kK (Evans et al., 2004; Crowther et al.,
2006; Markova & Puls, 2008). With respect to the predictertéase irM, however, the situation
is different. As shown by Markova & Puls (2008), the mass|ostes of B-supergiants below the
observedbi-stability jump (Ter< 22 kK) actuallydecreaseor at least do no change. This is a first
indication that there are still problems in our understagaf line-driven winds.

2.4.3 TheFLAMES survey of massive stars

Further progress has been obtained within khames survey of massive stars (P.l. S. Smartt), a
project that performed high resolution multi-object spestopy of stars located within eight young
and old clusters in the Galaxy and the Magellanic Cloudsotalt86 O-stars and 615 B-stars were
observed (for introductory papers and a brief summary, sem€et al. 2005, 2006, 2008). The
major scientific objectives of this survey were to invediigf) the relation between stellar rotation

1 denoted after some peculiar behaviour of theoretical nsofdefthe wind of P Cygni (Pauldrach & Puls, 1990).
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and abundances (i.e., to test the present theory of rogtinixing), (ii) the role of binarity, and (iii)
stellar mass-loss as a function of metallicity.

Regarding the last objective, Mokiem et al. (2006, 2007alyered a total o~ 60 O- and early B-
stars in the SMC and LMC, by means fsTwIND and using a genetic algorithm (Mokiem et al.,
2005). The results were combined by Mokiem et al. (2007bf @ita from previous investigations,
to infer the metallicity dependence of line-driven masssibased on a significant sample of stars.
Using mean abundances ot 0.5 z,, (LMC) andz= 0.2 z,, (SMC), a metallicity dependence of
Voo 0 (2/2)%13, and a correction for clumping effects (see below) follayviRepolust et al. (2004),
they derived armpiricalrelation

M O (z/25)% 72504, 2.7

with rather narrow confidence intervals. This result is ¢stegt with theoretical predictions, both
from line-statistics (Puls et al., 2000) and from hydrodpi@amodels (see above).

2.5 Weak winds

The results as summarized above imply that line-driven russsseems to be basically understood,
though certain problems need further consideration. Itiquéar, from early on there were indications
that the (simple) theory might break down for low-densitnds. E.g., Chlebowski & Garmany (1991)
have derived mass-loss rates for late O-dwarfs that arerfaof ten lower than expected. By means
of UV-line diagnostics, Kudritzki et al. (1991) and Drew et @994) have derived mass-loss rates
for two Bl stars that are a factor of five lower than predictadd Puls et al. (1996) have shown that
the wind-momentum rates for low-luminosity dwarfs and ¢gaftogL /L., < 5.3) lie well below the
empirical relation for “normal” O-stars.

The last investigation illuminated an immediate problerisiag for low-density winds. FoM <
(5...1)-10°8 M. yr—1, the conventional mass-loss indicatog ,Hecomes insensitive, and only upper
limits for M can be derived (for a recent illustration of this problene §dlarcolino et al., 2009)).
Instead, unsaturated UV resonance linesv(CSilv, Ciil) might be used to obtain actual values for
M (e.g., Martins et al., 2004; Puls et al., 2008b; Marcolinalgt2009).

By means of such UV-diagnostics, strong evidence has adeteathat a large number of late type
O-dwarfs (and a few giants of intermediate spectral typeg maass-loss rates that are factors of 10 to
100 lower than corresponding rates from both predictiorseatrapolations of empirical WLRs. In
particular, suchveak wind$iave been found in the Magellanic Clouds (O-dwarfs in NCG(@46C):
Bouret et al. 2003; extremely young O-dwarfs in N81 (SMC):rtifes et al. 2004) and in the Milky
Way (O-dwarfs and giants: Martins et al. 2005; late O-dwayfarcolino et al. 2009).

Two points have to be stressed. (i) Until now, it is not cledretherall or only part of the late
type dwarfs are affected by this problem. (ii) The derived bhdss-loss rates are not very well
constrained, since they might be contaminatedm X-rays embedded in the wind (due to shocks,
see next Section). The higher the X-ray emission, the wethletines, and the higher thactual
mass-loss rates (see Figs. 19 and 20 in Puls et al. (2008o)ever, to “unify” the present, very low,
M-values with “normal” mass-loss rates by invoking X-rayarealistically highX-ray luminosities
would be required (Marcolino et al., 2009).

2 via a modified ionization equilibrium.
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The weak-wind problem is a prime challenge for the radidiive-driven wind theory. Martins et al.
(2004) investigated a variety of candidate processes, (emjc decoupling, shadowing by photo-
spheric lines, curvature effects of velocity fields), bubheof those turned out to be strong enough to
explain the very low mass-loss rates that seem to be pre&ttite end of this review, we will return
to this problem.

2.6 Wind clumping

During the last years, overwhelming direct and indirectdence has accumulated that one of the
standard assumptions of conventional wind mod&snogeneityneeds to be relaxed. Nowadays the
winds are thought to be clumpy, consistingsohall scaledensity inhomogeneities, where the wind
matter is compressed into over-dense clumps, separated (giraost) void inter-clump medium
(icm). Details on observations and theory can be found in thegeiogs of a recent workshop,
‘Clumping in hot star winds’ (Hamann et al., 2008).

Theoretically, such inhomogeneities are considerede®l#&d structure formation due to the line-
driven (‘de-shadowing’) instability, a strong instahjlitnherent to radiative line-driving. Time-
dependent hydrodynamic models allowing for this instgbito operate have been developed by
Owocki and coworkers (1-D:Owaocki et al. 1988; Runacres & ©kv@®002, 2005; 2-D:Dessart &
Owocki 2003, 2005) and by Feldmeier (Feldmeier, 1995; Feldmet al., 1997), and show that
the wind, forr 2 1.3R,, develops extensive structure consisting of stroagerseshocks separat-
ing slower, dense material from high-speed rarefied regiotetween. Such structure is the most
prominent and robust result from time-dependent modebingthe basis for our interpretation and
description of wind clumpingwithin the shocks, the material is heated to a couple ofanilKelvin,
and subsequently cooled by X-ray emission (which has beesarebd by all X-ray observatories),
with typical X-ray luminositied_x /Lno ~ 10~/ (for newest results, see Sana et al. 2006).

Clumping effectsUntil now, most diagnostic methods to investigate the ¢ffeé clumping use the
following assumptions: The clumps aoptically thin, the icwm is void, the velocity field remains
undisturbed, and the so-called clumping facfigr, measures the over-density inside the clumps with
respect to the average density. This simple modatiofo-clumpingallows one to incorporate clump-
ing into NLTE-codes without any major effort, namely by nipilfing the average (wind-) density by
fo and by multiplying all opacities/emissivities by the insenff (i.e., by the volume filling factor).
The most important consequence of such optically thin chism reduction of aniyl derived from
p?-dependent diagnostics (e.g., recombination based esesich as §or radio-emission), as-
suming smooth models, by a factor ¢ff ;. That there is aeductionis conceivable, since, under
the assumptions made, the square of the over-density “wigainst the smaller absorbing/emitting
volume. Thus, a loweM is sufficient to produce the same optical depths/emissioasnres as in
smooth models.

Note, however, that in this scenario ayderived fromp-dependent diagnostics (e.g., UV-resonance
lines) remains uncontaminated, since in this case thedsesity cancels against the smaller absorb-
ing/emitting volume. Finally, it should be mentioned that@mpy medium also affects the ionization
equilibrium, due to enhanced recombination (e.g., Bourat.e2005).

Results from NLTE-spectroscopy allowing for micro-clurdpeinds are as follows. (i) Typical
clumping factors ardy~ 10...50, and clumping starts at or close to the wind baselatier in
conflict with theoretical predictions. Derived mass-loates are factors of 3 to 7 lower than previ-
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ously thought (Crowther et al., 2002; Hillier et al., 2003)LBet et al., 2003, 2005). In strong winds,
the inner region is more clumped than the outer dife4 4...6 x f34), and the minimum reduction
of smooth H, mass-loss rates is by factors between 2 and 3 (Puls et ag).200

The Pv problem. From a mass-loss analysis using the FUV Rsonance linefor a large sample
of O-stars, Fullerton et al. (2006) (see also Massa et aBRéncluded that the resulting mass-loss
rates are factor of 10 or more lowethan derived from i and/or radio emission using homogeneous
models, implyingfg= 100! Similar results have been found from unsaturated P Qjggs from
lower luminosity B-supergiants (Prinja et al., 2005).

If such large reductions iM were true, the consequences for stellar evolution and eel-would

be enormous. Note that an ‘allowed’ reduction from evohaigy constraints is at most by a factor of
2 to 4 (Hirschi, 2008).

Porosity and vorosity.A possible resolution of this dilemma might be provided bysidering the
porosity (Owocki et al., 2004) of the medium, also suggested to expla observed X-ray line emis-
sion (cf. the contributions by Oskinova et al. and Cohen.ehaiamann et al. 2008, and particularly
the discussion on X-rays). Whenever the clumps becomealigtithick for certain processes, as
might be true for the R-line, the geometrical distribution of the clumps beconmpartant (size vs.
separation, shape). In thisacro-clumpingapproach (see also Hamann, this volume), the effective
opacity becomes reduced, i.e., the wind becomes more aaTgp(‘porous’), because radiation can
propagate through the ‘holes’ provided by tlae1. Additionally, clumps hidden behind other clumps
become ineffective because the first clump is already dptittack.

Oskinova et al. (2007) used a simple, quasi-analytic treatrof macro-clumping (still assuming a
smooth velocity law) to investigate WPin parallel with H, from { Pup. Whereas macro-clumping
had almost no effect on §f since the transition is optically thin in the clumpsy Rurned out to be
severely affected. Thus, only a moderate reduction of theoimmass-loss rate (factors 2 to 3) was
necessary to fit the observations, consistent with the ggalry constraints from above.

This model has been criticized by Owocki (2008), who pointed that not only the distribu-
tion/optical thickness of the clumps is important, but alse distribution of the velocity field, since
the interaction between photons alimes is controlled by the Doppler-effect. Also the ‘holes’ in
velocity spacedue to the non-monotonic character of the velocity fielddleo an increased escape
(thus, he called this process velocity-porosity = ‘vorg3itwhilst the different velocity gradients
inside the clumps lead to an additional modification of thécap depth.

Resonance line formation with porosity and vorositylo clarify in how far the above argu-
ments/simulations depend on the various assumptionspastdtacterize/quantify the various effects
from inhomogeneous winds different sub-structuresa current project in our group investigates the
resonance-line formation in such winds. To this end, pséohydrodynamic models (based on
different snapshots of corresponding 1-D models from Owawll Feldmeier, aligned as independent
slices of opening angl®), as well as 2-D models based on a stochastic descriptime, heen cre-
ated (Fig. 2.1, left panel). For these models thetietmiledMonte-Carlo line transfer (discarding the
Sobolev-approximation) is performed. The right panel @f. 2.1 shows prototypical profiles from
such simulations, based on the stochastic 2-D wind desamiptor an intermediate strong line that
would be marginally saturated in smooth models (dashedg gray dashed-dotted profile displays
the effects of porosity alone (i.e., a smooth velocity fiedd bbeen used), using a rather low clumping

3 unsaturated due to the low phosphorus abundance.
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Figure 2.1:Left: Density contours of stochastic (upper) and pseudo 2-Dddgdramic wind models
as investigated by our grouRight: Line profiles for an intermediate strong line formed in inteem
geneous winds with different sub-structures. See text.

factor, fg = 3.3, and an average separation of clumpR, in the outer wind. Already here, a strong
de-saturation of the profile is visible. The grey dashededbtiotted line displays the other extreme,
namely vorosity alone (i.e., now the density is smooth)hgisi stochastic description of the velocity
field, characterized by a “velocity clumping factor” (as defil in Owocki 2008, Fig. 1%, = 0.3.
Interestingly, the de-saturation of the profile is similarthe porosity-effect alone. The solid black
line displays the combined effect from porosity and voggsitith a further de-saturation. If com-
pared to a line from a smooth model of similar profile strer(glbited), it turns out that the effective
opacity in the structured model(s) has been reduced by erfat®0, i.e., the actua¥l would be a
factor of 20 higher than derived from a smooth model. Thusctired models invoking porosity and
vorosity might indeed resolve the discordance betweenrethdts by Fullerton et al. and evolutionary
constraints.

We note, however, that the profile-strength reduction presein Fig. 2.1 corresponds to a ‘most
favourable case’, using rather ideal parameters. Ourtigat®ns have shown how details on poros-
ity, vorosity, and thecm, all are important for the formation of the line profiles. btf, the strengths
of similar profiles calculated from our pseudo 2-D hydrodyiamodels are only reduced by10%,
because of insufficient vorosity inherent to structuremfsesent time-dependent modeling (see also
Owocki 2008). Such a modest reduction is much lower thanetbénl alleviate the discrepancy dis-
cussed above. Also, as it turns out, the is a crucial parameter if to de-saturate intermediate gtron
lines and, at the same time, allowing the formation of thecoked saturated profiles. Tests have
shown that, with a voidcwm, the formation of saturated profiles is only possible if tierage clump
separation (controlling the porosity) is very small, bugritthe de-saturation of intermediate strong
lines becomes marginal. Only by assumingiam with sufficient density & 0.01psmoot) We have
been able to form saturated lines in parallel with de-séddranes of intermediate strength. This
finding is consistent with results from Zsargb et al. (200#)o pointed out that thecwm is crucial for
the formation of highly ionized species such agiO

Further details and results from our investigations wilghesn in a forthcoming paper (Sundgyvist et
al., in prep for A&A, added note: Chapter)4including a systematic investigation of different key
parameters and effects. Future plans include a comparigbremission lines, and the development
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of simplified approaches to incorporate porosity/vorositgcts into NLTE models.

2.7 Weak winds again — By as a diagnostic tool

In the preceding paragraphs, we have argued that (i) massdtes from unsaturated UV line-profiles
aremuchlower than those from For radio emission, and that (ii) this discordance might beégaied

by porosity/vorosity effects. Recall here that the mass-lates from weak winds discussed so far
(Sect. 2.5) rely on the same UV-line diagnostics, and thestipre arises whether one encounters a
similar problem, i.e., an under-estimation of the “true” ssdoss rates due to insufficient physics
accounted for in the diagnostics. Thus, to clarify in howtfas weak wind problem is a real one,
independent diagnostics are required!

Already in 1969, Auer & Mihalas, based on their first generatof NLTE, hot-star model atmo-
spheres, predicted that the IRBline should show significamhotosphericcore emission, due to an
under-population of its lower leveh(= 4) relative to the upper ona & 5), resulting from a very
efficient decay channel 4> 3. Indeed, such core emission has meanwhile been observedidous
weak wind candidates such asco (B0.2V), HD 36861 (0O8lli(f)), and HD 37468 (09.5V) (Naja,
Hanson and Puls, in prep. for A&A). Recent simulations (Ratlsl. 2008b, Figs. 21/22) actually
show that such photospheric + wind emission can fit the obtiens quite nicely, and that the core of
Bry is a perfect tracer for the wind density also for thinner vgiifas opposed to 4. Astonishingly,
the height of the peak increases for decreasMgwhich is related to thensetof the wind, i.e., the
density/velocity structure in the transition zone betwpkatosphere and wind, and not due to radia-
tive transfer effects. The higher the wind-density, thepgedwith respect to optical depth) this onset,
which subsequently suppresses the relative under-pagulat n = 4 due to efficient pumping from
the hydrogen ground-state. Moreover,,Bs only weakly affected by the presence of X-rays, and
thus an ideal tool to infer very low mass-loss rates. Fromntdithe observations, it turns out thdtis
actually very low (of the order of 13°M.yr~! for HD 37468, and even lower, if the wind-base were
clumped).Thus, weak winds seem to be a reality!

What may then be the origin of weak winds? Krticka & Kub&(@Q) argue that weak-winded stars
display enhanced X-ray emission, maybe related to exteodelihg zones because of the low wind
density. Already Drew et al. (1994) pointed out that stronga}{ emission can lead to a reduced
line acceleration, because of a modified ionization equilih, and since higher ions have fewer
lines. Thus, weak-winded stars might be the result of stdémgy emission. Let us now speculate
whether such strong emission might be related to magnetisfieNote that weak winds can be
strongly affected by relatively wedkfields, of the order of 40 Gauss according to the scalindiogis
provided by ud-Doula & Owocki (2002), which is below the mesdetection threshold. In this case
then, colliding loops might be generated, which in turn gateestrong and hard X-ray emission
in the lower wind, which finally might influence the ionizati@nd thus radiative driving. Future
simulations coupling magneto-radiation-hydrodynamiodwodes with a&elf-consistentlescription

of the line-acceleration will tell whether this mechanisrigit work.

2.8 Addendum

Obviously, wind clumping is much more thoroughly coveredCinapters 1 and 3-5 than here, and
these chapters adequately update some of the clumpingdekdults discussed in this review. Below
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we use this addendum to discuss the weak wind problem afiittleer.

It was pointed out in Sect. 2.5 that X-rays as welbasically thick clumpingnay affect the formation

of diagnostic UV lines in so-called weak winded stars. Conicg the latter effect, we in Chapters 4
& 5 indeed show that one may underestimate the ‘observeds+taas rates by as much as an order of
magnitude if optically thick clumps are present in the wind ignored in the analysis. Moreover, we
illustrate that the clump optical depthg for the B/ resonance lines in a model of the O6 supergiant
A Cep arerg ~ 100 (see Fig. 5.4). Since the predicted theoretical masssrédes for the stars analyzed
by Marcolino et al. (2009) are: 30 times lower than the corresponding rateAofCep, this may
indicate that clumps could be optically thick fov Rlso in these stars (if the corresponding ionization
fractions are similar), and thereby that the mass-loss iaferred from R could be underestimated.
Also, in Chapter 5 we demonstrate how the formation of amotegonance line doublet used as a
mass-loss indicator in Marcolino et al.yNat 12404, also may be strongly affected by optically thick
clumping in these stars. In view of the simple estimate foraBove, this is not surprising, since the
higher nitrogen abundance generally makes these linasgetrahan the ¥ lines. Thus, these ‘weak
winded’ objects should in the future be re-analyzed usirffjicgent descriptions of optically thick
clumping and X-rays, in order to investigate to which extiat results discussed earlier might be a
consequence of in-sufficient physics accounted for whenefimaglithe diagnostic lines. Meanwhile,
however, independent diagnostics are required to clamifiyaw far the weak wind problem is real.
This was discussed in Sect. 2.7, in terms of Bs a good candidate for such a diagnostic.

However, let us point out here that the,Bmodeling may be problematic for other reasons than X-
rays and/or optically thick clumping . Deviations from th€HE.source function for given departure
coefficients are greatly amplified in the IR (because of tleeeiasing contribution from stimulated
emission, see Sect. 1.5.4), which in turn means that theNRITE modeling is very sensitive to the
input atomic dataof the hydrogen model atom. Actually, although for otherrafoal species and in

a completely different stellar domain, in this respect thig Bituation appears somewhat similar to
the one analyzed in detail in Chapter 6, namely the NLTE foionaof the photospheridR metallic
emission lines in late-type stars. In that chapter, we shaithe modeled emission lines (at 12 and 18
um) from highly excited states of Mg h(= 7 — 6 for the 12um lines) are very sensitive to the input
magnesium atomic data, because small changes in the depeotfficients can cause large changes
in the modeled line source function, which in turn drasticaffects the line core emission. Figs. 6.3
& 6.4 illustrate how the modeled Mg | emission peaks reactirgfty when the total collision rates are
modified (in this case by the inclusion of collisions betwesagnesium and neutral hydrogen atoms),
because the changed balance between radiative and colisgies affects the decay channels feeding
the participating levels, which in turn influences the peeetl departure coefficients.

Now, regarding the NLTE modeling of Br there might still be problems with the input atomic data
for collisions between hydrogen and free electrons, whiettlae collisions that must be included in
appropriate hydrogen model atoms for hot stars. Repolust €005) pointed out that newly com-
puted rates based @b initio quantum mechanical calculations by Przybilla & Butler (2Dactually
resulted in worse agreement between the IR and optical bgdrbnes than what was obtained when
using older data. Because of this, the standard option édngldrogen model atom in, e.§ASTWIND
actually still is an older, presumably less accurate, siolti data set. Thus the modeled,Bimission
will be sensitive not only to the adopted mass-loss rate lsgtt@ the actual choice of input atomic
data, which of course brings additional uncertainties tesrlass rates derived from this line. In con-
clusion, a careful study of the impact from the atomic datéaddy is requirecbeforeBr, should be
routinely used as a mass-loss indicator.



Chapter 3

Radiative transfer in stochastic media
and hot star winds
- microclumping, vorosity, and porosity revisited

In this chapter we shall concern ourselves with some redeltsed for the equation of transport in
stochastic media. In particular, we show that a model dérixelLevermore et al. (1986), in a quite
different context than astrophysics, may be explored teerstdnd the basic radiative transfer effects
arising in clumped hot star winds; microclumping, vorosind porosity. These results may be of
great help to better understand the specific techniqguedapedk elsewhere as well as in Chapters 4
and 5, to model the effects of these three phenomena. Mareggeresent a very simple extension
of the porosity formalisms developed fprdependent processes in hot star winds, to handle also
p2-processes.

3.1 Transfer in stochastic media

For simplicity we shall consider only the very simplest casapurely continuum absorbing medium
with a constant extinction coefficienWe thus disregard all frequency (settigg = x) as well as
spatial dependencies of the quantities, and furthermagéecteall emission contributions. Then the
standard equation of radiative transfer (Eg. 1.2) becomes

dl, . di dl
E—_IVXV‘FJV — X—dS—E—_h (31)

with extinction coefficient (or opacityy and optical depttr. The solution over some pathis the
well known exponential law for attenuation of light

[/lp=€eX=¢e"", (3.2)

with Iy the incident intensity. In a stochastic medium we may olaagimilar ‘transport-like’ solution
for the ensemble averaged intensity, by averaging alfgrossible physical realizations

(H/lo=(e"), (3.3)
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where we have assumed that the incident intensity is narirastic. We will for convenience absorb
lp into the expression for the averaged intensity in the faltgyi.e. (I) /1o — (I).

Of course, one can hope to obtain a good estimaté)dfy considering different realizatiorene by
one after which one sums them up and average them. For that kesiay, for example, use Monte-
Carlo simulations (a variant of this is done in Chapter 4).wieer, it would (obviously) be more
convenient if it were possible to obtain a deterministideefive’ value fory, i.e. axex that could
account for the statistical nature of the problem, becaliea bne could go back to the traditional
equation of transfer (Eqg. 3.1) and only solveitce Similarly, if one could obtain effective values
also for the source function, generalizations to more cemgituations than the pure absorption case
considered here could readily be done. (As we will see Idgs,is in principle what is attempted
with the microclumpingand porosity formalisms that have been developed for radiation tramspor
clumped hot star winds.)

Defining an effective value of is appropriate if each considered realization (here mgaaach
contribution to the optical depth) Iptically thin for then we may in Eq. 3.3 replace the averaging
over intensities by an averaging over optical depths(ee?) — e (", and obtain

(h=e", (3.4)

which means just this; that if we can find an average (or effecopacity, we can obtain the ensemble
averaged intensity just by considering this quantity.

We will from now on consider &vo component stochastic mediubater on the components will be
identified with ‘clumps’ and the ‘inter-clump medium’ in athstar wind, but for now we designate
the componentsasi = 0,1. Then the averaged opacity is

(X) = PoXo+ P1X1, (3.5)

with probability p; to find the matter in componentwithin the domain of. Obviouslypg+ p; = 1.
Eqg. 3.4 will be validif the characteristitength scalejl(sometimes called the chord length) of a fluid
packet in componeritis small as compared to the photon mean free path (which mayritten as
the inverse of the absorption coefficiexf,l, Pomraning 1991), i.eif

Xxili << 1. (3.6)

This is called theatomic miximit, for the smallest possible fluid packet is of courserayta atom. Itis
equivalent to assumingptically thin clumpsn a clumped hot star winds (singgl; = 1;). In general,
however, Eq. 3.6 will not be satisfied, and if we still attenbptuse the atomic mix model, quite
erroneous results may follow. We illustrate this with thédiming example, taken from Pomraning
(1991).

Let fluid O be composed of optically thin packetglp << 1) and fluid 1 of optically thick ones
(x1l1 >> 1). Furthermore, assume that fluid 1 is very spame<(< pg). The picture now is that of
a nearly perfect vacuum with a few ‘completely black’ fluidckats in it. Radiation (or particles in
Pomraning’s description, for these authors deal with plartiather than radiation transport) incident
upon this mixture will have a great chance of escaping theéematithout ever interacting with any
of the small black packets. But the atomic mixture model still predict the exponential attenuation
for (I), and sincex; in principle can be made arbitrarily large, it is easy to geasituation for which
Eq. 3.4 predictsiotransmission through the medium. Clearly, this is very wr@and it is the essential
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effect of porosity (an effect that currently is quite intensively discussethamhot star wind literature,
for example in this thesis) which here is missing from theratomix model.

Thus, in general, the ensemble averaged intensity musttaaet via Eq. 3.3 instead of Eq. 3.4. We
mentioned earlier that the most straightforward approacthfs probably is Monte-Carlo simulations.
However, such methods are often quite costly (as the one ap€h4, for example) and may not
always be applied to the more general problem, so it may aswedsthwhile to try and find direct
solution to(l), with the help of a number of variables describing the stnext medium, as was done
above for the atomic mix model. This task turns out to be guitécate and problematic though,
even for the simplest case of pure continuum absorption.eimeore et al. (1986) demonstrate the
mathematical complexity involved, when they derive aralytic expression for awo component
Markovian mixture Their derivation will not be repeated here, but a few esakpbints will be
pointed out.

First, the Markovian assumption is that the future state ©fssiem dependsnly on its present state,
andnot on its history. For example, the angle with which a resondimeephoton in a hot star wind
is re-emitted after absorption (Chapter 4) may be said to Mearkovian process; it dependsly on
the conditions at the point where the last absorption oedy@ndnot on previous scatterings or on
how the photon actually got there (that is, not on its higtofiyjhe Markovian assumption enters the
Levermore et al. model in the following way: if at some spapiaint r the fluid is of type 0, then
the probability of finding fluid 1 at the poimt4-dr is Py 1dr. Now, this probability is assumed to be
independentf how far back along the path the last transition (from medilto 0) occurred, i.e. it
is assumed to depend only on its present state, hence to k@Wsar. Under these assumptions, one
can show that the distribution of chord lengthsin fluid O will form a classical Poisson process and
be exponentially distributed according to the probabilignsity function

fo(Lo) = I te to/lo, (3.7)

with the meanof Ly thus beindg. Furthermore, for this model one can show that the mean sg#gme
lengthly equalsthe inverse of the transition probabilif s, i.e. thatPo‘ll =lp. Of course, all these
arguments apply also for transitions from fluid 1 to 0. Thessults 7may be used to identify the
probabilitiesp; to at any given point find the fluid in componéntither with

o 7 3.8
b=t (3.8)
or with thevolume filling fractions
V
_ 3.9
pl V()"—V]_’ ( )

because according to Levermore et al. (using the resultsebly® et al., 1957) the average chord
lengths are given by = 4V; /A, with V; the associated volume of fluidand A the common surface
area between packets of type 0 and 1.

In summary, the key point here was the identification of tiverise of the transition probability den-
sity, P&ll, with the mean chord lengthy. These results may then be used to set up a probability

1 The Levermore et al. model has been recognized before byotrstdr community, e.g. by Shaviv (2001b) and Feldmeier
et al. (2008), but not discussed in detail.
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density distributionf (t,s) for the optical depth random variable (which indeed takeerg vompli-
cated expression) and a given path lergtRinally then, the authors solve for the ensemble averaged
mean intensity

(1(s) = (e Ty = / f(1,9e Tdr. (3.10)
0
Eqg. 3.10 is solvednalytically, by Laplace transformation, with the end result
(=0 s (0T Vs

“>_(r+—r,)e +(LF—L>G : (3.11)
with

2. = (X)+ 6+ /((x) ~6)2+4. (3.12)

A 1 1

6 = PrXo+ PoXu+ -+ (3.13)

B = (Xo— X1)*poP1, (3.14)

and the averaged opacity) defined by Eq. 3.5.

We now show that the radiative transfer formalisms develdjoe describing the effects ahicro-
clumping vorosity, and porosity, in hot star winds may all, in principle, be understood astiirg
cases of this basic equation, despite the fact that theyranmen developed for the specific case of
a Markovian mixture.

3.2 Microclumping

The microclumping, or atomic mix, model is recovered from E41 wherl; << x(l. Thenr, ~ G,
so that the first term in Eq. 3.11 vanishes, and- poXo+ p1X1. Thus

Iy =e XS =g (1), (3.15)

Now we assume that our medium is a clumped hot star wind, iclwtiie clumps are componetit
and the inter-clump medium componéant The volume filling fractionfy shall be the fraction of the
densegas (as is customary assumed, see Chapters 4 and 5). Foethge optical depth we then
can write

(1) = (fvXer + (- fv)Xic)S (3.16)

First we consider processes dependingarly on the density, so that we may write the opacity as
X = Kp, with mass absorption coefficiert The averaged density is of course

(P) = fvpa + (1= fv)pic, (3.17)

and, thus(t) = (p)ks. Since we requirdp) = psm, With psm, the density in amoothwind model,
we have recovered the well-known result that ‘smooth’ @titepths are preserved within the micro-
clumping model for processes depending linearly on density
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Next we consider so-called?-processes (see previous Chapters). Then the opacity cemithen
X = Kop?, wherek, may be regarded as a line-strength parameter defined somievaralogy with
the mass absorption coefficient (see Appendix A for detailsatity expressions @?-processes for
line transitions), and we obtain

(T) = (p?)Kas, (3.18)
with

(p%) = fvpd + (1— fv)pi. (3.19)
Defining the so-calledlumping factoras

PH . -G
for = (P)2 (fy+(1— f)%c)?’ (3.20)

with

Pic
S 7 3.21
Xe Pl ( )

we may re-write the optical depth as
(1) = fa(p)?Kes, (3.22)

which is the equally well-known result that optical depthgrocesses depending on the square of the
density are enhanced with a factorfgfin the microclumping model. Note that we need not to assume
a void inter-clump medium for these relations to hold (whécimetimes is stated). Howevenly if

we letxic — 0 do we get the additional relatidig = f,, !, essentially meaning that a description using
fo, instead offy, is preferred within the microclumping model.

3.3 \Vorosity

Owocki (2008) first pointed out thdine formationin hot star winds withoptically thick clumps
should be controlled primarily by the velocity field. In angy with the case of a spatiallyorous
wind (next subsection), line photons may now escape thrdugjes’ in the velocity field (velocity
porosity="vorosity’). This is an effect caused by the rapithd acceleration, which Doppler-shifts
line photons and makes it possible for them to interact with rnaterial only within very narrow
spatial ranges, within the so-calleegsonance zoned he situation is sketched in Fig. 3.1.

By considering Fig. 3.1, we realize that the essence of thesity effect may be described by Eq. 3.11,
in the limit that the chord lengths areuch largerthan the domain of integration, i.&,l1 — . In
this limitr, — x1 andr_ — Xo, SO that

(I) = poe %%+ pre 1%, (3.23)
or, for our two component wind,

(1= fye T 4 (1- fV)e*TiC. (3.24)
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or

cl cl

res res

Figure 3.1: lllustration of the vorosity effect. A line ploot of a given frequency can only interact
with the wind material within narrow resonance zones, dethbiere byAr,es, and clumps are of sizes
orq. The dashed arrows are typical radial rays of radiation. figiet and left plot, respectively,
illustrate the typical ‘hit or miss’ situation; to the righte have a photon with a frequency that makes
its resonance zone coincide with one of the clumps, and \@cgavo the left.

Obviously, the continuum optical depths must here be repldy correspondinfine optical depths.

A modified version of this equation is extensively used arsduised in Chapter 5. This modification
is necessary because the basic assumption of chord lermgtlusnp lengths) longer than the reso-
nance zones simply is not valid for, primarily, the very dipwccelerating outer wind (resulting in
radially extended resonance zones). Moreover, we havenabsiified the equation to handle non-
monotonic velocity fields, by considering tlvelocity rather than thezolumefilling fractions (for a
smooth velocity field and neglecting curvature terms theyegual, see Chapter 5). Note also that this
equation is not mentioned in Chapter 4, simply because wenbattliscovered’ it when that paper
was published.

3.4 Porosity

Porosity effects in the context of clumped hot star windsshalveady been mentioned several times,
for example when discussing the formation of X-ray line pesfaind the proposed radiative driving of
LBV ‘super-winds’ (Chapter 1), and we also commented on & more conceptual sense in Sect. 3.1.
A ‘fully’ porous medium may be said to consist of a small numbé absorbers with essentially
infinite optical depth, embedded in a void background meditihus the relevant limit of Eq. 3.11 is
Xo — %, X1 — 0andpy << pi1. Then Eqg. 3.11 takes the form

(1) =e M, (3.25)

Notice how this equation ispacity independentepending only on the chord length Of course
this makes physical sense, because the matter propesisadr that one fluid component already has
reached maximum optical depth, and therefore absorbsteusgythat comes in its way, and the other
isassumedo be completely transparent for all impinging radiatiolu$ onlygeometriadistributions
and sizes matter.
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The characteristic chord length of the ‘vacuul,,can be connected tgvia the volume filling factor
of thedensecomponent,

lo lo

lo
_ ~ 0 S h~2=h 3.26
lo+11 |1 ! ( )

Y

fy

where the last equality defines tperosity length HOwocki et al., 2004), anti = h here may be
interpreted as the mean free path of a photon traveling ¢jtrdlie medium.

‘Porosity formalisms’ for hot star wind applications haweeb developed differently than the statistical
description of Levermore et al.. Formalisms have been geal/by, e.g., Feldmeier et al. (2003) and
Owocki et al. (2004). In the following, we use the basic arguats given by Feldmeier et al. (2003)
(although the derivations differ somewhat), but the endltesre equivalent also to those obtained by
Owocki and collaborators. The same ‘two component’ (clumpg an inter-clump medium) stellar
wind as before is assumed.

In analogy with the atomic opacity, we may write the effegtopacity of a clump ensemble as

Xeff = NotAc(1—e ™), (3.27)

whereng andA are the number density of clumps and #ifectivecross-section of a clump, respec-
tively. The last term accounts for the probabilRy= 1 — e that the photon impinging on a clump
gets absorbed (compare to the result just presented, whithmed® = 1). We slightly reformulate
Eqg. 3.27 usingy = 1/, whereV; is the total volume associated with exactly one clump,

o = &(1_ o). (3.28)

Vi

The optical depth of a clump faontinuum opacity depending linearly on the dengityy = K pglqr-
We shall here consider only the case of a void inter-clumpiaomedx;c =0), so the clump optical depth
is (Sect. 3.2)

Tel = PeiKler = (P)Kla/fv = (X)(la/ fv) = (X)h, (3.29)

where the last equality again (see above) uses the definititre porosity lengthh = I/ fy.
Eqg. 3.28 and 3.29 will below be used to consider the casegsaitippic clumps, ii) fragmented shells
in a radial stream of photons, and iii) fragmented shellfuitiog non-radial photons.

3.4.1 Isotropic clumps

This corresponds to the case studied by Owocki et al. (200d)@wocki & Cohen (2006). For
isotropic clumps with characteristic length scalgswe may write the volume of a clump &g ~
12 = Acllai, and express Eq. 3.28 as

l-e ™
h )

V,
Xeft = _CI(]__ e*TcI) —

3.30
thcl ( )

where we have used the definition of the volume filling facfor= Vi / (Ve + Vic) = Ve /Mi. Using
Eg. 3.29, we obtain the scaling of the corresponding smoodtity

l-e™

Xen = (X) " — (3.31)
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which (as it should) preserves the atomic opacity for ofifidhin clumps, and returns our previous
result based on the Levermore et al. model (Eq. 3.25) fordle of very large clump optical depths,
Xett = 1/h. This opacity independentesult is the base for the expectation of frequency indepeind
(gray) opacities in the X-ray line formation in hot star wadhouldthe clumps be (very) optically
thick for this process (Sect. 1.4.3).

We notice also that we made no explicit assumption about ¢éloengtry of the inter-clump medium
when deriving this equation, i.e., we dit assume the distance between two clumps to be equal in
all spatial directions\t = 13), as is sometimes done.

3.4.2 Fragmented shells, radial streaming of photons.

This and the next paragraph correspond to the Feldmeier €G@03) and Oskinova et al. (2004)
models. The area of a given fragmented shell at radigg\ = AQr?, with AQ the subtended solid
angle, whereas the volume associated with the distanceebattwo shell fragments i = A Qr?Ar,
with Ar the radial distance between two shells. Thus Eq. 3.28 bezome

l-e™
Ar

Xeft = (3.32)

However, in this picture of radial photons and fragmenteaishwe must havér = or /fy =l¢/fy =
h,i.e.,

l-e™
h )

Xeft = (3.33)
which isthe same result as in the case of isotropic clumfagtually, this is not very surprising; since
all photons hit the clumps perpendicularly, the latter drecnirse ‘isotropic’ in a sense.

The dependence on the lateral extensions of the clumps négshed in Eq. 3.32. Thus one might
be tempted to suggest that the same expression would apycfamped buspherically symmetric
wind as well, i.e. one consisting of shells covering the clatepsphere4 Q = 4m). However, for a
spherically symmetric wind we may no longer use the analomly the atomic opacity, and thereby
we cannot write(es for the optically thick clump ensemble gst = AV, * (Eq. 3.27). Conceptually,
one easily realizes this, for if the clumps were indeed dpakshells, they would all be ‘hit’ by any
ray of radiation, i.e., no ‘holes’ would be there for photdasescape through, and consequently all
photons would be absorbed by the first optically thick shéilus, the assumptions inherent in writing
Eq. 3.27 are those shndomizatiorandlateral fragmentatiorof spherical shells, the latter occurring
on a scale smaller than the typical area considered whengsati the expression foyes. (Feldmeier
et al. 2003 actually considered infinitely small laterallssdor the fragments.)

3.4.3 Fragmented shells, including non-radial photons.

The effectivecross-section area of a given shell at radiusow depends on the angithe photon
hits it with, i.e.,Aq — Ag, with u = cosf. The associated clump/inter-clump volumes, on the other
hand, remain as in the preceding subsection. Therefore.Egn®w takes the form

l-e™
h

Xeff = U (3.34)
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However, the optical depths of the clumps are enhanced beadthe longer path-lengths for photons
not hitting the clump perpendicularly. That is,

o= % (3.35)

where curvature effects have been neglected. Insertinghiestexpression foxes, we obtain

l-e™
Ty

Xeft = (X) (3.36)

That is,the same opacity scaling as befpl@wever with a modified (increased for non-radial pho-
tons) clump optical depth. Because of this optical depttarobment, one would also expect porosity
effects to increase when allowing for non-radial photons.

Indeed, when applied to X-ray line formation, the models skiBova et al. (including non-radial
photons) appear to predict larger porosity effects tharesponding models of Owocki et al. (using
isotropic opacity), as was discussed in Sect. 1.4.3. Homvéveeems unlikely that this is the sole
reason for current inconsistencies between results @utdiy the two groups, because test calcula-
tions and comparisons made by Owocki (private communiagtio which he modified his code to
account for non-radial photons, indicate that his X-rag Iprofiles still differ from those computed
by Oskinova et al., by much more than expected merely frondifferent modeling techniques used
in the calculations. So, the inconsistencies in the X-raylte stated in Sect. 1.4.3 remain, and the
reason(s) for them still seem(s) to be unresolved.

3.4.4 A porosity formalism for p?-diagnostics.

Continuum porosity formalisms have been developed onlypfocesses depending linearly on the
density (the attenuation of X-rays, Thomson scattering)wever, for example the continuum based
mass-loss diagnostics IR and radio emission depend on tlaesqf the density, and for these diag-
nostics the effects of optically thick clumping are comelgtunexplored (at least to our knowledge).
Here we show how an extension of the porosity formalisms|deee in the preceding paragraphs to
handle alsqp2 processes is, in fact, trivial.

Eq. 3.28 for the effective opacity of a clump ensemble, iditig non-radial photons, is repeated for
convenience,

l-e™

The clump optical depth is now

Ty = P§K2|c| o psmeZICI . xh o Xmch
o= =

u feu  fwpu o w

) (3.38)
where we have used results from Sect. 3.2 and assumed a teietimmp medium, angyc is the
opacity in amicroclumpedmodel. Thus, the effective opacity may simply be written as

l-e ™
o

Xeff = Xmc (3.39)
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This expression now unifies the porosity formalisms gerand p2-processes, since for the former
Xme = Xsm = (X). Actually, it illustrates how one should always measurecggaeductions from
optically thick clumping relative to microclumped modedsd not relative to smooth ones. We discuss
this property further in Chapter 5, for the case qf lhe formation in O star winds (which is @2
process).

Let us point out that these porosity formalisms represefass®f techniques that attempt to find an
effective opacityn order to capture the essence of the statistical mediurct.(3€L). The effective
opacity can then be used in the ordinary equations of radiatansfer, rather than aiming to solve
for the ensemble averaged intensity directly (which thedgdy’ formalism presented earlier does).
There are, however, dangers in applying these type of #@ffeopacity’ methods, as discussed in
the book by Pomraning (1991). Essentially what one doegiisgiito approximate the sum of two
exponentials (Eg. 3.11) with only one (Eq. 3.4). Thus theopity formalisms are inherently approx-
imative, except for, in this case, the very limiting case qgf B.25, and the errors introduced can be
very hard to estimate. On the other hand, the alternativeoapp, i.e. to try and find a corresponding
expression to Eq. 3.11 but for a more complex medium, céyt&@neverything but straightforward
(and in many cases impossible), as demonstrated in Porgrét®91). Supposedly the best practical
approach to test the simplified approaches rather is tomerfaitable Monte-Carlo simulations, and
simply compare the results stemming from the different mdsh(as has been done for resonance and
recombination line formation in Chapters 4-5). Note, hogrethat for at leadine diagnostics of hot
star winds we cannot assume a pure absorption model, asmtimie thapter, but must treat also the
emission component (or, equivalently, the source fungtiém analytic approximation for the emis-
sion component imecombinationlines formed in clumpy winds is provided in Chapter 5, wheraa
corresponding treatment of the re-emissionmaeonancdines is still to be developed (although we
comment on a possible first approximation in Sect. 5.7.2).

Finally, we notice also that whereas the Levermore et al. ehads derived for the special case
of a Markovian mixture, no assumptions regarding the ugieglclump statistics were made in the
corresponding techniques developed for hot star windgesting that our basic results may perhaps
not be so dependent on the particular statistics of the dump



Chapter 4

Mass loss from inhomogeneous hot star
winds
|. Resonance line formation in 2D models

This chapter is a copy of Sundqvist, Puls, & Feldmeier (20A8jronomy & Astrophysics, 510, A11.
The only revision from the original version is that the tw@apdices here have been added at the end
as normal sections (4.9 and 4.10).

4.1 Abstract

The mass-loss rate is a key parameter of hot, massive stal-&ale inhomogeneities (clumping)
in the winds of these stars are conventionally included iecspl analyses by assuming optically
thin clumps, a void inter-clump medium, and a smooth vejofigld. To reconcile investigations
of different diagnostics (in particular, unsaturated Ugameance lines vs. {Hradio emission) within
such models, a highly clumped wind with very low mass-losesaeeds to be invoked, where the
resonance lines seem to indicate rates an order of magnitudazen more) lower than previously
accepted values. If found to be realistic, this would ctmgjee the radiative line-driven wind theory
and have dramatic consequences for the evolution of mastive We investigate basic properties
of the formation of resonance lines in small-scale inhomeges hot star winds with non-monotonic
velocity fields. We study inhomogeneous wind structures legms of 2D stochastic and pseudo-2D
radiation-hydrodynamic wind models, constructed by a&diewn 1D snapshots in radially indepen-
dent slices. A Monte-Carlo radiative transfer code, whigats the resonance line formation in an
axially symmetric spherical wind (without resorting to tBebolev approximation), is presented and
used to produce synthetic line spectra. The optically thimping limit is only valid for very weak
lines. The detailed density structure, the inter-clump iomag and the non-monotonic velocity field
are all important for the line formation. We confirm previdugdings that radiation-hydrodynamic
wind models reproduce observed characteristics of stiorg (e.g., the black troughs) without apply-
ing the highly supersonic ‘microturbulence’ needed in sthooodels. For intermediate strong lines,
the velocity spans of the clumps are of central importanagrredit radiation-hydrodynamic models
predict spans that are too large to reproduce observedgwafilless a very low mass-loss rate is in-
voked. By simulating lower spans in 2D stochastic models,piofile strengths become drastically
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reduced, and are consistent with higher mass-loss ratesinildtaneously meet the constraints from
strong lines, the inter-clump medium must be non-void. A fimnparison to the observed Phospho-
rus V doublet in the O6 supergiaAtCep confirms that line profiles calculated from a stochadiic 2
model reproduce observations with a mass-loss rate appatedy ten times higher than that derived
from the same lines but assuming optically thin clumpingatagvely this may resolve discrepancies
between theoretical predictions, evolutionary constsaiand recent derived mass-loss rates, and sug-
gests a re-investigation of the clump structure predicteduorent radiation-hydrodynamic models.

4.2 Introduction

Mass loss through supersonic stellar winds is pivotal ferghysical understanding of hot, massive
stars and their surroundings. A change of only a factor ofitwthe mass-loss rate has a dramatic
effect on massive star evolution (Meynet et al., 1994). Wifrdm these stars are described by the
line-driven wind theory (Castor et al., 1975; Pauldrachlet1986), which traditionally assumes
the wind to be stationary, spherically symmetric, and hoemegus. Despite this theory’s apparent
success (e.g., Vink et al., 2000), evidence for an inhomeges and time-dependent wind has over
the past years accumulated, recently summarized in the@dowgs from the workshop ‘Clumping
in hot star winds’ (Hamann et al., 2008) and in a general vewtmass loss from hot, massive stars
(Puls et al., 2008b).

That line-driven winds should be intrinsically unstablesvedready pointed out by Lucy & Solomon
(1970), and was later confirmed first by linear stability gses and then by direct, radiation-
hydrodynamic modeling of the time-dependent wind (e.g.p€kiv& Rybicki, 1984; Owaocki et al.,
1988; Feldmeier, 1995; Dessart & Owocki, 2005), where the-triven (or line-deshadowing) insta-
bility causes a small-scale, inhomogeneous wind in botlsitleand velocity.

Direct observationalevidence of a small-scale, clumped stellar wind has, fotddss so far only
been given for two objectg, Pup and HD 93129A (Eversberg et al., 1998; Lépine & Moffa0d).
Muchindirect evidence, however, has arisen from quantitative specpysevhere the standard way
of deriving mass-loss rates from observations nowadaygisine-blanketed, non-LTE (LTE: local
thermodynamic equilibrium) model atmospheres that ireladreatment of both the photosphere and
the wind. Wind clumping has been included in such codes,(EMFGEN (Hillier & Miller, 1998),
PoWR (Grafener et al., 2002), FASTWIND (Puls et al., 2008))assuming statistically distributed
optically thin density clumps and a void inter-clump medium, while keepimg smooth velocity
law. The major result from this methodology is that any mlass-rate derived from smooth models
and density-squared diagnosticsy(Hnfra-red and radio emission) needs to be scaled down by the
square root of the clumping factor (which describes the dessity of the clumps as compared to
the mean density, see Sect. 4.3.2). For example, Crowthar €2002), Bouret et al. (2003), and
Bouret et al. (2005) have concluded that a reduction of ‘¢hicmass-loss rates by factors .37
might be necessary. Furthermore, from a combined optiR/aitlio analysis of a sample of Galactic
O-giants/supergiants, Puls et al. (2006) derived uppeitdion observed rates that were factors of
2...3 lower than previous K estimates based on a smooth wind.

On the other hand, the strength of UV resonance lines (‘P Cyggs’) in hot star winds depends
linearly on the density and is therefore not believed to beatlly affected by optically thin clumping.
By using the Sobolev with exact integration technique (8El.amers et al. 1987) on the unsaturated
Phosphorus V (PV) lines, Fullerton et al. (2006) for a largenber of Galactic O-stars derived rates
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that were factors of 10. 100 lower than corresponding smootl fhdio values (provided PV is the
dominant ion in spectral classes O4 to O7). Such large mngsivould conflict with the radiative
line-driven wind theory and have dramatic consequencethéevolution of, and the feedback from,
massive stars (cf. Smith & Owocki, 2006; Hirschi, 2008).dad, a puzzling picture has emerged, and
it appears necessary to ask whether the present treatmeiricb€lumping is sufficient. Particularly
the assumptions of optically thin clumps, a void inter-ciumedium, and a smooth velocity field may
not be adequate to infer proper rates under certain conditio

Optically thin vs. optically thick clumps. Oskinova et al. (2007) used a porosity formalism (Feld-
meier et al., 2003; Owocki et al., 2004) to scale the opacitynfsmooth models and investigate
impacts fromoptically thickclumps on the line profiles af Pup. Due to a reduction in the effective
opacity, the authors were able to reproduce the PV linesowitrelying on a (very) low mass-loss
rate, while simultaneously fitting the optically thin,Hine. This formalism, however, was criticized
by Owaocki (2008) who argued that the original porosity cqridead been developed for continuum
processes, and that line transitions rather should deperideonon-monotonic velocity field seen in
hydrodynamic simulations. Proposing a simplified analggscription to account for this velocity-
porosity, or ‘vorosity’, he showed how also this effect magluce the effective opacity.

In this first paper we attempt to clarify the most importanha@epts by conducting a detailed inves-
tigation on the synthesis of UV resonance lines from inhoemegus two-dimensional (2D) winds.
We create both pseudo-2D, radiation-hydrodynamic wind eétseodnd 2D, stochastic wind models,
and produce synthetic line profiles via Monte-Carlo radeatransfer calculations. We account for
and analyze the effects from a wind clumpedath density and velocity as well as the effects from
a non-void inter-clump medium. Especially we focus on linéth intermediate line strengths, com-
paring the behavior of these lines with the behavior of bgitically thin lines and saturated lines.
Follow-up studies will include a treatment of emission $ér(e.g., H/) and an extension to 3D, and
the development of simplified approaches to incorporatreffinto non-LTE models.

In Sect. 4.3 we describe the wind models and in Sect. 4.4 thetéAGarlo radiative transfer code.
First results from 2D inhomogeneous winds are presentecat. 8.5, and an extensive parameter
study is carried out in Sect. 4.6. We discuss some aspecke dftierpretations of these results and
perform a first comparison to observations in Sect. 4.7, anthgarize our findings and outline future
work in Sect. 4.8.

4.3 Wind models

For wind models, we use customary spherical coordin@té€s @) with r the radial coordinate® the
polar angle, andp the azimuthal angle. We assume spherical symmetry in 1D Inade symmetry

in @ in 2D models. In all 2D model® is sliced intoNg equally sized slices, giving a lateral scale of
coherence (or an opening angle) 1B degrees. This 2D approximation is discussed in Sect. 4.7.4.
Below we describe the model types primarily used in the prtessealysis; two are of stochastic nature
and two are of radiation-hydrodynamic nature.

4.3.1 Radiation-hydrodynamic wind models

We use the time-dependent, radiation-hydrodynamic (ftereRH) wind models from Puls et al.
(1993, hereafter ‘POF’), calculated by S. Owocki, and froeidieier et al. (1997, hereafter ‘FPP’),
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Figure 4.1:Left panel: Density contour plots of one stochastic (upper plot) andRHgFPP, lower
plot) model. The Cartesian coordinafeis on the abscissa arXlis on the ordinate Right panel:
Density and velocity structures of one slice in one stoéh@spper) and one RH (FPP, lower) model.
Over densities are marked with filled dots. For model pararseind details, see Sect. 4.3.2.

and the reader is referred to these papers for details. Hersuwmmarize a few important aspects.
POF assume a 1D, spherically symmetric outflow, and circinaedetailed treatment of the wind
energy equation by assuming an isothermal flow. Pertummmtioe triggered by photospheric sound
waves. The wind consists of 800 radial points, extendingtghly 5 stellar radii. FPP also assume a
1D, spherically symmetric outflow, but include a treatmefrthe energy equation. Perturbations are
triggered either by photospheric sound waves or by Langesiturbations that mimic photospheric
turbulence. The wind consists of 4000 radial points, extentb roughly 30 stellar radii. Tests have
shown that the FPP winds yield similar results for both flavai perturbations, and, for simplicity,
we therefore use only the results of the turbulence model.

Due to the computational cost of obtaining the line forcdy amitial attempts to 2D RH simulations
have been carried out (Dessart & Owocki, 2003, 2005). Theg®es first used a strictly radial line
force, yielding a complete lateral incoherent structure tuRayleigh-Taylor or thin-shell instabili-
ties, and in the follow-up study uses a restricted 3-ray @gn to approximate the lateral line drag,
yielding a larger lateral coherence but lacking quantigatiesults. Therefore, and because of the
general dominance of the radial component in the radiatixend, we create fragmented 2D wind
models from our 1D RH ones by assembling snhapshots i@ttigection, assuming independence be-
tween each slice consisting of a pure radial flow. After thiaipangle has been sliced iniy equally
sized slices, one random snapshot is selected to represanslkce. This method for creating more-D
models from 1D ones is essentially the same as the ‘patchodaiaibed by Dessart & Owocki (2002),
when synthesizing emission lines for Wolf-Rayet stars, thiedmethod used by, e.g., Oskinova et al.
(2004), when synthesizing X-ray line emission from stotibagind models. Fig. 4.1 displays typical
velocity and density structures from this type of 2D model.

4.3.2 Stochastic wind models

We also study clumpy wind structures created by means adrtlisg a smooth, stationary, and spher-
ically symmetric wind via stochastic procedures. Thisvaias to investigate the impacts from, and
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to set constraints on, different key parameters withoutdpémited by the values predicted by the RH
simulations. For the underlying smooth winds we adopt adstai3 velocity lawvg(r) = (1— b/r).
Here and throughout the paper, we measlireelocities in units of the terminal velocity,., andall
distances and length scales in units of the stellar ra8udy is given byv(r = 1) = vyin, the velocity

at the base of the windvmin, = 0.01 is assumed, roughly corresponding to the sound speeda For
givenM, the homogeneous density structure then follows direotiyfthe equation of continuity. We
chooseB = 1, which is appropriate for a standard O-star wind and allesvio derive simple analytic
expressions for wind masses and flight times.

A model clumped in density. First we consider a two component density structure cangisf
clumps and a rarefied inter-clump medium (hereafter ICM) kkep theB = 1 velocity law. Clumps
are released randomly in radial direction at the inner banndndependently from each slice. The
release in radial direction means that a given clump staggmthe same slice during its propagation
through the wind. The average time interval between thasel®f two clumps ist, which here and
in the following is expressed in units of the wind’s dynaminé scalétgyn = R, /Ve.
The average distance between clumps thug &, i.e. clumps are spatially closer in the inner wind
than in the outer wind, and for exampd = 0.5 (in tyyn) gives an average clump separation of 0.5
(in RY) at the point where = 1 (in v,). We further assume that the clumps preserve mass and latera
angle when propagating outwards, and that the underlyinggltsatotal wind mass is conserved within
every slice. This radial clumgistributionis the same as the one used by Oskinova et al. (2006) when
simulating X-ray emission from O-stars, but differs frone thne used by Oskinova et al. (2007)
when investigating porosity effects on resonance lines (iscussion in Sect. 4.7.5). The radial
clumpwidthsare here calculated from the actual wind geometry and clustghiition by assuming
avolume filling factor §, defined as the fractional volume of the dense' gAgelated quantity is the
clumping factor
_ (p?)

fo = (02 (4.1)
as defined by Owocki et al. (1988), where angle brackets detemhporal averages. Identifying
temporal with spatial averages one may write for a two corappmedium (cf. Abbott et al., 1981)

fy+ (1 f)

= 4.2
cl [fv—|— (l— fV)XiC:IZ’ ( )
with
C

the ratio of low- to high-density gas (subscript ic denotgsriclump and cl denotes clump). For
a void (k. =0) ICM, pg/(p) = f, 1 = fqy, i.e, fy then describes the over density of the clumps as
compared to the mean density.

1 We here notice thafy, is normalized to theotal volume, i.e.,f, = 0...1. In some literaturd, is identified with the
straight volume rati®/ /Vic, which then implicitly assumes th¥; < Vic.
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Table 4.1: Basic parameters defining a stochastic wind mddeiped in density and with a non-
monotonic velocity field.

Name Parameter Considered range
Volume filling factor fy fy =0.01...1.0
Average time interval betweendt Ot [tgyn] = 0.05...1.5
release of clumps

ICM density parameter, EqQ. 4.3 Xic Xic =0...01
Velocity span of clump ov ov/dvg = —-100...1.0
Parameter determining the jump; vi/vg =0.01...0.15
velocity

A model clumped in density and velocity. Next we consider also a non-monotonic velocity law,
using the spatial distribution and widths of the clumps dbed in the previous paragraph. The RH
simulations indicate that, generally, strong shocks sgpatenser and slower material from rarefied
regions with higher velocities. Building on this basic feswe now modify the velocity fields in our
stochastic models by adding a random perturbation to tred \gcvalue prior to the starting point of
each clump, so that the new velocity becorags. A ‘jump velocity’ is thereafter determined by a
random subtraction fromﬁ, now using the added perturbation as the maximum subtraciibat is,

whereR; andR; are two random numbers in the interval O toVre — Vpost iS the jump velocity as
determined by the parametgr By multiplying R; by two, we make sure that the mean perturbation at
the ‘pre’ point isvj, andR; allows for an asymmetry aboug (see Fig. 4.2). The clump is assumed to
start atvposy, and its velocity span is set by assuming a valuedigtdvg, wheredv is the velocity span

of the clump andv; the corresponding quantity for the same clump with a smoetboeity law (see
Fig. 4.2). Inspection of our RH models suggests that vetapiddients within density enhancements
primarily are negative (see also Sect. 4.7.3), and neggtaients are also adopted in most of our
stochastic models. Finally we assume a constant velocigignt through the ICM.

Overall, the above treatment provides a phenomenologastription of the non-monotonic velocity
field seen in RH simulations. The description differs frora time suggested by Owocki (2008), who
uses only one parameter to characterize the velocity fidhéfgas we have two). Our new formulation
is motivated by both observational and modeling conssdirtm strong and intermediate lines, as
discussed in Sect. 4.7.5.

The basic parameters defining a stochastic model are list€dhile 4.1. Fig. 4.1 (right panel) shows
the density and velocity structures of one slice in a stadahasodel, with density parametefg= 0.1,

ot = 1.0, xc =0.005, and velocity parameters= 0.15vg anddv = —dvg. Clump positions have been
highlighted with filled dots and a comparison to a RH modelR}HB given. In the RH model, we have
identified clump positions by highlighting all density ptswith values higher than the corresponding
smooth model. The left panel shows the density contourseo$ime models, where, for clarity, only
the wind tor = 5 is displayed.
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Figure 4.2: Non-monotonic velocity field and correspondbagameters in a stochastic model.

4.4 Radiative transfer

To compute synthetic line profiles from the wind models, weehdeveloped a Monte-Carlo radiative
transfer code (MC-2D) that treats resonance line formati@spherical and axially symmetric wind
using an ‘exact’ formulation (e.g., without resorting te tBobolev approximation). The restriction to
2D is of course a shortage, but has certain geometrical amgpai@ational advantages and should be
sufficient for the study of general properties, as discugs&kct. 4.7.4. A thorough description and
verification of the code can be found in Sect. 4.9.

Photons are released from the lower boundary (the photosphed each path is followed until the
photon has either left the wind or been backscattered irggtiotosphere. Basic assumptions are a
line-free continuum with no limb darkening emitted at thevéo boundary, no continuum absorption
in the wind, pure scattering lines, instantaneous re-eamsand no overlapping lines (i.e., singlets).
These simplifying assumptions, except for doublet fororatare all believed to be of minor impor-
tance to the basic problem. By the restriction to singlet fiormation we avoid confusion between
effects on the line profiles caused by line overlaps and bgrathportant parameters, but on the other
hand it also prevents a direct comparison to observationsnfoy cases (but see Sect. 4.7.6). A
consistent treatment of doublet formation will be includiethe follow-up study.

4.5 First results from 2D inhomogeneous winds

Throughout this section we assume a thermal velogjtys 0.005 (in units ofv,and ~ 10 kms,

appropriate for a standard O-star wind), and apply no micbotience. After a brief discussion on the
impact of the observer’s position and opening angles, weeamtnate on investigating the formation
of strong, intermediate, and weak lines. In our definitiomjrdermediate line is characterized by a
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Figure 4.3: Synthetic line profiles calculated from 2D RH mlgd The abscissa is the dimensionless
frequencyx (Eqg. 4.18), normalized to the terminal velocity, and theimaite is the flux normalized

to the continuum.Upper panel: Profiles from POF models witkp = 5.0. The upper plot displays
profiles for an observer placed at tBg,s angles as labeled in the figure and a profile averaged over
all No = 30 angles. The lower plot displays averaged profiles foretldiferentNg. Lower panel:
Averaged profiles from FPP and POF models Wih = 30, and withkg = 100.0 (upper)ko = 5.0
(middle), andkg = 0.05 (lower). For comparison, 1D, smooth profiles with the saaiaes ofky are
shown as well.

line strengtR ko = 5.0 chosen such as to almost precisely reach the saturatidrriensmoothmodel

(cf. Fig. 4.3).

By investigating these different line types, we accounttfa tight constraints that exist for each
flavor: i) weak linesshould be independent of density-clumping properties ag s the clumps
remain optically thin, ii) forintermediate linegither smooth models overestimate the profile strengths
or mass-loss rates are lower than previously thought (dg.PV problem, see Sect. 4.2), and iii)
strong saturated linesre clearly present in hot star UV spectra, and observedrieEsaineed to be
reproduced, such as high velocity () absorption, the black absorption trough, and the reductio
of re-emitted flux blueward of the line center.

4.5.1 Observer’s position and opening angles

The observed spectrum as calculated from a 2D wind strudgpends on the observer’s placement
relative to the star (see Sect. 4.9). As it turns out, howekier dependence is relatively weak in both
the stochastic and the RH models (the latter is demonstiatdte upper panel of Fig. 4.3). Tests
have shown that the variability of the line profile’s emisspart is insignificant. The variability of the
absorption part may be detectable, at least near the bls kdgis still insignificant for the integrated
profile strength; the equivalent width of the absorptiont malmost independent of the observer’s
position. Also the opening angle, 18MWo, primarily has a smoothing effect on the profiles. In
Fig. 4.3, prominent discrete absorption features appearthe blue edge in the model willpy = 1
(spherical symmetry), but are smoothed out in the ‘brokeziFsmodels withNg = 30 and 60. The
equivalent widths of the absorption parts are approxingaggqual for all three models.

2 with ko proportional to the product of mass-loss rate and abundaifrte considered ion, see Sect. 4.9.
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Table 4.2: Primary stochastic wind models and parameters

Model name f, Ot [tayn]  Xic oV/dvg Vi/Vg Is® e
Default 0.25 0.5 0.0025 -1.0 0.15 13~25
RHcopy 0.1 05 0.005 -10.0 0.15 13~5

Obs1 0.11 0.5,49% 0.005,0.002% -1.0 0.15 1.02 ~25

2 Radial onset of clumping Radial extent of wind.
¢ Left value inside the radius correspondingvgo= 0.6, right value outside.

Because our main interest here is the general behavior dintag@rofiles, we choose to work only
with No = 30 and profiles averaged over all observer angles from herd\amking with averaged
line profiles has great computational advantages, becausfly a factor ofNg fewer photons are
needed.

4.5.2 Radiation-hydrodynamic models

Fig. 4.3 (lower panel) shows line profiles from FPP and PORdgy¢hamical models. For the strong
lines, the constraints stated in the beginning of this sadie reproduced without adopting a highly
supersonic and artificial microturbulence. These featarese because of the multiple resonance
zones in a non-monotonic velocity field, and are presentliweggally symmetric RH profiles as well
(see POF for a comprehensive discussion); the main differbetween 1D and 2D is a smoothing
effect, partly stemming from averaging over all observagles (see above). The absorption at veloc-
ities higher than the terminal is stronger in FPP than in RIDE,to both a higher velocity dispersion
and a larger extent of the wind{ax ~ 30 as compared tgnax ~ 5, see Sect. 4.3.1); more overdense
regions are encountered in the outermost wind, which (lsecafithe flatness of the velocity field)
leads to an increased probability to absorb at almost the satocities.

For the intermediate lines, we again see the qualitativeifes of the strong lines, though less promi-
nent. As compared to smooth models, a miaasorptionreduction is present at velocities lower than
the terminal, but compensated by the blue edge smoothingreldre the equivalent width of the
line profile’s absorption part in the FPP model is approxahaequal to that of the smooth model,
whereas in the POF model it is reduced byl 0%. This minor reduction agrees with that found by
Owocki (2008), and is not strong enough to explain the olagems without having to invoke a very
low mass-loss rate.

For the weak lines, the absorption part is marginally steoriigan from a smooth, 1D model.

45.3 Stochastic models

In this subsection we use a ‘default’ 2D, stochastic mod#éh warameters as specified in Table 4.2.
By comparing this model to models in which one or more paramsedre changed, we demonstrate
key effects in the behavior of the line profiles.

Strong lines. For strong lines, the line profiles from the default modefroejpice the observational
constraints described in the first paragraph of this sec#anin the RH models, we apply no micro-
turbulence. Fig. 4.4 (left panels) demonstrates the inapod of the ICM in the default model; the
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Figure 4.4:Left panels: Solid lines display total line profiles and the absorptiont far the default
stochastic model (see Table 4.2), with= 1000 (upper)ko = 5.0 (middle), andkg = 0.05 (lower).
Dotted lines display smooth models wikly = 5.0 andky = 0.5 (middle), andkg = 0.05 (lower).
Dashed/dashed-dotted lines with modifications from thawemodel as labeled in the figurRight
panels: Same as the left panels, but for POF (dashed lines) and RHsofig lines). Dashed-dotted
lines with modifications from RHcopy as labeled in the figure.

absorption part of a very strong line is not saturated wken0. That is, with a void ICM we wiill,
regardless of the opacity, always have line photons esgape@ir resonance zones without ever inter-
acting with any matter, thereby de-saturating the line.sT@iM finding agrees with that of Zsargd
et al. (2008), who point out that a non-void ICM is crucial fbe formation of highly ionized species
such as OVI. We also notice thav = —dvg (used in the default model) does not permit clumps
to have velocities higher than the locg value, preventing absorption at velocities higher than the
terminal one when the ICM is void.
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Intermediate lines. For intermediate lines, the line profiles from the defauldelalisplay the main
observational requirement if to avoid a drastic reductioisinooth’ mass-loss ratésnamely a strong
absorption reduction as compared to a smooth model. Thedefels of Fig. 4.4 show how the
integrated profile strength of the default model with= 5.0 roughly corresponds to that of a smooth
model havingkg = 0.5, i.e., the smooth model would result in a mass-loss rategtsated from
the integrated profile strength) ten timlesver than the clumped model. The figure also illustrates
how the main effect is on the absorption part of the line peofiih addition to the reduction in profile
strength the profileshapesof the absorption parts are noticeably different for theadtfand smooth
models (the shapes of the re-emission parts, not shown aeresimilar for the two models). We
further discuss the shapes of the profiles in Sect. 4.7.1.dfém@atic reduction in integrated profile
strength occurs because of large velocity gaps betweenuhgps, in which the wind is unable to
absorb (at this opacity the ICM may not ‘fill in’ these gapstwabsorbing material).

We have identifieddv| as a critical parameter for the formation of intermediatedi The importance
of the velocity spans of the clumps is well illustrated by #sorption part profiles in Fig. 4.4 (lower-
left panel, middle plot). The absorption is much strongethéacomparison model withv = —5dvg
than in the default model withv = —5VB, because the former model covers more of the total velocity
spacewithin the clumps, thereby closing the gapstweerthe clumps. Consequently the wind may,
on average, absorb at many more wavelengths.

In principle, however, this effect is counteracted by a dase in the clump’s optical depths, because
of the now higher velocity gradient$d/dvg| > 1). Consider theadial Sobolev optical depth (pro-
portional top/|dv/dr|, see Sect. 4.9) in a stochastic wind model. As compared tooatsnrmodel,
the density inside a clump is enhanced by a factof,,df (assuming a negligible ICM), but also the
velocity gradient is enhanced by a factor |6f//dvg|. Thus we may write for the radial Sobolev
optical depth inside a clump,

Tsohsm Ko
~ ~ 4,
TSob f |ov/3vg| ~ vgfy[ov/dvg]’ (4.5)

where ‘sm’ indicates a quantity from a smooth wind, and thgression to the right is valid for an
underlying3 = 1 velocity law. From Eq. 4.5, we see how the effects on thecaptiepth from the
increased densityf{ = 0.25) and the increased velocity gradieriév( dvg| = 5) almost cancel each
other in this example. Thus, the clumps are still opticdtlick for the intermediate linekg = 5),
which means that the larger coverage of the total velociagcepwins’, and the net effect becomes an
increase in absorption (as seen in Fig. 4.4, lower-left hanieldle plot). This will be true as long as
not fy|dv/dvg| > 1, which is never the case in the parameter range considered h

Finally, the prominent absorption dip toward the blue edgthé default model turns out to be a quite
general feature of our stochastic models, and is discuss8ddts. 4.6.1 and 4.7.2.

Weak lines. The statistical treatment of density clumping included tim@spheric codes such as
CMFGEN, PoWR, and FASTWIND is valid for optically thin clumsjand a negligible ICM, and gives
no direct effect on resonance lines scaling linearly withsity. Here we test this prediction using
detailed radiative transfér Our default model recovers the smooth results wkgs: 0.05 (Fig. 4.4,

8 Recall thatfy = 0.25— f¢ ~ 4, which impliesM = Mgmooty/2, if foj were derived fronp2-diagnostics assuming optically
thin clumps.

4 Theindirect effect through the feedback on the occupation numbers ifnohided, because in this section we assume
constant ionization.
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Figure 4.5: Velocity (upper panel) and density (lower pasglctures for one slice in POF (dashed)
and RHcopy (dotted), see Table 4.2. Solid lines are the sporeding smooth structures, and clumps
are highlighted as in Fig. 4.1.

left panels), confirming the expected behavior. Howevennfrcalculating spectra using different
values ofkp, we have found that significant deviations from smooth medelcur for the default
model already befor&y reaches unity. This occurs because the clumps start to eoptically
thick, which may again be understood by considering theat&bbolev optical depth (Eq. 4.5). With
fy < 0.25 andkg > 0.25, one findgggy > 1.0.

4.5.4 Comparison between stochastic and radiation-hydrgghamic models

Our stochastic wind models have been constructed to coalladssential ingredients of the RH mod-
els. Therefore they should also reproduce the RH resullsast qualitatively, if a suitable parameter
set is chosen. To test this we used the POF model. In this mibéetlumping factor increases drasti-
cally atr ~ 1.3, from fy ~ 1.0 to f¢ ~ 10, after which it stays basically constant. The averageplu
separation in the outer wind is roughly half a stellar radilmportant for the velocity field is that
the velocity spans of the clumps are generkdiger than corresponding3 spans’, i.e.|dv/dvg| > 1
(this is the case in FPP as well), a characteristic behakvairgrimarily affects the intermediate lines
(details will be discussed in Sect. 4.7.3). Finally, a dléa; can be assigned from the position of
the blue edge in a strong line calculated from POF. Tableehfy RHcopy) summarizes all param-
eters used to create this stochastic, ‘pseudo-RH’ modej. 45 displays one slice of the velocity
and density structures in the POF and RHcopy models, anddHdright panels) displays the line
profiles.

The line profiles of POF are matched reasonably well by RHcoplge intermediate lines again
demonstrate the importance of the velocity spans of the gdurfor an alternative model witbv =
—0vg, there is much less absorption in the stochastic model th®0OiF, i.e., we encounter the same
effect as discussed in the previous subsection. We conthadén RH models it is the large velocity
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Figure 4.6:Left: Schematic ofAv, the velocity gap between two subsequent clumps, made up by
velocities not covered bgny of the clumps.dv is the velocity span of a clump amgdthe thermal ve-
locity. Right: The effective escape ratip(Eq. 4.7) as a function @8 = 1 velocity, for the parameters

of the default model (see Table 4.2).

spans inside the density enhancements that prevent a idirctprofile strength (as compared to
smooth models) for intermediate lines.

4.6 Parameter study

Having established basic properties, we now use our stichmsdels to analyze the influence from
different key parameters in more detail. First, however,inteduce a quantity that turns out to be
particularly useful for our later discussion.

4.6.1 The effective escape ratio

For the important intermediate lines, it is reasonable Bua®e that the clumps are optically thick
and the ICM negligible (see Sect. 4.5.3 and the next parayrafnder these assumptions, a decisive
quantity for photon absorption will be the velocity gapt covered by the clumps, as compared to
the thermal velocity (the latter determining the width aof tesonance zone in which the photon may
interact with the wind material). This is illustrated in tledt panel of Fig. 4.6, and we shall call this
quantity the ‘effective escape ratio’

_Av

. (4.6)

whereAv is the velocity gap between two subsequent clumps, made afl lglocities not covered
by any of the clumps (see Fig. 4.6). In principlg, determines to which extent the vorosity effect



CHAPTER 4. MASS LOSS FROM INHOMOGENEOUS HOT STAR WINDS
56 I. RESONANCE LINE FORMATION IN 2D MODELS

(i.e., the velocity gaps between the clumps, cf. Owocki @08 important for the line formation. As
defined,n does not contain any assumptions ongpatial structure of the windn << 1 means that
the velocity gaps between the clumps are much smaller theatinéinmal velocity, which in turn means
that the probability for a photon to encounter a clump wiitsnmesonance zone is high. If we assume
each clump to be optically thick, every encounter will leach absorption. Thus the probability for
photon absorption is high when the valuerpis low. Vice versan >> 1 results in a high probability
for the photon to escape its resonance zone without integactith the wind material, i.e., a low
absorption probability. If the entire velocity space weogeared by clumpsy = 0.

For the wind geometry used in our stochastic models, we még (gee Sect. 4.10 for a derivation)

~
~

L, Vi r2’

n~ vgot(1— fy|dv/dvg|)  ot(1— fy|dv/dvg|) vp @.7)

wherelL, is the radial Sobolev length of a smooth model, whichfee 1 isL, ~ wr? (as usualy and

Ly in R, anddt in tgyn). Note that in Eq. 4.7 also the density-clumping paramdtexe entered the
expression fon, illustrating that there is an intimate coupling with thgatial clumping parameters,
even though the vorosity effect initially depends on vdlppiarameters alone. For example, consider
a wind with clumps that follow a smootl velocity law. By bringing the clumps spatially closer
together (for example by decreasidg), the velocity gaps between them decrease as well. Thus
one may choose to describe the changed situation eithemis taf a less efficient porosity, because
of fewer ‘density holes’ in the resonance zone through whiieh photons can escape (as done by
Oskinova et al., 2007%r in terms of a less efficient vorosity, because of smalleraigi@aps between
the clumps. Of course, one may also obtain a lower velocity lggween the clumps by increasing
the actual velocity spans inside the clumps, as simulatedristochastic models whedv/dvg| > 1.
This effect, leading to a rather low vorosity, has alreadgrbdemonstrated to be at work in the RH
models (Sect. 4.5.4).

Using the parameters of our default model, Fig. 4.6 (rigmegbeadisplaysn as a function of velocity
and shows that) increases rapidly in the inner wind, reaches a maximum =at0.33, and then
drops in the outer wind. To compare this behavior with thathef line profiles, we can associate
absorption at some frequengy,s with the corresponding value of the velocity, because gitsor
occurs aops ~ UV ~ V (radial photons dominate). In the default model’s absorppart line profile
(see Fig. 4.4, the middle plot in the lower-left panel), @ty de-saturation occurs directly after the
clumping is set to start (at= 1.3, v 0.23), followed by a maximum a{,ps~ 0.35, and finally an
absorption dip toward the blue edge. The behavior of thednofile is thus well mapped by, and

we may explain the absorption dip as a consequence of thedme wfn in the outer wind, which in
turn stems from the slow variation of the velocity field (ifeom radially extended resonance zones).

4.6.2 Density parameters

To isolate density-clumping effects, we use a smgdth 1 velocity law in this subsection. Despite
the smooth velocity field, there are still holes in velocipase (because of the density clumping, at the
locations where the ICM is present), and the expression f&q. 4.7) remains valid. Since a smooth
velocity field corresponds tév = dvg, also the run ofy is equal to the one displayed in Fig. 4.6. In
this subsection we work only with integrated profile strésgicharacterized by the equivalent width
W, of the line’s absorption part). The shapes of the line prefilee discussed in Sect. 4.7.1.
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Figure 4.7: Equivalent widthg/, of the absorption parts of line profiles, normalized to thiei@af

a saturated line, as a function of line strength parametemhe solid line is calculated from smooth
models, and the dashed, dashed-dotted, and dotted limstochastic models with a smooth velocity
field anddt = 0.5, f, = 0.25, andx;c as indicated.

Fig. 4.7 shows\, as a function ofkp, for smooth models as well as for stochastic models with
and without a contributing ICM. The figure directly tells:Tihe default modelx. = 0.0025) for the
intermediate line Ko = 5.0) displays aN) corresponding to a smooth model withkg roughly ten
times lower. ii) Lines never saturate if the ICM is (almosbjd: iii) The run of W, for the smooth
and clumped models decouple well befegereaches unity. iv) For intermediate lines, the response
of Wy on variations ofg is weak for clumped models. Points one to three confirm ouirfgsdfrom
Sect. 4.5.3.

A variation of ot in the stochastic models affects primarily the highpart (ko = 1.0) of the curves

in Fig. 4.7. For example, lowerindt in the model with a void ICM results in an upward shift of the
dashed curve and vice versa. To obtain saturation with al@i] ot ~ 0.05 is required, which may
be understood in terms of Eq. 4.7. Far= 0.05, then-values corresponding to the default model are
decreased by a factor of ten, andeaches a maximum of only about unity, with even lower values
for the majority of the velocity space (cf. Fig. 4.6, rightngd). The velocity gaps between the clumps
then become closed, and the line saturates. In this sitydimwever, the intermediate line becomes
saturated as well, again demonstrating the necessitynohasoidICM to simultaneously saturate a
strong line and not saturate an intermediate line. Only pgng choserx. parameter ensures that
the velocity gaps between the clumps become filled by lowsitiematerial able to absorb at strong
line opacities, bunhot (or only marginally) at opacities corresponding to intedmaée lines.

When varyingxic , the primary change occurs at the high end of Fig. 4.7. For higher (lower)
values ofxi , this part becomes shifted to the left (right), and the cul®eouples earlier (later) from
the corresponding curve for the void ICM. A higher ICM depsitbviously means that the ICM
starts absorbing photons at lower line strengths and viceave hus, observed saturated lines could
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potentially be used to derive the ICM density (or at leasthferia lower limit),if the mass-loss rate
(and abundance) is known from other diagnostics.

The behavior of the absorption with respect to the volumiadilfactor is as expected from the expres-
sion forn; the higherf,, the lower the value off, and the stronger the absorption. This is because a
higher f, for a fixeddt implies that the clumps become more extended, whereasdtandes between
clump centers remain unaffected. Consequently, a largetidin of the total wind velocity is covered
by the clumps, leading to stronger absorption. For wealsl{rg~ 0.05), the ratio\) /W sy, devi-

ates significantly from unity only whef, < 0.1. Only for such low values can high enough clump
densities be produced so that the clumps start to beconeathptihick.

From Fig. 4.7 it is obvious that, generally, clumped modeigeha different (slower) response\Wwy

to an increase kg than do smooth models. This behavior may be observatioteshed using UV
resonance doublets (Massa et al., 2008), because the aalygtr that differs between the two line
components is the oscillator strength. Thus, if a smoothdwodel is used and the fitted ratio of
line strengths (i.e.kopiue/Kored) does not correspond to the expected ratio of oscillat@ngths,
one may interpret this as a signature of a clumped wind. Sebtlavior was found by Massa et al.
(2008), where the observed ratios of the blue to red compai&ilV AA1394,1403 in B supergiants
showed a wide spread between unity and the expected fadt@ooT his result indicates precisely the
slow response to an increasexgthat is consistent with inhomogeneous wind models suchaeth
presented here, but not with smooth ones. In inhomogeneauls) the expected profile strength
(or Wy) ratio between two doublet components will depend on theptdbclumping parameters
(as demonstrated by Fig. 4.7 and the discussion above) apdmuainciple take any value in the
range found by Massa et al.. That is, while a profile-stremgtio deviating from the value expected
by smooth models might be a clear indication of a clumped wiinel opposite is not necessarily an
indication of a smooth wind. Furthermore, the degeneratydsen a variation of clumping parameters
and kg suggests that un-saturated resonance lines should be tisettily as consistency tests for
mass-loss rates derived from other diagnostics rather dkagirect mass-loss estimators. We will
return to this problem in Sect. 4.7.6, where a first compartsmbservations is performed for the PV
doublet.

4.6.3 Velocity parameters

The jump velocity parametey;, affects only the strong lines (or, more specifically, theed for
which the ICM is significant), and determines the maximunoe#y at which absorption can occur.
For example, by setting = 0, no absorption at frequencies higher thxana 1 is possible (unlesév

is positive and very high). A highes also implies more velocity overlaps, and thereby an inaeas
amount of backscattering due to multiple resonance zonesh &fects are illustrated in Fig. 4.8.
Judging from the line profiles of the lower panel, the blueesdgd the reduction of the re-emitted
flux blueward of the line center may both be used to constjailihe upper panel shows one slice of
the corresponding velocity fields, illustrating that thelerlying 3 law is recovered almost perfectly
when usingy; = 0.01vg anddv = dvg. With this velocity law and a non-void ICM, the corresporglin
strong line profile is equivalent to a profile from a smooth elod

In Sects. 4.5.3 and 4.5.4, we showed that a higher value afltingps’ velocity spans led to stronger
absorption for intermediate lines. In principle this is apected from Eq. 4.7, wherg always
decreases with increasingv/dvg|. However, with the very high value ¢dv/dvg| used in, e.g.,
the RHcopy model, one realizes thpin Eq. 4.7 becomes identically zero, becatigdv/dvg| = 1.
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An n = 0 corresponds to the whole velocity space being coveredumipd, and the saturation limit
should be reached. As is clear from Fig. 4.4, however, thisoisthe case. This points out two
important details not included when deriving the expras$or n and interpreting the absorption in
terms of this quantity, namely that clumps are distributaxddomly (withdt determining only the
average distances between them) and that the parametéws for an asymmetry in the velocities
of the clumps’ starting points (see Sect. 4.3.2). These $sods lead to overlapping velocity spans
for some of the clumps, whereas for others there is still acigl gap left between them, through
which the radiation can escape. Therefore the profiles doeaah complete saturation, despite that
on average] = 0. This illustrates some inherent limitations when tryingrterpret line formation in
terms of a simplified quantity such gs

The impact from the velocity spans of the clumps on the lirefiles also depends on the density-
clumping parameters. To achieve approximately the sanma tdvabsorption, a higher value of
dv/dvg was required in the RHcopy model, (= 0.1) than in the default modelf{ = 0.25), see
Fig. 4.4. Sincedvg O f,dt (see Sect. 4.10), the actual velocity spans of the clumpditiegent for
different density-clumping parameters, evedvf dvz remains unchanged.

By changing the sign adv in the default model (that is, assuming a positive velocigdignt inside
the clumps), we have found that our results qualitativelgese only on|dv|. Some details differ
though. For example, &v > 0 in our stochastic models permits absorption at velochigher than
the terminal one also within the clumps, wheréas< 0O restricts the clump velocities to below the
localvg (see Fig. 4.2). In this mattey plays a role as well, sinog controls where, with respect to the
local vg, the clumps begin. For reasonable valuesg, pfiowever, its influence is minor on lines where
the ICM is insignificant. Finally, tests have confirmed thptically thin lines are only marginally
affected when varyingv/dvg.

4.7 Discussion

4.7.1 The shapes of the intermediate lines

For intermediate lines, the shape of the absorption paheofiefault model differs significantly from
the shape of a smooth model (see Fig. 4.4, the middle ploterdaiver-left panel). We showed in
Sect. 4.6.1 that the shapes could be qualitatively undmasy the behavior of). This is further
demonstrated here by scaling the line strength parametefdbf smooth model, using a parameteri-
zationkg 0 n~* outside the radius = 1.3 where clumping is assumed to start. Fig. 4.9 displays the
line profiles of 1D, smooth models witty = 5.0 andko = 5.0/(2n). These profiles are compared to
those calculated from a ‘real’ 2D stochastic model with dgnrdumping parameters as the default
model, but with 83 = 1 velocity field. n was calculated from Eq. 4.7, using the parameters of the
default model and # = 1 velocity law, and the factor of 2 in the denominator of thaled ky was
chosen so that thiategratedprofile strength of the 2D model was roughly reproduced. Hrigm4.9

it is clear that the 1D model with scale@ well reproduces the 2D results, indicating that indeed
governs the shape of the line profile. We notice also thattipesfiles display a completely black
absorption dip in the outermost wind, as opposed to the tafendel with a non-monotonic velocity
field (see Fig. 4.4, the middle plot in the lower-left pandlhis is because thg velocity field does

not allow for any clumps to overlap in velocity space (seediseussion in Sect. 4.6.3), making the
mapping ofn almost perfect.

Let us also point out that the line shapes can be somewhatdly using a different velocity law,
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Normalized flux

Figure 4.8:Upper: Velocity structures (one slice) in two stochastic modelthvadiensity-clumping
parameters as for the default model, and different velqeétsameters. Dashedv/dvg = 1 and
v;/vg = 0.01. Solid: dv/dvg = —1 andy;/vg = 0.5 belowvg = 0.6 andv;/vg = 0.15 aboveLower:
Corresponding line profiles for a strong line.

Normalized flux

Figure 4.9: Total, absorption part, and re-emission pa# [irofiles for 1D, smooth models with
Ko = 5.0 (dashed-dotted lines) argd = 5.0/(2n) (solid lines, see Sect. 4.7.1), and for a 2D, stochastic
model with density parameters as the default model gBd=4l velocity law (dashed lines).
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Figure 4.10:Upper panel: Density structures of one slice in the default stochastideh¢upper), in
the default stochastic model with a modifiétd(middle, see Sect. 4.7.2), and in FPP (lowé&Qwer
panel: Line profiles for the absorption part of an intermediate fimethe default model (solid line),
for the default model with a modifiedt (dashed line), and for the default model with an ionization
structure decreasing with increasing velocity (dashetkeddine, see text).

e.g.,B # 1. Such a change would affect the distances between clumpslias the Sobolev length,
and thereby the line shapes of both absorption and re-emigsofiles. However, in all cases is the
shape of the re-emission part similar in the clumped and gmuoodels.

4.7.2 The onset of clumping and the blue edge absorption dip

We have used = 1.3 as the onset of wind clumping in our stochastic models, whazighly cor-
responds to the radius where significant structure has ajeeelfrom the line-driven instability in
our RH models. However, Bouret et al. (2003, 2005) analyzestats in the Galaxy and the SMC,
assuming optically thin clumps, and found that clumpingtstdeep in the wind, just above the sonic
point. Also Puls et al. (2006) used the optically thin clumpiapproach, om?-diagnostics, and
found similar results, at least for O-stars with dense wiMilgh respect to our stochastic models, the
qualitative results from Sects. 4.5 and 4.6 remain validm&lgosing an earlier onset of clumping.
Quantitatively, the integrated absorption in intermegliaies becomes somewhat weaker, because the
clumping now starts at lower velocities, and of course the Bhapes in this region are affected as
well. The onset of wind clumping will be important when conipg to observations, as discussed in
Sect. 4.7.6.

The stochastic models that de-saturate an intermedigedinerally display an absorption dip toward
the blue edge (see Figs. 4.4 and 4.9), which has been intedpire terms of low values af in the
outer wind (see Sect. 4.6.1). However, this characteffistiture (not to be confused with the so-called
DACs, discrete absorption components) is generally noémviesl, and one may ask whether it might
be an artifact of our modeling technique. In the following digcuss two possibilities that may cause
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our models to overestimate the absorption in the outer wireionization fraction and too low clump
separations.

Starting with the former, we have so far assumed a constaigation factor,g = 1 (cf. Eq. 4.16).
This is obviously an over-simplification. For example, atwards decreasing would result in less
absorption toward the blue edge. Here we merely demongtistegeneral effect, parameterizing
g = Vo/vg in the stochastic default model (see Table 4.2), wigh= 0.1 the starting point below
whichq = 1. Fig. 4.10 (lower panel, dashed-dotted lines) shows hevatbisorption in the outer wind
becomes significantly reduced.

The temperature structure of the wind is obviously impdrfanthe ionization balance. Whereas an
isothermal wind is assumed in POF (see Sect. 4.3.1), the F#elelrhas shocked wind regions with
temperatures of several million Kelvin. To roughly map esponding effects on the line profiles, we
re-calculated profiles based on FPP models assumiad in all regions with temperatures higher
thanT = 10°K, andq = 1 elsewhere. Since the hot gas resides primarily in the lemsitly regions,
however, the emergent profiles were barely affected, anticpkarly intermediate lines remained
unchanged.

On the other hand, the X-ray emission from hot stars (bdli¢v@riginate in clump-clump collisions,
see FPP) is known to be crucial for the ionization balanceigtfl1 ionized species such as C1V,
NV, and O VI (see, e.g., the discussion in Puls et al., 2008b)ays have not been included here,
but could in principle have an impact on our line profiles, Ihyniinating the over-dense regions and
thereby changing the ionization balance. Krticka & KufZi09), however, find that incorporating X-
rays does not influence the PV ionization significantly. Fjnaon-LTE analyses including feedback
from optically thin clumping have shown that this as well tssignificant effect on the derived
ionization fractions of, e.g., PV (Bouret et al., 2005; Retlgl., 2008a). To summarize, it is clear that
a full analysis of ionization fractions must await a futu@nrLTE application that includes relevant
feedback effects from an inhomogeneous wind on the ocarpatimbers.

In RH models, the average distance between clumps increatesouter wind, due to clump-clump
collisions and velocity stretching (Feldmeier et al., 19R@nacres & Owocki, 2002). Neglecting the
former effect, our stochastic models have clumps much mosely spaced in the outer wihdWe
have therefore modified the default model by settihg- 3 outside a radius correspondingvgp=0.7.
This is illustrated in the upper panel of Fig. 4.10. The mass lin the new stochastic model is
preserved (because the clumps are more extended, see tieg, fignd this model now better resembles
FPP. Recall that differences in the widths of the clumps apeeed, since in the default model
fy ~ f,; 1 = 4, whereas in FPR, ~ 10. The corresponding line profile shows how the absorption
outsidex ~ 0.7 has been reduced, as expected from the higher

4.7.3 The velocity spans of the clumps

In Sect. 4.5.4 it was found thadv| > dvg in the RH models. Fig. 4.11, upper panel, shows the
velocity spans of density enhancements (identified as bavitkensity higher than the corresponding
smooth value) in the FPP model, and demonstrates that,stfteture has developet®v| is much
higher thandv throughout the whole wind. These high values essentiadiingtom the location of
the starting points of the density enhancements, whichrgindie beforethe velocities have reached
their post shock values (see Fig. 4.11, middle and lowerlpanBy using aB velocity law (which

in principle corresponds to a stochastic velocity law wjth- 0 anddv = dvg, see Fig. 4.8) together

5 The effect is minor in POF, since these RH models only extemct 5 (see Sect. 4.3.1).
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1.25 1.30 1.35

Figure 4.11:Upper: Velocity spans of density enhancements in the FPP modea(gguand corre-
spondingp intervals (diamonds)Lower: Three density enhancements and corresponding velocity
spans in the FPP model, highlighted as in Fig. 4.1.

with the density structure from FPP, we simulated a RH winthwiw velocity spans. Indeed, for
the corresponding intermediate line the equivalent widithe® absorption part was 35% lower than
that of the original FPP model. The strong line, on the ottaard) remained saturated, because the
ICM in FPP is not void. So, again, the RH models would in patalisplay de-saturated intermediate
lines and saturated strong lines, were it not for the lardecity spans inside the clumps.

We suggest that the large velocity span inside a shell (cJusprimarily of kinematic origin, and
reflects the formation history of the shell. The shell pradag outwards through the wind, essentially
with a 8 = 1 velocity law (Owocki et al., 1988). Fast gas is decelerated strong reverse shock
at the inner rim of the shell. The shell collects ever fastataral on its way out through the wind.
This new material collected at higher speeds resides ontdindaging side, i.e. at smaller radii, of
the slower material collected before. Thus, a negativecitylgradient develops inside the shell. The
fact that|dv| > dv; in FPP seems to reflect that the shell is formed at small radd, then advects
outwards maintaining its steep interior velocity gradierfirom this formation in the inner, steeply
accelerating wind, velocity spans within the shells up tte¢@ hundred kms?, as seen in Fig. 4.11,
appear reasonable.

However, the dynamics of shell formation in hot star windsgdsy complex due to the creation and
subsequent merging of subshells, as caused by nonlingarlmion growth and the related excitation
of harmonic overtones of the perturbation period at the \biaisk (see Feldmeier, 1995). Future work
is certainly needed to clarify to which extent the large e#lospans inside the shells in RH models
are a stable feature (see also Sect. 4.8.2).

6 Actually, the velocity gradient may further steepen dusalyection, due to faster gas trying to overtake slower gaagh
of it; however, this effect is balanced by pressure forcahérsubsonic postshock domain.



CHAPTER 4. MASS LOSS FROM INHOMOGENEOUS HOT STAR WINDS
64 I. RESONANCE LINE FORMATION IN 2D MODELS

4.7.4 3D effects

A shortcoming of our analysis is the assumed symmet@.irThe 2D rather than 3D treatment has
in part been motivated by computational reasons (see Sét.More importantly though, we do not
expect ourqualitative results to be strongly affected by an extension to 3D. Withabroken-shell
wind model, all wind slices are treated independently, aisthdces between clumps increase only
in the radial direction. Therefore the expected outcomefextending to 3D is a smoothing effect
rather than a reduction or increase in integrated profiength (similar to the smoothing introduced
by No, see Sect. 4.5.1). Also, we have shown that the main effect fine inhomogeneous winds is on
the absorption part of the line profiles (see, e.g., Sectl}.The formation of this part is dominated
by radial photons, especially in the outer wind, becaus@é®fiependence only on photons released
directly from the photosphere. This implies that most phststay within their wind slice, restricting
the influence from any additional ‘holes’ introduced by akemo symmetry in® to the inner wind.
Of course, these expectations hold only within the brokestl shodel, because in a real 3D wind the
clumps will, for example, have velocity components alsdim tangential directions.

4.7.5 Comparison to other studies

To scale the smooth opacity in the formal integral of the hd&-atmospheric code PoWR, Oskinova
et al. (2007) used a porosity formalism in which bdthand the average distance between clumps
enter. Other assumptions were a void ICM, a sm¢dtrelocity field, and a microturbulent velocity
vt = 50kms?, the last identified as the velocity dispersion within a glurHowever, a direct compar-
ison between their study and ours is hampered by the difféoemalisms used for the spacing of the
clumps. Here we have used the ‘broken-shell’ wind model aasa lfsee Sect. 4.3.2), in which each
wind slice is treated independently and the distance betwkenps increases only in the radial di-
rection (clumps preserve their lateral angles). This givesdial number density of clumpsy Ov—1,

the same as used by, e.g., Oskinova et al. (2006), when syzitige X-ray emission from hot stars.
In Oskinova et al. (2007), on the other hand, the distancevd®st clumps increases ail spatial
directions. In a spherical expansion, this gives a radiatlver density of clumpsg O v 1r=2, i.e.,
clumps are distributed much more sparsely within this mastdecially in the outer wind. Therefore
their choice ofLg = 0.2 is not directly comparable witht = 0.2 in our models. The shapes of the
clumps differ between the two models as well; in Oskinoval.etlamps are assumed to be ‘cubes’,
whereas here the exact shapes of the clumps are determirieel ¥slues of the clumping parameters.
Despite these differences, our findings confirm the quéatsults of Oskinova et al. that the line
profiles become weaker with an increasing distance betwleemps as well as with a decreasing
These results may be interpreted on the basis of the efeeticape ratiop (see Eq. 4.7). Both a
decrease iv; and an increase in the distance between clumps mean thaéltety span covered
by a resonance zone becomes smaller when compared to tleiywelap between two clumps (see
Fig. 4.6, left panel), leading to higher probabilities fore photons to escape their resonance zones
without interacting with the wind material.

An important result of this paper is that models that dersaétuintermediate lines require a non-void
ICM to saturate strong lines. This is confirmed by the Oskinevval. model, in which the ICM is
void and strong lines indeed do not saturate (Hamann etCfl9)2

Owocki (2008) proposed a simplified description of the nammptonic velocity field to account for
vorosity, i.e., the velocity gaps between the clumps. Hbeeyorosity effect has been discussed using
the quantityn (see Sect. 4.6.1), and we have introduced two new parantetetsracterize a non-
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20k - Thin clumping, M=2.4x10"
~~——==--- Thin clumping, M=2.3x10"°
2D, stochastic, M=2.3x10"°

Normalized flux

Figure 4.12: Observed FUSE spectra of the PV double1118-1128 for the O6 supergiaAtCep
(Fullerton et al., 2006). The synthetic spectra are caledl&r two 1D models assuming optically
thin clumping (see Sect. 4.7.6) and for one 2D stochasticaiaeith parameters as in Table 4.2, model
Obsl. The models have mass-loss rMe{M@yr‘l] as given in the figure. The zero point frequency
is shifted to the line center of the1118 component, and the two arrows at the bottom of the figure
indicate in which region the two components overlap.

monotonic velocity fielddv andy;. The reason for introducing a new parameterization is thatnw
using a single velocity parameter, we have not been ablertolsineously meet the constraints from
strong, intermediate, and weak lines as listed in Sect. figsts using a ‘velocity clumping factor’
fvel = Ov/Av as proposed by Owocki (2008), together with a smooth dessiticture, have shown
that this treatment indeed can reduce the line strengthiterhnediate lines, but that the observational
constraints from strong lines may not be met. Still, the dasincept of vorosity holds within our
analysis. For example, one may phrase the high valués iofthe RH models in terms of insufficient
VOrosity.

4.7.6 Comparison to observations

We finalize our discussion by performing a first comparisonliservations. The two components of
the Phosphorus ¥A1118-1128 doublet are rather well separated, and the stngégment used here
suffices to model the major part of the line complex. Nevéeths the two components overlap within
a certain region (indicated in Fig. 4.12), so when inteipgethe results of this subsection, one should
bear in mind that the overlap is not properly accounted fot tteated as a simple multiplication of
the two profiles.

We used observed FUSE spectra (kindly provided by A. Faltgrfrom HD 210839 § Cep), a su-
pergiant of spectral type O61(n)fp. When computing synthspectra, we first assumed optically
thin clumping with a constant clumping factég = 9 and a smoott = 1 velocity field. fq =9
agrees fairly well with the analysis of Puls et al. (2006),ovderived clumping factoréy = 6.5 for
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r~12...40 andfy = 10 forr ~ 4.0...15, assuming an un-clumped outermost wintlVe took
the ionization fractiorg = q(r) of PV from Puls et al. (2008a), calculated with the unified -hdik
atmosphere code FASTWIND for an O6 supergiant, using thesptarus model atom from Paul-
drach et al. (2001). The feedback from opticalyn clumping was accounted for and X-rays were
neglected. This ionization fraction was then used as inpatur MC-1D code when computing the
synthetic spectra. We assigned a thermal plus a highly sapier‘microturbulent’ velocity; = 0.05
(corresponding to 110 knT$), as is conventional in this approach. The mass-loss rasededved
using the well known relation betweeq andM (e.g., Puls et al., 2008b). For atomic and stellar
parameters, we adopted the same values as in Fullerton(20@6).

The dashed line in Fig. 4.12 represents our fit to the obsespedtrum, assuming optically thin
clumping, resulting in a mass-loss rate= 0.24, in units of 10°M yr~1. Fullerton et al. (2006)
derived <q>|\7| = 0.23 for this star. Because our clumped FASTWIND model predit averaged
ionization fraction(g) ~ 0.9 in the velocity regions utilized by Fullerton et al., theotwates are in
excellent agreement. On the other hand, Repolust et al4JZ00HD 210839 derived/l = 6.9 from

Hg assuming an unclumped wind, yieldim@a = 2.3 when accounting for the reduction implied

by our assumedy = 9 (My, = MHa,sm fcjl/z). This rate is almost ten times higher than that inferred
from PV, and thus results in PV line profiles that are much toong (see Fig. 4.12, dashed-dotted
line). That is, to reconcile the Hand PV rates for HD 210839 with models that assume optically
thin clumps also in PV, we would have to raise the clumping faabof:t > 100. In addition to
this very high clumping factor, the low rate inferred fronetRV lines conflicts with the theoretical
value M = 3.2 provided by the mass-loss recipe in Vink et al. (2000) @she stellar parameters
of Repolust et al., 2004), and is also strongly disfavoreduoyent massive star evolutionary models
(Hirschi, 2008).

Next we modeled the PV lines using our MC-2D code togetheh wistochastic 2D wind model.
The same clumping factorf§ = 9) and ionization fraction (calculated from FASTWIND, sdmee)
were used. This time, we assigned= 0.005, i.e., applied no microturbulence. In previous sestion
e.g. 4.5.3 and 4.7.1, we showed that stochastic modelsabndisplay a line shape different from
smooth models, with a characteristic absorption dip at the bdge as well as a dip close to the line
center. Such shapes are not seen in the PV lin@ds@ep. Thus, to better resemble the observed line
shapes, we used different values &randx. in the inner and outer wind (the former modification
already discussed in Sect. 4.7.2) and let clumping stasedo the wind base. Clumping parameters
are given in Table 4.2, model Obs1.

As illustrated in Fig. 4.12, the synthetic line profiles @sM = 2.3, as inferred from I, are now

at the observed levels. Because of our insufficient treatmielne overlap, we gave higher weight
to theA 1118 component when performing the fitting, but the profiterggth ratio between the blue
and red component was nevertheless reasonably well rejgddaee also discussion in Sect. 4.6.2).
However, though the fit appears quite good, we did not aim fperdect one, and must remember
the deficits of our modeling technique. For example, whike ¢arly onset of clumping definitely
improved the fit (using our default value, there was a dipectodine center) and might be considered
as additional evidence that clumping starts close to thel Wwase, the same effect could in principle
be produced by non-LTE effects close to the photosphere ambying the underlying3 velocity
law. Such effects will be thoroughly investigated in a fallop paper, which will also include a

7 This stratification has been found to be prototypical forupesgiants and was, together with its well developed PV
P Cygni profiles, the major reason for choosih@Cep as comparison object instead of, e{gRup, which displays a
somewhat unusual run d§;.
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comparison to observations from many more objects.

Clearly, a consistent modeling of resonance lines (at lefastermediate strengths) requires the con-
sideration of a much larger parameter set than if modeliagtivé standard diagnostics assuming
optically thin clumping, and a reasonable fit to a single olesd line complex can be obtained using
a variety of different parameter combinations. The analg§iPV lines as done here can therefore, at
present, only be considered as a consistency check for loessates derived from other, indepen-
dent diagnostics, and not as a tool for directly estimatimgsAoss rates. Additional insight might be
gained by exploiting more resonance doublets, due to tffier€ift reactions of profile strengths and
shapes oikp. The different slopes of the equivalent width as a functibrgin smooth and clumped
models, especially at intermediate line strengths (Se@i2¥4 may turn out to be decisive. However,
because of, e.g., the additional impact from the ICM denalpo this diagnostics requires additional
information from saturated lines. Taken together, only@stzient analysis using different diagnostics
and wavelength bands, and embedded in a suitable non-LTiEbement, will (hopefully) provide a
unique view.

4.8 Summary and future work

4.8.1 Summary

Below we summarize our most important findings:

e When synthesizing resonance lines in inhomogeneous hatstds, the detailed density struc-
ture, the non-monotonic velocity field, and the inter-clum@dium are all important for the line
formation. Adequate models must be able to simultaneousigtimbservational and theoretical
constraints from strong, intermediate, and weak lines.

e Resonance lines are basically unaffected by the inhomaogesneind structure in the limit of
optically thin clumps, but the clumps remain optically tloimly for very weak lines.

e We confirm the basic effects of porosity (stemming from adljcthick clumps) and voros-
ity (stemming from velocity gaps between the clumps) in thenfation of primarily lines of
intermediate strengths.

e We point out the importance of a non-void ICM for the simuéians formation of strong and
intermediate lines that meet observational constraints.

e Porosity and vorosity are found to be intrinsically coupded of similar importance. To char-
acterize their mutual effect on intermediate lines, we hdeatified a crucial parameter, the
‘effective escape ratio’, that describes to which exterwtphs may escape their resonance
zones without ever interacting with the wind material.

e We confirm previous results that time-dependent, radigtiirodynamic wind models repro-
duce observed characteristics for strong lines, withoplyapg the highly supersonic microtur-
bulence needed in smooth models.

e A significant profile strength reduction of intermediateebn(as compared to smooth models)
is for the radiation-hydrodynamic models prevented by #rgd velocity spans of the density
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enhancements, implying that the wind structures predibtedresent day RH models are not
able to reproduce the observed strengths of intermedias linless invoking a very low mass-
loss rate.

e Provided a non-void ICM and not too large velocity spansdaghe clumps, 2Btochastic
wind models saturate strong lines, while simultaneouslysaturating intermediate lines (that
are saturated in smooth models). Using typical volume gjlifexctors, f, ~ 0.25, the resulting
integrated profile strength reductions imply that thes@inbgeneous models would be com-
patible with mass loss rates roughly a factor of ten highantthose derived from resonance
lines using smooth models.

e A first comparison to observations was made for the O6 sugrergi Cep. It was found that,
indeed, the line profiles of PV based on a 2D stochastic windelh@ccounting for a detailed
density structure and a non-monotonic velocity field, rdpaed the observations with a mass-
loss rate almost ten times higher than the rate derived fresame lines, but with a model that
used the optically thin clumping approach. This allevidtezldiscrepancies between theoretical
predictions, evolutionary constraints, and previous rless rates based on winds assumed
either to be smooth or to have optically thin clumps.

4.8.2 Future work

We have investigated general properties of resonancedmastion in inhomogeneous 2D wind mod-
els with non-monotonic velocity fields. To perform a detdibnd quantitative comparison to obser-
vations, and derive mass-loss rates, simplified approated to be developed and incorporated into
non-LTE models to obtain reliable occupation numbers. itkteg our Monte-Carlo radiative transfer
code to include line overlap effects in doublets is critifcal more quantitative applications, and an
extension to 3D is also necessary. Further applicatior@vawsynthesizing emission lines, for exam-
ple to test the optically thin clumping limit both in the parater range where this is thought to be
appropriate (e.g., for O-/early B-stars), and in other numnaplicated situations. Indeed, the present
generation of line-blanketed model atmospheres does rat & be able to reproduceyHine pro-
files from A-supergiants, which are observed as P-Cygnilpsofiithnon-saturatedroughs, whereas
the simulations (assuming optically thin clumping) resnlsaturated troughs (R.-P. Kudritzki, pri-
vate communication). SinceHs a quasi-resonance line and not a recombination line setheoler
winds (e.g., Kudritzki & Puls, 2000), this behavior might é&eplained by the presence of optically
thick clumps.

Finally, it needs to be clarified if the large velocity spaside clumps generated in RH models is
independent of additional physics that is not, or only apipnately, accounted for in present simu-
lations (such as more-D effects and/or various excitinghraeisms). If the large velocity span is a
stable feature, one might come to the (rather unfortunateg¢lasion that either the observed clump-
ing features are not, or only weakly, related to the lineriinstability, or the discrepancies between
observed and synthetic flux distribution (from the X-rayhe tadio regime) might involve processes
different from the present paradigm of wind clumping.
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4.9 The Monte-Carlo transfer code

49.1 The code

Here we describe our Monte-Carlo radiative transfer codé{aD) in some detail. For an overview of
basic assumptions, see Sect. 4.4 in the main paper. Forggatiposes, versions to treat spherically
symmetric winds, either in the Sobolev approximation (M3 or exactly (MC-1D), have been
developed as well.

Geometry. For wind models in which the spherical symmetry is broken,cae no longer restrict
photon trajectories to rays with constant impact parameefsee below). Moreover, the observed
spectrum will depend on the observer’s placement relatitied star. Fig. 4.13 illustrates the geometry
in use, a standard right-handed spherical syste®, (°) defined relative to a Cartesian st Y, Z)
(transformations between the two may be found in any stanaethematical handbook). At each
coordinate point we also construct a local coordinate systsing the local unit vectorg, 0, ®,),
which for a photon propagating in direction, is related to theadiation coordinates(0, ¢) (see
Fig. 4.13) via

cosb = U =ry-ny, (4.8)
. . Z
singsin = @, -n, = |Zu i :“| Ny, (4.9)
u u
cos@sind = By -ny = [Py x ry] - Ny. (4.10)

The radiation coordinates are defined on the interdais 0... 1 and ¢ = 0...2m, but due to the
symmetry in®, only the rangep = 0... mneeds to be considered (see Busche & Hillier 2000). Also,
for this symmetry, the direction cosinesmf simplify to

Ny = USINO + /1 — H2cospcosO, (4.11)
ny =+/1—p?sing, (4.12)
N, = UCOSO — /1 — p2cosesin®. (4.13)

Egs. 4.8-4.13 are used to update the physical positi@) (of the photon and the local values of the
radiation coordinates9( ¢). By tracking the photon on a radial mesh, both the physicdlradiation
coordinates can be updated exactly. Interpolations aressacy only when a photon is scattered or
when it crosses @-boundary to another wind slice. Essentially the same doatel system is used by,
e.g., Busche & Hillier (2000). We collect escaped photormading to their@-angles at ‘infinity®,
and bin them using the sanmiy bins as in the underlying wind model (see Sect. 4.3).

For spherically symmetric wind models, we adhere to thearnaty (p, z) spatial coordinate system
with p being the impact parameter amdhe direction toward the observer. Each time a photon is
scattered and its direction determined, a new impact pasangecomputed from the relatiop =
r\/(l— u?), appreciating that all points on a surface of constant sad@n be treated equally in this
geometry.

8 The full 3D problem would require binning i® as well, which in turn would require a large increase in theber of
simulated photons.
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Figure 4.13: lllustration of the coordinate system, seé t&xcolor version of this figure is available
in the web version.

Releasing photons. We release photons from the lower boundary uniformlypiand with a distri-
bution function udu in u (e.g., Lucy, 1983). The angular coordin@®es selected so that photons
are uniformly distributed over the surface atfa= sin@deOd®.

Absorption. The probability of photon absorption i$e 'dt, hence the optical depththe photon
travels before absorption can be selected according=to—InR;, whereR; is a random number
between 0 and 1. The position for absorption in the wind may the determined by inverting the
line optical depth integral along the photon path

u:/mm (4.14)

with the frequency-dependent opacity

Xv=KLP®, (4.15)

with @, the absorption profiles, the frequency integrated mass absorption coefficientpahé mass
density. All dependencies on spatial location are for sicitglsuppressed here and in the following.
For the opacity we use the parameterization from Hamannl{1&&d POF,

ATIR, V2
KLAp = nsl* Kopd, (4.16)

whereA is the wavelength of the considered transitigp,is a ‘line-strength’ parameter taken to be
constant,M the radially and laterally averaged mass-loss rate, qaadq(r,®) the fraction of the
considered element that resides in the investigated idages Default here ig = 1, but effects from
other ionization structures are discussed in Sect. 4kp.1s proportional to the product of mass-loss
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rate and abundance of the considered ion, and, for a smooth kg = 1 andkp = 100 give a typical
medium and strong line, respectively. The parameterira®defined in Eqg. 4.16 has the advantage
that for smooth winds the radial optical depth in the Sobalgproximation collapses to

T50= g ar O (4.17)
whenv andr are expressed in normalized units. The corresponding ssipre for clumpy winds
is provided in Eq. 4.5. The absorption profile is assumed ta lizaussian with a Doppler width
V¢ that contains the contributions from thermal and (if prés&nicroturbulent’ velocities. To solve
Eqg. 4.14, we adopt the dimensionless frequexyith the terminal velocity of a smooth outflow as
the reference speed,

V—\Vgy C
X= 0—,
Vo Voo

(4.18)

and transform to the co-moving frame (hereafter CMk)is the rest-frame frequency of the line
center andc the speed of light. We now assume that between two grid pdietsariation of the
factork_p/|Q| (see below) is small and may be replaced by an average vaheeofitical depti\ 1,
between two subsequent spatial poifit®) then becomes

AR, KLp  —Aerf{Xemt/\i]

A:
V=110 2

E (4.19)

whereAerf is the difference of the error-function between the {®irR:mt the dimensionless CMF
frequency, and is calculated in units 0¥,. Q = ny - O (ny - V) is the local directional derivative
of the velocity in directionn,, with velocities measured in units @§and radii in units ofR,. By
interpolating to the border whenever a photon cross@daundary, wéocally recover the spherically
symmetric expression

ov \Y;
Q=T+ Y-y, (4.20)

For spherically symmetric winds, we have written a secorglémentation that allows for line trans-
fer using the Sobolev approximation. With this method easonance zone is approximated by a
point and the line only collects optical depth at atmosgh&tations where the observer’s frame
frequencyxops has been Doppler shifted to coincide with the CMF frequemcytie line center. The
condition for interaction thus i&ps= uvand the last factor in Eq. 4.19 collapses to unity when calcu-
lating the Sobolev optical depth. The Sobolev approach eagxpected a reasonable approximation
when the variation of the factaq p/|Q| is small within the whole resonance zone contributing to the
optical depth in Eq. 4.19, i.e., small on length scales atla&ew times the Sobolev lendgth= v; /| Q).
However, also in the Sobolev approximation more than onenaasce point may be identified in a
wind with a non-monotonic velocity field.

Re-emission. We assume complete redistribution and isotropic re-eomssi the CMF, allowing
for a multitude of scattering events within one resonanaeezd/Vhen the Sobolev approximation
is applied, re-emission is assumed to be coherent in the GMHFa@& the angular re-distribution we
then use the corresponding escape probabilities (Ca€id),Lcorrected for a treatment of negative
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Normalized flux

Figure 4.14: Synthetic line profiles for spherically symrizetodels, calculated with the labeled
methods. Profiles are shown for a smooth model wigh= 1.0 andv; = 0.2 (upper) and for two
POF snapshots witkg = 100 (middle) andy = 5.0 (lower) andv; = 0.005. The 2D profile is for
an observer at the equatax.is the normalized observer’'s frame frequency (see Eq. 4d@) the
ordinate displays the emergent flux normalized to the cantimflux.

velocity gradients (Rybicki & Hummer 1978; POF). In this eathere is only one effective scattering
event inside the localized resonance zone.

After the photon has been re-emitted at some atmospheratidog the procedure runs again and
searches for another absorption.

4.9.2 Radiative transfer code tests

In this subsection we describe some of the verification wstsir MC radiative transfer code that we
have made. The MC-1D version was first applied on spherisgitymetric winds, comparing profiles
from smooth, stationary winds to profiles calculated usimg well-established CMF (cf. Mihalas
et al. 1975; Hamann 1981) and SEI methods, and profiles fro-tiependent RH winds to profiles
calculated using the Sobolev method developed in POF. &fterave applied the MC-2D version on
models in which all lateral slices had the same radial strectcomparing the results to the MC-1D
version.

First we calculated line profiles for smooth, 1D winds. Weehserified that for low values ofv,
profiles from all the methods described above agree peyfedtereas for higher values the MC-1D
and CMF give identical results but the SEI deviates signitiyaespecially for a medium-strong line
(see Fig. 4.14, upper panel). This is due to the hybrid natiitee SEI technique, which approximates
the source function with its local Sobolev value but cardes the exact formal integral. Because
of this, the method does not account for the increasing amaiuphotons close to line center that

9 For a typical terminal velocity valug, = 2000 km s1, v = 0.005 corresponds to 10 kntsandv; = 0.2 to 400 km s1.
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are backscattered into the photosphere when the resonaneegrows and overlaps with the lower
boundary’® Consequently the re-emitted flux in this region is higher whelculated via the SEI
than when calculated via the CMF or MC methods. These diaoees between the CMF and SEI
are quite well documented and discussed (e.g., Hamann; L88&ifers et al., 1987), however we still
emphasize that one should exercise caution when applying§h method with high microturbulence
on wind resonance lines. Especially today, when increasetpater-power enables us to compute
fast solutions using both methods, the CMF is preferable.

Next we calculated line profiles for structured, 1D windsofffes computed with all three methods
agreed for weak and intermediate lines. For strong lines atireement between MCS-1D and the
method from POF, which uses a Sobolev source function atiogufor multiple-resonance points,
was satisfactory. However, minor discrepancies betwedml8e and non-Sobolev treatments oc-
curred for the strong line also when no microturbulent vijowas applied (see Fig. 4.14), as opposed
to the smooth case.

Finally we performed a simple test of our MC-2D code by appyit on models in which all lateral
slices had the same radial structure, i.e., the wind wdssgtilerically symmetric and all observers
ought to see the same spectrum. We confirmed that indeed sthevasse, both for smooth and
structured models (in Fig. 4.14 the latter case is demdesfya

4.10 The effective escape ratio

We define the ratio of the velocity gajv between two clumps (see Fig. 4.6 in the main paper) and
the thermal velocity; as

Av
n=—

. (4.21)

In the following, we derive an expression fgr for the wind geometry used throughout this paper. If
Avior = Av+|0V| is the velocity difference between two clunopnters we may write (omitting the
absolute value signs here and in the following)

A Vv
AV = AVt — OV = i — ——O0V 4.22
tot VtoLfi X 5VB B ( )

where we have normalized the arbitrary velocity intervalthe corresponding intervals. 3 suffixes
are used to denote parameters of a smooth velocity law. Ratioaal simplicity we write

AVior ov
= =, 4.23
& AViot i 2 ovp (4.23)
Assuming radial photong}v may be approximated by
0VB 5[‘5
Av = Wﬂrtot,fl (&1— EZArtot,ﬁ )s (4.24)

10Remember that neither the SEI nor the CMF, as formulated, reskide a transition to the photosphere, but treat the
lower boundary as sharp with a minimum velocityi,.
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with the notations of following those ofv. The volume filling factor for the geometry in use is

Ve rior

fi=—=~
Viot ~ I3Ario

(4.25)

with Vg the volume of the clumpVo: the total volume, and; ~ r, the radial points associated with
the beginning of the clump and the ICM. Using Eq. 4.25 Ang; = vzt (see Sect. 4.3.2), we obtain

ov,
~_ B
Av ar
and forn, using the radial Sobolev length of a smooth flow= w/(dvg/dr),

_Vpot(&—&ofy)

Vpdt(&— & ty), (4.26)

. (4.27)

In our modelsé; is not given explicitly, but is on the order of unity, becawse distribute clumps
according to the underlying smoofh= 1 velocity law. Thus we approximate

o B3 &)

o . (4.28)

We notice that the porosity lengtras defined by Owocki et al. (2004)tis=1/f,, wherel is the length
associated with the clump. For the geometry used here thntesh ~ or /f, ~ vgot. Hence, using
&> = 1 for a smooth velocity fieldy represents the porosity length corrected for the finite sizbe

clump, and divided by the radial Sobolev length.



Chapter 5

Mass loss from inhomogeneous hot star
winds
lI. Constraints from a combined optical/UV study

This chapter is a copy of Sundqvist, Puls, Feldmeier, & Ow@2R10), submitted to Astronomy
& Astrophysics (A&A) in September 2010. Due to comments andgestions by the referee is
the version presented here slightly different from the ieer$inally published in A&A. Also in this
chapter is the original appendix added at the end as a nhosutids (Sect. 5.9).

5.1 Abstract

Mass loss is essential for massive star evolution, and lijesso for the variety of astrophysical
applications relying on its predictions. However, masssloates currently in use for hot, massive
stars have recently been seriously questioned, mainlyusecaf the effects ofvind clumping We
investigate the impact of clumping on diagnostic ultraleticesonance and optical recombination
lines often used to derive empirical mass-loss rates of taos.sOptically thick clumps, a non-void
inter-clump medium, and a non-monotonic velocity field dteaecounted for in one single model.
The line formation is first theoretically studied, after winan exemplary multi-diagnostic study of an
O-supergiant is performed. We use 2D and 3D stochastic afiatian-hydrodynamic wind models,
constructed by assembling 1D snapshots in radially ind#gratrslices. To compute synthetic spectra,
we develop and use detailed radiative transfer codes, farreoombination lines (solving the ‘formal
integral’) and resonance lines (using a Monte-Carlo apgrpaln addition, we propose an analytic
method to model these lines in clumpy winds, which does rigtae optically thin clumping.

The importance of the ‘vorosity’ effect for line formation ¢clumpy winds is emphasized. Resonance
lines are generally more affected by optically thick clungpthan recombination lines. Synthetic
spectra calculated directly from present-day, radiatipdrodynamic wind models of the line-driven
instability are unable to reproduce strategic optical dtraviolet lines in the Galactic O-supergiant
A Cep. Using our stochastic wind models, we obtain considtenessentially by increasing the
clumping in the inner wind. A mass-loss rate is derived teapproximately two times lower than
what is predicted by the line-driven wind theory, but muafht@r than the corresponding rate derived
when assuming optically thin clumps. Our analytic formiglatfor line formation is used to demon-
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strate the potential importance of optically thick clungin diagnostic lines in so-called weak wind
stars, and to confirm recent results that resonance douhbside used as tracers of wind structure
and optically thick clumping.

We confirm earlier results that a re-investigation of thadtires in the inner wind predicted by line-
driven instability simulations is needed. Our derived rdass rate forA Cep suggests that only
moderate reductions of current mass-loss predictions fstars are necessary, but nevertheless
prompts investigations on feedback effects from optictligk clumping on steady-state, NLTE wind
models used for quantitative spectroscopy.

5.2 Introduction

Massive stars are fundamental in many fields of modern asteigs. In the present Universe, they
dynamically and chemically shape their surroundings aedriter-stellar medium by their output of
ionizing radiation, energy and momentum, and nuclear psEek material. In the distant Universe,
they dominate the ultra-violet (UV) light from young Galagi Indeed, massive stars may be regarded
as ‘cosmic engines’ (Bresolin et al., 2008). Hot, massiaesgbossess strong and powerful winds that
affect evolutionary time scales, chemical surface abucegnand luminosities. In fact, changing
the mass-loss rates of massive stars by only a factor of t@cahdramatic effect on their overall
evolution (Meynet et al., 1994). The winds from these steesdascribed by the radiative line-driven
wind theory, in which the standard model (based on the pramgevorks by Lucy & Solomon, 1970;
Castor et al., 1975) assumes the wind to be stationary, ispligrsymmetric, and homogeneous.
Despite this theory’s apparent success (e.g., Vink et @DOYR, theoretical as well as observational
evidence for an inhomogeneous, time-dependent wind hadlww@ast years become overwhelming
(for a comprehensive summary, see Puls et al., 2008b).

Direct simulations of the time-dependent wind have confitinat the so-called line-driven instability
causes a highly structured wind in both density and veldérocki et al., 1988; Feldmeier, 1995;
Dessart & Owocki, 2005). Much indirect evidence of swrhall-scale inhomogeneiti€slumping)
has arisen from quantitative spectroscopy. Clumping hesreeonsequences for the interpretation
of observed spectra, with the inferred mass-loss rategplanly affected. When deriving mass-loss
rates from observations, wind clumping has traditionakey accounted for by assumiogtically
thin clumps and a void inter-clump medium, while keeping a smeetbcity field. Results based on
this microclumpingapproach have, for example, led to a downward revision ofigcapmass-loss
rates from Wolf-Rayet (WR) stars by roughly a factor of the=viewed in Crowther, 2007).
However, for O stars, highly clumped winds with very low mésss rates must be invoked in order to
reconcile investigations of different diagnostics witkiie microclumping model. The most alarming
example was the phosphorugPv) UV analysis by Fullerton et al. (2006), which indicateduetions

of previously accepted values by an order of magnitude (enewore), with dwarfs, giants, and
supergiants all affected (but see also Waldron & Cassi2ellD, who argued thatuv radiation could
seriously alter the ionization fractions of/2 Such low mass-loss rates would be in stark contrast
with the predictions of line-driven wind theory, and havardatic consequences for the evolution
of, and feedback from, massive stars. Naturally, the wid&grepant values inferred from different
observations and diagnostics drastically lower the riliglof mass-loss rates currently in use, and
an explanation is urgently needed. A key question is: Doesrtitroclumping model fail to deliver
accurate empirical rates under certain conditions?
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Simplified techniques to account for optically thick clumps<-ray line formation have been devel-
oped (Feldmeier et al., 2003; Owaocki et al., 2004), but it yetsto be settled whether or not this is
important to consider when deriving empirical mass-logssr&rom these diagnostics (Oskinova et al.,
2006; Cohen et al., 2010). First attempts to relax the assangpof the microclumping model for UV
resonance lines were made by Oskinova et al. (2007) (optitatk clumps), Zsargo et al. (2008) (a
non-void inter-clump medium), and Owocki (2008) (a non-wtomic velocity field). Sundqvist et al.
(2010) (hereafter Paper ) carried out the first detaile@stigation, relaxingll the above assump-
tions, and showed that, indeed, the microclumping appration is not a suitable assumption for UV
resonance line formation under conditions prevailing pidgl OB-star winds. Recently, these results
were empirically supported for the case of B supergiants fiyjd& Massa (2010), who analyzed
profile-strength ratios of the individual components obremce line doublets and found that the ob-
served ratios were inconsistent with lines formed in a simootmicroclumped’ wind. Furthermore,
Paper | demonstrated that resonance line profiles caldufeden 2D, stochastic wind models were
compatible with mass-loss rates an order of magnitude hitjfae those derived from the same lines
but using the microclumping technique. However, as poiotgdn that paper, a consistent modeling
of the resonance lines also introduces degeneracies arhergatameters used to define the wind
structure, degeneracies that can only be broken by considdifferent diagnostics (depending on
different parameters) in parallel.

Here we make a first attempt toward such multi-diagnostidistl We extend our 2D wind models
from Paper | to 3D, and relax the microclumping approximatdso for the optical mass loss diagnos-
tics Hy and Hell 4686A (Sect. 5.3). In Sect. 5.4 we theoretically investigate ahd resonance line
formation in clumpy winds, and propose an analytic treatnoérthe lines that does not rely on the
microclumping approximation. A simultaneous optical and tlagnostic analysis is carried out in
Sect. 5.5 for the Galactic O6 supergiantCep, using time-dependent radiation-hydrodynamic (RH)
models as well as stochastic ones together with our new fobithe radiative transfer in clumped
winds. These results are discussed in Sect. 5.6, while titial iapplications of our analytic formula-
tion are given in Sect. 5.7. We summarize the paper and edtliture work in Sect. 5.8.

5.3 Wind models and radiative transfer

We create 2D and 3D RH and stochastic wind models by asseagrasiapshots in radially independent
wind slices. A time-dependent RH model with parameters asngin Table 5.1 has been computed
following Feldmeier et al. (1997). Stellar and wind paraengtare taken from Repolust et al. (2004),
except for the mass-loss rate (see Sect. 5.5). Basic assmsaif our structured stochastic winds
were described in detail in Paper|. For resonance lines wehes Monte-Carlo code described in
Paper |, but a new radiative transfer code has been devefop#te synthesis of wind recombination
lines presented here.

We investigate the O star recombination lingg &hd Hell 4686. Recall that recombination lines and
resonance lines are formed differently. First, the optitegdths are calculated in different ways. For
resonance lines, the optical depths may be computed vigeaiiength parametexy, and 1 [ Ko.

Ko is assumed to be constant throughout the wind and is propaitio the product of the mass-loss
rate and the abundance of the considered ion (Paperl). Fotheg analog tag is the parameter
A (Puls et al., 1996, Egs. 1-3), amd] A. A is proportional to the mass-loss ratguaredand to the
NLTE departure coefficient;, of the lower transition level (minus the correction fadtmrstimulated
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Table 5.1: Parameters for the time-dependent RH model©ép (see text).

Name Parameter  Value
Spectral type 06 I(n) fp
Effective temperature Teg 36 000K
Stellar radius R. 21.1R,
Stellar luminosity lod. /L 5.83
Terminal speed Voo 2200 kms?
Mass-loss rate M 1.5x 10 6M,, /yr
Helium abundance  nue/ny 0.1
Projected rotation vsini 220kms?
velocity

CAK exponent a 0.7

Initial Langevin Viurb/Vsound 0.5
turbulence fluctua-

tion

emission).b; = n; /nf, wheren' is the occupation number of leviein LTE with respect to the ground
state of the next ionization state. In addition to theirafiéint optical depths, recombination lines are
(mainly) formed by recombining ions creating wind photonbereas resonance lines are formed by
re-distributing photospheric stellar continuum radiatloy line scattering. That is, the line source
function§ O (€"/XThy /b, — 1)~ for recombination lines is basically unaffected by the atidn field
and its dilution. Therefore, the participating atomic lever these lines are rather close to LTE with
respect to the next ionization state (see Fig. 5.5), whildwal us to prescribe the source functions
(Puls et al., 1996, 2006) and simply carry out the ‘formaégmals’ within our stochastic and RH
winds. In the following, we simphassumehat changes in the NLTE departure coefficients due to
optically thick clumps can be neglected for recombinatiased line formation. Taking the example
of Hy in O stars, this assumption should be reasonable, for ghadparture coefficients in this domain
are very close to unity and the ionization of hydrogen is cletep However, for the case of, e.g., A-
supergiants, the assumption no longer holds, becausetistélar domain H's lower level becomes
the effective ground state of hydrogen, which means thdtribdéransforms to a quasi-resonance line
(and thereby tha§ depends on the radiation field, Puls et al. 1998). The patefedback effects
of optically thick clumping on the departure coefficientdlvie investigated by incorporating the
analytic methods developed in Sect. 5.4 into suitable NLiitoaphere codes, which will be reported
in a future paper.

The assumption of prescribed departure coefficients is amesus simplification compared to the
UV resonance lines, and has enabled us to extend our 2D widélsto 3D when modeling recom-
bination lines. In the synthesis we follow the basic methadoduced by Puls et al. (1996), with
appropriate modifications for the line opacities of IH&686. A core/halo approach is adopted, in
which a photospheric profile is used as a lower boundary ifgiut= 1, with r in units of the stellar
radius) and the radiative transfer is solved only in the wind



5.3. WIND MODELS AND RADIATIVE TRANSFER 79

Figure 5.1: lllustration of the wind geometry, see texicolor version of this figure is available in the
web-version.

5.3.1 Geometry

To construct (pseudo-)3D winds, we use the ‘patch-methathfDessart & Owocki (2002). A stan-
dard right-handed spherical systen®, @) is used, defined relative to a Cartesian ¥e( Z). How-
ever, we no longer assume symmetry in the azimuttigl direction (as was done in Paper|). The
lateral scale of coherence in the wind is set by the paranhgeand by assuming that the physical
coherence lengths in both lateral directions are appraeip@qual. This assumption is reasonable
because, within our approach, which for example does néidecan axis of rotation, all observer
directions should be alike. Thus, if we desire a coherenake sif 3 degrees, the number of slices in
the polar direction should bdg = 180/3 = 60 and in the azimuthal directiddy = int[2Ng Sin®],
i.e., Np at the equator but fewer toward the pole in order to preséwplttysicallength scales. Wind
slices are then assigned randomly from a large number ofisplig symmetric simulations (either
RH or stochastic).

The observer is assumed to be located at infinity irzthisubscript u denoting a unit vector) direction.
The geometry is sketched in Fig. 5.1. We solve the radiatarester using a traditiondP, Z) system
for a set of P rays, each defined by the minimum radial distam¢lee Z axis and by the azimuthal
angle®, which is constant along a given ray. If the angle betweemdiiend the radial coordinate is
0, thenu = cosf andP = r+/1— u2. Thus, for rays in directioz, the radiation angl@ coincides
with the polar coordinat®, and it becomes trivial to calculate the physical locatiang/hich wind-
slice borders are crossed. The observed flux may then finallpomputed by performing a double
integral of the emergent intensity oveérand @.
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Table 5.2: Basic structure parameters defining a stochastit model.

Name Parameter
Clumping factof fel
Average time interval ot

between release of clumps
Inter-clump medium density parametekxic
Velocity span of clump ov

a f4 may be replaced by the volume filling factéy.
The two are related vig. (see Paperl).

5.3.2 Parameters describing a structured wind

When creating oustochastiovind models, we take an heuristic approach and use a setahgters

to define the structured medium. The clumping fackgfr) = (p?)/(p)?, with the angle brackets
denoting spatially averaged quantities, is the only neogsstructure parameter when calculating
spectra via the microclumping technique. Microclumpingegirise to the well known result that the
opacities for processes that depend on the square of théydéns example H, emission in OB-
stars) are augmented iy as compared to a smooth model with the same mass-loss ratmtimast,
opacities for processes that depend linearly on the deffisitgxample thesv resonance lines) are not
directly affected. Thus, if the wind is clumped, mass-lages derived from smooth models applied
to H, are overestimated by a factor ¢ff,. In addition, the occupation numbers are modified for all
diagnostics because of the changed rates in the statistjadibrium equations. For a comprehensive
discussion on the effects of microclumping on various dietjias, see Puls et al. (2008b).

If the assumptions behind the microclumping model are rnefegd (e.g. if clumps are optically thick
for the investigated diagnostic), the line formation wigknd on more structure parameters than
just fq. Thus, relaxing the microclumping approximation meangs tie must consider additional
parameters when describing the structured wind. Thesenedeas (for a two component medium)
were defined and discussed in Paper|, and are listed in TableVBe stress that they are essential
for the radiative transfer in an inhomogeneous medium, andnerely ‘ad-hoc parameters’ used in a
fitting procedure.

In addition to the clumping factofg (or alternatively fy), Xc = pic/Pc denotes the density ratio
of the interclump (ic) to clumped (cl) medium. The time imardt (given in units of the wind’s
dynamic time scale and not necessarily constant througtheutvind) effectively sets the physical
distances between clumps, also known as the porosity lénffiwocki et al., 2004), which in our
geometry is given by = vgdt. Moreover, assuming a smooth underlying field of custonfhtype,
Vg(r) = Vo (1 —b/r)P with b set by the assumed velocity at the wind basg = v(r = 1), this time
interval sets thevelocity separatiorbetween the clumpAv =~ vgdtdyg /dr (see Sect. 5.9). Finally,
the ratio of the clump velocity spadv to this velocity separation (representingvelocity filling
factor; see Sect. 5.9) largely controls how strongly a pbed velocity field affects line formatidn

In addition to these basic parameters, the radiuat which clumping is assumed to start also plays
an important role for the line formation. Note also that thegmeters defining these stochastic winds

1 In this paper, we do not consider the ‘jump velocity parametiefined in Paper |, since it was shown there that this
parameter mainly influences the formation of very strongrséd lines, which are not considered here.
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are independent of the origin to the inhomogeneities.

The stochastic models should be distinguished from the-tliependent RH simulations; in the latter
the structure arises naturally from following the time enin of the wind and stems directly from
the line-driven instability. Thus, the time-averaged stite parameters, as functions of radius, are an
outcomeof these simulations (in contrast to the stochastic moddisye they are used as fundamental
parameters defining the structured wind). Nonethelessgxthet wind structure still depends on the
chosen initial conditions, for example on whether the ibidits is self-excited or triggered by some
excitation mechanism (the latter is done here, see TabJeFrially, as shown in Paper |, by choosing
a suitable set of structure parameters one can reconcitérgpesynthesis results stemming from the
stochastic models with those from RH simulations.

In addition to the structure parametelg enters all our models. Paper| showed that this parameter
does not change the strengths of the resonance lines. Miseh@ve shown that also the effects on
recombination lines are modest for investigated valuesréfore all 3D models in this paper assume
Ne = 60, meaning a coherence length of 3 degrees at the equatioh isltonsistent with observa-
tional constraints derived from line-profile variabilitpalysis (Dessart & Owocki, 2002). Theoretical
constraints oriNg are still lacking, and will require a careful treatment oé tlateral radiation trans-
port in RH models; the first 2D simulations by Dessart & Owg@03) neglected this transport and
resulted in a laterally fragmented wind down to the grid edalt the follow-up study (Dessart &
Owocki, 2005) included a simplified 3-ray approach and teslih larger (but un-quantified) lateral
coherence scales.

5.3.3 Code verifications

The recombination line code has been extensively testedtamded to yield equivalent results with
Puls et al. (2006) for smooth winds. Also, results based emifcroclumping technique are repro-
duced for stochastic as well as RH winds with low wind deasijtas expected because the clumps then
remain optically thin. In our applications, we use hydrogem helium occupation numbers calcu-
lated byFASTWIND model atmospheres (Puls et al., 2005), under the microdhgrgpproximation,
as input for the radiative transfer to compute syntheticspe Photospheric profiles are taken from
NLTE calculations of atmospheres with negligible windseTonsistency between unified (meaning
a simultaneous treatment of the photosphere and wind) nadiahelsphere calculations and the simpli-
fied core/halo approach has been verified in the microclugninit, for recombination lines as well
as for resonance lines. Moreover, we have found that avénragembination line profiles calculated
from our earlier 2D, stochastic models are almost ident#hose calculated from our new 3D ones,
as was already anticipated for the UV resonance lines inrRape

The Hell blend in H,.  The star’s helium abundance has of course been considetbd talcu-
lation of the H, wind opacity, but for simplicity we include the Hieblend only in the photospheric
profile, thus neglecting its direct contribution to the wiahission. This results in a slight under-
estimate of the total wind opacity of the line complex. Hoem\by comparing to unified model
atmosphere calculations that consistently treat tha Hknd, we have found that the direct helium
contribution is low for our typical stars of interest; in capplications forA Cep it can even be ne-
glected. Although sufficient for our purposes here, thisaggh should obviously not be generalized;
it may yield unrealistic results for stars with parametaffecent from our template star.
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Figure 5.2: Panels a-d from top to bottoRanel a: ¢ (Eq. 5.2) as a function of wind velocitPanel

b: The relative contributions t§ from f,g andCn. Curves in panels andb have been calculated
with Ko = 5 andv; = 0.005 (in units ofv,,). Panels ¢ and dAnalytic (Eq. 5.1, solid lines) and Monte-
Carlo (dashed lines) based absorption part resonancerlifieep from clumped winds, as compared
to smooth results (dotted lines). Clumping starts-atl.3. Panel c: Profiles for three different values
of the line-strengthkg (indicated in the figure), with increased absorption forhieigvalues ofkg.
Only the kg = 1 profile is not saturated for smooth modeRanel d: Profiles forkg = 5 and two
(Monte-Carlo) and three (analytic) different values of thermal velocityv; (values indicated in the
figure), with increased absorption for higher values;of

5.4 Theoretical considerations of resonance and recombitian line for-
mation in clumpy winds

Resonance line formation in clumpy hot star winds was dsedisn detail in Paper |. There we iden-
tified an intrinsic coupling between the effects of porosityl vorosity (='velocity porosity’, Owocki,
2008), which we here further elaborate upon. In particw@ propose an analytic formulation of line
formation in clumped hot star winds (that does not rely onrtheroclumping approximation). As
already mentioned in Sect. 5.3, the development of suchligiegpapproaches is important for prop-
erly including effects of optically thick clumping into atmpheric NLTE codes. For recombination
lines, we focus on |l and discuss impacts from optically thick clumping on itsrfiation, using our
stochastic wind models as well as an extension of the anahg@tment developed for the resonance
lines.

5.4.1 Analytic treatment of resonance lines in clumpy winds

Throughout this subsection we assumenaooth velocity fieldDespite this, the vorosity effect will
be demonstrated to be important for the line formation,(aenon-monotonic velocity field is not
required for vorosity to be at work). Following the basicuargents of Owocki (2008), we write the
normalized absorption resonance line proRlg at frequency from a radial ray as (see Sect. 5.9)

Rax = &8+ (1— &) ™. G-
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This expression describes the part of the profile that steams &bsorption of continuum photons
released from the photosphere. Tiotal line profile is given byRy = Rax + Remx, WhereRemy is
the re-emission profile, and is in this case the result of fihetons escaping the wind after having
been scattered. Recall, however, tRgf controls the actual line-profile strengths of resonanaceslin
because these are pure scattering lines formed out of trébdted continuum radiation emerging
from the photosphere.

In Eq. 5.1 we defin€ as thefraction of the velocity field over which photons may be abedrby
clumps with the t’s representing the Sobolev optical depth for the clumpeatdsript cl) and rarefied
(subscript ic) regionsé describes the essential effects of Owocki’s vorosity; thet ferm in Eqg. 5.1
handles the part of the line profile emerging from absorptiithin the clumps, whereas the second
term handles the part emerging from absorption within theriolump medium. What remains then
is finding an appropriate expression forin Sect. 5.9 we argue that a reasonable approximation may
be

ov Vi
E ~ A_\/+CA_V = fvel+c’77 (5-2)
with Av the velocity gap between two clump centefg, the velocity filling factor (defined in full
analogy with the traditional volume filling factor, the effective escape ratihere re-defined from
Paper |, see Sect. 5.9), a@da correction factor that depends on the line strength. Allaladepen-

dencies in Eg. 5.2 are suppressed for simplicity. As show8eict. 5.9, we may write

ov

fvel - fvé—vﬁ7

ool I

n=-, (5.3)
whereh is the porosity length of the medium ahdhe (in this case radial) Sobolev length. For the
smooth velocity field considered in this subsectiéu,= dvg, which givesf,e=f,. Even though the
principle effect of the optically thick clumps on resonatioe formation is a velocity effect governed
by fvel, Egs. 5.1-5.3 indicate there is also a dependence on spati@gity through the ratig = L /h.
This coupling was argued for already in Paper|. Howeverpjiears tha€ better characterizes the
effects of clumping in resonance line formation than did pravious parametrization (see Sect. 5.9).
We note also that all parameters used to define our stochaistic models (Table 5.3.2) enter the
expression foRay, illustrating that indeed all these are important for theegal line formation prob-
lem.

The upper two panels of Fig. 5.2 plgtas well as the relative contributions frofge andCn for

a resonance line with line-strength parametge= 5. For a smooth model (with ionization fraction
g =1, assumed in this sectiorgy = 5 results in a profile at the saturation threshold. In the fadwe
panels of Fig. 5.2 we show analytic absorption line profildsuated using Eq. 5.1 and profiles calcu-
lated using our Monte-Carlo code. To make consistent coisgras between methods, we accounted
only for radial photons in the Monte-Carlo simulations. iysed density structure parameters were
f=4.0, 0t =0.5, andx; =0.0025. The agreement between the methods is very goatin¢gesupport

to the proposed analytic treatment and providing a religtisienple explanation for the basic features
of the synthetic profiles.

Evidently profile-strength reductions can be quite dramédr ‘moderately strong’ cases such as
Ko = 5. For the very strong = 500 line also the inter-clump medium is optically thick aine t
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profiles are therefore saturated (which is a necessity Becswch saturated profiles are observed in
hot stars). Note that, dv were much higher tha@v, one could neglect the second term in Eq. 5.2
andé& would become independent of the porosity length. If one aégglects the inter-clump medium
(settingxic =0), and assumes that clumps are optically thick throughmentire wind (appropriate
for the kg = 5 line), then the observer in our example would simply rezeiconstant residual flux
Rax = 1— f, = 0.75. Fig. 5.2 shows that this generally does not hold (eventferidealized case
of zero thermal speed, the inter-clump medium still playsla)r demonstrating that, along with the
velocity filling factor f,g, in general both. andn also help shape the emergent profile for a wide
range of line strengths and structure parameters. FigllGstrates the importance of accounting for
the finite line profile widthCn may not be neglected, even in models with very low, but fifiggral
velocity, and becomes particularly important toward theebédge of the line profiles. This occurs
because the resonance zones in the outermost wind becosneadélly extended.L thus grows
whereas the distances between the clumps (determhmjirage unaffected due to the very slowly
changing velocity field. Consequentlybecomes very high anfleventually reaches unity. Since the
Ko = 5.0 line is optically thick, a ‘blue absorption dip’ (extensly discussed in Paper 1) is created.
Randomization effects are here neglected because we hev@ ssnooth velocity field. When clumps
are allowed to have velocities higher and lower than thogengby the mean velocity field, overlap-
ping velocity spans of the clumps lead to increased escapkatbspheric photons. The blue absorp-
tion dip then becomes less prominent than what is displayddg. 5.2, as discussed in Paper| (see
also Sect. 5.9, for some comments on randomization effects)

Nevertheless, this subsection demonstrates that the chionping approximation can result in large
errors if indeed the wind is clumped but the clumps are natajby thin. First applications of the
analytic formulation are given in Sect. 5.7, for diagnastid weak wind starsand for the predicted
profile-strength ratios in resonance lideublets

5.4.2 Recombination lines in clumpy winds

We now leave the resonance lines behind and turn to the fammaf recombination lines. We focus
on Hg, the primary spectroscopic mass-loss diagnostic for Gs.statell 4686 reacts similarly as
Hg to clumping in our primary stars of interest (becausaiHis the dominant ion in the line forming
regions) and will be considered only in our diagnostic stafl} Cep (Sect. 5.5).

First we present results from calculating, Hine profiles using our stochastic 3D wind models. Our
main interest is to investigate differences with respecth® microclumping model, so main re-
sults are provided in terms of the deviation of the equivaleidths W, between the two methods,
(W) mic —Wa ) /Wi mic, @s a function of mass-loss rate (h&¥g i denotesh, as calculated from a
model assuming microclumping). All models discussed ia hibsection were calculated with unity
departure coefficients, wind electron and radiation tempees as for approximately Cep (cali-
brated using unified NLTE model atmospheres, see Puls &04l6), and no input photospheric ab-
sorption profiles. We used structure paramefgrs9.0, ot =0.5, % = 0.0025, and a smooth velocity
field characterized b = 1.

For typical O-supergiants, the equivalent widths of prefitalculated from stochastic models are
slightly lower than those based on the microclumping tespini Deviations stem from optically thick
clumps. The dominating effect is on the wiedissionof Hy photons rather than on the wind ab-
sorption of photospheric photons (in contrast to resondines, see previous subsection). This is
because the source function for recombination lines icbfgiunaffected by the dilution of the radi-
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Figure 5.3: Upper panel: Deviations from the microclumping approximation of equévd widths

of synthetic H, line profiles versus mass-loss rate (see text). Valuggofhe onset of clumping,
as indicated in the figureLower panel: H, line profiles as calculated by stochastic, analytic, and
microclumped models withiy=9 andM=10 x 10~° M /yr and the rest of the stellar and wind param-
eters as fod Cep. Clumping for all models starts gt = 1.3. The dimensionless frequengysee
Sect. 5.9) is on the abscissa.

ation field, which for relatively strong and hot winds makedé lines appear in emission and thereby
suffer the main effect from a clumped wind on the emissiort pathe line profile. Moreover, the
p?-dependence of recombination line-opacity increasesdahgast between the optical depths for the
clumps and those for the inter-clump medium, as compareesmniance line formation. This lowers
the significance of the inter-clump medium and also caugesltimp optical depths to decrease faster
for increasing radii. The latter effect results in clumpattare optically thick only in the lower wind
regions. Deviations from the microclumping limit are tHfere more significant for cases with earlier
onset of clumping. For example, the equivalent widths ferrtiodels withM=2.5x 10 M, /yr are
reduced by 7% and 17 % when clumping startscat= 1.3 andrg = 1.05, respectively. The effect
is thus modest, but noticeable. Note that reductions aresuned against models assuming micro-
clumping; the profiles are still much stronger than profilesiputed from smooth models with the
same mass-loss rate.

Our tests show that effects are confined to the line core aatditle microclumping approximation
provides accurate results in the line wings. However, Fi8.rBveals prominent emission strength
reductions for stronger winds, since then optical deptbotff become important for ever larger por-
tions of the total wind volume. Furthermore, the onset ofrgbing is irrelevant in these strong winds
because the majority of the emission emerges from raditgréaanr.. This insensitivity to the onset
of clumping also recovers the scaling invariant fisicroclumpedwinds (J /TgM, see Sect. 5.3.2).
For typical OB-supergiants, this scaling does not hold bseaf the strong opacity contrast between
wind radii lower than and greater thag. Even though we for these strong winds have entered the WR
regime, in which a reduced hydrogen content is expected ¢ddsaw/a break-down of our assumption
of an optically thin continuum), our analysis could, of caeirbe generalized to recombination lines
of other chemical species (as has been done far #&86 in our application td Cep), and may point
to significant optical depth effects in the strong emissieaks of stars with very high mass-loss rates.
Indeed, lower emission peaks in the theoretical spectruaWR star were found by Oskinova et al.
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Table 5.3: Structure parameters for an empirical stoahagtid model ofA Cep

Velocity range Yp/Ve]  fo Ot [tayn] Xic ov/dvg
Vimin - 0.15 1.0 1.0 1.0
0.15-0.35 28.0 05 0.005 -5.0
0.35-0.60 140 0.5 0.0025 -5.0
0.60-0.95 140 3.0 0.0025 -5.0
0.95-1.0 40 3.0 0.0025 -5.0

(2007), on the basis of scaling smooth opacities using asfigrformalism. However, when deriving
empirical mass-loss rates from microclumping models of ViiRssone normally considers also the
electron scattering wings (which are unaffected by mienmging, see Hillier, 1991), and because
these probably are optically thin it may be that lower enoisgieaks would have a greater effect on
the inferred clumping factors than on the mass-loss rates.

Analytic treatment of recombination lines. We can understand the reduction in, lédmission
strengths using the same analytic treatment as outlinetefmmance lines. Better yet, because the
source functiorSis almost unaffected by the radiation field (see Sect. 5.8)¢an for recombination
lines simulate the total profil&y = Rax + Remx, Writing

Remx = SEx(1— € %) + S(1— &)(1— e Tex), (5.4)

Remx is much more influenced by non-radial photons thaRaig, so accordingly the radial streaming
assumption from the previous subsection must be relaxed Bestails are given in Sect. 5.9.

It was mentioned already in the previous paragraph thapthgependence of the line opacity lowers
the significance of the inter-clump medium in recombinatioe formation. Actually, tests have
shown that, in our typical stars of interest, the opacitiethe inter-clump medium are so low that the
second term in Eq. 5.4 can safely be neglected. The lowell paiég. 5.3 illustrates that profiles
computed using the analytic approximation agree very wighl thhose computed using our stochastic
wind models.

5.5 A multi-diagnostic study of A Cep

We have carried out a detailed study of the Galactic O6 sigr@ry Cep. This star was chosen in part
to connect with Paper| and in part because it is a well obseavel studied object, with significant
mass loss, that appears to be less peculiar than,leRup. A simultaneous investigation of optical
diagnostics and thevPresonance lines is performed. The ionization fractionsvoéRd the hydrogen
and helium departure coefficients (see Fig. 5.5) are catmlilaith the unified model atmosphere code
FASTWIND, under the microclumping approximation and assuming theeselumping factors as in
corresponding RH or stochastic models, with stellar anddvgarameters as given in Table 5.1 and
with a solar (Asplund et al., 2005) phosphorus abundancgllaBtotation is treated by the standard
convolution procedure of a constardini (neglecting differential rotation). We use observedrusE
spectra from Fullerton et al. (2006), and optical specimanfMarkova et al. (2005) and A. Herrero
(described in Herrero et al., 2000). In addition tg,HHell 4686, and PV, we also consider the wind
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Figure 5.4: Radial clump optical depths for PV ang &t functions of wind velocity.

sensitive cores of jHand H;. However, for these diagnostics we rely entirely on the agdltrmping
approximation, which because of their low wind optical despshould be sufficient.

5.5.1 Clump optical depths

Theclump optical deptlin the wind is the primary quantity governing the validitytbé microclump-
ing approximation. In Paper| we provided estimates of thengls’ radialSobolewvoptical depths in
resonance lines, estimates which may readily be modifiede@ase of ij by following, e.g., Puls
et al. (1996) (see also Sect. 5.4.2). However, clumps dolwatya cover a complete resonance zone,
so the Sobolev optical depths must be replaced by opticdhgealculated by including the actual
line profile. Within our stochastic wind models, the radiatemt of a clump id, = Vg ot fy, and
therefore, by transforming to the corresponding velocitgitiy we may calculate the ‘actual’ clump
optical depthrg.

Fig. 5.4 shows radiat, for the mass-loss indicatorsgHand R/ in A Cep, using constant structure
parameters as for the inner clumped region given in Table Bt figure shows that is signifi-
cantly higher for R than for H, and, moreover, that the only linear dependence on the gdosit
resonance lines (as opposed to the quadratic dependeneeowfilvination lines) causes clumps to
remain optically thick in R throughout almost the entire wind. Based only on these sireglfimates,
one might therefore expect that the basic results of Settshould hold in a diagnostic application
of a typical O star. That is, Fshould be affected by optically thick clumping only in thedicore,
whereas resonance lines should be much more affected @ventine line profile.

5.5.2 Constraints from inhomogeneous radiation-hydrodyamic models

Fig. 5.6 displays line profiles calculated from our RH model cCep. Consistent fits of the observed
diagnostics are not achieved. Thg hhe wings are reasonably well reproduced but the core éomiss
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Figure 5.5: Clumping factorsupper lef), Pv ionization fractions {pper righ), and Hel 4686 and
Hy departure coefficientls; (lower left andlower right, respectively) used in the RH and stochastic
models ofA Cep. Mean wind velocities are on all abscissas.

is much too low. The ? profiles are, actually, better reproduced, although stptigan observed
toward the blue edge of the line complex (the ‘blue edge gbiwor dip’ problem, see Sect. 5.4.1).
The reasonable\Pfits are due both to adopting a rather low mass-loss raté foep (see Table 5.1)
and to lower velocity spans in these RH models than in thoalyzed in Paperl The mass-loss rate
was essentially chosen from a best compromise when comgidéie complete diagnostic set.

The apparent mismatch betweep emission in the core and in the wings occurs becdgsecreases
rather slowly with increasing velocity (Fig. 5.5), whichrfa given mass-loss rate implies that the
optical depths in the K core forming regions are too low as compared to the opticpthdein the
wing forming regions. H& 4686 is subject to the same mismatch g@s &hd also the cores ofgHand
Hy are deeper than observed. The latter feature occurs bettamipbotospheric absorption profiles
are not sufficiently re-filled by emission from the only wea&lumped inner wind. Thus, the optical
wind diagnostics all indicate that the clumping factor asiaction of velocity inA Cep differs from
that predicted by the RH simulations (see also Puls et al62Bouret et al., 2008). On the other
hand, any significant increase in the mass-loss rate torobtaétter fit of the higher Balmer lines and
the core of H, would produce stronger than observegl &hd Heil 4686 line wings (as illustrated for
Hq in Fig. 5.6) and, vice versa, a reduction of the mass-losstoabbtain a better fit of the (blue edge
of the) PV lines would produce too weak wings.

Comparison with the microclumping technique. We now compare results from above with those
from a microclumpedAsTwWIND model having the same (smoothed) clumping factors as the RH
model. The R profiles calculated using tlra sTWIND model are stronger than those calculated using
the RH model. We may characterize this difference by thesdfice in the equivalent widthg, of

2 The exact reasons for the lower spans are still under imatiiin, and will be reported in a future paper.
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Figure 5.6: Observed and synthetic line profiles Xo€ep. Dotted linesare the observationssolid
line profiles are calculated from the inhomogeneous radiatiarddynamic model oA Cep (Ta-
ble 5.1), anddashed linedrom a correspondinggASTWIND model including microclumping. The
long-dashed line in the upper left panel is from a RH model iriclv the density has been scaled to
mimic an increase in the mass-loss rate by 50 %.

the absorption parts of the profile®V, is roughly 15 % lower for the RH model (see also Owocki,
2008). However, this moderate reduction in profile streragttually corresponds to a reduction in

the mass-loss rate by a factor of approximately two, becatide resonance lines’ slow response to
mass loss.

Resonance line profiles stemming from the RH and microclagpiodels also display different line
shapes For RH models, significant velocity overlaps stemming frira non-monotonic velocity
field ensure that the observed flux at the blue side of the méec is accurately reproduced without
invoking any artificial and highly supersonic ‘microturbate’, as must be done when using smooth
as well as microclumping wind models. Although not analyhede, also the absorption at veloci-
ties >V., of saturated resonance lines may be reproduced by RH modalsuvinvoking additional
microturbulence (Puls et al., 1993, Paper ). Fgrahd Hell 4686, the RH and microclumping mod-
els yield almost identical results. This occurs becausmptuare optically thin in these diagnostics
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Figure 5.7: As Fig. 5.6, but using our stochastic modelsdspivith corresponding inferred empirical
structure parameters (see text). The assumed mass-less tta same as for the RH modeloCep,

see Table 5.1.

throughout almost the entire wind, due to the slow incredsi, avith mean wind velocity, which in
turn results in wind densities in the inner wind unable todoiee optically thick clumps (compare to
the empirical models in the following subsection).

5.5.3 Constraints from empirical stochastic models

Clearly, the RH models fail to deliver satisfactory line files when their structures are confronted
with UV and optical wind diagnostics. Here we use our stottbasodels to modify the wind-structure
parameters and show how the results then may be reconciteslisTa first attempt toward our long-
term aim of using consistent multi-diagnostic studies ttawbunique views oempirical mass-loss
rates and structure properties of hot star winds.

The same mass-loss rate and terminal velocity as for the Rii¢hadA Cep is adopted (see Table 5.1).
In the outermost wind, we for now adhere to the constraint§aterived from radio emission by Puls
et al. (2006), scaled with respect to the mass-loss rateadehiere. In the inner wind, both the distinct
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shape of i in A Cep’ and the cores of the higher Balmer lines may be used as trafcstrsicture. The
Hq absorption trough followed by the steep incline to rathesrgl emission can only be reproduced
by our models if clumping is assumed to start quite late ({®Ruls et al., 2006; Bouret et al., 2008),
at a velocity marginally lower than predicted by the RH medhbwever with a much steeper increase
with velocity (see Fig. 5.5). Also, in the particular case\afep, the upper limit of the mass-loss rate
derived by Puls et al. (2006M=3.0x 10-5M,, /yr, inferred by assuming a smooth outermost radio
emitting wind) results in densities so high in the lowermastd that the H, trough never reaches
below the continuum flux. Moreover, additional constracdame from the cores of the higher Balmer
lines; the higher the densities in the lowermost wind, thengter the re-filling of the photospheric
absorption profile by wind emission. Here as well the uppaitlirom Puls et al. provides shallower
than observed line cores. Thus, if we requige=1 at the wind base, and if our interpretation of the
abrupt shift from absorption to emission in, ks due to clumping is correct, rather tight constraints
on the mass-loss rate may be obtained using only opticahdsigs.

The H, time-series of Markova et al. (2005) reveal that both thaliteof the emission peak and
the depth of the absorption trough depend on the obserahtimrapshot; variations can reach 0.04
in residual flux units. Therefore it is not critical that et the peak nor the trough is perfectly
reproduced by our models in Fig.5.7 (which displays a ‘repngative’ observational snapshot). On
the other hand, the observations do not indicate any signifiariation in thgositionof the emission
peak. This might be an issue; the late onset of clumping tslthe emission peak too much (at
least when neglecting differential rotation, see Sect.13.6vhereas an earlier onset of clumping
fails to produce an absorption trough. The offset in thetmmsiof the emission peak is larger than
the estimated uncertainty in the radial velocity correttiwhich may indicate that clumping is only
partly responsible for the shape of thg Ebre. Indeed, other interpretations have been suggestéd, a
we comment on this in Sect. 5.6.1.

The line shape of He 4686 is well reproduced by our stochastic models, but notetiméssion
strength. The line reacts similarly to clumping ag.Hn order to increase the central emission to
the observed level we would have to raise the clumping faottire inner wind even more, which in
turn would produce stronger than observeg éinission as well as shallower than observedaldd

Hs cores. Since hydrogen generally has more reliable and rdepsrture coefficients than helium,
we have given higher weights to fits of hydrogen lines. Irggngly, He Il 4686 shows a similar offset
as H, in the position of the emission peak.

The PV resonance lines are much more sensitive to the windtste parameters (see Sect. 5.4.1)
than to the mass-loss rate. Hence these lines should be nigegisca consistency check of mass-loss
rates derived from other diagnostics. Using the structararpeters given in Table 5.2, our stochastic
models yield reasonable fits of the PV lines. We use valuéd @ndx,. as in Paper | but are able to
adopt a higher value ¢dv/dvg|, which however is still lower than predicted by the RH modélsis
higher value stems from that we here consider also optiegmtistics and from these derive a lower
mass-loss rate and higher clumping factors than what wasressin Paper |.

fe in the inner wind is drastically different from that predidtby our RH model foA Cep (Fig.5.5),
and indicates that present-day RH simulations fail to teabservationally inferred clumping factors,
at least for the inner wind. Regarding the outermost wirtdjdepoint out that the RH simulations used
here only extend to~ 35, at whichf is still decreasing. Simulations by Runacres & Owocki (2002
which extend to much larger radii, indicate that the clurgpiactor settles atc 4 in the outermost

3 which only resembles the P Cygni shapes of the UV resonanes, since it is formed differently
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wind. fy ~ 4 is consistent with the assumed mass-lossvaté.5 x 10-%M,, /yr and the constraints
from radio emission derived by Puls et al. (2006) (see aboMels suggests that the outermost wind
is better simulated by current RH models than the inner.

Comparison with the microclumping technique. Here we compare the stochastic models from
above with microclumped models calculated with the sammping factors. When using the mi-
croclumping technique, the PV resonance lines aralimettly affected by the structured wind. The
mass-loss rate adopted in the previous paragraph thenga®aouch too strong absorption in these
lines, see Fig. 5.7. Moreover, the high clumping factor ia ittmer wind adopted in our stochastic
models results in so high densities that the clumps becortieatip thick in Hy, and Hell 4686 as
well. This generally leads to weaker emission for the stettbanodels than for the microclumped
ones (Sect. 5.4.2), arfg’s drastic increase from 1 to 28 makes the deviation from tleeonlumping
approximation prominent in this particular case. We hav#fiomed that the same emission strength
reduction results when using our simplified analytic apphogsect. 5.4.2), which supports the rather
strong emission reduction that we find in thg Ebre as well as indicates that our analytic approach
indeed might be a promising tool for a consistent implent@nanto atmospheric NLTE codes.

In order to obtain reasonable fits of the PV lines within thenotlumping approximation we had to
lower the mass-loss rate significantly,M=0.4 x 10-8M., /yr (this is the so-called ‘? problem’, see
also Fullerton et al. 2006). In turn this meant that extretaenping factors,f; ~ 400, in the inner
wind were required to meet the observed amount gfind emission. However, we have not been
able to achieve a consistent fit of the optical diagnostiagsguhiese highly microclumpegasTwIND
models; if for example H is fitted then the He 4686 emission is much too weak. Overall, the results
in this section support the view that the extremely low efnpirmass-loss rates previously indicated
from Pv might be a consequence of neglecting optically think clurgpirhen synthesizing resonance
lines.

5.6 Discussion

5.6.1 Are O star mass-loss rates reliable?

Theoretical rates. The time/spatial averaged mass-loss rate of o@ep RH model differs from
the rate of the corresponding smooth start model (used ftalination) by less than 5%. From
this one might expect that the clumped stellar wind shouldsignificantly affect theoretical mass-
loss rates based on the line-driven wind theory. Howeveticka et al. (2008) (see also Muijres et
al. 2010, submitted to A&A) made some first tests and inclug@d inhomogeneities in a (steady-
state) theoretical wind model of an O star. They found thatgtedicted mass-loss rate increased
when clumps were assumed to be optically thin, because dased recombination rates that shifted
the ionization balance to lower ionic states with more difecdriving lines. On the other hand, their
tentative attempts to account for optically thick clumpghiacontinuumopacity as well as for clumps
with longer length scales than the Sobolev length reducedirtle force and led to lower predicted
rates.

The reduced profile strengths of resonance lines (whichharenain drivers of the wind) found here
should in principle also reduce the line driving in thearatisteady-state wind models, but let us
point out that many lines that significantly contribute te tbtal driving force might still be saturated
because of the non-void inter-clump medium. Nevertheligss,clear that a thorough investigation
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of the impact of clumping on predicted mass-loss rates ienitg needed. The mass-loss rate for
A Cep derived here is approximately a factor of two lower tHantheoretical rate predicted by the
mass-loss recipe in Vink et al. (2000).

Empirical rates. Our empirical mass-loss rate farCep is 4.5 times lower than the rate inferred
from synthesizing I using a smooth wind model (Repolust et al., 2004). The beas$tcaints on
the mass-loss rate in our analysis come from the distingiesiod the H, line core and the higher
Balmer lines (Sect. 5.5.3). Rotation in our models is trédye the standard convolution procedure.
But A Cep is a fast rotator (Table 5.1), so differential rotatioigim influence the formation of the
line profiles, particularly the kl core. Bouret et al. (published in Bresolin et al. 2008) fothmt the
Hg line in  Pup can be fitted by assuming that clumping starts close twithebasejf differential
rotation is treated consistently. Sin¢éPup andA Cep display similar | profiles, it is possible that
the same effect could be at work also in the latter star, aecttly that the rather late onset of and
the rapid increase of clumping in our stochastic modeh d€ep could be somewhat exaggerated.
Naturally, this could then also affect the inferred massIate.

The influence of X-ray anduv/euv radiation as created by shocked wind regions (Feldmeidr,et a
1997) on the occupation numbers is not included in our aigljfiese contributors are not important
for calculations of hydrogen occupation numbers (Pauldetcal., 2001), but their significance for
the ionization fractions of phosphorus is still debatedtika & Kubat, 2009; Waldron & Cassinelli,
2010). We have used the alternative unified atmospheric vodeBasic (Pauldrach et al., 2001),
which treats X-ray anduv/euv radiation butnot wind clumping, to estimate the impact of X-
rays on the R ionization fractions. We find that effects are negligiblendid velocities lower than
V/Ve = 0.5 but profound at higher velocities, with thes Raonization fraction significantly reduced
when X-rays (and of course the correspondingv/euv radiation tail) are included. This suggests
that a proper treatment of these hot radiation bands migbtve the earlier discussed ‘blue absorption
dip’ problem, which is clearly visible in thewPline profiles calculated from RH models (Fig. 5.6, but
note that we overcame this problem in our stochastic modelsdreasing the distances between
clumps in the outermost wind, see Table 5.3).

5.6.2 Structure properties of the clumped wind

We identify two main problems when confronting synthetiedpa from the time-dependent RH sim-
ulations of the line-driven instability with observed Is@ the UV and optical: i) the absorption
toward the blue edge of unsaturated UV resonance lines igdgep in the simulations, and ii) the
emission in the core of His much too weak as compared to the emission in the wings. &tg@fob-
lem is related to the high predicted velocity spans in the Ridlefs, and was extensively discussed
already in Paperl. Moreover, in Sect. 5.6.1 we commentechandven if the large velocity spans
turn out to be stable features, this problem might be oveecbyna proper treatment of X-rays in the
calculations of ionization fractions.

The second problem arises because the predicted clumgitaydan the inner wind are too low as
compared to those in the outer wind (Fig. 5.5). However, fpaint out that velocity as well as
density perturbations in the inner wind of our RH simulatioay be overly damped, because we use
the so-called smooth source function (SSF) approximatibenacalculating the contribution to the
line force from the diffuse, scattered radiation field. Imslations that relax the SSF approximation
and account for gradients in the perturbed source functiamgn ‘escape-integral source function’
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formulation, EISF, Owocki & Puls 1996, 1999), the structiréhe inner wind is more pronounced
and also develops closer to the photosphere.

In any case, however, it is questionableélf-excitednstability simulations will be able to reproduce
the observed clumping patterns (which have been found malsarlier investigations based on the mi-
croclumping approximation, e.g., Bouret et al. 2005; Putd.e2006), especially considering that our
RH model ofA Cep actually already is triggered (Table 5.1), using Laimgperturbations mimicking
photospheric turbulence (Feldmeier et al., 1997). Thuslewdbservations tracing the outer wind
seem to confirm the structures predicted by the line-drimstability, observations tracing the inner
wind might require the consideration of an additional tedggg mechanism to be reproduced, which
perhaps must be stronger than what is currently assumedexaanple, Cantiello et al. (2009) pro-
posed that gravity and/or acoustic waves emitted in sufaceiconvection zones may travel through
the radiative layer and induce clumping already at the wiaskb However, regarding gravity waves,
it is not certain that these would have high enough freq@sn(ie., higher than the atmosphere’s
acoustic cutoff frequency) that they can be radially trantgal through the wind. Another possibility
for a strong clumping trigger might be non-radial pulsasiamthe photosphere. Certainly it would be
valuable to investigate to what extent such triggers, withiline-driven instability simulation using
the EISF formulation, could produce clumping patterns mitimer wind more compatible with the
observations.

5.7 Additional considerations

In this section, we discuss two applications for the analfgrmulation of line formation in clumpy
winds presented in Sect. 5.4.1.

5.7.1 Weak wind stars

The so-called weak wind problem is associated with obsenstof (primarily) O-dwarfs of late
types, which appear to have mass-loss rates much lower thahis predicted by the line-driven
wind theory, and also much lower than other ‘normal’ O stdrearlier spectral types. However,
a major problem with wind diagnostics in this domain is tHa primary optical diagnostic, H
becomes insensitive to changes in the mass-loss ratesatsontly upper limits can be inferred from
this line. Therefore one must for these objects quite oftdnsolely on the intrinsically stronger UV
resonance lines. For a comprehensive discussion on thewirdlproblem, see Puls et al. (2008b).
In the following, we demonstrate the potential impact oficgdty thick clumping on diagnostic res-
onance lines in weak wind stars using the analytic formattatieveloped in Sect. 5.4.1. We use one
component of the M doublet at 124@,, assume a solar nitrogen abundance (Asplund et al., 2005),
and take a generic O-dwarf with paramet&s8.0R., andv,=1500 kms?'. The Nv doublet was
among the lines utilized in the study of Marcolino et al. (20Gnd also our chosen parameters cor-
respond well to the parameters for the five stars analyzedaamdl to have very weak winds (more
than an order of magnitude lower than predicted by theorthahstudy. To avoid problems regarding
the onset of clumping and the aforementioned ‘blue abswrpdip’, we consider only the velocity
intervalv/v., = 0.25—0.75. Line profiles for structured winds are calculated usigg%1 and adopt-
ing the same structure parameters as in Sect. 5f¢025,%, =0.0025,5t =0.5, and a smoot3=1"’
velocity field).
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Figure 5.8: Equivalent width&), (normalized to the value for a saturated line), for the gitam
part of the N/ resonance line at 124‘& as functions of the product of the ionization fraction of N
(g), and the mass-loss rate. The solid line is calculated fromoimmodels and the dashed line
from structured ones. The black dots dendées for models corresponding to a smooth model with
(@M = 1079; see text.

Fig. 5.8 shows the curve-of-growths for structured and gmomodels, respectively, as functions of
the mean ionization fraction of Wtimes the mass-loss rat&)M. Clearly, mass-loss rates derived
from smooth models may be severely underestimated alsadms with weak winds. For exam-
ple, if we for this star were to infe¢q>l\7| =10"° M, /yr from a smooth model, the corresponding
rate inferred from a structured one would (lz(q>l\7|)5truc: 38x108 M, /yr= 38(<q>|\7|)smooth (see
Fig. 5.8). Thus, if using smooth models (or microclumpedgcsimicroclumping has no effect on
the resonance lines), one could easily derive mass-loss mabre than an order of magnitude lower
than corresponding rates derived from structured modeld,tlaereby one could also misinterpret
observations as suggesting that mass-loss rates are mushtl@an predicted by theory.

We emphasize, however, that this simple example merely dstrates how optically thick clumping
might be important also for resonance line diagnostics in sedaleak wind stars, and thdt, the
winds are clumped, one must be careful not to simply assuatesttongly de-saturated resonance
lines also imply optically thin clumps. The actual massslosductions will depend critically both on
the assumed ionization fractions and on the adopted steuptarameters. Thus, a multi-diagnostic
study (to constrain the structure parameters), includidgtailed consideration of X-rays (to obtain
reliable ionization fractions), is required for more qutative results. Nevertheless, we may safely
say that, because of these inherent problems in UV line di&tgs, it is important to put further
constraints on the weak wind problem by exploiting othegd@stics that are sensitive to mass loss
but neither have optically thick clumps nor are affected bya)s (as is probably true for, e.g., the
infra-red By, line, Najarro et al., in prep., see also Puls et al. 2009).
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5.7.2 Resonance line doublets

Massa et al. (2008) pointed out that additional empiricaist@ints on wind structure may be ob-
tained by considering the observed profile-strength ratioesonance lindoublets The line strength
parameterkg, of such doublets must in a smooth (or microclumped) windnlggroportion to the os-
cillator strengths of the individual components,which for the cases of interest here df¢/ f" = 2,
with superscriptd andr denoting the blue and red line components, respectivelywener, if the
clumps are optically thick for the investigated lines bus ik ignored in the analysis, the line-strength
ratio may in principle take any value between unity and twee(discussion in Paperl). For exam-
ple, in the case of very optically thick clumps and a void ixgiemp medium, Eq. 5.1 simply gives
Rax = 1— ¢, i.e. the inferred line-strength ratio would be exactly oii@e analogy for continuum
diagnostics, or for line diagnostics inmon-acceleratingnedium, is the well-known result that for
a medium consisting of infinitely dense absorbers embeddedviacuum, the effective opacity is
independent of the atomic opacity (see footnote 4 in Se@j. RAlso for such a situation would the
inferred profile-strength ratio be exactly one.

A major advantage of this line diagnostic is that the depeoden X-rays should cancel out. Re-
cently, Prinja & Massa (2010) extended the Massa et al. woikdlude a large number of B super-
giants, for which they, from the 8 AA 1400 resonance doublet, derived empirical profile-stiengt
ratios using smooth wind models. The stars showed a widadgretween unity and the predicted
factor of two, with the majority of them lying in the range 1d01.5, and with an overall mean of 1.46
(standard deviation-0.31). In the following, we shall discuss this diagnostideinthe assumption
that the doublet components are well separated, so thateaghonent can be treated as a single line,
which is reasonable for, e.g., the just mentioned silicaediin typical B-supergiants and fow fh
OB-stars.

We now show that our analytic formulation for resonance floenation indeed predicts profile-
strength ratios on the same order as those discussed abolNlewiftg the previous paragraph, we
assume a solar abundance for silicon, make use of a geneaigp&giant withR,=30.0R., and
V=800 kms, adopt the same structure parameters as before, and aopsigethe velocity in-
terval v/Ve, = 0.25— 0.75. We then assume that for this generic star we deidgys = 5 x 102
from the Silv resonance doublet formed ins&ructuredwind model. By once more exploiting the
curve-of-growth (as in Fig. 5.8, but now for the two compasesf Siiv), we can then easily translate
the structured results to corresponding smooth ones. Wealfireffective ratio(Kg/ K$)smooth~ 1.4,
which agrees well with the results derived by Prinja & Masz10).

The doublet ratios are, in fact, almost ideal diagnostigamging structure properties, since all other
dependencies cancel out. Therefore ratios deviating fwosmtight be the cleanest indirect signatures
of optically thick clumping that we presently have, and maypiinciple be used to extract empirical
information on the behavior of. We write the ratio of the blue and red absorption line pradile
frequencyx as

Rgx (1 fx)e_(ZTiD + &g (%) (5.5)
R (1I-&e%t+&e ™ '
Generally, this equation can be solved &ronly if the line optical depths and the inter-clump den-
sities are known (the latter for example from observatidnsaturated resonance lines, see Paperl).
However, under certain circumstances we can eliminate ¢leel for such external knowledge. For
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example, assuming thatl clumps are optically thickwe may write

b 2
@ — e Tlc — —Rg’x — & =1— (Rra’X) .
Rg,x 1- EX Rgx

(5.6)

Applying the last formula to our line-profiles computed famB using Eq. 5.1 reveals a mean value
of £ =0.48 in a velocity binv/v. = 0.4— 0.5, which agrees well with the actual mean (calculated
from the assumed structure parameteés): 0.51. Thus, this approximation can provide a quite
good direct empirical mapping @, without any knowledge about optical depths etc. Anotheeca
for which the profile-strength ratio can be directly relatect is that of a completely transparent
background medium (i.e. in our case a void inter-clump mmagliur hat limiting case of Eq. 5.5 has
been long recognized and used by the quasar community@Gagguly et al., 1999), for the formation
of intrinsic, narrow absorption-line doublets.

However, let us point out that this theoretical example atdynonstrates that our basic formalism
appears reasonable. In a real application, there will bentxibation also from thee-emissiorpart of
the line profile, i.e., what we actually measure from an olzgén is the total line profil&y = Rax +
Remx. Thus, to empirically infeéy from Eq. 5.6 (which involve®R,x = R« — Remx), we must either
simply neglect the re-emission contribution (which gelgraot will be possible) or actually calculate
Remx, as predicted by atructuredwind model. For resonance lines (as opposed to recombmatio
lines, see Sect. 5.4.2), a simplified approachRg#y in clumpy winds is still to be developed; it
is a very demanding task because of the source functionttesog nature. In principle though, a
treatment corresponding to the ‘smooth source functiomhdism used in our time-dependent RH
simulations (see Sect. 5.6.2) might be a reasonable firsbxippation.

5.8 Summary and future work

We investigate diagnostic features for deriving massHates from the clumped winds of hot, massive
stars, without relying on the microclumping approximatidnis found that present-day RH simula-
tions of the line-driven instability are not able to considty fit the UV and optical diagnostics in a
prototypical O-supergiant. By creating empirical stotitasind models, we achieve consistent fits
mainly by increasing the clumping in the inner wind. A magsslrate is derived that is approximately
a factor of two lower than what is predicted by theory. Thetlmesstraints come from the optical
diagnostics. The UV resonance lines are much more sengitivee wind’s structure parameters (i.e.
to the clumping factor, the inter-clump medium density,)etban to the mass-loss rate, and should,
thus, not be the preferred choice when deriving empiricalgviass rates.

We discuss both recombination line and resonance line fiiloman detail. Resonance lines always
suffer the effects of optically thick clumping in typicalagjnostic lines, and their profiles are thereby
weaker for models with a sufficient treatment of clumpingntiiar models that rely on the micro-
clumping approximation. Recombination lines are lesscidiit because of the lower optical depths in
typical diagnostic lines. However, emission strength ofidns as compared to microclumped models
are significant for stars with high mass-loss rates (e.glf-Rayet stars) and can be so for O stars
as well,if, for example, strong clumping is present in the lower wirglillastrated by our diagnostic
study ofA Cep.

An analytic method to model these lines in clumpy winds, waithany restriction to microclumping,
is suggested and shown to yield results consistent witretfrosn detailed stochastic models. Some
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first results are given, illustrating the potential sigrdfice of optically thick clumps for diagnostic
lines in weak wind stars, and confirming recent results thafilp-strength ratios of resonance line
doublets may be used as tracers of wind structure and dptibédk clumping. We intend to refine
this method and incorporate it into suitable NLTE unified espheric codes, in order to investigate
effects of optically thick clumping on the occupation numshe

It is pivotal that 3D, time-dependent RH models of the limg«eh instability be developed, with an
adequate treatment of the 3D radiation transport. New nsaatel required to investigate whether the
structure predicted by present-day simulations is stabtéeconsequence of current physical assump-
tions and simplifications.

5.9 Analytic treatment of line formation in clumped hot star winds

Resonance lines. We propose to write the absorption part of a resonance limadd (from a radial
ray) in a clumped wind as

Rax = £ ™4+ (1- )™, &)

whereé is defined as th&action of the velocity field over which photons may be absdrby clumps
and the optical depths are those for the clumped (subsdyiphd rarefied (subscript ic) medium.
Following Owocki (2008) we define theelocity filling factor {g as the fraction of the velocity field
covered by clumps (in full analogy with the volume filling fac f,). That is, fy is the ratio of the
velocity span of the clump)v, to the velocity separation between two clump-centass,

ov

ot (5.8)

fvel =
In our stochastic models we hade ~ (8v/dvg)(dvg /dr)dr and from the definition off, (see Pa-
perl) or ~ f,Ar, with Ar = vgdt the radial distance between two clump centers. Similarky iy
approximateAv ~ (dvg /dr)Ar, which leads to

ov

S ) (5.9)

fyel =

Thus, a smooth velocity lawd{ =dvg) implies fyei=fy .

Actually, Eg. 5.7 is in form equivalent to the analytic tréerssolution derived by Levermore et al.
(1986), for the ensemble averaged intensity in a two-pliaseA, B] Markovian model of a static
purely continuum absorbing medium in the limit that the kbngcaled; of fragments of both compo-
nents are much longer than the domain of integrétidrwe just substitutd; — dv,Av. Thus, from
this analogy it is clear that we may st f,e as long as the Sobolev-like requiremént>> Cy; is
satisfied, wher€v; is the velocity extent over which a photon of frequexayay be absorbed (that
is, the velocity extent of a resonance zone). This limitifigagion corresponds to the case that the

4 We mention in passing that the Levermore et al. model alddstae resule~"/" in the limit of infinitely dense absorbers
in a background vacuum, which is equivalent to the resulaffully porous wind obtained by, e.g., Owocki et al. (2004).
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line profile can be represented by a delta function, so tleashiarp edges of the resonance zones pre-
vent any absorption at frequencies not Doppler shiftedgovtrty line center, resulting in a localized
radiative transfer. The optical depths in Eq. 5.7 are thatetstood to be the Sobolev ones. That is,
T = T/ fvel @ndTic = T(Xic/ fvel), With T the optical depth in the smooth case.

However, especially in the outer wind (but, depending orotiget of clumping, also in the innermost
wind, see Fig. 5.2) we will generally hader < Cv and the effective fraction of the velocity field over
which photons can be absorbed by clumps will increase. Thetdgrm of the radiation transport is
then likely to be very complex. Nonetheless, let us in a fittgnapt try to simply modifyé in order

to account for the essential effects. We write

_O0V+Cw
Ay

3 (5.10)
where the factoCw now represents a sort of correction to the limiting caséwf> Cv. A linear
addition is chosen because the basic equation determirliregher or not a photon actually can be
absorbed (i.e., whether or not it is located within its res@we zone) iScmt = Xobs— V, With X¢ms and
Xobs the co-moving and observer’s frame frequencies, resggtirhe dimensionless frequengys
defined as

V—Vg C
Vo Ve

(5.11)

with speed of light and line-center rest-frame frequengy

The factorC accounts for the fact that the ‘effective resonance zoner evhich photons can be
absorbed by clumps is larger than that providedvpyat least for relatively strong lines). Photon
absorption aix within clumps is given by the distribution functioa “x, with expectation value
Tax = 1. Therefore we may estimausing the ‘effective profile width’, determined by solvingy f
the co-moving frame frequency at which unity optical degtheiachedif a clump is present,

1 — erf{Xems/ Vi) _1

T 5 , (5.12)

where erf is the error function. The effective profile widtlet iSC = 2xcms/ Vi, Wherexems is given by
the solution to Eq. 5.12. Note th&tnow is allowed to be velocity depende@t— C(v). In addition,
the expression for the clump optical depth should now be figatlit / f,e; — 7/&, to account for the
fact that individual clumps no longer cover a complete rasae zone. We note that including these
correction terms recovers the smooth optical dapitihthe limit Av << v; (as expected because then
the individual clumps obviously are optically thin).

With C determined we can caétin the convenient form

¢ ~ fue+Cn, (5.13)

wheren = v;/Av is the effective escape ratio. Note the difference betwhandefinition ofn and
that given in Paper|. The two are related as
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n = (1— fvel)/Nold, (5.14)

whereneg denotes our earlier definition. The advantage of re-definiigthat we may now separate
out the porosity dependence §nwriting

Ve w/(dv/dr) Ly

T Av Ar h’ (5.15)

with h=dr /f, = Ar = vg ot the porosity length of the medium ahg= v;/(dv/dr) the radial Sobolev
length. The coupling between vorosity and porosity becochesr vian.

As defined; may in principle take arbitrarily high values, so for the exaes in this paper we simply
seté =1 wheneveg > 1, because in a wind with a smooth velocity field the clumpsaisly cannot
absorb photons over a velocity space larger than that cdsrénef velocity law. On the other hand,
if we allow for clumps to be randomly positioned in velocifyage, overlapping velocity spans will
lead to a change in the effective coverage fractions. Ifaiglgerturbations are sufficiently large, one
may simply substitut§ — (1—e %) and permitf to take arbitrarily high values. However, it is clear
neither if velocity perturbations will be sufficiently laggior how to handle the case when more than
one clump is crossed within a resonance zone. Thus we for nagigder only the simple case of a
smooth velocity field, deferring to future work a carefuldiwf these randomization effects.

Finally, Eq. 5.7 has the proper behavior in the limiting cagka smooth or microclumped wind. For
the former . =1 andt¢=T1),

Ry=e 7, (5.16)

and for the lattergy << 1),

Ry~ 1— Ty, (5.17)

where we recall that this last result is expected becausmaese line formation depends linearly on
the density (see Sect. 5.3.2).

Recombination lines. The absorption part of recombination lines such galy also be approxi-
mated as described above. Furthermore, since the sourtiofuim these lines can be prescribed (see
Sect. 5.3) we can make a similar approximation for the ressiom part

Remx = S (L— & ™)+ S(L—&)(1— e ™), (5.18)

whereSis the source function at the resonance point in units of trgicuum intensity. The total
line profile Ry is then given byRy = Rax + Remx- It is important to realize that the re-emission profile
is much more influenced by non-radial photons than is therptisn part profile. Thus we replace
the radial approximation fof with a corresponding line-of-sight expressidn~ &, by substituting

L, — L, andh — h/u, where curvature effects for a clump have been neglected.optical depths
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from the previous paragraph must be replaced by correspgraties for recombination lines, where
of course care must be taken for the now angular deperndeXiso Eq. 5.18 has the proper behavior
for smooth as well as for microclumped winds. For the former

Remx = S(1—€™ %), (5.19)

and for the latter

Remx ~ STX fc|7 (520)

which is expected because recombination line formatioreddp on the square of the density (see
Sect. 5.3.2).

Comparisons between the analytic approximations outlivezd and numerical simulations using our
stochastic wind models and detailed radiative transfees@ule given in the main paper.



Chapter 6

Mgl emission lines at 12& 18um in K
glants

This chapter is a copy of Sundqvist, Ryde, Harper, Kruger,iéhker (2008), Astronomy & Astro-
physics, 486, 985.

6.1 Abstract

The solar mid-infrared metallic emission lines have alyelaeken observed and analyzed well, and the
formation scenario of the Mgl 12m lines has been known for more than a decade. Detections of
stellar emission at 14m have, however, been limited to Mg | in very few objects. Rres modeling
attempts have been made only for Procyon and two cool evaltagd, with unsatisfactory results for
the latter. This prevents the lines’ long predicted usageralses of stellar magnetic fields. We want
to explain our observed Mg | emission lines atil12 in the K giants Pollux, Arcturus, and Aldebaran
and at 18um in Pollux and Arcturus. We discuss our modeling of thesesliand particularly how
various aspects of the model atom affect the emergent liofdgs.

High-resolution observational spectra were obtainedgu3iBEXES at Gemini North and the IRTF.
To produce synthetic line spectra, we employed standaredionensional, plane-parallel, non-LTE
modeling for trace elements in cool stellar atmospheres.coMeputed model atmospheres with the
MARCS code, applied a comprehensive magnesium model atmirysed the radiative transfer code
MULTI to solve for the magnesium occupation numbers in stiatl equilibrium. The Mg | emission
lines at 12um in the K giants are stronger than in the dwarfs observedrsofe present the first
observed stellar emission lines from Mgl at g and from All, Sil, and presumably Cal at 12
um. We successfully reproduce the observed Mg | emissios Biraultaneously in the giants and in
the Sun, but show how the computed line profiles depend a@itition atomic data input and how the
inclusion of energy levels with > 10 and collisions with neutral hydrogen are necessary taiobt
reasonable fits.
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6.2 Introduction

Metallic solar emission lines around lu2n were first identified by Chang & Noyes (1983), with the
most prominent lines originating from transitidnd — 6h (12.32um) and h — 6g (12.22um)
between Rydberg states of neutral magnesium. AdditiondbBsg emission lines from All, Sil, and
tentatively Cal were identified as well (Chang & Noyes, 198Bang, 1984). The Mg | line formation
scenario remained unclear until Chang et al. (1991) ands&ailet al. (1992), hereafter C92, in two
independent studies reproduced the emission features jpipyng standard plane-parallel numerical
radiative transfer with a detailed atomic model and a rédiaolar atmosphere. They confirmed an
origin below the atmospheric temperature minimum, refatadhromospheric line contribution, and
established a non-LTE (LTE: Local Thermodynamical Equilim) formation scenario. The solar
lines have subsequently been used in, e.g., Mg | statiggpalibrium analysis by Zhao et al. (1998).
C92 proposed a general Rydberg line formation mechanistiéhighly excited metal lines, which
implied that all visible metal emission lines in the solaespum around 12m originated in the
photosphere. A detailed non-LTE modeling of the All emiadi@s been carried out by Baumueller
& Gehren (1996), where they confirmed this mechanism.

The lack of suitable spectrometers and the low stellar flukémid-infrared have in the past made
high-resolution spectroscopy in this wavelength regiossfige only for the Sun and a few luminous
nearby stars. Ryde et al. (2004) observed thgrh2Mg | emission features in Procyon, and success-
fully reproduced the line profiles by employing the same nlindetechnique as C92. Uitenbroek
& Noyes (1996) observed and modeled the evolved stars Arstiar Boo) and Betelgeusex(Ori).
Using the same model atom as C92, they were unable to fit tagfwfiles of the r— 6h Mg | tran-
sition, which appeared both in emission (Arcturus) and giigsm (Betelgeuse). Their observational
sample also included five M giants and supergiants, in whieHibe appeared in absorption. How-
ever, Ryde et al. (2006) investigated water vapor lines feteBjeuse in the same spectral region, and
found a water line that coincided with the wavelength of thgIM2.32um line. The group success-
fully modeled the water line, without considering the Mgéidl (which we predict to be very weak,
see Sect. 6.7.3). This may explain the sample of observedmabsorption at 12.3@m, since water
vapor is expected in these stars, whereas the Mg | emissiercdintribution should be minor.

A well known potential use for the Mg lines is as probes of meti fields, which play a fundamental
role in the underlying physics of a cool stellar atmospheteeman line-splitting from an external
magnetic field increases quadratically with wavelengthjlevtihe Doppler broadening only has a
linear dependence. Thus a line’s sensitivity to magnetiddibecomes higher at longer wavelengths.
The splitting of the solar emission lines was pointed oulyeamnd has been extensively analyzed. We
have performed observations of the magnetically activertigv&ridani. These will be reported on in
a forthcoming paper (Richter et al., in preparation), hemealefer further discussions about stellar
disk-averaged magnetic fields until then.

Prior to (stellar) diagnostic applications, however, wewdti make sure that we are able to model and
understand these lines in a range of stars. So far, as medtaiyove, modeling attempts for evolved
stars have been unsuccessful. We address this issue henalipyirg high-resolution observational
spectra, which show strong Mg | emission lines in the thraetgi Pollux (KO 1), Arcturus (K1.51II),
and Aldebaran (K5 11l). We model and analyze simultaneotistythree K giants and the Sun, with
particular emphasis on influences from atomic data, andisésehy previous modeling attempts have
not succeeded. The organization of the paper is as followSect. 6.3, we describe the observations.

1 Quantum statel, wheren denotes the principal quantum number &ide orbital
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In Sect. 6.4 we review some concepts about the formationeointinared Mg | emission lines and in
Sect. 6.5 we describe our modeling procedure. Results asepted in Sect. 6.6 and we discuss them
and give our conclusions in Sect. 6.7.

6.3 Observations

The observations were made with TEXES, the Texas Echelmssarchelle Spectrograph, Lacy et al.
(2002). TEXES provides high spectral resolution in the midared and is available as a visiting
instrument at both Gemini North and at IRTF, the Infra-Reti3eope Facility. The Pollux3 Gem)
observations come from the November 2006 observing campaigsemini North. The Arcturus
and Aldebaran d Tau) observations were done over many years at the IRTF. lst ocases, the
observations were primarily intended for flux calibrationfocus tests and not to study the stars
themselves.

When observing stars with TEXES, we nod the source alonglithéypically every 10 seconds, to
remove sky and telescope background. Before each set of@riod.pairs, we observe a calibration
sequence that includes an ambient temperature blackbatigraaobservation of blank sky emission.
The difference of blackbody minus sky serves as a first oelkrric correction and flatfield. Where
possible, a featureless continuum object with emissioongr than the target is also observed to
further correct for telluric features and flatfielding. Tledest asteroids work very well for this
purpose, as does Siriug CMa) with respect to Pollux.

At the frequencies of the mid-infrared Mg | emission lind® spectral orders from the TEXES high-
resolution echelon grating are larger than the?28igel detector array. This results in slight gaps in
the spectral coverage. For the Pollux observations, whiefethe final observations before sunrise,
we observed in two settings and adjusted the tilt of themaltor mirror feeding the echelon grating
for the second setting. This shifts the spectral ordersendibpersion direction. By combining the
data from these separate observational settings, we wkreddtil in the gaps in the spectral orders.
The Arcturus and Aldebaran data were constructed from mepgrate observing settings and no
particular efforts were made to fill in the gaps.

Data reduction was done using a custom FORTRAN pipeliney(lea@l., 2002). The pipeline cor-
rects for spikes and optical distortions in the instrumatigws the user to set the wavelength scale
based on telluric atmospheric features, flatfields the dkff@rences nod pairs to remove the back-
ground emission, and then combines the resulting diffe®nEinally it extracts a spectrum based on
the spatial information within the two-dimensional ecbhgham. The pipeline also provides a fairly
accurate estimate of the relative noise in each pixel.

To combine data from separate observations, we first estedolia common wavelength scale. We
corrected each spectrum for the Earth’s motion at the timi@fobservation and then interpolated
the data onto the common scale. We used a fourth-order poighderived from line free regions to
normalize each spectral order. We determined the sigrabige S/N) for the normalized spectrum
via a Gaussian fit to pixel values and used the relative na@tienate established during pipeline
reduction to assign a weight for each spectral pixel. Whenlining data, we choose to weight by
the signal-to-noise squared, which effectively means hteig by successful observing time.
Observations of low pressure gas cells near L@r/at the November 2006 run indicate that the instru-
mental profile for the 12:m observations of Pollux has a Gaussian core with a FWHBIOkms™?,
corresponding to a spectral resolutiBr 10°. As the Arcturus and Aldebaran spectra combined



6.4. DEPARTURE COEFFICIENT RATIOS 105

data from four different runs and possible errors from thelsimations may be significant, we were
unable to make a reliable measurement of the instrumenéilgom this region for these stars. At
18 um, similar measurements indicate that these observatiavs & Gaussian instrumental profile
with a FWHM ~ 4.5kms™. In Sect. 6.6 we display our observed data re-binned to appately
the spectral resolution, except for Fig. 6.5, where thel@igale is used. Signal-to-noise ratios in the
spectra vary but are generally high, reach8it\ ~ 450 per pixel for Pollux and- 300 for Arcturus
and Aldebaran, in regions around the 1228 line. At 18.83um, the ratio isS/N ~ 40.

6.4 Departure coefficient ratios

Before proceeding to a modeling description, we brieflyeavsome important concepts about the
formation of the 124m emission lines. In the following we use the departure cdefiisb; = n;/nj",
wheren; is the actual number density (not to be confused with thecjéd quantum numben)

of energy level andn the corresponding LTE population, as calculated from th&l tmagnesium
abundance using the complete Saha-Boltzmann relationa. spectral line, a departure coefficient
ratio which differs from unityb, /b, # 1, at line-forming depths causes a deviation of the line®ur
function,S'\,, from the Planck functionB,,, which affects the emergent intensity:

g /AT _ 1
B, by/byxeV/AT_1

(6.1)

For a characteristic wavelength= 12.3um, and temperaturé = 5000K, we geg"/kT ~ 1.26, and
may directly from Eq. 6.1 realize that already a small dévafrom unity in the departure coefficient
ratio causes a significant change in the line source funcftidre physical reason for this is the in-
creasing importance of stimulated emission in the infralel, /by > 1 and increases outwards in the
atmosphere, we may get a rising total source function amiegliofile appearing in emission despite
an outwards decreasing temperature structure. Such depadefficient divergence occurs between
highly excited Rydberg levels in the outer layers of the nediestellar photospheres considered in
this study, and is the reason for the modeled emission lines.

Departure coefficient ratios that deviate from unity areugeby three-body recombination from the
Mg Il ground state and a ‘deexcitation ladder’ that preferakesAn, Al = —1 downward steps (see
Fig. 6.1 for aniillustration). In the solar case, all Mg | Ry levels are strongly collisionally coupled
to each other and to the Mg Il ground state. The main effeeiisdtive the line source function out of
LTE come from lines elsewhere in the term diagram, primdiilgs between levels with intermediate
excitation energies, which are optically thin in the outen@sphere and experience photon losses
(Rutten & Carlsson, 1994). These levels impose a lower liotihe Rydberg state deexcitation ladder.
The number densities of the Rydberg energy levels adjusttapiper and lower limits, and a radiative-
collisional population flow occurs. It was shown, for theasatase by C92, how a high probability
for An,Al = —1 downward transitions is necessary for the Rydberg stattelato be efficient and
that these transitions dominate only if the collisional ging is strong in the uppermost Mg | levels.
It was also shown how this high probability arises from thgutar character of the collisional cross-
sections of transitions between highly excited levels. Westremind of the remark in C92 that for
a correct description of the ladder flow between highly extievels, it is more important to have a
consistentet of collisional data, than to have the most accurate @®sigons for a few transitions.
These considerations are important to keep in mind when teedéscuss our extension of the model
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Figure 6.1: lllustration of the ‘Rydberg ladder’ (see texising aselectedpart of the Mgl term
diagram. Five levels about thdr 7> 69 transition are labeled with corresponding quantum numbers
nl. Dots mark energy levels with> 9 andl > n— 3. Solid lines between levels show transitions with
An,Al = —1, dashed show two alternative transitiodn(= 2,Al = —1). Dashed-dotted illustrate
recombination from the Mg Il continuum.

atom and the influence from collisions with neutral hydrag&rmore comprehensive description of
non-LTE effects throughout the Mg | term diagram that affibet solar 12:m lines can be found in
Rutten & Carlsson (1994).

6.5 Modeling

To produce synthetic line spectra, we employ standard @mestsional, plane-parallel, non-LTE
modeling for trace elements in cool stellar atmospheres.g@verate model atmospheres from the
MARCS code (Gustafsson et al., 1975, 2008), adopt a compseleemagnesium model atom, and
use the radiative transfer code MULTI (Carlsson, 1986, 1#92olve for the magnesium occupation
numbers in statistical equilibrium, while holding the stiure of the atmosphere fixed.

6.5.1 Model atmospheres and stellar parameters

The MARCS hydrostatic, plane-parallel models are compotethe assumptions of LTE, chemical
equilibrium, homogeneity, and the conservation of thel il (radiative plus convective; the latter
treated using the mixing-length theory). No chromosphttiaperature rise is invoked but, as shown
by C92, omitting a chromosphere has a negligible impact ersttar Mg | 12um transitions. The
findings in this work and that by Ryde et al. (2004) suggesdtitiia holds true also for other investi-
gated stars. Apart from the temperature and density stitiifins, a detailed MARCS radiation field
was generated using opacity samplings including millidimes. A sampled version of this radiation
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field was used when MULTI calculated the photoionizatiorsatn order to properly account for the
line-blocking effect. We discuss some variations to oucptre in Sect. 6.7.

The stellar parameters we used for Pollux wese= 4865K, logg = 2.75 (cgs), a solar metallicity
(as given by Grevesse et al. 2007), and a depth independérbtarbulence’é = 1.5kms™?, all
based on a spectral analysis of optical iron and calciunsImade by Drake & Smith (1991). For
the parameters of Aldebaran we adopled = 3900K, logg = 1.5 (cgs), a metallicity [M/H] =
—0.25, andé = 1.7kms . These are from primarily Decin et al. (2003) but considgafso sources
accessible at the SIMBAD astronomical database. Finaftlfoturus we usedes = 4280K, logg =

1.5 (cgs), [M/H]= —0.50, andé = 1.7kms 1. A discussion of these Arcturus parameters can be
found in Ryde et al. (2002). The stars are all nearby and statlied objects, and their parameters
should be fairly accurate. Model grids show that the effectshe lines from (reasonable) variations
in logg or Ter are smaller than effects from, e.g., atomic input data, Wil be investigated in the
following sections.

We convolved our computed intrinsic line profiles with thetmmental profile, the projected rota-
tional velocity { sini), and the ‘macroturbulence’ (none of which affect the lirersgth but only the
profile shape). We adoptedsini values from Smith & Dominy (1979), which for Pollux, Arctisand
Aldebaran are, respectivelysini = 0.8, 2.7, 2.7kms 1. As we were unable to obtain a fair estimate
of the instrumental profile for the Arcturus and Aldebaraed around 12im, we choose first to
assign an isotropic Gaussian shape with characteristiplBopelocity vy, for the combined effect of
the instrumental profile and the macroturbulence. For Rplidnere the instrumental profile could be
separated out, we obtaingglacro~ 3.3 kmst. However, it became clear that the modeled line wings
of the K giants better fitted the observations when assummagdial-tangential Gaussian shape (Gray,
1976) for the macroturbulence. Therefore we decided tgagkie Pollux instrumental profile for all
three stars (the exact values are not so significant singadleoturbulence is the dominating external
line broadening), and adopted a radial-tangential madsotencevy,r_t = 5.5, 6.0, 5.5km s1tofit

the observed line-widths. Our values ar@ kms 1 higher than those measured from Fourier analysis
in optical spectra by Smith & Dominy (1979).

6.5.2 The model atom

Our Mg I model atom is essentially an enlarged and slightlgified version of the one compiled by
C92, and a full description can be found there. The originatleh atom has also been used in the
analysis of solar magnetic fields (e.qg., Bruls et al. 199&)ttie Mg | 12um flux profiles of Procyon
(Ryde et al., 2004), and in a previous attempt to model gigwitenbroek & Noyes, 1996). In short,
the atom is complete with all allowed transitions up to ppat quantum numben = 9 and includes
the ground state of Mg Il. We now describe changes and testavemade.

Enlargement of the model atom

Lemke & Holweger (1987), who also pointed out a possible géheric line-origin through a ris-
ing line source function, made a statistical equilibriureistigation for the Sun but were unable to
reproduce the Mgl 1pm emission due to a combination of their adopted collisialeh treatment
and an inadequate model atom. Their exclusion of levelsehnigiann = 7 resulted in an incorrect

2 Here we do not specify individual metal abundances, but [NMgHaken as the characteristic metallicity where as usual
[A/B] =log (na/ng)« —log(na/Ne) -
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description of the replenishment of the Rydberg levels ftbenion state. C92 experimented with the
n= 8,9 levels and confirmed that these were necessary to haveue|s-lthat were fully dominated
by collisions and to obtain sufficient departure coefficiifferences in line-forming layers to match
the observed solar emission features. In this work we hatendrd the model atom to include levels
with n > 10 to investigate if the departure coefficient differencesfarther enhanced.

The model atom was first enlarged to include all energy lemedsallowed transitions with=10. To
ensure homogeneity throughout the model atom, all new atdata were calculated using the same
formalisms as those employed by C92. The only exception Wwasrption oscillator strengths for
transitions withl < 3 for which data was drawn from the opacity project (OP) TO®SE (Cunto &
Mendoza, 1992), since the tabulation used by C92 (Mocciai&z8p1988) only extend to=9. The
enlargement caused an upward shift in the Mg | departurdiciesits, and the effect became more
pronounced as increased; thus producing larger departure coefficieférdifices between adjacent
levels. The same effect was seen in the Mg | statistical iqiuiin for all our template atmospheres.
To investigate the influence of the Idvlevels, a test-run was also made where ardy 10 levels and
transitions with > 4 were included. This model atom and the compiete10 atom produced almost
indistinguishable results.

After this initial enlargement, atomic models were constied step-wise, including higher princi-
pal quantum numbers. The enhancement continued until time'ssuppermosh level and the sec-
ond uppermost were Boltzmann populated with respect to edwdr at all atmospheric layers (i.e.,
Brop-1/brop = 1). This criterion was met for all atmospheric models whexthéngn = 15, illustrated
for the solar case in Fig. 6.2 (where our model actually ménetsriterion already ai = 12). Sensi-
tivity tests verified that no differences in results occdnwéhen adding the final = 15 top-levels. The
main difference between the solar departure coefficiengs G2) and those of the K giants is that the
latter have Mg Il ground states that are more overpopulatkdive to LTE in their outer atmospheres.
This is mainly because Mg | and Mg Il are competing ionizastates in these cooler atmospheres, so
that the ion ground state becomes more sensitive to dengatiom LTE in Mg | population densities.
In Arcturus and Aldebaran, the overionization is furthehamced by the lower metallicity, which
reduces the important line-blocking effect.

As the influence from levels with low was negligible already fon = 10, we have confined the
enlargement to levels and transitions wlith 4.

Collisional data

Ryde et al. (2004) compareddiative bound-bound and bound-free data from our model atom with
OP data and found an overall good agreement. We have therefsiricted our analysis here to some
aspects of theollisional data, which usually introduce the largest uncertainty érttodel atom, due

to a large number of poorly known cross-sections.

Collisions with neutral hydrogen

The role of collisions with neutral hydrogen in cool steli@mospheres has long been a subject for
debate. Despite small cross-sections (as compared tagagleicbpacts), one may expect them to
contribute significantly to collisional rates due to largg /ne ratios. In the outer parts of the model
atmospheres in this study, this ratio ranges from abotiiri€he Sun to 19in the cooler and more
metal-poor Arcturus. No collisions with neutral hydrogeare/considered in the original model atom.
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Figure 6.2: Solar departure coefficients for Rydberg statrgy levels withn > 5, as functions of
the continuum optical depth at 500 nimw; is indicated in the figure, and an increment of one follows
upwards in the figure. The displayed coefficients combindygllcoefficients with the same n and

| > 4. The Mg Il ground state is labeled with dots.

When inelastic collisions with neutral hydrogen are exidncluded in non-LTE calculations, a
standard procedure is to adopt the recipe of Drawin (1963)ive&n by Steenbock & Holweger (1984).
The Drawin formula has often been criticized. Steenbock &wdger state an accuracy of an order
of magnitude, but a rather common remark is that the recipg onarestimate the cross-sections
with as much as one to six orders of magnitudes (see, e.gludgR005, and references therein).
Unfortunately, more reliable cross-sections are scaspgaally for non-LTE calculations that require
data for a large set of transitions. A customary way arouiglghortage is to adopt a scaling factor
S, to the Drawin formula, calibrated on solar or stellar obagons.

In studies concerning the solar Mg | 12n lines, the Drawin formula was adopted by Lemke & Hol-
weger (1987) and Zhao et al. (1998). The latter group scale ¥hlues with a factor that decreases
exponentially with increasing excitation energy. Consgetly, they applySy = 3 x 1019 for the 12
um transitions, which give them essentially the same result @eglecting hydrogen collisions. Re-
call also that the former group was unsuccessful in produamemission line core in their statistical
equilibrium analysis.

Here we have estimated the collisional rates due to neuwmdblyen impacts using the Drawin for-
mula. When introduced without scaling factor, our modelgat solar 12um lines in pure absorption
and this case will therefore not be considered. By calibgatin the solar observations, we have
adoptedSy = 102 in all computations involving collisions with neutral hydyen. However, in view
of the existing uncertainties, we present results both firmiuding these collisions for all radiatively
allowed bound-bound (for which we have oscillator streggtand all bound-free transitions, and
excluding them.
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Collisional excitation from electrons

The bulk of the collisional cross-sections from electropauts for radiatively allowed transitions are
calculated, as was done in C92, using the impact paramepeoxamation (Seaton, 1962). Mashon-
kina (1996) showed that, overall, this approach prediggiicantly smaller cross-sections than the
alternative semi-empirical formula of van Regemorter @)9@pplied for the solar Mg lines in, e.g.,
Zhao et al. 1998). Avrett et al. (1994) used both formalisrhenvmodeling the solar Mg lines and
concluded that using van Regemorter gave somewhat weakssiem In C92, the impact param-
eter approximation is claimed to give a consistent set @fsraccurate to within a factor of two for
transitions between closely spaced levels.

Note that the above mentioned formalisms relate the cotiadicross-section to the oscillator strength
and may therefore not be applied to radiatively forbiddamditions. The ‘forbidden’ cross-sections
are here set to a multiplying factor times that of the closdlstved (see C92). The original choice
(C92) for this factor was 0.05, but Bruls et al. (1995) disre@d some errors regarding a few oscillator
strengths, accounted for here as well, and the factor wase\o 0.3 in order to reproduce the
previous results. We also adopt 0.3, which was used by Ryale (@004) as well. A similar treatment
for solar Mg analysis has been used by Mauas et al. (1988)agsamed 0.1, the same value as
estimated in Allen (1973). Sigut & Lester (1996) also addel for Mg Il (in work where they, for

B type stellar photospheres, predicted the correspondiah&g emission lines for Mg ll), which
they found to be in rough agreement with a few more rigoroaalgulated rates from low excitation
transitions. We have tested using the enlarged model atahowticollisions with neutral hydrogen
and concluded that by a raise to 0.7 times the cross-sectitre mearest allowed transition we are
able to reproduce the observed solar lines, but that the ledb@enission in the K giants remain far
lower than the observed.

An alternative approach for the radiatively forbidden sidions, applied in, e.g., Mgl (and II) non-
LTE abundance analyses (Zhao et al., 1998; Przybilla e2@]; Gehren et al., 2004; Mashonkina
et al., 2008), is to set a constant collisional stren@th- 1. Overall, this gives considerably lower
collisional rates. The collisional strengéh for collisions with electrons is related to the Maxwellian
averaged downward collisional ra@g [s1] via:

Cji =8.63x 10 °QTs ¥*g; In, (6.2)

whereT is the electron temperaturg; the statistical weight of the upper level, angthe number
density of free electrons. The upward ra@g,, then follows from the principle of detailed balance.
We have also tested assuming a cons€@nt 1 on the solar and Arcturus model, and verified that the
modeled emission for Arcturus still is inadequate, renmgjron the same low level as that displayed
in Fig. 6.3, when collisions with neutral hydrogen are nafuied. The solar emission increases by
this approach, but not enough to drastically change thaldeig; factor. Overall, our experiments
with the radiatively forbidden transitions tell us that tha@ar emission lines are somewhat sensitive
to these rates, whereas the models of the K giants are mrelgsonsive.

I-changing collisions

No explicit calculations of collisional transitions of gp,| — n,I" with high orbital quantum numbers
(I’ > 4) were made in the original model atom, but rather it wasrasslithat these collisional rates



6.6. RESULTS 111

were high enough to ensure strong coupling between clopelyes! levels. This was established by
settingQ = 10 if the difference in effective principal quantum numbard whered is the quan-
tum defect) in the transition was less than 0.1. The highevafl2 causes very high collisional rates,
which essentially force all levels with the samandl > 4 to share a common departure coefficient
(i.e., to be Boltzmann populated with respect to each otireBgreement with the proposed assump-
tion. This, however, only holds for all relevant atmospbdayers in the Sun, whereas in the more
diluted model atmospheres of the K giants, we find deviatimta/een departure coefficients in outer
layers (for Arcturus outside logo ~ —2) for levels with relatively low orbital quantum numbers,
when settingQ = 10°. Apparently, such a value does not suffice for the K giants\aedeed to
either raise the factor or explicitly estimate the ratesteNbat C92 based the assumption of com-
mon departure coefficients mostly on the large cross-sectior |-changing collisions with neutral
hydrogen calculated by Omont (1977), cross-sections $&i@wn to be over-estimated by an order of
magnitude (Hoang-Binh & van Regemorter, 1995).

In this work, we have calculated explicit electron/ion mitinal rates for transitions witlhl =
+1,An= 0 andl,l” > 3 by using a cut-off at large impact parameters, as outline®Pdngelly &
Seaton (1964). We find that the radial cut-off for transisiavith low | is set by the non-degeneracy
of the energy levels. For ion rates, this happens insideatieis where the strong interaction dom-
inates and hence the impact parameter approximation isxpeicted to be reliable. However, for
electron impacts the cut-off is at larger distances andesahectron rates dominate over ion rates for
these transitions, our approach should provide rates aiecto at least an order of magnitude also
in the low| range. lon rates surpass electron rates ftep® and higher, where the cut-off is well
within the weak-interaction limit. We assume only singlpied elements,,, = ng) with the largest
electron/ion donor being magnesium, providinglO % of the total electron/ion pool in the relevant
atmospheric layers in our MARCS models.

The calculated rates are in good agreement with the elecateis tabulated in Hoang-Binh & van
Regemorter (1994), who exclusively considetechanging collisions for the = 6,7 levels. Our
rates are higher than those inferred frém= 10° (by typically a factor of~ 4 for, e.g.,n = 7), hence
no changes in results occur for the solar atmosphere. FdK thiants, small differences between
departure coefficients with the samend| > 4 still exist but effects from using explicit rates are
small. When forcing common departure coefficients for allaa levels withl > 4 (by drastically
increasing our computed rates), we still obtain normalizetission peaks for the K giants that differ
only by a few percentage points.

6.6 Results

6.6.1 Emission lines at 12im

We plot observed and computed line profiles for the Mg LA lines in the Sun, Pollux, Arcturus,
and Aldebaran in Figs. 6.3, 6.4 and 6.5. In Arcturus and Addab, the 12.32im line is blended with

a water vapor absorption line (see Ryde et al. (2006) for antification), which in the latter star is
so influential that we choose to exclude the Aldebaran 12r82ine from the analysis. The observed
emission lines from the K giants are stronger than the solasl In addition to the Mgl lines, we
also identify emission lines from Sil, All, and Cal in the ebged spectra of Pollux and Arcturus
(three of the lines are displayed in Fig. 6.5), all identifeech = 7 — 6 transitions with high orbital

quantum numbers. The flux maximum in the observed and narethBpectra (and the FWHM for
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Figure 6.3: Observed and modeled line profiles in ArcturwsAddebaran for the 12.2@m line, plot-
ted on a velocity scale. Labels as indicated in the figurey&/®2 denotes the original model atom,
n=15;noH the extended excluding collisions with neutrafliogen and n=15;H the one including
such. The filled dots denote the observed data.
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Figure 6.4: Observed and modeled line profiles in Pollux awdHree positions on the solar disk
(indicated in the figure) for the 12.22m line, plotted on a velocity scale. Labels as in Fig. 6.3.
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Figure 6.5: Observed spectra around the 1t8region, shifted to the solar frame, for Pollux, Arc-
turus, and for two positions on the solar disk (indicatedhia figure). Solar observations are from
Brault & Noyes (1983). Models for the Mg 1 12.32m line are labeled with dots, and use the n=15;H
model atom (see Fig. 6.3). The solar absorption featuretebwec lines, and the missing parts in the
Arcturus spectrum are due to gaps between spectral ordisiblé/emission lines as indicated in the
figure. The Arcturus absorption line at 12.8fn is a water vapor line.

the Mg | lines) are given in Tables 6.1 and 6.2. More line datalze found in Chang & Noyes (1983)
and Chang (1984). We have also added results from modeledflugprofiles for the Sun (from a
disk integration over solar intensity profiles in a model tiegproduces the observations) in Table 6.1,
to enable a fair comparison between solar and stellar ohseng. This illustrates that the K giants
have stronger emission than the Sun.

The line-center average depth of formation in the modeled Mgum lines is, for the Sun and Pollux,
in atmospheric layers slightly below lagy, ~ —3, with the weaker 12.22m line shifted approx-
imately 0.2 dex toward the inner photosphere. In Arcturus Aldebaran, the line formation takes
place deeper inside the atmosphere. The average depthudtfon for the line-center in the 12.22
um line in Arcturus and Aldebaran is laggp = —1.8 and—1.6 respectively. This is partly because
of the lower amount oH; opacity in these atmospheres (due mainly to lower electbom@ances),
which shifts the continuum formation to about lego ~ —0.8, as compared with logygg ~ —1.2 in
Pollux.

The extension of the model atom has a significant impact osythtnetic line spectra, with computed
intensity/flux profiles being much stronger when using tharged model atom. We note the failure
of the smaller atom to reproduce the observed emission éoKtpiants, whereas it provides a good
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Table 6.1: Summary of observed magnesium emission linesptiep.

Normalized FWHM
flux maximum [kms?]
Star, lineum] 12.22 12.32 18.83 12.22 12.32 18.83
Pollux 1.28 1.37 1.20 6.8 7.1 8.2
Arcturus 1.24 a 1.23 8.0 a 9.7
Aldebaran 1.16 @ - 8.0 a -
SurP 1.09 1.15 - 58 6.1 -

a Emission line blended with $O absorption line.
b Modeled solar flux profiles (see text).

match for the solar lines, in agreement with previous ssidiehe larger model atom without colli-
sions with neutral hydrogen predicts emission lines welbwehe observed level for Arcturus and
Aldebaran, in contrast to the Sun where the modeled linesamewoo strong. However, when includ-
ing collisions with neutral hydrogen (as described in S&&.2) the models reproduce the observed
emission in all cases. These different responses to thedddllisions demonstrate the complexity
of the Rydberg state deexcitation ladder, and are furttemudsed in Sect. 6.7.2.

Our models predict narrow absorption troughs in the Poliogd, only matched by observations in
the red wing of the 12.22m line. However, due to uncertainties in the observed namaglspectra
imposed by, e.g., the continuum setting, we are not ablesto dny firm conclusions from the absence
of absorption troughs. A discussion about shifts in thersakesorption troughs, visible in Fig. 6.5,
can be found in, e.g., Chang (1994). We also note how thewings in Arcturus and Aldebaran are
too broad to be fitted by an isotropic Gaussian, and requieglialrtangential macroturbulence (see
Sect. 6.5.1).

6.6.2 Mgl emission lines at 1&m

We also observed then8— 7g Mg | transition at 18.83um in Pollux and Arcturus, and present here
the first stellar observations of this line. The emissionightihere as well, see Fig. 6.6 and Table 6.1.
Our synthetic line spectra reproduce the observed emisdsonfor this line, which suggest that our
model atom accounts for the Rydberg state deexcitatioretaithdan accurate way. For comparison
reasons, we display also a solar disk-center intensitylgtofihe observed solar line feature is barely
visible, which further illustrates the stronger emissiommi K giants.

The difference between departure coefficients #a8 — 7 transitions is of similar magnitude as that
between 7 and 6, causing comparable emission line strengths continuum formation is shifted
about 0.3 dex outwards when compared to the spectral regmma 12pm (the H; opacity in-
creases) but the average height of formation for the limgerein the 18.83um line in Pollux is
located at logsgg ~ —2.5, slightly further in than the 1m lines. This is because the line is merely
the third strongestl8— 7’ transition withAl = —1. We thus predict that the next two Rydberg transi-
tions in the chain (8— 7hlocated at 18.9¢im and & — 7i at 19.03um) should appear even stronger,
however these were not covered in our observational setup.

3 Observations from the Kitt Peak solar atlas
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Figure 6.6: Observed and modeled line profiles for the 1@@3line in Pollux, Arcturus, and at the
solar disk-center. Labels as in Fig. 6.3. The feature todftan the figure is an OH absorption line.
Note the scale difference between the upper and lower dedina

Table 6.2: Summary of observed emission line propertiesratd2um (other elements than magne-
sium) for Pollux and Arcturus.

Element Wavenumbeét Normalized
Wavelength flux maximum
[em™1] [um] Pollux Arcturus
Sil 810.360 12.340 1.07 1.08
Sil 810.591 12.337 1.04 1.04
All 810.704 12.335 1.07 1.06
Sil 811.709 12.320 1.06 1.05
Sil 813.380 12.294 1.06 1.07
Sil¢ 814.273 12.281 1.04 -
Cald 814.969 12.270 1.05 1.02
All¢ 815.375 12.264 1.03 -
Sil¢ 815.979 12.255 1.03 -

@ Line identifications based on
Chang & Noyes (1983) and Chang (1984).
b From the solar observations by Brault & Noyes (1983).
¢ Emission line blended with OH absorption line.
d Line identification in Chang & Noyes (1983)
stated as ‘suspicious’.
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6.7 Discussion and conclusions

The model atom extension and the introduction of collisiefith neutral hydrogen remove the dis-
crepancy between observed and modeled emission in our. 8aflyrethe model atom was extended,
we undertook a number of tests to investigate the largeapseicies between observations and mod-
els. We therefore start our discussion by a short summatyesgt with the purpose to simplify future
work.

The lines are sensitive to the photoionization rates aethéfect the recombination to the Rydberg
levels. We thus made au-hocincrease in the photospheric MARCS radiation field untilrtiredeled
Mg | emission lines matched the observed, but found thatgfeired additional mean intensities gave
rise to surface fluxes that by far exceeded observed onesndNeled a chromospheric temperature-
rise in Arcturus and found it to have a negligible impacthihe lines forming in atmospheric layers
below the temperature minimum. We computed MARCS modelpliescal geometry and employed
the spherical version of MULTI, S-MULTI (Harper, 1994), lWiifferences from plane-parallel models
were small. No attempt to analyze influences from atmospl@momogeneities has been made in this
work. A discussion about how granulation affects the sataasl can be found in Rutten & Carlsson
(1994).

6.7.1 The model atom extension

All Mg | departure coefficients are shifted upwards (incezjshy the extension of the model atom,
but the upward shift is more pronounced in the higher enaxggl$. It is this change in the departure
coefficientratio in the line-forming regions that is sufficient to cause a igant change in results,
i.e., higher emission peaks for the larger atom. The enlthockisional coupling in the uppermost
Mg | levels and to the Mg Il ground state strengthens the achisggrocess in rather the same manner
as the model atom with top-levets= 9 did when compared to one reaching only= 7 (see Sect.
6.5.2). Qualitatively, more recombinations enter at thelévels, channel down through transitions
that take part of the Rydberg ladder (see Fig. 6.1) and sedrgpr departure coefficient differences
between adjacent levels. The extension thus has a sigtifitgact on the mid-infrared emission
lines, whereas the overall character of the Mg | statistcglilibrium remains.

To include the energy levels withh> 10 seems especially pertinent when applying the model atom
on diluted stellar atmospheres with low surface gravites ghown by the large differences in the
modeled line profiles of the K giants). These are more infladray radiative transitions, and thus the
extension ensures that the Rydberg level replenishment fihe@ ion state is properly accounted for
by including top-levels that are fully dominated by colbiss.

6.7.2 Effects from extra collisions

Higher rates of collisional excitation and ionization afféhe 12um lines in the implemented stellar
model atmospheres differently. Figs. 6.3 and 6.4 show hgwit{p introduction of collisions with
neutral hydrogen) the Mg | 12m emission is reduced in the Sun, increased in Arcturus adel&ran
and almost unchanged in Pollux. Apparently, a homogenamrease of collisional rates actually
results in stronger emission in the low surface gravity apheres of Arcturus and Aldebaran (which
one would perhaps not expect since, generally, collisiehsoathermalize lines toward LTE).

We have analyzed this result by computing additional moftelshe Sun and Arcturus, where we
included radiatively allowed bound-bound collisions wiikutral hydrogen for 1) only the three tran-
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sitions 1 — 6h, 7h — 6g, and g — 6f and 2) only transitions witlAn,Al = —1 andn > 8 and

| > 4. The first test imposes stronger collisional coupling dnlyhe n = 7 — 6 transitions them-
selves, whereas the second serves to strengthen thear@lisiound-bound coupling in transitions in
the uppermost levels that take part of the Rydberg ladder K& 6.1), while maintaining all other
rates.

We quantify the results of this experiment by the normalitexd maximum in the 12.22im line. In
the first case, both models give lower emission, as expemetthe direct thermalizing effect on the
n =7 — 6 transitions. The modeled flux maximum above the continuesrahsed by- 30 % and

~ 25 % for the Sun and Arcturus respectively, as compared Wwéhiodel excluding collisions with
neutral hydrogen. For the second case, however, the emisgiteased with a similar percentage in
the solar model, whereas in Arcturus, the modeled flux mamirdoubled its value. Thus, in a star
like Arcturus the enhancement effect from highly excite@$ (see Sect. 6.4) dominates the reduction
effect from the higher collisional rates in the line traimsis themselves, so that when introducing
collisions with neutral hydrogen homogeneously througltioe model atom, the outcome is an emis-
sion increase (as seen in Fig. 6.3). We can understand thiotiyg that, e.g., the ratio between
collisional and radiative deexcitation rates for the-87h transition (supplying the 12.22m line) is

Cji /Rji ~15.0 (Sun) and- 0.2 (Arcturus) in typical line-forming layers when colbsis with neutral
hydrogen are excluded. In principle, this means that thériboion from hydrogen is needed in the
giants to ensure an efficient Rydberg ladder.

6.7.3 Observations of Rydberg emission lines around 12m

The observed emission-line flux spectra for Pollux and Atetun the 12um region closely resembles
the solar limb intensity spectrum, whereas the solar diskar spectrum lacks emission features from
other elements than magnesium (see Fig. 6.5). It is evithamtstrong emission features from the K
giants, as compared with solar-type dwarfs, appear for matallic Rydberg lines than magnesium,
and the observability of different elements so far followe same pattern as in the Sun. Future
observations will tell if this observed trend remains foraeger sample. Model tests with K dwarfs
indeed predict lower Mg | emission for dwarfs than for giaatso within the same spectral class
(supported as well by observations of the magneticallwadti dwarf € Eridani, Richter et al., in
preparation).

For cooler K giants, absorption from water vapor starts tim@nce the 12tm spectrum and we have
detected a blend at 12.32n in Arcturus and Aldebaran. Observations from this speatgion in the
yet cooler M supergiant Betelgeuse (Ryde et al., 2006) tex@amission lines above the noise level,
which is consistent with our modeling of the Mg lines in tkitar (using the same stellar parameters
as in Ryde et al.).

6.7.4 Comparison with other studies

Uitenbroek & Noyes (1996) modeled the Mgl 12.82n line in Arcturus and concluded that the
computed line was, roughly, half as strong as the observdtwerWising the 'C92’ model, we find an

even larger discrepancy for the 12.2& line (see Fig. 6.3). As already discussed, these longsignd

discrepancies between observations and models for K ga@aatemoved when using our new model
atom. We note also that Uitenbroek & Noyes did not detect thmvapor absorption line, which is

blended with the Mgl 12.32:tm line in our Fig. 6.5. The extension of the model atom chartges
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results in the solar case as well (as compared with C92 and Byal. 2004), placing the Mg lines
in higher emission, but the former results are recoveredheyrttroduction of collisions with neutral
hydrogen.

We have settled here with the rather questioned, albeitdatdn Drawin recipe for collisions with
neutral hydrogen while we await results from more rigorouarqum mechanical calculations. We
have shown the influence from these collisions on the foonatif the mid-infrared Mg | emission
lines, however we stress that it has not been an aim of thesiigation to put detailed empirical
constraints on their efficiency. Such a task would requirarger set of lines, including also other
wavelength regions. Nevertheless, we may still compareadopted scaling factor to the Drawin
formula for Mg collisions with neutral hydrogers; = 103, with other values from the literature.
Mentioned in Sect. 6.5.2 was the exponential decreasetiresih Sq = 3 x 1010 for the 12 um
transitions (Zhao et al., 1998), a model which was later dbaed by the same group in favor of
a constantsy = 0.05 (Gehren et al., 2004), inferred only from optical lines. al recent non-LTE
abundance study of magnesium in metal-poor stars (Mashardtial., 2008)S; = 0.1 is used. The
value we find based on the mid-infrared lines is more than ederaf magnitude lower than the
values obtained from these two optical studies. Our modehditas not been applied to optical lines,
however such a combined study should be given high prianifyaiure work. We thus conclude that
the mid-infrared emission lines from near-by giant stary besuitable diagnostics for testing atomic
input data in future non-LTE analyses.

Finally, as we are now able to model and explain the obserm@dséon lines for both dwarfs and
giants, diagnostic applications regarding stellar disgéraged magnetic fields are possible.



Chapter 7

Summary and outlook

7.1 Summary

The mass-loss rate is a key parameter of hot, massive staditedtly affects their evolution and
ultimate fates, and is furthermore crucial for various fesk effects from these stars on their sur-
roundings, such as ionizing fluxes, stellar yields, and gghend momentum releases (Sect. 1.1).
Large reductions of O-star mass-loss rates currently irhase been suggested, by an order of mag-
nitude or even more, as due to the effects of wind inhomogjesdclumping). If confirmed, such low
rates would have enormous implications for massive stdutwa and feedback, and thereby also for
the large number of astrophysical applications relyinghmirtpredictions.

However, both atmospheric modeling and spectral syntlaesisunting for the effects of clumping are
still in their infancies, and results stemming from pres#gy models have recently been challenged
by several studies (Sect. 1.4). In particular, the normalade assumption aptically thin clumps
(‘microclumping’) certainly is questionable for many oktlspectral diagnostics used to estimate the
mass-loss rates of these stars.

Spurred by this, we have developed new, improved method®ttehthe structured wind and the line
formation in hot, massive star atmospheres, and investigatdetail the impacts from optically thick
clumps, a non-void inter-clump medium, and a non-monoteriocity field on UV resonance and
optical recombination line formation (Chapters 4-5). Tehéses are standard to use when deriving
‘observed’ mass-loss rates by comparing synthetic andrebdespectra. It is found that, indeed, the
microclumping assumption is generally not valid for linenfation under typical conditions prevailing
in clumped, hot star winds. Especially the resonance linegsffected by optically thick clumps, and
we show that if using the microclumping approximation whesdeling these lines, one may seriously
underestimate the observed mass-loss rates.

First quantitative results from an exemplanulti-diagnosticstudy are presented, using the proto-
typical Galactic O-supergiant Cep (Chapter 5). It is shown that synthetic spectra compinted
present-day inhomogeneous, time-dependent, radiajidrelynamic wind models are unable to re-
produce observed diagnostic lines in the optical and UV.seqguoently, we develop stochasgenpir-
ical wind models aiming to capture the essence of the structuestium. By means of these models,
we obtain consistent fits of the diagnostics, essentiallggsuming a higher clumping in the inner
wind, and lower intrinsic velocity widths of the clumps, thahat is predicted by self-consistent
models. We derive an observed mass-loss ratd fGep that is approximately two times lower than
predicted by the line-driven wind theory. Note, howeveattthis rate is still a factor of five higher



120 CHAPTER 7. SUMMARY AND OUTLOOK

than the one derived when assuming microclumping. Thusydyyely accounting for the effects of
optically thick clumps in wind diagnostics, we alleviatdtifaugh not completely resolve) the very
large discrepancies between observations and theonatedidy previous studies.

Moreover, an analytic method to model resonance and recatidin lines in clumpy winds, without
any restrictions to microclumping, has been developed hods to yield results consistent with those
from detailed stochastic models. Some first, tentative bouingsing, results of the method are given,
and we here suggest that this method, accompanied with fpinesented for continuum diagnostics in
Chapter 3, may be explored to perform consistent, quamétatulti-wavelength studies of clumped
hot star winds, ranging from the X-ray to the radio regiore(akso Sect. 7.2.1).

A side project of this thesis has been an investigation oNlbEE line formation of the photospheric
emission lines of (primarily) Mg | at 12m in cool stars (Chapter 6). These lines can, e.g., poténtial
be used to measure upper photospheric stellar magnetis,figlek to their sensitivity to Zeeman
splitting. However, the lines have so far been observed analimited number of stars, and modeling
attempts had previously been carried out only for two dwtafss(including the Sun) and two cool
giants, with very unsatisfactory results for the latter. piiesent new observations of IR emission lines
at 12, and 18m in giants of K type, and show by a detailed magnesium NLTEeting that the
same line formation mechanism as for the solar case is atterk. We also point out why previous
modeling attempts have been unsuccessful. It is emphas@edhe formation of these lines are very
sensitive to the input atomic data, and thus that they, ilitiaddo magnetic field studies, may be used
as crucial consistency checks for model atoms usewlutti-wavelengttabundance studies.

7.2 Outlook

7.2.1 Quantitative spectroscopy

The main long-term goal of the project started with this ikeis to develop (and subsequently, of
course, to apply) reliable methods for quantitative spsctopy of hot, massive stars with winds. Only
if our diagnostic tools are sufficiently well developed mag with some confidence draw conclusions
on various observed properties of these objects, suchexgiedf temperatures, chemical abundances,
and mass-loss rates.

From the results of Chapters 4 and 5 we have learned that gwigkon of clumping included

in present-day, state-of-the-art, unified model atmosgghenay not be adequate under certain cir-
cumstances. Using the basic methods developed in thos¢echiawe intend to updateasSTwIND
(Sect. 1.5.5) shortly, with a more appropriate descriptibwind clumping, accounting both for the
presence of optically thick clumps and for a non-monotomiogity field. A treatment of X-rays will

be implemented as well. Thereafter we shall be ready to el@mmpirical mass-loss rates, as well as
structure properties, of unprecedented reliability fogéasamples of hot, massive stars, by means of
multi-diagnostic, multi-wavelengtstudies.

With this, we hope to set a new standard for empirical mass-tates from hot, massive stars, and
shed light on current conflicts between observations amatyh@.g., the clumping in the inner wind
and the velocity spans of the clumps, see previous sectiMmt importantly, we aim to answer the
key questionCan we trust mass-loss rates currently in use in models o$ivestar evolution?

Also, chemical surface abundances of stars provide comistran both stellar and galactic evolution
models as well as probe the conditions both in the presgntdd in the early Universe. The mass-
loss rate is important when deriving chemical surface ahooés of hot stars with significant wind
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strengths, for the modeled ionization equilibria and sgsiked profiles are both affected by mass loss.
As an example, nitrogen is a key element for constrainingsivastar evolution as well as galactic
chemical evolution. However, first results from ther-FLAMES project (see Chapter 2) revealed
apparent conflicts between observed nitrogen surface ahaed in B-stars and the predictions from
stellar interior models including rotational mixing (Hentet al., 2007, 2009). On the other hand,
primary nitrogen, presumably produced by strong rotationiaing in massive stars, is needed in
galactic chemical evolution models, to reproduce the aleseabundance patterns of the very old
low-mass, metal-poor, halo stars that have survived umdihy (Chiappini et al., 2006). Nitrogen
model atoms appropriate for O stars are currently beingldegd within our group (PhD thesis of
J. Rivero Gonzalez), and reliable atmospheric structimelsiding the stellar wind (and accounting
for the effects of wind clumping, see above) will be essénticorder to use these model atoms
for deriving abundances of desired accuracy, and in thensixie to put further constraints on the
evolution models.

The importance of adequate model atoms in quantitativetig@eopy was also demonstrated in a side
project of this thesis, in which we used the NLTE approachriace elements to model and analyze
infra-red Mg | emission lines in late-type stars (Chapter &lthough observations of these lines so
far have been scarce indeed, the advent of NASA's airborredSpheric Observatory for Infrared
Astronomy (SOFIA} opens up for more regular observations in the future. Theright finally be
possible to explore these lines’ long recognized potetuidetect upper photospheric magnetic fields,
due to Zeeman splitting, as well as to use them to, e.qg., @alyr test the efficiency of collisions
with neutral hydrogen, which generally are a great factarrafertainty in NLTE spectral analyses of
cool stellar atmospheres, and to which the lines are versitsen

A future major (and somewhat exciting) application for ditative spectroscopy of stars might be
analyses of AB-supergiants in distant galaxies beyondatted broup. These stars are the intrinsically
brightest (‘normal’) stars in the optical, and are thus Idégects to study when pushing the distance
limits for observations of individual stars. From studyisiggle stars in environments very different
from our own we may obtain invaluable information not onlyabstellar and wind properties, but
also about chemical compositions of and even distanceth&r host galaxies (for a summary of
first results, see Kudritzki et al., 2008). However, at suistadices only the very brightest stars are
accessible to us, stars which indeed have strong and pdweirfids. Therefore it is critical that
winds be considered in these analyses. CurrepilgTwIND is used only for the B supergiants,
whereas the hybrid NLTE approach (see Sect. 1.5.3) stillilized for the A supergiants. Actually,
also present-day unified model atmospheres cannot reprdthiecobserved K line profiles from
local A-supergiants, which are observed as un-saturated lbut modeled as saturated ones. Since
Hq behaves like a quasi-resonance line in this domain (e.gritgli & Puls, 2000), this behavior
might be explained by the presence of optically thick clumpsanalogy with our findings for UV
resonance lines in O stars (Chapters 4 and 5). We will exgliszpossibility anon, by making
appropriate updates 6GASTWIND.

1 which recently, finally, has made its ‘first light flight’, saép://www.sofia.usra.edu/
2 Via a purely spectroscopic distance indicator, the scedaflux-weighted gravity - luminosity relation, FGLR, see-Ku
dritzki et al. (2008).
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7.2.2 Theoretical wind models of hot stars

Considering the large number of astrophysical applicati@guiring estimates of mass loss from hot,
massive stars (Sect. 1), it is pivotal not only that adeqtiaeretical wind models are developed for
these stars, but also that they are made available for singgldby the community. For example,
the models developed by Vink and collaborators (e.g., Vinkl.e 2000) are today the most popular
ones to use in evolution calculations, which at least pastlyecause the authors present a ‘mass-loss
recipe’ that is very simple to implement.

The evidence for wind clumping in hot, massive stars has theepast years become overwhelming,
but generally it has been assumed that clumping mainly tafieass-loss rates derived from obser-
vations (Sect. 1). Thus, all available theoretical ratésase based on the standard model, and are
thereby calculated assuming a stationary, smooth, andispliy symmetric wind. But as discussed
in Chapter 5, feedback effects from clumping (opticallyntas well as optically thick) upon, e.g., the
wind ionization balance may affect also these predictedsAss rates.

Clumping might be accounted for in various ways when catmdatheoretical mass-loss rates. For
example, all radiation-hydrodynamic wind models of thedariven instability result inime/spatial
averaged mass-loss rates that are very similar to those eftlboth models used to initiate the simula-
tions (Sect. 1.4.1). Therefore it seems reasonable that#j@r effects of wind clumping on predicted
mass-loss rates should be indirect, via for example the fimddionization equilibrium. Under this
assumption, one could use averaged structure parametpredisted from time-dependent simula-
tions, when calculating the line force in correspondstgtionarywind models, and by this obtain
self-consistent theoretical mass-loss rates, as predostehe line-driven wind theory and including
the effects of the line-driven instability.

However, recall that we in Chapters 4 and 5 showed that thetates predicted by present-day insta-
bility simulations were unable to reproduce diagnosticdiines in prototypical O-star supergiants.
Obviously this prompts development of new, improved tinepehdent models of the line-driven in-
stability, as already discussed in the mentioned chaptaraddition, it suggests that a second, al-
ternative, approach to obtain theoretical mass-loss fedes stationary wind models, including the
effects of clumping, might be to derivampirical wind structures, as functions of stellar parameters,
and then to use these, rather than the theoretical strgctuteen calculating corresponding wind
models. In principle, this approach would correspond tasting’ the basic line-driven wind theory,
but not the structures predicted by present-day instalsiihulations. Indeed, initial work based on
this approach is already underway (Muijres et al., subohitteA&A, see also Krticka et al. 2008),
where the authors investigate the effects fitgpical clumping values on predicted mass-loss rates.

Finally, a third way to obtain rates accounting for clumpisgof course, to directly rely on so-called
empiricalvalues, i.e. values inferred from observations of stars bgms of quantitative spectroscopy
(see Sect. 7.2.1). Such empirical rates are standard toougbef evolved stages of massive stars
(e.g., for WR stars and LBVS), since general theoreticalipt®ns for these stages are not available.
Thus, further theoretical investigations certainly aredes not only for the line-driven winds of OB-
stars, but also for pinning down the mass-loss rates of thve eMplved stages of massive stars. For
example, the mass loss in eruptive LBV phases, presumaivndoy continuumradiation moderated
by porosity effects, might be critical for the evolution ossive stars, especially in the early Universe
(Sect. 1.4.4), but the rates for these phases are at présest aompletely unknown, with quantitative
estimates scarce indeed.
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7.2.3 Further applications

Radiative transfer through clumpy media obviously findsagstysical applications also outside the
arena of single hot star winds. We finalize this section bytioeimg a few such, but of course our
selected subset of applications is both personally biasddrery limited.

In Sect. 1.4.4, we discussed how the effects of porosity magcertain circumstances allow a LBV
star to exceed its classical Eddington luminosity andatgtia very powerful stellar wind (see also
previous subsection). Actually, it is believed that whediation pressure dominated atmospheres
come sulfficiently close to the Eddington luminosity limhey naturally develop strong instabilities,
leading to lateral inhomogeneities and thereby, if the nmedis optically thick, to a reduction of
the effective opacity (e.g., Shaviv, 2001a). Thus, theapésEddington’ states may exist in other
astrophysical systems as well. For example, Shaviv (20Bab)proposed that this mechanism can
explain the observed super-Eddington luminosities andesponding mass-loss rates of classical
novae, and very recently Dotan & Shaviv (2010) applied tleaidlso to slim accretion disk models
around stellar as well as super-massive black holes.

Switching context, also the propagation of ionizing radiain H il regions may be subject to porosity
effects, due to the inhomogeneous inter-stellar medium,(&iammanco et al., 2004; Wood et al.,
2005), and obviously also the predictions themselves fariog fluxes from hot, massive stars might
be significantly influenced by wind clumping (since they drerggly dependent on both the mass-loss
rates and the ionization equilibria, the former mentionkedaaly in Sect. 1.1). To our knowledge, it
has never been investigated how, e.g., the by clumping neddiind ionization balance affects the
ionizing fluxes. For example, the current standard optidhérwidely usedsTARBURST99 population
synthesis code (Leitherer et al., 1999) is a UV spectrahfiprcalculated by the un-clumped unified
model atmosphergvm-Basic (Sect. 1.5.5). We intend to investigate this unengulcand important
question shortly, once we have made the appropriate updbkesSTWIND (see Sect. 7.2.1).



Appendix A

More on the radiative transfer codes

In Chapters 4 and 5 we developed and used radiative trangfdroats for synthesizingesonance
and recombinationlines in clumped hot star winds. Basic assumptions and liéstriptions of

corresponding codes were given in those Chapters. Here weatsiderable detail regarding the
assumedjeometryin the codes and the calculations of the opacities.

A.0.4 Geometry - the Monte-Carlo resonance line code

We use a standard right-handed spherical syste@ () defined relative to a Cartesian s&ty(2)
(transformations between the two may be found in any stahdethematical handbook). Photons
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Figure A.1: lllustration of the coordinate system. Notetthiait vectors in this figure, as well as in
Chapters 4 and 5, are denoted by, a.g(using a subscript), instead of ;" as in this appendix. Also,

the photon propagation vector is denoted witinstead of withl. This figure is a copy of Fig. 4.13 in
Chapter 4.
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are emitted from some position on the stellar surface (ggen=r;,0 = ©1, ® = @), with their
directions specified by theadiation coordinateq0, ¢), defined as in Fig. A.1 (see also Chapter 4).
The photon path may then be traced by customary vector additi

=i+, (A.1)

wherel is the photon path-length vector. The vector addition campdrormed by at each point
constructing docal coordinate system using the local unit vectcucé(be). The key point here is that,
locally, the transformations of the radiation coordindtespherical ones behave as the transformation
between a Cartesian and a spherical system (as may be seeRiffoA.1). That is, the photon path
lengths are

I, =1cos0, (A.2)
lo = | sinBcosg, (A.3)
lp =1sinBsing, (A.4)

so that for the propagation vector
I

:Icos@ﬁ-lsinBcoswéHsinBsin(pth. (A.5)

Transforming the spherical unit vectorsgimbal Cartesian ones,

f = Xsin@ cos® +ysin@sin® + 2cosO, (A.6)
© = %cosO cos® + YcosO sin® — 2sinO, (A7)
® = —%sin® + Ycosd. (A.8)

Collecting terms we then get fop = XoX + Yyo¥ + 2,2

Xp =r1SINO;cosP; + | [cosO SiNO; cosP; + SinB cospcosO; cosP; — sin@singsind],

(A.9)
Y2 =r1SiN@sin®; + | [cosOsin®; sin®; + sinf cos@cosO; sin®; + sinB singpcosd; |,

(A.10)
Zp =1 C0SO; + | [cosB cosO; — sinB cospsin®; . (A.12)

In general, these equations should be used to track the mhoto their way through the spherical
atmosphere. However, for our case of assumed symmetpy the expressions simplify considerably.
We may, without loss of generality, chooge= 0, for which Egs. A.9-A.11 reduce to

Xo =X+ 1y = rysin@;, + | [cosOsinG; + SinB cospcosO, |, (A.12)
y2:y1+II~y =0 + | [sinBsing], (A.13)
=2+, = r;cos0@; + | [cosB cos@; — sinB cos@sinO;], (A.14)

where we have defined the unit path lendths = x,y,z Obviously, the calculateth vector in the
next step becomes the ‘new vector, and the same procedure may be applied again. Mardoyve
rotating the star in th@ direction, we may then once again g2t 0, so that, actually, Eq. A.13 does
not need to be considered in the calculations.
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Updating the radiation coordinates. To repeatedly apply Egs. A.12-A.14, we must know also how
to update the radiation coordinates (which are not congtahts spherical configuration, as opposed
to in a Cartesian system). By geometrical arguments, we cé@ w

~

cosf =71, (A.15)

N>
-

X

~

singsinf = @[ = N (A.16)

>

-

2% f|
cospsind =0 -1 = (d x f)-I. (A.17)
We may now update the radiation coordinates by noticing ttrephoton propagation directidris

fix in the local Cartesian coordinates. Thus,

cosf = E, (A.18)
rol
~ c0s@,cos8 — /|l
cosp= sin@sin@ ' (A19)

where co®, = z,/r, provides the update® angle.

The path length|. In principle, we could now track photons on a micro-grid bygly assuming
some path length. However, since th@hysical parameters of the stellar wind are assumed to be
functions of the radius, it is much more convenient to do saomicro-grid inr. From a given step
size Ar in r, we obviously have, = r; + Ar, and the corresponding path length is then found by
simple trigonometry in the photon plane

| =rocos6, —rq1C0S0, (A.20)
where6; is found from Eq. A.18, or equivalently given directly by thi@e-law in the photon plane

sing, — :—lsinel. (A.21)
2

The major advantage with tracking photons on a radial grildasweavoid all interpolations between

the grid points at which physical wind properties are spedifexcept for when wind-slice borders in
© are crossed or when a photon is scattered. (When the lattarsyahe new radiation coordinates
are randomly computed from the corresponding distribufiimctions, see Chapter 4.)

Crossing wind-slice borders in@. When a wind slice border i® is crossed, the photon will at the
crossing point no longer be on the radial micro-grid. Siree pihysical conditions change between
the slices, it is, thus, necessary to find the exact locatiotthie crossing. We denote by (©;) the
point at which the crossing occurs (recall that we assumarstny in @). Obviously we already
know @ (pre-specified by assuming some coherence-length for the slices, see Chapter 4), so the
question is; how to find.?

Now, rc may be written as

[ Zc
¢ cos@;’

(A.22)
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Using Eq. A.14 to update thecoordinate we directly obtain

o r1cosO; + (cosb; cos®; — sin@; cos@; SiNGy )
°” cos®,

Egs. A.20 and A.21 give fdr

| = /r2 —r2sin6? — cosdiri. (A.24)

Combining Egs. A.23 and A.24, we end up with a non-linear &qgodafor r. (the square-root in
Eq. A.24), but one that may readily be solved numericallywieer, each Monte-Carlo simulation
contains a large number of photons (say10° or so) and border crossings will occur frequently
for, in principle, all photons. That is, it becomes very cargionally demanding to always solve
numerically forr.. Therefore, we instead apply an analytic approximationneklier possible.
Noticing that the non-linear behavior in the equations &bessentially stems from the radiation
coordinate term ca®, we linearize inu = cos@

. (A.23)

2(1_ 1,2
Ue = 1_M (A.25)
I’C
%
1—u?)A
e~y - LT HDAT (A.26)
MM

where we have used

d
pe = p(r1+Ar) ~ p(ry) +Ard—’“’ (A.27)
Ir=ry,pu=m

du 1-pf
— = — A.28
drr=rppu=m  rifh ( )

We now (again) use, as given by Eq. A.14, and Eg. A.20 for the photon path lengtid, use these
expressions to write for the updateripAr,

(ri+Ar)pe=ripn +1, (A.29)
Z. = (rp+ Ar)cos, (A.30)

where, obviouslyr. = r; + Ar. Using Eq. A.26 foru; and eliminating, we now end up with a 2nd
order equation ir,

Ar’C—ArD —E =0, (A.31)

with the well-known roots

_ -D++/DZ-4CE

Ar
2C

(A.32)
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and with the constants,D, andE given by

1-pf -
= I A.
rl#l VAR ( 33)
D = coSO; — I, /i1, (A.34)
E =r1(cos®; —cosO;), (A.35)
|7, = p1€080; — /1 — uZcosg SinG:. (A.36)

Tests have shown that, for most cases, (the correct rodtisfypproximation provides a good estimate
for r.. However, the approximation brakes down for tangentialt@m® (1 = 0, see Eq. A.26). In
practise, we use a numerical bisection methqd ik 10-3, and the analytic approximation otherwise.
Notice, however, that we in the code always check so thatalwelated . is within the allowed range.
For example, should the analytic approximation (with> 103) fail, the numerical method is used
instead. Tests indicate that this does occur for some phatoatypical simulation, but actually quite
seldom.

Collecting escaping photons. Photons that escape the wind are collected according togbsition

on a spherical surface located at infinity= r,,, © = O, ® = @,,). Again we may use the symmetry
in @ and only bin in@. Denoting with subscripé the position at which the photon escape the wind,
we can write

Xeo = Yo+ looly, (A.37)
Yoo =0 + Iool~y, (A.38)
Zo = Ze+ luly. (A.39)

Transforming to the spherical coordinate system

Fo = /X6 + Y5 + 25 = \/IZA, (A.40)

with Ain the limit thatl = |, — o given by

A:§+Z)I(:IX+§+ZIZ:|2+I:%+I;2+I~22M~§+I~§+I~§:1 (A.41)
Thus we have f0B,

COSOh = Zeoo [Teo = Zo/leo + Iz 2 I, (A.42)
with I simply given by

I, = C0SB:COSO, — SiNBe COSE: SINO,. (A.43)

However, the structured wind within our assumptions hasretepred direction (for example no axis
of rotation) (see Chapters 4 and 5). Therefore an averagadrapgcomputed from these winds should
be independent of observer’s position, implying that wenf@st practical purposes can average over
all emerging® angles, which of course greatly reduces the computatiarstl ¢
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A.0.5 Geometry - the recombination line code

For recombination line formation, we maye-describethe source function and only carry out the
so-calledformal integral within our inhomogeneous wind structures (see Chapter ®caBse of
this, we have been able to drop the assumed symmet®ywhen modeling the recombination lines
He and Hei 4686A. (Note that in our Monte-Carlo simulations for resonance liormation, the
source function is implicitly given by our assumptionpire scatteringines.) Moreover, by using
the same arguments as above regarding no preferred direet®may simplychooseto place the
observer at,. Then three crucial simplifications occur: i) the radiat@mordinated coincideswith
the coordinate® (i.e. © = 6, as is easily seen from Fig. 5.1 in Chapter 5), ii) the otheration
coordinate@ is always equal tat, and iii) the coordinated is constantalong a ray. Using these
simplifications, we can solve the radiative transfer for tao$é® rays, each defined by the minimum
radial distance to the axis, p, and the constan® coordinate, i.eP = P(p, ®). Then the observed
flux F at frequencyk is proportional to

2T P="max
F O / / 18M(p, ®)d pd, (A.44)
0 =0

wherelZ™(p, @) is the emergent intensity at frequencyobtained by a standard solution to the equa-
tion of radiative transfer (Eg. 1.2) with known opacitiesdasource functions. Moreover, because
© = 6 and® = const along a ray, it becomes trivial to analytically calculate ghositions at which
photons cross a border to another wind slice.

A.0.6 Geometry - the patch wind model

Here we discuss potential effects of other geometries tharipatch geometry’ assumed in all our
wind models in Chapters 4 and 5. (See these chapters for dptiest of the patch model.) Let us
first point out, however, that most of the effects discussa@ istill are subjects to (sometimes quite
lively) debates among practitioners in the field, and thatad consensus regarding their importance
has not yet been reached.

As a first example, let us consider a wind consisting of sphérisotropic clumps with characteristic
length scales, volumes= |2 (neglectingr factors of order unity), and distancAsbetween them that
are equal in all spatial directions. Assuming>> |, we havef, ~13/A%andh=1/f, ~ fczl/3A. The
equation of continuity in a spherical expansion may be usedanstraint foN\’s radial dependence,
implying ng O (r2v)~! with clump number densitgi. Sinceny = 1/A3, it follows thatA O (r2v)/3,
(This is the model used by Oskinova et al. 2007, in their apfilbn of an isotropic porosity formalism,
Sect. 3.4, tdine opacity.) But consider now clumps that are spread out ovesthiface of the star
and start propagating radially outwards, obeying somecitgldaw v(r). If clumps do not collide
or merge, the physical distances between clumps irzttdirection will be Ao O r, but the radial
distances between clumps will be controlled by the veloeity. So if A, = Ag is to hold, we must
havev O r. Thus, if we interpret the assumption Afequal in all spatial directions strictly, we may
not let the clumps flow according toftype velocity law and simultaneously assume equal dist&nc
between clumps in all directions.

A similar problem is encountered in the combined assumgptminclumps of equal length scalés
in all spatial directions and a constafyt the radial distances between clumps no longer increase
in the outer wind where the asymptotic velocity is almostheal, but the distances in ttengential
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directions still increase a&% [ r. Then if we demand thaft, must be kept constaritmust increase in
all directions to preserve the equal length scales, andewéhtually becomé&arger than/,. To avoid
this somewhat strange picture of radially overlapping g@artwhich in principle is the same as having
clumps that are ‘infinite’ in the radial direction, at leasi@ng as clumps are radially aligned, i.e. have
no or very small lateral velocity components), one must nadge the radial distances between clumps
proportional tor (either by a homologous expansiair) O r, or by not letting clumps flow with the
velocity field). Naturally, this would further imply thatCr.
However, it may be that these apparent problems are ongidlhary. The way around them is not
interpret/A andl in the strict meanings of physical distances, but insteagliastities determining an
average mean free pathetween the clumps,

1 A3
A ST h. (A.45)
In this picture, the average mean free paths, and therebpdtesity lengthsh, remain isotropic,
independent of the assumed expansion of the medium, andedtspfact that the physical distances
between the clumps are not equal in all directions. Thenribisnecessary to invokell r to obtain
a consistent wind model with isotropic clumps. In terms @& éibove mentioned picture of radially
elongated clumps that overlap, the essential point is bigaspherical expansion opens up for holes in
between these through which photons can escape, so thaetharee path still is preserved, also in
the radial direction. However, at least within a modificataf our present patch geometry, this kind
of model might be problematic, as now discussed.

mfp=

Modifying the patch geometry. Clumps in our stochastic models expand in the tangentiaktdir
tions preserving their solid angles. Thus for clump lengtlesl, lo,le O r. On the other hand,
the clumps’ radial width$ = vgdtf, are calculated bypre-describing f anddt . This leads to very
anisotropic ‘pancake shaped’ clumps, as is easily seen d®msity contour plots of corresponding
models (Figs. 2.1 and 4.1). Moreover, clumps are released fhe stellar surface with a complete
covering fraction.

It might be, however, that clumps do not preserve their satigles, but experience ‘lateral break-up’
when traversing outward in the wind. As a first guess, let ssrag that such lateral break-up scales
asr—2 (which essentially means that clumps keep their initisgdrait extensions). Thelp= f A r?,
and we encounter the same problem as above with clumps #natiey all overlap each other in the
radial direction (since the radial distances between thendetermined bygdt, i.e. is constant when
the terminal speed is reached). Physically, it may be queie that such a clump geometry, i.e. one
in which clumps are extremely long in the radial direction bave large lateral holes between them,
could exist in a hot star wind. To circumvent the radially d&pping clumps, one might assume that
alsof, decreases with 2 (which recovers the original expression fdr but this would produce much
higher clumping factors in the outer wind than in the inndmjahi is not consistent with observational
constraints from radio emission (Puls et al., 2006).

Another way to modify the geometry of the patch model mightdassume that, in the tangential
directions, only dixedfraction of the total wind volume of one slice is covered bynaps. Denoting
with C. the fraction of the total wind slice that is covered by clumpe obtainl, = f,AC:1, i.e.

a radial extension of the clumps for a given volume fillingtéecwhich compensates for the lateral
holes created. However, for a radial photon within a givendaslice that encounters precisely one
clump within its resonance zone, the probability of actuhitting this is nowC. instead of 1, as in the
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original patch model. Thisoverage fractiortherefore becomes important when clumps are optically
thick; for the resonance lines a lower than uriywould open up for additional escapes, which in
turn would reduce the profile strengths. We may connect thtbe ‘broken shell’ porosity models
that were presented in Sect. 3.4; if clumps were opticalisktfor a specificcontinuumprocess, no
radial photons could escape through our original patch tsodéowever, ifC. were to be used and
clumps were to be randomly positioned within the wind slieges would open up, and radial photons
would have a chance to escape without ever encounteringrgtlun principle, this corresponds to
the assumptions dfagmentatiorandlateral randomizatiorthat are inherent in the broken shell wind
models for porosity.

As illustrated, details on clump geometry as well as on cayerfractions might be important for
the radiation transport in clumped hot star winds. Unfaataety, however, little is known of either.
Therefore we have adhered to the ‘patch geometry’ in Chapteand 5 in this thesis, deferring to
future studies, e.g., the inclusion of coverage fractions our wind models.

A.0.7 Line opacities

Resonance lines. To predict where in the wind scatterings occur in our Mongh€ simulations
of resonance lines, we must know tlivee optical depths The continuum is assumed to be optically
thin in the wind. As described in Chapter 4, the line optiogtth may be parametrized in form of a
line-strength parametexg, which in turn may be described via atomic constants, th&lwinization
fraction, and some of the stellar and wind parameters, disiedtoelow.

For UV resonance lines, we may to a good approximation neglkeoulated emission. Thus the
frequency integrated extinction coefficient is

1e?
X= e fiuNij (A.46)

with e the electron chargen. the electron mass,the speed of lightfy, the oscillator strength of the
transition, anchjx the occupation number of the lower level. We now parametheeopacity using
the dimensionless quantity, writing (Chapter 4, Eq. 4.16)

_ATRVA
T MA

Kop, (A.47)

whereA is the wavelength of the transition. If we measure velogitieunits ofv, and radii in units
of R,, we then have

CIWRAX  rVRA mEe?

The advantage of this parametrization is that the rafigddolevoptical depth in a smooth wind col-
lapses to (Chapter 4, Eq. 4.17)

Ko

=—— A.4

1 Note that, forline formation, the situation is different; here radial photenay escape simply because their complete
resonance zones are void of clumps, cf. Fig. 3.1.
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To obtain an explicit expression fap, we must know the occupation numbgg of levell in ioniza-
tion statej of element. We write
Mijk Nik Nk
nk=———ng=Eqoyxn A.50
= e ™ qag Ny, (A.50)

whereE, g, andax nhow denote, respectively, the excitation fraction of laydhe ionization fraction
of statej, and the abundance of elemdntrelative to hydrogen. Noticing that the bulk of the wind
mass consists of hydrogen and helium, we can approximate

P~ MyNy + MueNie = MyNy (4Yie + 1), (A.51)

whereYye = ”He is thenumberabundance of helium. Normally, Eqg. A.51 provides a sufficestimate
for calculatlons of line profiles in OB stars, but for strongholved hot stars a significant amount of
metals produced by nuclear burning in the stellar core mag baen mixed up the surface. In this
case one might need to consider also the contribution frenmibtals in the calculation of the density,
which then, in principle, requires that one knows the abonds ofall elements in the gas, rather than
only the abundances of helium and the element under coasioler We shall not consider such cases
here.

From the equation of continuity we have

M
P = amRevarty (A-52)
and by combining Egs. A.48-A.52 we obtain
M
ko= qE M TE/mee (A.53)

R,;(Vozo 4y 14 4Yhe

In Chapters 4 and 5 we have slightly re-defingdby explicitly accounting for the ionization frac-
tion g. Moreover, we there assumé&d= 1 (most often sufficient for resonance lines, at least if the
considered ionization state is a majority state). In thdind®n then, kg essentially is a constant.
(In Eqg. A.53,Kp is constant only igE is constant as well.) For un-saturated lines formed in smoot
winds, ko may be empirically inferred from observations, and thendiaed to an ‘observed’ mass-
loss ratejf R,, Va, Yne, and the abundanas all are known from other diagnostics. In this approach,
one sometimes chooses not to separate out the ionizatictiofray, so that the derived quantity is
(q>M instead ofM directly (e.g., Fullerton et al., 2006, see also Chaptere5t.%). Furthermore, we
notice that i) the profile-strength iisdependentf kg if the lines are saturated, so that then only lower
limits of kg can be inferred, and ii) it considerably complicates thdyaimif the wind isstructured
rather than smooth, as extensively discussed in Chapterd 8.a

Recombination lines - H,. In contrast to the UV resonance linesgy b a so-called recombina-
tion line under typical conditions prevailing in OB star W& mainly because hydrogen is almost
completely ionized in these winds ang, lik formed by transitions between two excited levels (see
Chapter 5, also for some comments ogistransition to equasi-resonancéne in the A star regime).
Moreover, for recombination line formation (especiallttie IR) we can no longer neglect stimulated
emission. Thus the frequency integrated extinction caeffids

X= % fiu (N — gnujk)> (A.54)

u
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wherel andu now denote the lower and upper levels of the transition, eetbgely, and we need
estimates for both levels (compare to Eq. A.46). We shalltbseleparture coefficients; k= nj /n’,
wheren is defined by the Saha-Boltzmann relation

* ijk +-3/2
Mijk :C1n07j+1,kneig” T ¥ CLS (A.55)
B Jo,+1k

whereC; = 2.07 x 10 % in cgs units, anct is the energy difference between the, k state and
the (ground level of the) next ionization state (@ 1,k). Note that, in this definition, the ‘LTE
population’ ny is definedrelative to the NLTE population of the ground state of thet nemization
stage noj+1k, and using thexctual (NLTE) electron densities and temperatures. In some titega
(for example in Chapter 6) are the departure coefficientmeefielative to the true LTE populations
instead,bj = nj/ntTE, wherentTE is calculated using Eq. A.55 but with LTE values mf Te, and
nO,j+1,k-2

We shall assumeomplete ionizatiorof hydrogen, which is appropriate for OB-star winds. Thus
No,i H =~ Ny and we get for the H opacity

X = %( f1u0)CiTe %% (nenn ) (bre?/¥ee — e/, (A-56)

As for the resonance lines, we assume a pure hydrogen andrhgés, which may for completely
ionized hydrogen be used to calculate the electron density

P(1+ Yrelre)

e =M Mhele = L i)

(A.57)
wherelye is the number of free electrons per helium atom, kpads 2 in a typical O-star wind (He lll
is the dominant ionization state). We then have

P?(1+ Yiele)

NHNe = .
T MR (14 4Yhe)2

(A.58)

This relation is the reason why diagnostic lines of this tgfien are called p?-diagnostics’. As

in the previous paragraph, we may now use the equation ofneiiyt to translate the density to a
mass-loss rate, i.e. the greater sensitivity in density aleans a greater sensitivity to mass loss,
which essentially makes these lines superior to resonanes for inferring mass-loss rates from
observations.

In analogy with the<y parameter, we parametrize the opacity via a line-strengtarpeted, defined

so that the radial Sobolev optical depth in a smooth wind freso

_ XAR P?AR, M2\ A
Athenis
72
1Te? ACL 132 M? (1+Vilre) (T _p g o)

A= @:(flugl)(m.[)zn’@H R3VE My (1+ 4Yhe)

2 Unfortunately, not everywhere is this notation for the dape coefficients used:; although its definition is cleanfrine
text, in for example Chapter 6 we cajl what is here called-"E.
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Inserting atomic values for theHransition, this becomes

12
~3/2 M*  (1+ Yielne) 3.945/T, T53/T.
A=493T, © —bye" YT A.61
9.3Te ROVE (1 4YHe)(b|e by ) (A.61)

whereT, is given in units of 16K. In addition to the line opacity we must also specify therseu
function when modeling the recombination lines (recalliaglaat the source function is only implicit
in our Monte-Carlo simulations for resonance lines). Altyudhe behavior of the source function
is the main reason to the distinct differences between rbowation line profiles and resonance line
profiles in OB stars, as discussed in Chapter 5. Anyway, sineare neglecting the continuum
contribution in the wind (see the previous paragraph), dke source function simply equals thee
source function, given by Eq. 1.6. Thus, for given departaefficients, radiation temperature (to set
the continuum level), and electron temperatures, we mayaabsulate synthetic Klline profiles and,
given knowledge of/., R, andYye, infer mass-loss rates from comparing to observed onesinAga
if the wind is structured rather than smooth, this considigraomplicates a derivation of a unique
mass-loss rate, see Chapter 5.

In Chapter 5, we use departure coefficients, electron testyress, and radiation temperatures as given
by correspondingrFASTWIND models (see Sect. 1.5.5) calculated under the microclugrgiproxi-
mation. Another, much faster but slightly less preciseraagh is tocalibrate these quantities using
a grid of models, as described and done by, e.g., Puls et9816(2006).

Recombination lines - He 11 4686A. For formation of the He 11 4688 line in OB star winds, only
small modifications with respect to the,Fpproach above are necessary. First of course, the atomic
constants must be changed. Moreover, (it ) term in the Saha-Boltzmann equation should be
replaced by nenyeni ). Now, even though He lll is the dominant ionization stagetighout the major
part of a typical O-star wind, in general it may recombinehie buter wind, and, thus, it isot
sufficient to assumaye ~ Nye When calculating the line opacity. This problem is circumieel by
introducing the ionization fraction, writingxe = NHed, With g = Nyen /NHe. Then we may write

NeNHelll = (NeNH ) Yhed- (A.62)

Thus, Eg. A.60 must only be modified by multiplying wityeq, and the only additional input-
parameter required, as compared to the ¢dse, is the ionization fractiog of He lll (which we
in Chapter 5 also take from correspondimgs TWIND calculations).
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