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Abstract 
 

This thesis is an outcome of the project “Flood and damage assessment using very high 

resolution SAR data” (SAR-HQ), which is embedded in the interdisciplinary oriented 

RIMAX (Risk Management of Extreme Flood Events) programme, funded by the Federal 

Ministry of Education and Research (BMBF). It comprises the results of three scientific 

papers on automatic near real-time flood detection in high resolution X-band synthetic 

aperture radar (SAR) satellite data for operational rapid mapping activities in terms of disaster 

and crisis-management support. 

Flood situations seem to become more frequent and destructive in many regions of the 

world. A rising awareness of the availability of satellite based cartographic information has 

led to an increase in requests to corresponding mapping services to support civil-protection 

and relief organizations with disaster-related mapping and analysis activities. Due to the 

rising number of satellite systems with high revisit frequencies, a strengthened pool of SAR 

data is available during operational flood mapping activities. This offers the possibility to 

observe the whole extent of even large-scale flood events and their spatio-temporal evolution, 

but also calls for computationally efficient and automatic flood detection methods, which 

should drastically reduce the user input required by an active image interpreter. 

This thesis provides solutions for the near real-time derivation of detailed flood 

parameters such as flood extent, flood-related backscatter changes as well as flood 

classification probabilities from the new generation of high resolution X-band SAR satellite 

imagery in a completely unsupervised way. These data are, in comparison to images from 

conventional medium-resolution SAR sensors, characterized by an increased intra-class and 

decreased inter-class variability due to the reduced mixed pixel phenomenon. This problem is 

addressed by utilizing multi-contextual models on irregular hierarchical graphs, which 

consider that semantic image information is less represented in single pixels but in 

homogeneous image objects and their mutual relation. A hybrid Markov random field (MRF) 

model is developed, which integrates scale-dependent as well as spatio-temporal contextual 

information into the classification process by combining hierarchical causal Markov image 

modeling on automatically generated irregular hierarchical graphs with noncausal Markov 

modeling related to planar MRFs. This model is initialized in an unsupervised manner by an 

automatic tile-based thresholding approach, which solves the flood detection problem in 

large-size SAR data with small a priori class probabilities by statistical parameterization of 

local bi-modal class-conditional density functions in a time efficient manner. 



 
 

 

Experiments performed on TerraSAR-X StripMap data of Southwest England and 

ScanSAR data of north-eastern Namibia during large-scale flooding show the effectiveness of 

the proposed methods in terms of classification accuracy, computational performance, and 

transferability. It is further demonstrated that hierarchical causal Markov models such as 

hierarchical maximum a posteriori (HMAP) and hierarchical marginal posterior mode 

(HMPM) estimation can be effectively used for modeling the inter-spatial context of X-band 

SAR data in terms of flood and change detection purposes. Although the HMPM estimator is 

computationally more demanding than the HMAP estimator, it is found to be more suitable in 

terms of classification accuracy. Further, it offers the possibility to compute marginal 

posterior entropy-based confidence maps, which are used for the generation of flood 

possibility maps that express that the uncertainty in labeling of each image element. The 

supplementary integration of intra-spatial and, optionally, temporal contextual information 

into the Markov model results in a reduction of classification errors. It is observed that the 

application of the hybrid multi-contextual Markov model on irregular graphs is able to 

enhance classification results in comparison to modeling on regular structures of quadtrees, 

which is the hierarchical representation of images usually used in MRF-based image analysis. 

X-band SAR systems are generally not suited for detecting flooding under dense 

vegetation canopies such as forests due to the low capability of the X-band signal to penetrate 

into media. Within this thesis a method is proposed for the automatic derivation of flood areas 

beneath shrubs and grasses from TerraSAR-X data. Furthermore, an approach is developed, 

which combines high resolution topographic information with multi-scale image 

segmentation to enhance the mapping accuracy in areas consisting of flooded vegetation and 

anthropogenic objects as well as to remove non-water look-alike areas. 
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1 Introduction 

1.1 Motivation 

The demand for crisis information on natural disasters, humanitarian emergency 

situations and civil endangerment has substantially increased during recent years worldwide 

(Voigt et al. 2007). For this reason, the European Space Agency (ESA) and the National 

Centre of Space Research (CNES) of France initiated the International Charter “Space and 

Major Disasters” at the UNISPACE III conference in 1999, a consensus of major space 

agencies and civilian governmental satellite operators providing remotely sensed data in terms 

of natural, humanitarian and technical disasters. A rising awareness of the availability of 

satellite based cartographic information has led to an increase in requests to corresponding 

mapping services such as the Center for Satellite Based Crisis Information (ZKI) of the 

German Aerospace Center (DLR) to support civil-protection and relief organizations with 

disaster-related mapping and analysis. 

Flood is not only one of the most wide spread natural disasters, which regularly causes 

large numbers of casualties with rising economic loss, extensive homelessness and disaster-

induced disease, but is also the most frequent disaster type (Fig. 1). In 2009, ~43 % of all 

natural disasters worldwide were related to flooding (Vos et al. 2010). Comparable figures 

show the statistics of the International Charter “Space and Major Disaster” where ~46 % of 

the total number of activations (current as of August 19, 2010) are related to flood situations.  

Floods may have many different origins. By definition, flood is “…the temporary 

covering by water of land normally not covered by water. This shall include floods from 

rivers, mountain torrents, Mediterranean ephemeral water courses, and floods from the sea in 

coastal areas, and may exclude floods from sewerage systems” (EC 2007, pp. 29). Flooding is 

a complex phenomenon that can result from multiple mechanisms, such as intense and/or 

longlasting rainfall, snowmelt, dike or dam break, reduced conveyance due to ice jams or 

landsliding, or glacial lake outbursts (Kundzewicz 2008). River flooding strongly depends on 

antecedent conditions of rivers and their catchment areas; i.e. soil-moisture, presence of snow 

and ice, the degree of soil sealing, and existence of dikes, dams and storage reservoirs (IPCC, 

2007a). Estuary flooding can be caused by storm surges (Kundzewicz 2008).  

Flood situations seem to become more frequent (Fig. 1) and destructive in many regions 

of the world (e.g. Berz 2001, Milly et al. 2002, Kundzewicz 2008). According to the Centre 

for Research of the Epidemiology of Disasters (CRED), inundations affected nearly one 



Introduction  2 

 

billion people in the decade 2001-2010 globally (Tab. 1) and resulted in estimated damages of 

about 142 billion US$ through the destruction of houses, infrastructure, crop- and livestock, 

etc. Even if the number of affected people as well as economic losses decreased both at about 

40 % within 2001-2010 in comparison to the previous decade 1991-2000, the number of flood 

events increased by ~65 %. Within the 20-year period 1991-2010, the number of flood events 

more than doubled, the number of affected people nearly tripled and the damage multiplied by 

a factor of more than seven in comparison to the 91-year period 1900-1990 (Tab. 1). Within 

the period 1900-1990, ~9.2 % of the worldwide flood events occurred in Europe. This 

proportion significantly increased within the decades 1991-2000 (~15.2 %) and 2001-2010 

(~13.1 %).  
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Fig. 1: Number of natural disasters reported 1900-2009 (EM-DAT 2010, modified). 
 

The opinion exists that these upward trends are related to a so called “CNN (Cable 

News Network) effect” caused by a higher coverage in the media. Nevertheless, the 

worldwide flood risk and vulnerability is indeed on the rise, influenced by changes coupled to 

climate, terrestrial and socio-economic effects (Kundzewicz 2008). According to IPCC (2001, 

pp. 395), “the most widespread serious potential impact of climate change on human 

settlements is believed to be flooding”. Although a significant climate-related trend in 

extreme river flows has not yet been observed (EEA 2008), global warming is projected to 

intensify the hydrological cycle. As the atmosphere’s water holding capacity increases with 

temperature, the intensified potential for extreme precipitation events augments the risk of 
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inundations caused by sustained rainfall over most land areas (IPCC 2007b), especially in 

areas where flooding is typically triggered by intense summer rain (Kundzewicz 2005). 

 
Tab. 1: Flood statistics for the years 1900-198 0, 1981-1990, 1991-2000, and 2001-2010, global and in 
Europe. In this database only flood disasters are listed which fulfil at least one of the following criteria: 10 
or more people reported killed, 100 people reported affected, a call for international assistance, 
declaration of a state of emergency (EM-DAT 2010). 
 

Period Nr. of events Nr. of affected people Damage (in 1 000 US$) 
 World Europe World Europe World Europe 

1900-1980 581 53 407 380 734 594 454 2 496 946 658 250 

1981-1990 546 51 469 855 416 839 522 46 648 071 10 482 300 

1991-2000 966 147 1 463 420 671 4 679 707 233 075 277 41 674 964 

2001-2010 1 592 209 874 495 941 3 205 507 141 949 993 41 793 882 

 

On the other side, decreases in snow and river-ice cover reduce the frequency and 

severity of snowmelt-related and ice-jam floods (e.g. Mudelsee et al. 2003, Brázdil et al. 

2006, Cyberski et al. 2006, Kundzewicz 2008). However, flood hazard will probably increase 

during wetter and warmer winters with more frequent rain and less frequent snow (Palmer & 

Räisänen 2002). Flash floods and urban flooding, caused by local extreme rainfall events, are 

also likely to be more frequent (Christensen & Christensen 2003, Kundzewicz et al. 2006). 

A significant portion of the increase in flood hazards can be related to non-climatic 

anthropogenic factors. These include land-use changes such as deforestation, urbanization, 

elimination of floodplains and wetlands as well as river regularizations (e.g. Kundzewicz & 

Schellnhuber 2004), which lead to a reduction in water storage and infiltration capacity and 

an increasing runoff coefficient (Schumann et al. 2007). 

Since future flood risks will be intensified by a steady population growth causing rising 

numbers of human settlements and economic assets within flood-prone areas, flood disaster 

management is of particular social, economic and political interest. It involves the assessment 

of vulnerability and risk, which focus on prevention, protection and preparedness, the 

monitoring of hazard prone zones, the planning and management of rescue operations and 

post disaster damage assessment (EC 2007). 

Floods often cover large regions, which are difficult to access from the ground. 

Spaceborne remote sensing data are a well-suited information source to obtain a synoptic 

view about large-scale flood situations and their spatio-temporal evolution in a time- and cost-

efficient manner, especially for regions where hydrological information is difficult to obtain 

due to inaccessibility or sparse distribution of gauging stations (Solbø & Solheim 2004). 

Satellite based flood extent maps can thus be a critical means for an effective flood disaster 
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management by supporting political decision makers and humanitarian relief organizations 

(Voigt et al. 2007) such as German Red Cross (DRK) or German Federal Agency for 

Technical Relief (THW). Further, they provide valuable distributed calibration and validation 

data for hydraulic models of river flow processes (e.g.  Bates et al. 1995, Bates et al. 1997, 

Horritt 2000, Aronica et al. 2002, Matgen et al. 2004, Hunter 2005, Horritt 2006, Schumann 

et al. 2006, Pappenberger et al. 2007, Schumann et al. 2009, Hostache et al. 2009) and support 

the derivation of spatially accurate hazard maps in terms of flood prevention activities, 

insurance risk management, and area planning (e.g. De Moel et al. 2009). 

Optical satellite imagery have been successfully used in the past to derive inundation 

areas (e.g. Blasco et al. 1992, Smith 1997, Wang et al. 2002, Van der Sande 2003, Ahtonen et 

al. 2004, Brakenridge & Anderson 2005) and, if available, they are the preferred data for 

flood mapping due to their straightforward interpretability and rich information content. As 

flooding often occurs during long-lasting precipitation and persistent cloud cover periods, in 

many cases a systematic monitoring by optical imaging instruments is prohibit. This fact 

drastically decreases the regular usability of optical sensors in an operational rapid mapping 

context. This is particularly an obstacle in small- to medium-sized drainage basins where 

inundations often recede before meteorological conditions improve (Schumann et al. 2007). 

Synthetic Aperture Radar (SAR) systems offer some clear advantage compared to sensors 

operating in the visible, infrared or thermal range of the electromagnetic spectrum: Being an 

active monostatic instrument and therefore providing its own source of illumination in the 

microwave range, it is characterized by near all-weather/day-night acquisition capabilities as 

the radar signal is able to penetrate clouds and the imaging process is independent from solar 

radiation. Thus, each acquired image can be used for flood detection. The radar sensor 

capabilites strongly enhance the monitoring frequency and therefore the real-time utilization 

for emergency situations, as the Earth’s surface can be observed in a repetitive manner within 

each overpass, both in ascending and descending orbit. Further, SAR has proven to be an 

effective tool for detecting flooding beneath vegetation canopies in certain conditions (e.g. 

Richards et al. 1987, Hess et al. 1990, Townsend 2002, Kasischke et al. 2003).  

Over the last years, spaceborne SAR systems (Fig. 2) have increasingly been used for 

mapping flood extent. While past and current medium-resolution SAR satellite and space 

shuttle radar missions have a proven track-record for large-scale flood mapping in the X- 

(SIR-C/X-SAR, SRTM), C- (ERS-1/2 AMI, Envisat ASAR, RADARSAT-1/2, SIR-C/X-

SAR), and L-band domain (SEASAT-1, JERS-1, ALOS PALSAR, SIR-A/B/C/X-SAR), their 

potential for deriving flood parameters in complex and small-scaled scenarios is clearly 
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limited. Since 2007, the successful launch of the European polar orbiting platforms 

TerraSAR-X, three COSMO-SkyMed satellites and actually TanDEM-X (Fig. 2) marks a new 

generation of X-band SAR systems suitable for flood monitoring purposes. These satellites 

provide data up to the one meter pixel spacing class, permitting an operational derivation of 

detailed hydrological parameters from space. 
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Fig. 2: Launch of civil spaceborne SAR missions since 1978 in dependance of system’s wavelength (based 
on Lillesand et al. 2004). 

 

In contrast to optical imagery, normal SAR data exhibit lower information content, 

since e.g. only one channel is available in single-polarized data. Further, the SAR data 

inherent speckle effect as well as the complex imaging geometry of side-looking radar 

systems complicate the data interpretation and automatic information extraction. The 

utilization of SAR data for an effective flood monitoring not only requires powerful high 

resolution sensors, but also optimized image analysis techniques adapted to the increased 

intra-class and decreased inter-class variability of the data (Bruzzone and Carlin 2006). This 

new data generation, in comparison to data acquired from medium-resolution SAR sensors, is 

characterized by higher variance in backscattering properties of different land-cover classes 

due to the reduced mixed pixel phenomenon. Semantic image information is hence less 

represented in single pixels but in homogeneous image objects and their mutual relations 
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(Baatz & Schäpe 1999, Benz et al. 2004). Therefore, the use of per-parcel methods describing 

the spatial, hierarchical and temporal contextual relationship seems promising to solve this 

problem. 

1.2 Objectives 

Against this background, the project “Flood and damage assessment using very high 

resolution SAR data” (SAR-HQ), which is embedded in the interdisciplinary oriented 

RIMAX programme (Risk Management of Extreme Flood Events; funded by the German 

Federal Ministry of Education and Research), aims at integrating X-band SAR data into 

operational processing and flood mapping workflows to ensure a fast and reliable access to 

detailed crisis information. In the frame of this project, the objective of this thesis is the 

development, application and validation of automatic methods for the detection of flooding in 

single-temporal as well for the extraction of flood dynamics in multi-temporal SAR data.  

Following requirements have to be fulfilled by a flood detection method used in the 

context of rapid mapping: 

 Due to the increasing number of flood situations and the rising number of SAR data-sets 

provided during a rapid mapping activity, the classification process should be 

accomplished fully automatic without any input of an active image interpreter.  

 The methods should be characterized by high computational performance to enable a 

near real-time overview of the extent of the crisis.  

 Due to the variability of flood crisis scenarios, the transferability of the methods with 

respect to different geographical conditions, data types and spatial resolutions is 

recommended.  

 To ensure a simple integration into geographic information systems (GIS), the final 

flood and flood change masks have to exhibit high geometric accuracy. As the products 

will be provided to crisis management authorities to coordinate their activities in the 

field, the thematic accuracy should be as good as possible, even if the analysis is done 

under tight time constraints. 

 If available, auxiliary data in form of digital elevation models (DEMs) should be 

integrated into the flood detection process for classification improvement. 

 To enhance the information content of the classification result, methods for the 

generation of flood possibility (FP) maps shall be implemented, which provide 

supplementary information about the uncertainties related to the labeling of each image 

element.   
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1.3 Structure 

In the subsequent chapter 2, the basic principles of synthetic aperture radar with a 

special focus on the properties of SAR data are presented. Further, a short overview about the 

TerraSAR-X sensor is given, whose data are predominantly used in this work. 

The physical basics of the interaction of the radar signal with water surfaces under 

different conditions (smooth and rough open water areas, flooded vegetation, and floods in 

urban areas) as well as the difficulties which may arise in detecting water using SAR data are 

described in chapter 3. 

Chapter 4 gives an overview about the state of the art concerning SAR-based water 

detection. 

In chapter 5, the developed methodologies and the according results are presented in 

form of three scientific peer-reviewed papers: In chapter 5.1, a near real-time flood mapping 

procedure based on single-temporal TerraSAR-X data is proposed. This method combines a 

tile-based automatic thresholding procedure under the Gaussian distribution assumption with 

subsequent refinement steps using classification on a three-scaled irregular hierarchical graph 

and the optional integration of digital elevation information. In chapter 5.2, the automatic 

thresholding approach is extended to solve the three-class change detection problem in large-

size feature maps represented by normalized change index (NCI) data with histogram 

parameterization under the generalized Gaussian assumption. An unsupervised initialized 

hybrid Markov model is developed on irregular hierarchical graphs for integrating scale-

dependent as well as spatial contextual information into the bi-temporal change detection 

process in a time efficient manner. In chapter 5.3, an unsupervised flood and change detection 

approach is presented. This method uses a multi-contextual Markov model, which combines 

causal hierarchical marginal posterior mode (HMPM) estimation for inference on hierarchical 

graphs with noncausal spatio-temporal modeling performing a bi-directional information 

exchange between multi-temporal irregular planar Markov random fields (MRFs). This 

chapter also focuses on the issue of extracting flooded vegetation areas from X-band SAR 

satellite data and on the generation of flood possibility maps using marginal posterior-based 

entropies.  

Chapter 6 gives a concluding evaluation of the proposed methods. Finally, open and 

unsolved problems as well as possible further investigations are pointed out. 
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2 Synthetic Aperture Radar 

This section serves as an introduction to the essential basics of synthetic aperture radar 

and its imaging capabilities. Starting with the description of the basic principles of imaging 

radar systems, the geometric, radiometric and statistical properties of SAR data are illustrated. 

Finally, a short description of the TerraSAR-X sensor is given, which is the main data source 

for the research performed within this thesis. 

2.1 Basic principles and properties of imaging radar systems 

2.1.1 Basic principles of imaging radar systems 

RADAR is an acronym for Radio Detection and Ranging. It is an active technique, 

which transmits a signal of electromagnetic energy in the form of microwave pulses at the 

rate of the pulse repetition frequency (PRF) and records the radar echoes of an illuminated 

target by an antenna (Bamler & Schättler 1993). By moving along its orbital path, a 

spaceborne SAR sensor focuses a single transmitted pulse perpendicular to the flight line to a 

restricted region on the ground, which is referred to as the antenna footprint (Fig. 3a). The 

entire image strip of succeeding footprints is called swath. 

Since radar is basically a distance measuring method which uses the two-way travel 

time of the microwave pulses for a spatial separation of the received signals, the scanning 

process of the Earth’s surface is accomplished in a side-looking fashion (Fig. 3a) 

perpendicular to the flight direction. This prohibits non-separability of the received signals, 

which would result from equal travel times of backscattered pulses from adjacent ground 

targets located near the nadir. In contrast to radar altimeters and scatterometers, imaging radar 

systems provide a two-dimensional representation of the Earth’s surface after digital 

processing (Bamler & Schättler 1993).  

Imaging radar systems are operated in so called radar bands, which cover wavelengths 

in the range of about 0.75 cm to 1 m. The X-, C-, and L-bands are the spectral ranges of the 

microwave region typically used on spaceborne radar systems (Fig. 2). Due to the fact that the 

atmosphere is effectively transparent for the emitted signal up to the low microwave region 

(10 GHz) (Elachi 1987), C- and L-band radar systems are, in contrast to passive optical 

sensors, characterized by an all-weather, day and night imaging capability, which makes radar 

systems suitable for continuous earth observation purposes. This property also applies for X-

band SAR systems, except in the occurrence of hail and heavy rain cells (Danklmayer et al. 

2009).  
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2.1.2 Resolution in range 

A SAR system is characterized by its resolution in range (across-track) and azimuth 

(along-track) direction. The former can either be represented by the slant range or the ground 

range resolution. The slant range resolution rsl is independent from the orbit height h and is 

half the transmitted pulse length τ: 

 

2

c
rsl     (1) 

 

where c is the speed of light. In contrast, the ground range resolution Rgr, which is the 

projection of Rsl on the ground, varies inversely with the sinus of the incidence angle θi and 

therefore enhances with increasing slant range distance (Raney 1998): 

  

i
gr

c
r




sin2
 .  (2) 

 

To achieve higher resolution in range, pulse duration should be as short as possible, 

since closely spaced objects can only be distinguished if the travel time of their backscattered 

signals to the antenna is different by at least τ/2. However, this is difficult to realize, since the 

amplitude of each shortened pulse must be increased to transmit the same energy per time 

interval in order to maintain a sufficient signal to noise ratio (SNR). Technically this is 

achieved by replacing short bursts with a constant frequency by a long frequency modulated 

or chirped pulse (Leberl 1990). After reception, the long chirped pulse must be compressed 

into an equivalent short pulse using a matched filter approach.  

2.1.3 Resolution in azimuth 

The resolution in azimuth ra describes the ability of an imaging radar system to separate 

two adjacent targets in the along-track direction of the sensor. It is defined by different factors 

than the resolution in range. For real aperture radar (RAR), ra depends on the beam width φ of 

the antenna footprint, which can be approximated by the ratio between the wavelength λ of 

the transmitted pulses and the physical antenna length L: 

 

L

  . (3) 
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Since the antenna beam fans out with increasing distance R between the sensor and the 

target on the ground (Fig. 3b), the resolution in azimuth is defined by 

 

L

R
Rr RARa

 , . (4) 

 

θi
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azimuth direction
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τ
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LA

swath
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a b

h

 
Fig. 3: a) Imaging geometry of a spaceborne SAR sensor; b) Principle of SAR systems. Targets on the 
ground are less frequently viewed at near range than in far range. Therefore, point A has a proportional 
shorter effective antenna length LA than B (LB) and C (LC). 
 

As the distance R to a target only varies slightly for spaceborne radar sensors due to the 

fixed orbit height, an enhanced spatial resolution can only be achieved by using an 

enormously large antenna. However, assuming for example a distance of 600 km between a 

X-band SAR sensor (λ = 3.1 cm) and a target, an antenna length of 6.2 km would be required 

to obtain a resolution of 3 m in azimuth direction. Obviously, this limits the usability of 

conventional radar for the application on satellites and is overcome by synthesizing a long 

physical antenna. SAR systems are thus equipped with a short physical antenna. During the 

motion of the sensor, the signal echoes of a scatterer are recorded coherently from subsequent 

antenna positions (Fig. 3b) over a long section of the sensor path (Elachi 1988) and combined 

in a processor using the Doppler principle, to synthesize the effect of a very long antenna. For 

SAR the maximal resolution in azimuth ra is defined by 

 



Synthetic Aperture Radar  11 

 

2,

L
r SARa  . (5) 

 

Accordingly, the resolution in azimuth only depends on the antenna length L and is 

independent from the orbit height of the sensor platform. As targets on the ground are more 

frequently viewed at far range than in near range, the effective antenna length increases with 

slant range distance. Therefore, point A in Fig. 3b has a proportional shorter effective antenna 

length LA than B (LB) and C (LC). In contrast to RAR systems, this results in a constant 

azimuth resolution irrespective of range (Lillesand et al. 2004).  

 

2.2 SAR Signal 

2.2.1 Radar equation 

A radar image is a two-dimensional representation of the power Pr backscattered to a 

receiving antenna from an illuminated area on the ground presented as a pixel. After digital 

processing, this returned power is quantized and transformed into digital numbers (DNs). Pr is 

given by the so-called radar equation (Ulaby et al. 1982, Klausing & Holpp 2000): 

 

  43

22

4 R

nGP
P t

r 


  (6) 

 

where Pt is the transmitted power and G is the antenna gain. The radar cross section σ [m2] 

describes the reflection properties of a target with respect to a volume unit; i.e. the capacity to 

reflect the incident electromagnetic waves back to the sensor. Considering area-extensive 

distributed targets, σ is related to a resolution cell of size ra x rgr: 

 

gra
rr

0
   (7) 

 

where the normalized backscattering coefficient σ0 is usually expressed logarithmically in 

decibel [dB]. The factor n in equation (6) considers the number of pulses, which illuminate a 

target during the acquisition by a SAR system. It depends on the time t during which an object 

is situated in the radar beam and the PRF. Using equation (5) and considering the velocity of 

the sensor νSAR in the orbit, n can be formulated as: 
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Lv

PRFR

v

PRFt
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SARSAR









. (8) 

 

From equation (6) it can be inferred that the radar backscatter depends on system and 

object specific properties.  

2.2.2 System specific properties 

The system specific parameters encompass the wavelength [cm]/frequency [Hz] and 

polarization of the transmitted signal as well as the viewing geometry of the sensor. 

The primary factor influencing the backscattering characteristics of the signals is the 

wavelength used in pulse transmission (Lillesand et al. 2004). Generally, radar signals of 

lower frequencies are characterised by a higher capacity to penetrate into media on the 

ground. Thus, C- and X-band SAR is preferred for the analysis of surface structures, whereas, 

for detecting structures below the surface, L-band SAR is favored. Additionally, the 

frequency of the signal determines the detectable roughness and therefore the backscattering 

of a surface (see chapter 2.2.3).  

Electromagnetic radiation can be considered as transversal waves consisting of an 

electric and magnetic field vector, which both oscillate perpendicular to the propagation 

direction (Raney 1998). Irrespective of frequency, radar pulses can be transmitted and 

received in different polarizations; i.e. the signal is filtered in such a way that the electric 

field of the electromagnetic wave is restricted to a single plane perpendicular to the direction 

of propagation (Lillesand et al. 2004). Polarimetric SAR systems transmit either in a 

horizontal (H) or vertical (V) plane, which also can also be received horizontally or vertically. 

Thus, there can be two possibilities of like-polarization (HH, VV) and cross-polarization (HV, 

VH). As the dielectric and geometric characteristics of an object have a varying influence on 

the polarization properties of the incident electromagnetic energy, additional information 

about an object can be derived from the mode of signal polarization; e.g. depolarization leads 

to a significantly attenuated signal at like-polarization. However, a registration of the 

depolarized parts of the signal can be achieved by cross-polarization.   

Another important factor is the incidence angle θi, which is the angle between the nadir 

and the incident radar beam. It sums up to 90° with the depression angle θd (Fig. 3a). The 

term local incidence angle θloc is used for the angle between the radar beam and the normal to 

the surface at the point of incidence. Incidence and local incidence angle are only equal for 

flat terrain and differ significantly from each other in hilly or mountainous regions. Since the 
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local incidence angle depends on the incidence angle as well as on the orientation and slope of 

the illuminated area, it is both a system and an object specific parameter. The incidence angle 

strongly determines the geometric properties of radar data and the influence of the object 

specific parameter roughness. 

2.2.3 Object specific properties 

Besides the system specific properties, the radar backscatter depends on the object 

specific properties. The influence of object properties on the signal return is expressed by the 

backscattering coefficient. For a given wavelength it is dependent on the surface roughness 

and the dielectric properties of the target. 

Surface roughness  is considered the main factor affecting radar backscattering. It 

determines the angular distribution of surface scattering. Smooth surface boundaries 

separating two semi-infinite media (Ulaby et al. 1982) act as specular reflectors and scatter 

the energy away from a monostatic sensor (Fig. 4a). In this case the emergent angle θe is 

equal to the incidence angle and the coherent component of the signal is very high. This 

results in a very low signal return, which causes relatively dark pixels in radar data. With an 

increase in roughness, the fraction of diffuse scattering is larger, and thus the coherent 

component is decreased (Ulaby et al. 1982). Such surfaces scatter incident energy in all 

directions and return a significant portion of the transmitted energy back to the sensor (Fig. 

4b). In the extreme case where the surface is very rough (Lambertian surface), the energy is 

scattered equally in all directions (Fig. 4c) (Ulaby et al. 1982, Elachi 1988).  

 

a b c

θi θe

 
Fig. 4: Radar reflection of a) smooth, b) moderately roughened and c) strongly roughened surfaces 
(Lillesand et al. 2004, modified). 

 

The roughness of a surface is not only defined by its geometric properties, but also 

depends on the wavelength and the local incidence angle of the signal. The relationship 

between these parameters is given by the Rayleigh criterion, which states that a surface is 

rough and acts as diffuse reflector corresponding to the expression: 
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loc
rms 


cos8

  (9) 

 

where σrms is the root mean square height of the surface variations. A more stringent condition 

for roughness is determined by the Fraunhofer criterion (Ulaby et al. 1982): 

 

loc
rms 


cos32

 . (10) 

 

The Rayleigh and the Fraunhofer criteria state that if the phase difference ΔФ between 

two reflected waves is greater than π/2 radians and π/8 radians, respectively, the surface is 

considered as rough (Ulaby et al. 1982). Accordingly, more surfaces will appear smooth when 

the wavelength λ increases, and thus more energy will be specularly scattered (Lewis et al. 

1998). Further, with increasing local incidence angle θloc, a surface must have higher 

elevation differences to be considered as rough.  

Beside the surface roughness of objects, their shape and orientation further influence the 

radar signal, e.g. smooth perpendicular surfaces can act like dihedral corner reflectors 

generating a double bounce reflection. Since corner reflectors usually cover only small areas 

of the SAR data, these areas typically appear as bright spots in the image (Raney 1998). 

The dielectric properties of an illuminated target significantly control the penetration 

depth and therefore the intensity of the signal. The average relative dielectric constant ε is the 

principal description of the material response to the electric field of the signal (Ulaby et al. 

1986, Raney 1998). It is complex-valued and consists of a real ε΄ and an imaginary part ε΄΄, 

which are both highly dependent on the moisture content of the target and the signal’s 

frequency. The real part is referred to as the permittivity of the material (Ulaby et al. 1986) 

and is called the dielectric constant ε΄, while the imaginary part ε΄΄ indicates losses of the 

dielectric constant (Ulaby et al. 1986, Raney 1998). In the microwave domain, most natural 

dry materials have a low value of ε΄ between 3 and 8 (Lillesand et al. 2004), whereas metals 

and materials with increased water content have a much higher dielectric constant, e.g. water 

has a value of approximately 80. Increasing moisture content leads to a stronger reflectivity 

and an enhanced surface scattering (Ulaby et al. 1982). In contrast, higher permittivity 

increases diffuse volume scattering, which appears within dielectrically discontinuous media 

such as vegetation. The volume scattering strength is proportional to the dielectric 

discontinuities inside the medium and the density of the embedded inhomogeneities. The 
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angular scattering distribution depends on the average dielectric constant of the medium, the 

roughness of the boundary surface, and the size of the distributed scatterers relative to the 

incident wavelength (Ulaby et al. 1982). 

2.2.4 Speckle effect 

SAR images are negatively affected by the occurrence of the speckle-effect, which takes 

the form of random variability of image tone among pixels corresponding to different 

resolution cells of uniform targets (Raney 1998). This effect gives SAR data a distinctive 

graining appearance, also referred to as a salt-and-pepper effect, which not only reduces the 

interpreter’s ability to resolve fine details, but which also hampers the automatic processing of 

SAR images. This noise-like phenomenon can be understood as an inference effect, which 

results from the coherent imaging process. The total signal backscattered from a distributed 

target is the coherent sum of the signals returned from all randomly distributed discrete 

scatterers contained in this area. Depending on the structure of the target and location of the 

antenna, a signal is received that is modified by destructive and constructive inference of the 

scattered electromagnetic radiation. The speckle generally increases with signal intensity 

(Oliver & Quegan 1998). In a strict physical sense speckle cannot be considered as noise, 

since the identical imaging configuration results in the same speckle pattern (Bamler & 

Schättler 1993). The speckle-effect reduces the radiometric resolution of the images. Different 

methods are commonly applied to attenuate this effect at the cost of spatial resolution such as 

multi-look processing or filtering in the spatial, frequency, and time domain. 

 

2.3 Geometric effects 

The side-looking geometry of imaging radar systems leads to some important 

distortional effects, especially in mountainous regions, known as layover, foreshortening, and 

shadowing (Fig. 5). These effects mainly depend on the relation between terrain slope and the 

incident angle. Since the radar signal is transmitted radially, equal travel times to targets on 

the ground are placed on a circle centred at the SAR sensor. Even if features have different 

distances on the ground, they may have the same slant range to the antenna. Layover effects 

can be observed if the incidence angle is smaller than the slope of the object focusing the 

sensor. In this case, the radar pulse reaches the top of a vertical feature before the base, e.g. 

target A and B in Fig. 5. This results in a reversion of the terrain geometry because the top of a 

feature lies over its base. This effect is most severe at near range where the incidence angle is 

steeper. Such distortions cannot be corrected because radar echoes from several targets reach 
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the sensor simultaneously. Therefore, a unique spatial assignment of each signal is not 

possible. 

When the slope facing the sensor is less steep than the incidence angle, the side of the 

sloped surface is compressed in the SAR image, as the time difference between the signals 

backscattered from the top and the base of the object is lower than their real horizontal 

distance (target D in Fig. 5). Areas affected by this foreshortening effect appear as bright 

fringes on the sensor-side of objects (Schreier 1993). The ambiguities of this range 

compression of the signal backscattered from foreslope areas can be corrected by means of 

rectification procedures which use topographic information. The shadowing effect occurs in 

radar images on slopes of objects, which are bending away from the look direction (Schreier 

1993). If the slope is steeper than the incidence angle of the radar beam, no information can 

be derived from this terrain (target C and D in Fig. 5). Accordingly, these areas appear dark in 

the image. This phenomenon increases with increasing incidence angle and therefore also in 

range direction. 

resulting image: 
(ground range)

layover weak return

layover

shadow shadow

shadow

foreshortening

terrain slopes steeper than these
lines will be imaged with layover

θi

h

A B C D

 
Fig. 5: Effects of terrain relief on SAR images (Lillesand et al. 2004, modified). 
 

2.4 TerraSAR-X 

In this thesis, predominantly spaceborne SAR data of the German TerraSAR-X sensor 

are used. The satellite was launched on June 15, 2007 into a 514 km height, sun-synchronous 

and near-polar dusk-dawn orbit. While the nominal repetition rate of the satellite is 11 days, 

each target of the Earth’s surface can be observed within two to four days depending on its 

latitude using a large variety of different look angles (Fritz & Eineder 2009). The possibility 

to rotate the satellite system for an experimental left-looking mode can further accelerate 

acquisition times, which is particularly of importance in the context of disaster monitoring. 

The active X-band (3.1 cm) antenna allows the following imaging modes to be used: In the 
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High-Resolution Spotlight (HS) and SpotLight (SL) modes (Tab. 2), a pixel spacing between 

1 to 2 m can be achieved. Depending on the mode selection (HS or SL), the size of the ground 

track is either 5 km x 10 km or 10 km x 10 km, respectively. In the StripMap (SM) mode 

(Tab. 3), TerraSAR-X acquires a strip of 30 km width with a maximum length of 1,650 km. 

Depending on incidence angle and processing options, the pixel spacing can be up to 3 m. The 

ScanSAR (SC) mode (Tab. 3) combines four adjacent StripMap beams to a total swath width 

of 100 km and a maximum length of about 1,650 km at a pixel spacing of 8.25 m. For each 

mode, a variety of acquisition and processing options can be defined (incidence angle, 

polarization, orbit accuracy, spatial resolution, and geocoding). On June 21, 2010, a second 

nearly identically constructed satellite called TanDEM-X has been successfully launched. 

 

Tab. 2: Parameters of SpotLight (SL) and High-resolution SpotLight (HS) modes. 
 

Parameter HS SL 
Scene extent (azimuth x 

ground range) 5 km x 10 km 10 km x 10 km 

Incidence angle range (full 
performance) 20° - 55° 20° - 55° 

Azimuth resolution 1 m (single pol.) 
2 m (dual pol.) 

2 m (single pol.) 
4 m (dual pol.) 

Ground range resolution 
(55° - 20° incidence angle) 

1.34 m - 3.21 m 1.34 m - 3.21 m 

Polarization HH or VV (single)  
HH/VV (dual) 

HH or VV (single)  
HH/VV (dual) 

 

Tab. 3: Parameters of StripMap (SM) and ScanSAR (SC) modes. 
 

Parameter SM SC 

Swath width (ground range) 30 km (single pol.) 
15 km (dual pol.) 

100 km 

Incidence angle range (full 
performance) 20° - 45° 15° - 60° 

Azimuth resolution 3 m 16 m 

Ground range resolution 
(45° - 20° incidence angle) 

1.55 m - 3.21 m 1.55 m - 3.21 m 

Polarization 
HH or VV (single)  
HH/VV, HH/HV, 

VV/VH (dual) 
HH or VV (single)   
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3 Interaction between SAR signal and water bodies 

In this section, the interaction between the transmitted SAR signal and a water surface 

under different conditions is described with regard to system and object specific parameters. 

In this context also the suitability of X-band SAR data for flood detection is discussed. The 

detectability of water in SAR data depends on the contrast between the water areas and the 

surrounding land, which is highly influenced by roughness characteristics of the water 

surface, and the system specific parameters wavelength, incidence angle and polarization. The 

following reflection and scatterings types can be observed: Specular reflection, corner 

reflection, diffuse surface scattering, diffuse volume scattering and Bragg scattering (see Fig. 

6). Those effects occur when the radar signal interacts with smooth and rough open water 

surfaces, flooded vegetation or flooded urban areas. 

Specular reflection
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Fig. 6: Scattering mechanisms of water and land surfaces under different conditions as well as specular 
and diffuse components of surface scattered radiation as a function of incidence angle and surface 
roughness. 
 

3.1 Smooth open water  

Due to the low penetration depth of microwaves into water, surface scattering is the 

major scattering mechanism. The ideal case in detecting the extent of a water body is that the 

water surface is smoother than the surrounding land with respect to wavelength and incident 



Interaction between SAR signal and water bodies  19 

 

angle of the transmitted pulse. An open water body may be simplistically modeled as a 

perfectly smooth surface with a high dielectric constant, which acts as a specular reflector 

(Fig. 6) directing the incident microwave radiation away from a side-looking SAR sensor (e.g. 

Smith et al. 1997, Sarti 2001, Horritt et al. 2003, Mason et al. 2007). Due to a very low signal 

return, open smooth water surfaces appear dark in the data. These areas contrast with the 

brighter intensities of the rougher surrounding terrain, which is characterized by increased 

diffuse surface scattering. According to the Rayleigh criterion, land/water tonal contrast rises 

with increasing incidence angle (e.g. Drake & Patton 1980, Foster & Hall 1981, Moughinis-

Mark 1984, Malnes et al. 2002, Solbø et al. 2004). Even if a decreasing system wavelength 

increases the backscatter of a smooth water surface due to its enhanced sensitivity to diffuse 

scattering, a higher contrast ratio between water and the land areas occurs, as the number of 

possible features on the land that might appear smooth and similar in tone to water is less than 

with longer wavelength (Drake & Shuchman 1974). Consequently, X-band appears to be 

more suitable for water detection purposes than C- and L-band. 

However, imaging at smooth incidence angles also means an increase in the occurrence 

of radar shadowing (Fig. 5) (Lewis 1998). Radar shadows are exacerbated in mountainous 

terrain and in high resolution imagery also behind single vertical objects such as trees or 

buildings. These areas of low signal return are easily mixed up with smooth open water areas 

and lead to errors of commission. These errors also occur at look-alike areas of reduced 

surface roughness such as bare ground, sand dunes, airport runways, streets as well as in X-

band imagery at cloud-shadows, which are generated by an attenuation of traversing signals 

due to hydrometeors in clouds (Danklmayer et al. 2010). In contrast, imaging with steep 

incidence angles increases the probability of radar layover. This source of information loss is 

particular obstructive in identifying narrow water bodies bounded by high trees or banks 

(Henderson 1987). 

Also the choice of polarization plays a role in detecting open water areas. Generally, 

HH polarization provides the most obvious discrimination between water and other types of 

land cover classes as it offers the best radiometric dynamic range (e.g. Sarti 2001, Malnes et 

al. 2002, Ahtonen et al. 2004, Henry et al. 2006, Schumann et al. 2007). This is caused by a 

low scattering of the horizontal component of the signal from the open water surface. Even if 

HH and VV polarizations leads to nearly identical separability of class distributions over a 

smooth water surface in TerraSAR-X data (Fig. 7a), an increase in surface roughness reduces 

the ability to discriminate between water and land in VV more than in HH polarization (Fig. 

7b). Over smooth water surfaces, like-polarization offers improved class separability in 
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comparison to cross-polarization (Fig. 7c, Fig. 7d). Several studies showed the superiority of 

cross-polarization HV (Horritt et al. 2003, Henry et al. 2006) and VH (Solbø & Solheim 

2004, Schumann et al. 2007) over like-polarization VV in terms of a roughened water surface, 

given the fact that a VV polarized signal is more sensitive to ripples and waves. Flood 

mapping accuracy may benefit from combining backscatter variations in different 

polarizations (Henry et al. 2006, Ngiem et al. 2000). However, the use of a multi-polarization 

mode results in a reduced resolution and coverage, which needs to be traded off against the 

increased information content.  
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Fig. 7: Separability of classes water (left populat ions) and land (right populations) in histograms of 
TerraSAR-X StripMap data in dependance of polarization: HH vs. VV polarization on a a) smooth and b) 
slightly roughened water surface, c) HH vs. HV and d) VV vs. VH polarization on a smooth water surface. 
 

3.2 Rough open water 

The influence of wind and rain as well as turbulence effects leads to the emergence of 

small perturbations (ripples) (Lewis 1998) in the scale of millimetres to centimetres and 

longer waves with wavelength in the order of metres and kilometres on the water surface. An 

increasing degree of roughness causes a higher backscattering signal and therefore an 



Interaction between SAR signal and water bodies  21 

 

enhanced brightness in the SAR data, which effects backscatter intensities equal or higher 

than the surrounding land areas (Fig. 6).  

A special case of scattering occurs for lightly rough water surfaces with tiny capillary 

waves and short gravity waves at incidence angles beyond 30° (Ulaby et al. 1982). If the 

scatterer positions are oriented in such a way that they have geometric structures aligned with 

the phase fronts of the illumination and if they are spaced periodically in range, then the 

backscattering strongly increases through constructive inference at certain incidence angles. 

The Bragg equation describes the relationship between the wavelength of the periodically 

spaced surface patterns λR, the wavelength λ and the incidence angle θi of the SAR signal (Fig. 

8): 

 

i

R

k




sin2
   (11) 

 

where k is the order of the resonance. In microwave applications, normally the lowest order 

number k = 1 applies (Raney 1998). According to the Bragg model (Fig. 8), a random surface 

is subdivided into its Fourier spectral components. Bragg scattering occurs from the 

component corresponding to the Bragg resonance condition; i.e. if the slant range distance 

between two successive wave crests oriented perpendicularly to the range direction is λ/2. 

 

θi θi

θi
½ λ

λR=

 
Fig. 8: Fourier spectral components of a rough water surface and resonant Bragg scattering (Elachi 1988, 
modified). 

 

The larger a water body, the more susceptible it becomes for the formation of waves. 

Narrow rivers seldom show wind pattern, whereas on ocean surfaces roughness structures 

occur more often. In general the visible roughness structure of roughened water bodies does 

not show regular wave patterns. Regular patterns can mainly be observed on ocean surfaces, 
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whereas irregular patterns occur more frequently on the surface of large inland water bodies 

such as lakes. 

 

3.3 Flooded vegetation 

The backscatter increase over a water surface may not only be induced by waves but 

also by interspersed vegetation. SAR, with its unique ability to penetrate canopy even during 

leaf-on periods, offers the unique opportunity to map inundations beneath vegetation. This is 

enabled by multiple-bounce effects: The penetrated radar pulse is backscattered from the 

horizontal water surface and lower sections of the vegetation (trunks and branches) resulting 

in strong signal return (e.g. Richards et al. 1987, Townsend 2001, Hong et al. 2010), which is 

higher than in non-flooded conditions (Fig. 6). Diffuse scattering from the ground during dry 

conditions reduces this corner reflection effect, yielding darker image tones (Hess et al. 1990). 

However the signal return from flooded vegetation is very complex and strongly 

depends on the system’s wavelength, the canopy type, structure and closure as well as on 

other factors such as incidence angle and polarization. The interaction of these parameters can 

be described by theoretical scattering models (e.g. Ormsby et al. 1985, Richards et al. 1987, 

Wang et al. 1995, Kasischke & Bourgeau-Chavez 1997). According to Kasischke & 

Bourgeau-Chavez (1997) and Townsend (2002), the backscatter coefficient (σ0,h) of wetlands 

dominated by herbaceous vegetation can be described by 

 

 mscch ,0,0
2

,0,0    (12) 

 

where σ0,c is the backscatter coefficient of the vegetation canopy, τc is the transmission 

coefficient of the vegetation canopy, σ0,s is the backscatter from the ground surface, and σ0,m 

stands for the backscatter from multi-path scattering between the ground surface and the 

canopy. For the computation of the backscattering coefficient of wetlands containing woody 

vegetation (σ0,w) such as shrubs and trees, the direct backscatter from the tree trunks σ0,t, the 

attenuation of the radar signal by the tree trunks τt and the double-bounce scattering σ0,d 

between the trunks and the water surface have additionally to be considered (Fig. 9):   

 
 mdtstccw ,0,0,0,0
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Fig. 9: Conceptual illustration of the major sources of backscatter from vegetation (Kasischke et al. 1997 
and Lang et al. 2008, modified) and effect of flooded vegetation on X- and L-band SAR (Ormsby et al. 
1985, modified). 
 

Generally, the longer the system’s wavelength, the higher is the capability of the signal 

to penetrate the vegetation canopy (Fig. 9). This is particularly the case when wavelength is 

substantially longer than the leaf size (Pope et al. 1994, Wang et al. 1995). Therefore, L-band 

SAR sensors have proven to be effective to map flooding in forest environments (e.g. Ormsby 

et al. 1985, Richards et al. 1987, Hess et al. 1990, Hess & Melack 1994, Hess et al. 1995, 

Townsend & Walsh 1998, Melack & Wang 1998, Saatchi et al. 2000, Hess et al. 2003), as in 

these wavelengths, the double-bounced trunk-ground signal interactions generate a bright 

signature in SAR data (Richards et al. 1987). In contrast, in C-band, and especially X-band, 

canopy attenuation, volume and surface scattering from the top layer of the forest canopy will 

be higher (Richards et al. 1987). In these wavelengths, the effect of enhanced backscattering 

is reduced, which causes a strongly decreased ratio between forests in dry and flooded 

conditions. 

However, some studies conclude that C-band data can still be a valuable tool to map 

flooding beneath some types of floodplain forest canopies (Townsend & Walsh 1998, Rao et 

al. 1999, Townsend 2001 and 2002, Costa 2004, Lang et al. 2008). Experiments show that 

RADARSAT-1 C-HH data can be used to map flooded forests in temperate regions regardless 

of season and water stage. An increase in canopy foliage leaf-area index (LAI) reduces the 

transmissivity of the crown layer (Townsend 2001 and 2002), and thus diminishes the amount 

of microwave energy reaching the forest floor (Lang et al. 2008). Therefore, higher 

classification accuracies can generally be derived during leaf-off conditions (Townsend 2001 

and 2002). Further, a backscatter increase over floating aquatic macrophytes and emergent 

shrubs in floodplain lakes is reported by Alsdorf et al. (2000) in C-band data.  

High X-band double-bounce returns from flooded forests only occur at the edges where 

the penetration of the vegetation canopy is not an issue (Henderson 1995, Solomon 1993). 
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At shorter or sparser vegetation with thin branches and small diameter trunks brighter 

backscattering effects may occur with decreasing wavelength. For example Horritt et al. 

(2003) observe enhanced backscatter over a marshland environment in C-band rather than in 

L-band. The reason for this effect lies in the ability of the C-band signal to penetrate the 

sparse canopy and to interact with the water surface and the lower parts of the vegetation. 

This causes an enhanced signal return. In contrast, the canopy may be too transparent to 

interact with the vegetation at L-band (Fig. 9 and Fig. 10). Also results given in Ormsby et al. 

(1985) and Ramsey (1995) indicate enhanced backscattering in marshland areas in C-Band 

and even in X-Band, respectively. From interferometric coherence investigations over South 

Florida’s Everglades with TerraSAR-X data, Hong et al. (2010) suggest that multiple 

bouncing between the water surface and lower parts of the vegetation is the dominant 

scattering effect in wetlands. Therefore, also in X-band there is a certain potential to derive 

flooding beneath vegetation. 
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Fig. 10: Relative radar return responses for different wavelengths and flooded vegetation types (Ormsby 
et al. 1985, modified). 
 

The incidence angle has a major impact on the detectability of inundation beneath 

vegetation. Several studies indicate that steeper incidence angles are preferable for 

distinguishing flooded from non-flooded forests (e.g. Richards et al. 1987, Hess et al. 1990, 

Wang & Imhoff 1993, Wang et al. 1995, Bourgeau-Chavez et al. 2001, Lang et al 2008). This 

generalization can be attributed to a shorter path length through the canopy, increasing 

transmissivity in the crown layer and leaving more microwave energy for the ground-trunk 

interactions. In contrast, shallower incidence angle signals interact more with the intervening 

canopy, resulting in increased volume scattering (Hess et al. 1990, Lang et al. 2008).  
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This angular dependance is not completely confirmed in literature and strongly depends 

on forest type and structure (Hess et al. 1990, Lang et al. 2008). Some earlier works (Ormsby 

et al. 1985, Imhoff et al. 1986) state that variations in the incidence angle do not affect the 

detection of the flood areas. Using C-HH RADARSAT-1 data from forested wetlands in 

north-eastern North Carolina, Lang et al. (2008) report that the potential to map flooding 

beneath forest canopies was less than expected at steeper and greater than expected at 

shallower incidence angles. The capability to detect flooding under leaf-on conditions varies 

much more according to incidence angle while forest type has a greater effect during the leaf-

off season. Although a subtle decline in total backscatter return with shallower incidence 

angle is stated for all flooded forest types in this study, the smallest incidence angle of 23.5° 

considered in this study exhibits the smallest average difference in backscatter coefficient 

between flooded and non-flooded areas during both leaf-on and leaf-off periods. According to 

Lang et al. 2008, this presumably depends on the orientation of canopy leaves during the leaf-

on season and on soil moisture conditions in the absence of flooding. The best discrimination 

between flooded and non-flooded forests is feasible using data collected at moderate 

incidence angles of 27.5° and 33.5° (Lang et al. 2008). 

Radar systems with multiple polarizations provide much more information on inundated 

vegetation areas than single-polarization radars (Hess & Melack 2003, Horritt et al. 2003). 

Various studies employing multi-polarized data indicate a preference towards like-

polarization (HH or VV) for separating flooded and non-flooded forests (e.g. Wu 1984, Evans 

et al. 1986, Wu & Sader 1987). Backscattering is generally very weak for cross-polarization 

(HV or VH) as depolarization does not occur for ideal corner reflectors (Leckie 1998). 

According to Wang et al. (1995) and Townsend (2002), the ratio of backscatter from flooded 

forest to that from non-flooded forest is higher at HH polarization than at VV polarization.  

Comprehensive reviews of the interaction of various radar systems with a wide range of 

vegetation types are provided by e.g. Hess et al. (1990), Melack et al. (1994), Townsend 

(2002), Hess et al. (2003), Lang et al. (2008). 

 

3.4 Floods in urban areas 

The detection of flooding in urban areas with SAR is complicated by a number of 

factors. Fig. 11 schematically shows two buildings separated by a flooded street. Dihedral and 

trihedral reflection from buildings as well as the presence of metal surfaces leads to enhanced 

backscatter and strong contributions from side-lobes, which are nearly equal for non-flooded 
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and flooded situations. The double bounce effect between roads and walls is visualized by 

C1C2 and C3C4 for flooded and non-flooded conditions, respectively. Also SAR specific 

illumination phenomena adversely affect the appearance and ability to detect flooding. Due to 

the side-looking nature of SAR, areas might not be visible due to shadowing (SB) and layover 

(AL) caused by buildings. The only possibility to observe flooding is between L and S, as in 

this gap the incident signal is characterized by a single specular reflection (e.g., at R). 

Therefore, the larger the distance between L and S and the higher the resolution of the SAR 

sensor, the greater the likelihood to monitor inundations in urban areas. However, non-

flooded roads and other smooth man-made surfaces generally also appear dark due to specular 

reflection. Therefore, they can hardly be separated by calm flooded urban areas (Giacomelli et 

al. 1995, Oberstadler et al. 1997, Solbø & Solheim 2004, Mason et al. 2010). 

A BC1 L R S C3

C2 C4

 
 

Fig. 11: Layover (AL) and shadow (SB) areas in a flooded street (AB) between adjacent buildings as well 
specular reflection from water surfaces ( R) and double bounce effects between roads and buildings in 
flooded (C1C2) and non-flooded (C3C4) conditions (Mason et al. 2010, modified). 
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4 State of the art in SAR-based water detection 
 

SAR remote sensing techniques have become promising tools for determining the extent 

and duration of flooding in different geographical areas. This section provides an overview of 

the state of the art regarding water detection techniques. The goal is not to present a 

comprehensive review of the large amount of published work, but to give an idea of principal 

research approaches and applications. A number of methods for the delineation of flood and 

water extent in SAR imagery of both fluvial and tidal environments have been developed. 

Using single-temporal data, these algorithms are only able to extract water bodies. The 

integration of additional information from pre-flood normal water level conditions enables the 

identification of inundation areas. Analysis of SAR satellite data for flood inundation 

mapping is generally carried out either by visual interpretation or by digital image processing 

techniques.  

Visual interpretation gives a reasonably accurate assessment of the water extent (Sanyal 

& Lu 2003), but as this is carried out manually by digitalization of the land/water boundary, it 

is very time-consuming, especially when the area to be mapped is large (Matgen et al. 2007). 

Additionally, the quality of results strongly depends on background knowledge and therefore 

on the subjective impression of the image interpreter, which makes it difficult to reproduce 

the results. 

In digital image analysis, the applied technique classifies each image element into water 

and non-water categories using their individual backscattering value and potentially also 

contextual and auxiliary information.  

Thresholding is an important step in many pattern recognition systems (Li & Lee 1993) 

to binarize images by separating the object and the background class according to a suitably 

selected threshold value. This method is one of the most popular image processing techniques 

to distinguish between water and non-water areas in SAR imagery. Commonly, all image 

elements of the SAR amplitude or intensity data with a gray value lower than a given 

threshold are assigned to the water class. Due to its simplicity, this method is computationally 

very fast and therefore suitable for rapid mapping purposes. In moderate roughness conditions 

of the water surface, usually most of the water body extent can be derived by this technique, 

as the contrast between the water and non-water class is significant. In case double-bouncing 

inundated vegetation areas are prevalent, a threshold position has to be found above which all 

image elements are assigned to an additional class “flooded vegetation”. This is of particular 

importance for flood mapping in tropical and subtropical climatic zones, since in these 
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regions large forest areas, mangroves or marshlands are regularly affected by inundation 

beneath vegetation canopies. An adequate threshold position can be determined in a 

supervised manner using visual inspection of the image histogram or manual trial-and-error 

procedures (e.g. Townsend & Walsh 1998, Chen et al. 1999, Townsend 2001, Brivio et al. 

2002, Henry et al. 2006, Matgen et al. 2007, Lang et al. 2008). In this case, the quality of the 

results highly depends on the visual interpretation and hence subjective impression of the 

operator. Therefore, such interactive threshold determination lacks objectivity and 

traceability. Automatic thresholding procedures can overcome these problems. In this context, 

e.g. Sahoo et al. (1988), Pal & Pal (1993), and Bazi et al. (2007) provide extensive 

methodological reviews. Surprisingly, only few studies use automatic thresholding for flood 

detection (e.g. Ahtonen et al. 2004, Solbø & Solheim 2004, Schumann et al. 2007). In chapter 

5.1 and 5.2, more detailed information about automatic thresholding techniques is given. 

In most cases, multi-temporal image analysis has proven superior to mono-temporal 

approaches. Change detection can be used as an effective tool to delineate inundation in 

multi-temporal SAR imagery. Numerous techniques have been developed for detecting 

changes in registered remote sensing data. Extensive methodological overviews can be found 

in Singh (1989), Mas (1999), and Lu et al. (2004). During flood mapping, change detection is 

usually performed by comparing pre- or post-disaster reference data with in-flood imagery 

using Post-Classification comparison (e.g. Herrera-Cruz & Koudogbo 2009) as well as by 

analyzing feature maps such as difference (e.g. Peng et al. 2004, McMillan et al. 2006), 

normalized difference (Nico et al. 2000), ratio (e.g. Rémi & Hervé 2007), and log ratio data 

(e.g. Bazi et al. 2005). Amplitude as well as coherence change detection are applied in the 

SAR domain. In the amplitude approach, areas are determined as flooded where the 

backscatter considerably decreases in case of calm open water areas or increases in case of 

double-bouncing vegetation areas from pre-/post-disaster imagery to in-flood data. Phase 

information derived from SAR interferometry also has the potential to be used for flood 

mapping. Several studies (e.g. Wegmüller et al. 1995, Marinelli et al. 1997, Dellepiane et al. 

2000) state that water can be identified as regions of low interferometric phase correlation 

between two SAR scenes, which can be separated from land areas of higher coherence. To 

increase the efficacy of identifying flooded areas, Nico et al. (2000) and Buck & Monni 

(2000) perform combined amplitude and interferometric processing on multi-band ERS-1/2 

images. Most studies in the coherence domain are accomplished with data pairs of the former 

ERS tandem mission (1995-1996), which offer high coherence over most non-flooded areas 

due to the short time interval of up to one day between data acquisitions of the ERS-1 and 
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ERS-2 satellites. At present, repeat-pass SAR interferometry, especially in X-band, is not very 

suitable for flood mapping due to the strong temporal signal de-correlation over non-water 

areas during the repetition period (e.g. 11-day repeat interval for TerraSAR-X), in which 

precise phase matching between the two SAR signals is degraded. In the near future this 

method will become more interesting due to the upcoming single-pass interferometric 

acquisitions of DLR’s TanDEM-X mission, which will provide short temporal baselines of 

few milliseconds to seconds. 

Several supervised approaches exist, which identify the floodplain using statistical 

properties of manually selected training data. For example De Roo et al. (1999) perform 

Maximum Likelihood (ML) classification on ERS-1/2 data assuming approximately normal 

distributions of the classes “flooded” and “non-flooded”. Townsend (2001 and 2002) uses a 

binary decision classifier (Clark & Pregibon 1993) on RADARSAT-1 and ERS-1 imagery for 

differentiating between flooded and non-flooded forests. The same classifier is used by Wang 

(2004) for the classification of water, marsh, field, and flooded and non-flooded forest using 

two sets of JERS-1 data.  

Most of the above mentioned studies consider pixels as smallest geometrical 

components of raster data. The classification of each image element is accomplished 

independently on the basis of its observed intensity vector without incorporating any 

contextual information. The accuracy of such methods is strongly affected by a salt-and-

pepper appearance leading to a potential misclassification of such pixels. Context is a rich 

information source for the analysis of remote sensing imagery. Especially in data from the 

new generation of high resolution SAR sensors, objects on the ground are usually larger than 

the pixel size. Thus, there is a strong likelihood that adjacent pixels, although characterized by 

different spectral properties, belong to the same land-use/land-cover unit (LULC), unless 

these elements are located in boundary areas. If such contextual information can be well 

modeled, the classification accuracy may be improved significantly (Tso & Olsen, 2005). 

Different approaches consider spatial-contextual information from a local neighborhood 

within the flood-detection workflow: In Ahtonen et al. (2004), an automatic surface water 

detector is proposed, which integrates information in form of local texture features into the 

labeling scheme. This method uses a ML classifier trained by unsupervised thresholding of 

log-mean data. Classification is performed on a three dimensioned feature space composed of 

logarithmically transformed occurrence measures (Anys et al. 1994) mean, variance, and 

difference between minimal and maximal intensity within 5 x 5 pixel-sized sliding windows 

around a center pixel. 
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Kussul et al. (2008) present a supervised flood mapping procedure for medium-

resolution SAR using Kohonen’s self-organizing maps (SOMs) (Kohonen 1995, Haykin 

1999) based artificial neural networks (ANN). For considering spatial connections between 

neighboring pixels, the network is trained in an unsupervised manner using backscatter values 

from sliding windows.  

Some studies integrate digital topographic information to improve the classification 

result by detecting flooding beneath vegetation or by removing look-alike areas according to 

simple hydrological assumptions (e.g. Wang et al. 2002, Horritt et al. 2003, Mason et al. 

2007, Mason et al. 2010). Within this scope, Pierdicca et al. (2008) present a flood mapping 

procedure based on fuzzy sets considering local context in form of intensity, topographical, 

and land cover information.  

In the past, several methodologies based on region growing have been used in waterline 

detection. Commonly, seeded regions expand according to their statistical properties until 

stopping conditions are reached. Within this context, Malnes et al. (2002) propose a simple 

method using RADARSAT-1 data. Supervised initialized water areas are grown by clustering 

adjacent pixels that are within three standard deviations from the mean intensity value of the 

respective region. Mason et al. (2010) present a supervised seeded region growing method for 

urban areas, which involves clustering using iterated region dilatation and labeling, followed 

by erosion. Areas in which water would be not be detectable due to layover and shadowing 

effects are indentified by DLR’s SAR end-to-end simulator (SETES) from digital surface 

models (DSMs) of LiDAR (Light Detection and Ranging) data and are excluded from 

processing. 

In recent years, more sophisticated region growing procedures of statistical active 

contour models (ACMs), so called snake algorithms, gained in popularity for delineating 

land/water boundaries in single-polarized SAR data. These algorithms make use of dynamic 

curvilinear contour to iteratively search through the 2-D image space until it settle upon object 

boundaries, driven by an energy function that is attracted to edge points. ACMs have proven 

useful for converting unconnected or noisy image edges into smooth continuous vector 

boundaries. Therefore, these algorithms are suitable for segmenting speckle-affected SAR 

data. The first snake model was introduced by Kass et al. (1987), and developed further in e.g. 

Williams & Shah (1992) and Ivins & Porrill (1994). Mason & Davenport (1996) use a 

modified version of the ACM presented by Williams & Shah (1992) to connect shoreline 

edges in ERS-1 data, derived by a contrast ratio edge detector (Touzi et al. 1998). A similar 

approach is developed in Niedermeier et al. (2005): First, a wavelet edge detection method is 
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applied, followed by thresholding and blocktracing, to distinguish between edge-free sea 

surfaces and land areas of higher edge density. Finally, a snake algorithm is applied to a 

restricted region on either side of the land/water boundary to link unconnected edge fragments 

into a continuous waterline. Based on the study of Irvin & Porrill (1994), a semi-automatic 

ACM (Psnake NT) is developed by Horritt (1999), who identifies flooding as regions of 

homogeneous speckle statistics. The energy function used is formulated to account for the 

gamma-distribution intensity of SAR images. This algorithm was widely used in the last 

decade for river flood delineation in rural areas using medium-resolution SAR data (e.g. De 

Roo et al. 1999, Horritt et al. 2001, Ahtonen et al. 2004, Matgen et al. 2007, Schumann et al. 

2009) and was further successfully applied for computing polygonal approximations of rough 

sea water surfaces (Horritt 2001). Mason et al. (2007) modify Psnake NT in the way that the 

snake in not only conditioned on SAR data, but also by using LiDAR digital elevation models 

(DEMs). Using 3-D rather than 2-D curvature, the resulting waterline becomes smoothly 

varying in ground height. One disadvantage of Psnake NT is that this algorithm is related to 

significant user input. Several initializations of the contour line by manually set seed vectors 

are necessary to obtain satisfying results. Further, as Psnake NT belongs to the group of 

parametric ACMs, which have a rigid topography, additional snake seeds are necessary to 

delineate isolated flood regions (Mason et al. 2010). This, however, is critical in high 

resolution SAR data, where, in contrast to medium- and coarse-resolution data, the inundation 

area is commonly separated in multiple isolated flood regions by e.g. vegetation areas or man-

made objects, which prohibit the expansion of the snake. In this case, geometric snake models 

(e.g. Malladi et al. 1995), which permit topology changes due to flexible level sets to 

simultaneously detect several water objects seem to be more suitable. Within this context, a 

semi-automatic flood detection algorithm based on region-based level sets is proposed by 

Silveira & Heleno (2009). 

A Bayesian segmentation technique to separate land and sea regions in TerraSAR-X 

data is used by Ferreira and Bioucas-Dias (2008). The class conditional densities are 

estimated by a finite mixture of Gamma distributions whose parameters are approximated 

from manually selected land and sea training samples. The a priori probability of the labels is 

modeled by a Markov random field (MRF), which promotes local continuity of the 

classification result given a spatial neighborhood system. The maximum a posteriori 

estimation is performed by using graph cuts (Kolmogorov & Zabih 2004). 

Object-based image analysis has constantly gained importance in earth observation 

applications during the last few years (Baatz & Schäpe 1999, Blaschke & Strobl 2001, Meinel 
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et al. 2001, Benz et al. 2004). It is based on the concept that important information necessary 

for image analysis is not always represented in single pixels but in homogeneous image 

segments and their mutual relations (Benz et al. 2004). Based on similarity criteria of gray 

values or textural properties, this procedure first extracts disjoint uniform image objects 

without any semantic meaning, which are classified subsequently. This offers the advantage 

that in addition to spectral-related characteristics of the segments parameters such as 

contextual information, texture and object geometry can be used for improving classification 

accuracy. The image partitioning can be accomplished by one of the standard techniques 

proposed in the literature (Haralick & Sharipo 1985, Zhang 1996, Carleer et al. 2005). A 

comparison of recent object-oriented image analysis algorithms applied in remote sensing is 

given in Meinel & Neubert (2004), Neubert et al. (2006), and Neubert & Herold (2008). One 

of the most effective image segmentation techniques is the Fractal Net Evolution approach 

(FNEA) (Baatz & Schäpe 1999), which enables a multi-scale representation of the data using 

a bottom-up region merging method. Just a limited number of studies present object-based 

classifications for flood mapping purposes (e.g. Heremans et al. 2003, Hess et al. 2003, 

Herrera-Cruz & Koudogbo 2009). Further, these methods make only limited use of contextual 

information by classification of image elements generated by a segmentation step. Inter-

spatial relationships between adjacent objects are not fully exploited and intra-spatial 

dependancies between multi-scale representations of the SAR data are ignored. 

In summary, it can be stated that most of the water detection methods proposed in the 

literature require a considerable amount of user intervention. Further, they are not adapted to 

the new generation of SAR data, which are characterized by increased intra-class and 

decreased inter-class variability of the data in comparison to data acquired from medium- 

resolution SAR sensors. Finally, previous studies only integrate contextual information to a 

minor degree into the classification scheme without exploiting the hierarchical nature of 

remote sensing data.  

Within the next section, automatic flood detection methods are presented, which 

incorporate multi-contextual information into operational flood detection workflows. In this 

scope, MRFs (Geman & Geman 1984, Li 2009) represent an effective and theoretically well 

established probabilistic model for integrating different types of contextual information such 

as spatial (e.g. Besag 1986), hierarchical (e.g. Laferté et al. 2000) and temporal context (e.g. 

Melgani & Serpico 2003) into the labeling process. Generally, MRFs are used in a 

probabilistic generative framework modeling the joint probability of data and its 

corresponding labels using Bayes rule. These models have proven to be effective tools for 
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image segmentation and image restoration purposes (e.g. Geman & Geman 1984, Besag 1986, 

Dubes & Jain 1989). In chapter 5.2 and 5.3, the basics and state of the art concerning causal 

and noncausal MRFs are given to provide the fundamentals required for the development of a 

hybrid Markov approach, which models the hierarchical, spatial, and optional temporal 

relationships between segmented image object of automatically generated irregular 

hierarchical graphs. 

 

 



Publications  34 

 

5 Publications 

5.1 Paper 1 

Martinis, S., Twele, A. & Voigt, S., 2009: Towards operational near real-time flood detection 

using a split-based automatic thresholding procedure on high resolution TerraSAR-X data. – 

Natural Hazards and Earth System Sciences, 9: 303–314, DOI 10.5194/nhess-9-303-2009. 

 



Nat. Hazards Earth Syst. Sci., 9, 303–314, 2009
www.nat-hazards-earth-syst-sci.net/9/303/2009/
© Author(s) 2009. This work is distributed under
the Creative Commons Attribution 3.0 License.

Natural Hazards
and Earth

System Sciences

Towards operational near real-time flood detection using
a split-based automatic thresholding procedure on high resolution
TerraSAR-X data

S. Martinis, A. Twele, and S. Voigt

German Aerospace Center (DLR), Oberpfaffenhofen, Germany

Received: 4 December 2008 – Revised: 19 February 2009 – Accepted: 26 February 2009 – Published: 11 March 2009

Abstract. In this paper, an automatic near-real time (NRT)
flood detection approach is presented, which combines his-
togram thresholding and segmentation based classification,
specifically oriented to the analysis of single-polarized very
high resolution Synthetic Aperture Radar (SAR) satellite
data. The challenge of SAR-based flood detection is ad-
dressed in a completely unsupervised way, which assumes
no training data and therefore no prior information about the
class statistics to be available concerning the area of inves-
tigation. This is usually the case in NRT-disaster manage-
ment, where the collection of ground truth information is not
feasible due to time-constraints. A simple thresholding al-
gorithm can be used in the most of the cases to distinguish
between “flood” and “non-flood” pixels in a high resolution
SAR image to detect the largest part of an inundation area.
Due to the fact that local gray-level changes may not be dis-
tinguished by global thresholding techniques in large satellite
scenes the thresholding algorithm is integrated into a split-
based approach for the derivation of a global threshold by the
analysis and combination of the split inherent information.
The derived global threshold is then integrated into a multi-
scale segmentation step combining the advantages of small-,
medium- and large-scale per parcel segmentation. Experi-
mental investigations performed on a TerraSAR-X Stripmap
scene from southwest England during large scale flooding
in the summer 2007 show high classification accuracies of
the proposed split-based approach in combination with im-
age segmentation and optional integration of digital elevation
models.

Correspondence to:S. Martinis
(sandro.martinis@dlr.de)

1 Introduction

The demand for near real-time (NRT) information on nat-
ural disasters has increased considerably during recent years
worldwide. Flooding is considered as the world’s most costly
type of natural disaster in terms of both property damage and
human causalities. Because of their nearly all-weather day-
night capabilities, ensuring data-gathering on every over-
pass, satellite Synthetic Aperture Radar (SAR) sensors are
optimally suited for providing reliable information on ex-
tensive floods, which usually occur during long lasting pre-
cipitation and cloud cover periods. Flood information is
needed as quickly and detailed as possible to provide an
overview of the situation to improve crisis management and
response activities. For that purpose an unsupervised flood
detection approach particularly oriented to the analysis of
single-polarized very high resolution SAR satellite data is
presented.

Among supervised classification (e.g. Townsend et al.,
2002), various change detection methods (e.g. Bazi et al.,
2005; Brivio et al., 2002; Nico et al., 2000) and the appli-
cation of active contour models (e.g. Mason et al., 2007),
thresholding is one of the most popular image processing
techniques to separate flooded from non-flooded areas in
SAR imagery (e.g. Chen et al., 1999; Brivio et al., 2002; Mat-
gen et al., 2007). Commonly, this classification is performed
by assigning all elements of a SAR intensity image with a
scattering cross-section lower than a given threshold to the
class “flood”. One of the main advantages of this approach is
that it is computationally relatively inexpensive and therefore
suitable for rapid mapping purposes. Its results are usually
reliable and commonly, most of the extent of an inundation
area can be derived. The applicability of thresholding pro-
cedures for floodplain detection using SAR sensors depends
on the contrast between the flood and non-flood areas. Its
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results are satisfactory for calm water surfaces, which can be
regarded as specular reflectors with low backscatter values.
In contrast, the surrounding terrain usually exhibits higher
signal return due to increased surface roughness. Elevated
surface roughness of water bodies due to the influence of
waves, precipitation as well as diffuse and double bounce re-
flection at vegetation reduces the class-separability and also
complicates the determination of an appropriate threshold.

Since a flood separating threshold value depends on many
factors such as environmental and, satellite system parame-
ters, it can be highly variable and has to be determined in-
dividually for each satellite scene. In most cases threshold-
ing based derivation of inundation areas from remote sens-
ing data is generated by visual inspection of the image his-
togram and subsequent fine tuning of the threshold. How-
ever, such manual trial-and-error operations typically turn
out to be relatively time consuming; additionally, the qual-
ity of their results highly depends on the visual interpreta-
tion and hence subjective impression of the operator. There-
fore, such interactive threshold determination lacks objectiv-
ity and traceability. Automatic thresholding procedures can
overcome these problems. In the context of automatic im-
age thresholding, e.g. Sahoo et al. (1988), Pal and Pal (1993)
and Bazi et al. (2007) provide extensive methodological re-
views. Thresholding algorithms are either based on global
information (e.g. gray-level histogram of the whole data set)
or on local information (e.g. co-occurrence matrix) of an im-
age. Independently of the used algorithm, the use of a sin-
gle threshold for every image element in an entire data set is
called global thresholding (Pal and Pal, 1993). On the other
hand the partitioning of a data set into subregions and the
derivation of a threshold value for each of these subimages is
termed local thresholding (Sahoo et al., 1988).

Most parametric thresholding algorithms determine auto-
matically the desired gray value which best separates two se-
mantic classes under the assumption that the a priori proba-
bilities of the class-conditional densities in a histogram are
sufficient to properly model the class-distributions. The spa-
tial flood extent, in combination with the spatial resolution
and the coverage of the used satellite sensor determine the
percentage of the inundated area within a satellite scene.
Therefore the classes “flood” and “non-flood” may show
quite different a priori probabilities when looking at the en-
tire dataset compared to looking at a subset of it. This may
reduce the capability of any global thresholding algorithm to
detect an adequate threshold in the histogram, built from the
large SAR scenes, because local gray-level changes may not
be distinguished.

Due to these limitations a split-based approach (SBA) for
unsupervised flood detection in SAR data is applied which
originally has been proposed by Bovolo and Bruzzone (2007)
for the identification of tsunami induced changes in mul-
titemporal imagery. This approach comprises a tiling of
the satellite imagery into smaller subscenes of user-defined
size and a successive local thresholding analysis of a lim-

ited amount of splits with a high probability to contain large
quantities of image elements of the classes “flood” and “non-
flood”. Three thresholding approaches, all based on the KI
minimum error thresholding algorithm (Kittler and Illing-
worth, 1986) are tested. Different combination techniques
are applied to extract one global threshold from the analysis
of the selected image splits. The global threshold is then in-
tegrated into a multi-scale segmentation process, which con-
nects the advantages of small-, medium- and large-scale per
parcel segmentation and hence should lead to a more accu-
rate classification of the SAR data. Additionally, a high reso-
lution digital elevation model (DEM) is used to improve the
classification accuracy.

The effectiveness of the SBA in combination with sub-
sequent classification refinement steps by multi-scale seg-
mentation and DEM integration is analyzed using a large
TerraSAR-X Stripmap scene from southwest England during
a flood situation in July 2007.

The outline of the paper is as follows: in Sect. 2 the gen-
eral SBA adapted to flood detection in SAR data is descibed.
The application of the SBA to a TerraSAR-X scene of the
River Severn (UK) and the subsequent classification refine-
ment process is presented in Sect. 3. In Sect. 4, the results of
the SBA by the use of three different automatic thresholding
approaches as well as quality assessments of different refine-
ment steps are reported. Finally, conclusions are drawn in
Sect. 5.

2 A split-based automatic thresholding approach
for unsupervised NRT-flood detection

2.1 Image tiling and split selection

The image-tiling technique divides a SAR sceneX with di-
mensionsR, C into N quadratic non-overlapping subimages
Xn of user-defined sizes*s . The selection ofs and there-
fore N depends on the extent of the two classes “flood” and
“non-flood” within X, and on the spatial resolution of the
SAR scene. Due to the fact that the thresholding algorithms
only extract proper thresholds values if the histogram is not
unimodal, the selection process has to ascertain that the sub-
scenes contain a distinct number of pixels from both classes.
A minimum amount of 10% of each class seems to be suffi-
cient for accurate threshold detection up to reasonable over-
lapped class mixtures according to empirical assumptions of
Bazi et al. (2007) in automatic change detection. Appropri-
ate splits are selected, combining the statistical properties of
X and its subscenes. The coefficient of variation CVXn (ra-
tio between the meanµXn and standard deviationσXn of the
gray values ofXn) is used as an appropriate statistical mea-
sure to select splits with a wide data range. It serves as a
measure of the degree of variation within the data and can
therefore be used as an indicator of the probability that the
splits contain more than one semantic class.
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Erroneous selections may occur if a subset comprises both
agricultural crop land and high reflecting urban areas. Thus,
similar values of CVXn like for subsets containing the classes
“flood” and “non-flood” are reached. A second measureRXn

is added which selects the image splits in dependence of the
ratio between theµXn to the global intensity meanµX of
X. This step prohibits the mis-selection of subsets compris-
ing both agricultural crop land and urban areas characterized
by similar values of CVXn as splits covering large parts of
the classes “flood” and “non-flood”. Finally, the following
data ranges have been derived by the investigation of several
SAR data sets exhibiting flood situations for optimal split se-
lection:

Xn′=
{
Xn

∣∣CVXn ≥ 0.7∧ RXn0.4 ≤ . . . ≤ 0.9, n=1, . . . , N
}
. (1)

Optionally, ancillarydata like vector layers containing the
position of the land-water boundary at normal hydrologi-
cal conditions may optionally be integrated into the split-
selection process. This information is in most cases already
readily available (e.g. SRTM water mask) or can be gen-
erated from pre-flood satellite archive scenes. The split-
selection process may be restricted to these subimages in-
tersecting the vector file. This reduces the probability of se-
lecting split-elements not containing any water surfaces.

Out of the total setN ′ of subimagesXn′ which fulfils
Eq. (1) a limited numberN ′′ of subimagesXn′′ is finally se-
lected for the threshold computation. The value ofN ′′ can be
manually set by the user before starting the algorithm. This
selection is made to constrain and equalize processing times
independently fromN ′. This final selection is carried out by
the computation of the Euclidean distance1CVRXn′ within
a 2-D feature space determined by CVXn′ andRXn′ between
the points of the respective subset and the meanµCVRXn′

of the cluster ofXn′ . TheN ′′ elements with the lowest Eu-
clidean distance are selected:

Xn′′=
{
X1, X2′ , . . . , Xn′

∣∣1CVRX1′ ≤ 1CVRX2′ ≤

. . . ≤ 1CVRXn′ , n ≤ N
′′
}

.
(2)

If the case occurs that no splits are selected according to the
predefined criterion, simultaneously the range of CVXn is de-
creased andRXn is increased stepwise by 0.05 until a mini-
mum set ofN ′′ splits is reached.

2.2 Automatic threshold selection procedure

The principal concept of using global thresholding algo-
rithms for delineating flood zones in SAR intensity data is to
assign all elements with a scattering cross-section lower or
greater than a thresholdτ to the class “flood” or “non-flood”,
respectively. This means that aR*C dimensioned gray-scale
imageX={xrc : r=0, 1, . . ., R−1, c=0, 1, . . ., C−1}with
G possible gray-levels (xrc=g, g∈{0, 1, . . ., G−1}) will be
transformed according toτ∈{0, 1, . . ., G−1} into a binary

form Y={yrc : r=0, 1, . . ., R−1, c=0, 1, . . ., C−1} with
following values:

yrc =

{
1 xrc ≤ τ

0 xrc > τ

}
, (3)

where 1=flood, 0=non-flood .
Difficulties may arise within the global thresholding pro-

cedure if the illumination varies across the image due to in-
cidence angle linked backscatter variances or atmospheric
conditions. However, within TerraSAR-X data, especially
Spotlight and Stripmap products, the system induced effect
is marginally existent due to only small variations of the in-
cidence angle from near- to far-range (3.562◦ maximum at a
ground swath width of 31.638 km). Therefore these system-
related backscatter variations can be neglected. Despite the
fact that the all-weather imaging capabilities of SAR sensors
are often emphasized in the literature, heavy precipitation in
combination with the relatively short wavelength of the ac-
tively emitted X-band microwaves may cause artefacts which
appear as dark patches due to the attenuation of the transmit-
ted signal as well as bright objects due to partial backscat-
tering at rain-cells. However, these effects are very rare and
appear just locally. Likewise, these exceptions can be disre-
garded.

In this study three bi-level thresholding techniques are
tested for the distinction between floodwater surfaces and
non-flood areas. The first is the original KI algorithm itself.
The second one computes the most prominent (global) min-
imum (GM) of the image histogram starting at the derived
minimum error cutting point. The third approach uses an
index function, combining the separability of the two distri-
butions and the most dramatic change in the KI’s criterion
function, to obtain the optimal threshold by the use of a qual-
ity index (QI).

2.2.1 Kittler and Illingworth’s algorithm

In this work the KI thresholding algorithm (Kittler and Illing-
worth, 1986) has been adopted, which has been used in re-
mote sensing image analysis predominantly in modified ver-
sions for automatic change detection in difference or (log)
ratio data (Bazi et al., 2005; Melgani et al., 2002; Bovolo
and Bruzzone, 2007; Moser et al., 2006). This is a global
parametric thresholding technique which uses a minimum er-
ror approach to group the sets of pixels of gray-scale images
into object and background classes and assumes that the im-
age histogramh(g) which gives the frequency of occurrence
of the various levels ofg to be the only available information
about the image. The histogram is viewed as an estimate of
the class-conditional probability density functions of a mix-
ture of two clusters. We assume that the histograms of the
selected subimagesXn′ can be modelled statistically by two
1-D normal distributions of the semantic classes “flood” and
“non-flood” p(g | i), i={1: flood, 2: non-flood}, with param-
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eters meanµi , standard deviationσi and a priori probability
Pi , so that

p(g) =

2∑
i=1

Pip(g |i ) (4)

where

p (g |i ) =
1

2πσi

e−(g−µi )
2/2σ2

i . (5)

Due to the fact that these parameters are usually not known in
advance they have to be estimated at some arbitrary threshold
level T which separates the two pixel populations with the
following properties (Kittler and Illingworth, 1986):

Pi(T ) =

b∑
g=a

h(g) (6)

µi(T ) =

∑b
g=a g ∗ h(g)

Pi(T )
(7)

σi(T ) =

∑b
g=a (g − µi(T ))2

∗ h(g)

Pi(T )
(8)

wherea=1 if i=flood,a=T +1 if i=non-flood,b=T if i=flood
andb=G if i=non-flood.

The selection of an appropriate thresholdτ is based on the
optimization of a given predefined criterion functionJ (T )

that averages the cost functionc(g, T ) over the histogram:

J (T ) =

G−1∑
g=0

h(g)c(g, T ) (9)

The cost function measures the cost of classifying pixels by
comparing their gray-levels with the thresholdT . Accord-
ing to the number of brightness levels of an image up toG

different threshold values can be tested in succession. For
each brightness value, the fitting criterionJ (T ) is calculated,
which is defined by

J (T ) = 1 + 2
[
P1(T ) logσ1(T ) + P2(T ) logσ2(T )

]
−

2
[
P1(T ) logP1(T ) + P2(T ) logP2(T )

]
.

(10)

As long as thresholdT is varied, the models of the Gaussian
distributions change. The better the model fits the data, the
lower is the criterion of this cost function. Therefore, the
brightness valueT , which reduces the criterion function, is
considered to be the optimal thresholdτKI since at this po-
sition, the classification error is minimized according to the
Bayes classification rule, i.e., the number of mis-segmented
pixels is smallest:

τKI = arg min
T

J (T ) (11)

One has to note thatτKI corresponds to the intersection point
of the two Gaussian populations. If an overlap between the
classes exists, as it is usually occurs in remote sensing data,
the tails of these underlying distributions are truncated by the
thresholding procedure and therefore the modelsh(g | i) will
be biased estimates of the true mixture components.

2.2.2 Global minimum thresholding

The second strategy used for automatic object-background
separation is a bottom of the valley approach which locates,
if existent, the most pronounced global minimum (GM) in
a subhistogram. This belongs to the position between adja-
cent peaks of a bimodal histogram which often is chosen as
a starting threshold in manual trial-and-error approaches by
visual inspection of the image histogram. Based on the posi-
tion of the threshold valueτKI which is located between the
two global maxima of a bimodal histogram the most pro-
nounced valley between the two distributions “flood” and
“non-flood” can be derived, primarily computing the direc-
tion in which the subhistogram declines in the surrounding
of the start valueτKI and moving step wise to this location
τGM where the global minimum occurs.

2.2.3 Quality-index thresholding

The third method proposed for automatic partitioning of bi-
modal histograms derives the threshold according to a quality
measure. For that purpose we use an index functionI [h(g)],
introduced by Miasnikov et al. (2004) as a measure for the
usefulness of bi-partitioning a 1-D projection of a dataset at
the position of a computed threshold.I [h(g)] is a composite
measure containing a term sep describing the separability be-
tween the peaks of two distributions in relation to their means
µi and variancesσ 2

i as well the term depth which accounts
for the largest variation in KI’s criterion functionJ (T ):

I [h (g)] = sep∗ depth (12)

where

sep=
(µ1 − µ2)

2

σ 2
1 + σ 2

2

. (13)

The depth ofJ (T ) is originally given by the difference be-
tween the value ofJ (T ) calculated at the minimum error
thresholdτKI and the closest local maximumJ (Tmax) of the
KI function. In this studyI [h(g)] is used for the search of
the thresholdτQI which best separates the class distributions
“flood” and “non-flood”. This is identical to the position
whereI [h(g)] is maximized:

τQI = arg maxI [h (g) , T ] (14)

The calculation of the closest local maximum is accom-
plished for each of the two class peaks ofJ (T )separated by
the calculated global minimum atτGM.

2.2.4 Split combination techniques

To derive a spatially coherent binary flood mask without
any discontinuance at the boarders of adaptively thresholded
splits one global reliable threshold is used for classification.

For its calculation two approaches can be applied using
the split inherent information (Bovolo and Bruzzone, 2007):
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mathematical combination techniques of (sub)histogram de-
rived thresholds and a (sub)histogram-merging strategy with
subsequent thresholding.

The principal concept of the first method is to compute for
every (sub)histogram of the selected splitsXn′′ a local thresh-
old τloc by any of the proposed KI, GM or QI thresholding al-
gorithms. To obtain a global thresholdτglob which is used for
the classification ofX simple mathematical operations can be
applied; e.g. the computation of the median or the arithmetic
mean. Due to the fact that all values of the variables are in-
tegrated with the same weight within the computations, the
arithmetic mean contains more information than the median.
However, it is more sensitive to outliers appearing just at one
side of the range of values, especially in the presence of just
a few samples. This may produce improper final threshold
values due to the limited numberN ′′ of selected splitsXn′′ ,
even if a robust split-selection procedure is applied.

The second method avoids the use of mathematical combi-
nation techniques by computingτglob directly from a merged
histogram which is a combination of the distributions of the
individual splitsXn′′ . However, the accuracy of the thresh-
old selection may be reduced by differences in the statistical
properties of the class-distributions in the respective splits.

3 Application for high resolution TerraSAR-X data
at the River Severn, UK

In this section the unsupervised flood detection approach is
applied exemplarily to a TerraSAR-X data set acquired dur-
ing heavy floods in southwest England at the River Severn in
2007. The proposed workflow (Fig. 1) contains the SBA for
automatic threshold computation of the pre-processed SAR
scene as well as a classification refinement process including
a multi-scale segmentation and an optional DEM integration
step.

3.1 Data set

A period of heavy precipitations over the Gloucestershire Re-
gion in Southwest England during the summer season 2007
caused severe flooding at the River Severn. The record
flood level at Tewkesbury was measured at 5.43 m on 22
July 2007 which was 0.13 m above the previously highest
record from the year 1947. The proposed SBA is applied
on a TerraSAR-X Stripmap scene (Fig. 2a) with 3.25 m pixel
spacing in range and azimuth direction showing the flood sit-
uation along a section of about 69 km length of the River Sev-
ern on 25 July 2007 (06:34:08 UTC) including the confluence
of River Avon coming from northeast. The data are HH po-
larized, which is the favoured polarization in flood mapping,
because it provides the most obvious discrimination between
open water and non-flood areas since it is less sensitive to
small scale roughness of waves on the water surface than VV
like-polarisation or cross-polarisations (Henry et al., 2006).

At the time of the satellite overpass there was no precipi-
tation and low wind speed (16.5 km/h). Additionally, two
ancillary data sets are available for this study: orthorectified
aerial photographs with a spatial resolution of 0.2 m recorded
about half a day prior to the TerraSAR-X overpass (24 July
2007 between 13:10:00 and 15:40:00 UTC) by a Rollei Mod-
ular AIC as well as a LiDAR-DEM with a horizontal resolu-
tion of 2 m and a vertical accuracy of 0.1 m.

3.2 Pre-processing

A preliminary despeckling was performed by adaptive filter-
ing to reduce salt-and-pepper structures within the data. The
speckle appearing on SAR imagery is a natural phenomenon
generated by the coherent processing of radar echoes (Lee,
1986). Its presence not only reduces the interpreter’s abil-
ity to resolve fine details, but also makes automatic segmen-
tation of such noisy images difficult. For this purpose the
Gamma-MAP filter (Lopes et al., 1990) was chosen because
it comprises a good trade-off between the quality of the fil-
tering result and the computation time. The filtering was ac-
complished by a mask-size of 3×3 pixels, which seems to be
a sufficient size for this data set.

For validation purposes of the results of the proposed
SBA and refinement process a reference map was created for
a small subset (approx. 5.4*106 pixels) of the TerraSAR-X
scene by visual interpretation and manual digitisation of the
orthophotos, which is covered by 23.8% of the class “flood”
and 76.2% of the class “non-flood”. The subset of the refer-
ence scene (see Figs. 2a and 5a) was chosen based on the
overlap between the SAR data, the aerial images and the
DEM. It comprises the heavily flooded Tewkesbury region.

3.3 Split-based approach

The SBA is applied to a TerraSAR-X sceneX with dimen-
sions ofR=14 461,C=20 153 pixels. According to a split
size of s=500, X is tiled into 1187 subimages, whereof a
quantityN of 637 subimages contains no pixels with no-data
values. An amount ofN ′=7 splits (Fig. 2a and b) were se-
lected out ofN according to the criterion defined in Eq. (1).
These remaining subscenes are considered as suitable for ef-
fective threshold detection. This assumption can be con-
firmed by the fact that selected subimages intersect the vi-
sually detectable land-water boundary (see Fig. 2a). Out of
N ′ a fixed number ofN ′′=5 splits are sorted out according to
Eq. (2) to perform the final threshold selection (Fig. 2a and
b). The three proposed thresholding algorithms (KI, GM and
QI) are applied to the five splits and different combination
techniques for the derivation of one global threshold are exe-
cuted. The performing of the thresholding algorithms as well
as the results is presented in Fig. 3 exemplarily by splitX′′

4.
For this split the KI algorithm computes a threshold value
τKI =26 whereJ (T ) reaches its minimum. Based onτKI the
global minimumτGM=29 of the histogram is localised. The
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Fig. 1. Block scheme of the proposed workflow for automatic flood detecting within large SAR satellite data. 
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Fig. 2. (a) TerraSAR-X data of the River Severn (25 July 2007) with 
splits Xn’, Xn’’ and outline of the validation area, (b) Location of      
Xn,   Xn’  and   Xn’’  within   the   feature  space  (CVXn’/RXn’),  (c)  PDF 
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criterion function derived by the KI algorithm as well as τGM 
are used to calculate the threshold position τQI=28 where the 
index function reaches its maximum. 
 
 

3.4 Classification   refinement   process   for   unsupervised    
         flood detection 
 
The classification refinement process has the purpose to im-
prove the accuracy of the classification result derived by 
global thresholding. It consists of two main parts: a multi-
scale segmentation and an optional DEM integration step. 
 
3.4.1   Multi-scale segmentation 
 
Pixel-based and segmentation-based classification tech-
niques can be considered as main concepts for the identifica-
tion of flooded areas in radar imagery. Conventional classi-
fication approaches use pixels as smallest geometrical com-
ponents of raster data. However, the parameters which can be 
employed for the classification are limited. Additionally, 
pixel-based classifiers do not make use of spatial informa-
tion of the image and are thus not suited in cases where land 
cover units are composed of spectrally heterogeneous ele-
ments.  By the use of segmentation techniques, some dis-
advantages of pixel-based image thresholding can be solved. 
Image segmentation partitions an image into uniform regions 
based on similarity criteria of gray values or textural proper-
ties (Meinel and Neubert, 2004). The created homogeneous, 
non-overlapping segments have a strong correlation with real 
objects or areas of the earth’s surface. Due to the increasing 
spatial resolution of earth observation imagery per-parcel ap-
proaches gain in importance in the field of remote sensing 
image analysis. Especially for data of the new generation of 
SAR sensors with up to one meter pixel spacing (TerraSAR-
X, COSMO-SkyMed) the use of segmentation-based meth-
ods appears promising. These images can exhibit very high 
spectral variances within a given thematic class due to both 
the reduced mixed pixel phenomenon and the SAR intrinsic 
speckle effect. In addition to spectral related characteristics 
of the image objects further parameters such as contextual 
information, texture and object geometry can be used for 
improving classification accuracy. 

However, the quality of the classification result depends     
on  the  properties  of  the calculated image segments. Gener- 
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Fig. 3. Histogram of split X4’’ and derived threshold values by the use of the (a) criterion function of the KI algorithm, (b) GM algorithm, (c) 
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ally, high homogeneity segmentation parameters cause small 
segments, which, similar to pixel-based classifiers, produce 
noisy classification results but are able to detect small ob-
jects, whereas low values of the homogeneity criterion gen-
erate large segments at the expense of fine detail. Therefore, 
segmentation algorithms connecting the advantages of multi-
scale segmentation and per-parcel classification by automatic 
thresholding seem promising for improved flood mapping. 

Image objects were created using the Fractal Net Evolu- 
tion concept of the Definiens Developer software (Baatz and 
Schäpe, 1999; Definiens AG, 2008). An iterative bottom-up 
segmentation algorithm based on a pair wise region merging 
technique is employed to segment the image according to the 
maximum allowable heterogeneity of the image objects, de-
fined by an initially set scale parameter. This scale parameter 
is a homogeneity criterion h combining spectral hc and shape 
homogeneity hs, with hs being composed of the smoothness 
hcompact and compactness hsmooth. The fusion of the objects 
within the segmentation process follows the local mutual best 
fitting algorithm. This leads to the lowest increase of object 
heterogeneity by merging two adjacent objects which exhibit 
the lowest distance in a feature space determined by mean 
spectral values or texture features. For classification refine-
ment we developed an approach containing a threefold pro-
cessing step which alternates multi-scale segmentation and 
classification by the SBA-derived global threshold τglob: 
 

    1.   Large-scale  segmentation  step  and   thresholding   by 
       τglob. 

 

    2.   Medium-scale  segmentation of objects of  class  “non-   
          flood” and thresholding by τglob. 
 

    3.   Small-scale   segmentation  of   objects  of  class  “non-   
          flood” and thresholding by τglob. 

Step 1 partitions the input data X into an initial set of         
large image objects containing some variations in the spec- 
tral properties of the merged pixels. Subsequently, the cre-
ated objects are thresholded by τglob.  Most of the inunda-     
tion area is classified by this step, however fine tuning is 
reached by the following two steps, progressively enforc-    
ing the spectral homogeneity constraints of non-flood ob- 
jects in a defined neighbourhood around flood objects and 
thresholding by τglob.  A scale parameter of h=75 (unit-        
less) was selected for the initial segmentation of X in step 1 
based on visual interpretation of the image segmentation re-
sults with different scale parameters. This value was consid-
ered appropriate as reaching the best compromise between 
maximal possible heterogeneity and minimal homogeneity 
within the resultant object primitives, leading to an aver-     
age object size of 2995 pixels.  Steps 2 and 3 were per-  
formed by a reduced scale parameter of h=40 (average ob- 
ject size: 908 pixels) and h=5 (average object size: 16 pix-  
els) respectively to detect fine detailed flood objects. The 
composition of homogeneity was controlled by both spectral 
and shape properties. Spectral homogeneity was set to an 
overall spectral factor of hc=80%. Shape-homogeneity cri-
teria included an overall shape factor of hs=20%, which was 
subdivided into smoothness (hsmooth=10%) and compactness 
(hcompact=10%). Medium- and small-scale segmentation was 
accomplished within a distance of max. 5 objects and 1 ob-
ject respectively to the class “flood”. This restriction pro-
hibits the flood mapping of medium- and small-scale image 
elements with too large distance from the flood objects and 
additionally reduces the computational requirements of the 
segmentation. The settings for the scale parameter h, hc / hs 
and hsmooth / hcompact are defined as constants so that they       
need not be set by the user. 
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3.4.2 DEM integration

We observe that thresholding is capable of detecting the ma-
jority of flooded surfaces inX, but there are multiple ar-
eas of relatively high backscatter surrounded by flood ob-
jects, which are flooded with high probability but interpreted
as non-flooded. These areas correspond predominantly to
flooded surfaces which are broken by emergent vegetation.
With X-band SAR flooded and non-flooded vegetation with a
closed canopy can hardly be differentiated, due to very simi-
lar radar cross-sections. Additionally, some wrongly labelled
flood regions exist with a small surface roughness and there-
fore low backscatter characteristics similar to calm water like
streets, smooth agricultural crop land or radar shadow. For a
hydrological plausible improvement of the classification re-
sult the topographic information of a high resolution DEM
is added into the classification process as it can be used to
extract flooding under dense vegetation and forest cover (e.g.
Wang et al., 2002; Mason et al., 2007) and within residen-
tial areas. The proposed approach is appropriate for floods
primarily caused by over-bank flow; predominantly affecting
areas connected to the main river channel and also can be
applied if no river gauge readings are available for hydraulic
floodplain modelling. A prerequisite for this method is that
major parts of the flood surface are already detected by the
automatic thresholding step, thus a spatially coherent flood
surface can be derived. The classification procedure using
the DEM can be separated into two parts: an inclusion and
an exclusion step. During the inclusion step, topography in-
formation can be used in combination with contextual infor-
mation to classify potentially flooded objects with backscat-
ter intensities higher than the originally defined threshold,
e.g. protruding vegetation or urban areas into the flood class.
First, all classified flood objects without any conjunction to
the core flood area and exceeding a predefined elevationH

are temporarily excluded from the classification result:

H =

 Sf∑
sf =1

Sh

/
Sf

 + 1.5∗ σSh
(15)

whereSf is the number of flood objects,Sh the elevation of
each single flood object andσsh the standard deviation ofSh.

After that, an iterative classification process is performed
considering local neighbourhood relations: If an object of the
main flood area is found next to a non-flood object the height
distance between the non-flood objects and the surrounding
flood objects is calculated. In the case that the mean altitude
of the non-flood object is lower or equal than the elevation of
the contiguous flood objects, the non-flood object is recoded
as flooded area. This processing step is repeated until no fur-
ther non-flood object fits to this criterion. In case microto-
pographic features exist (e.g. embankments, walls) that may
prevent flooding of areas at lower elevations, the integration
of objects stops if these obstructions with higher elevations
are detected as non-flood objects. If the segmentation fails

to delineate such objects or the resolution of the DEM is too
coarse classification errors may occur in this processing step.

At the exclusion step, wrongly masked objects in regions
with higher elevation than the main flood area can be elimi-
nated. However, due to the fact that most parts of the flood-
plain are connected to the main river channel which is a body
of flowing water, the altitude of the land-water boundary de-
creases downstream. Therefore using a global threshold for
the exclusion step is not effective and a value which is repre-
sentative for each position along the river is required instead.
Accordingly, the altitude of every single flood object without
connection to the main expanse of the flood area is compared
to the altitude of the nearest object of the core flood area and
removed from the mapping result if it exceeds a height differ-
ence of 1.0 m. This value was chosen to account for slightly
higher objects which should be retained due to local varia-
tions in water height caused by the dynamic nature of floods.

4 Results

In this section, the performance of the proposed automatic
approach of unsupervised threshold selection as well as
the subsequent classification refinement process containing
threefold image segmentation and an optional DEM integra-
tion are assessed.

The results of the threshold computations by the use of
the KI, GM and QI algorithm are presented in Table 1. It
was possible to model the histogram of each selected split
by a mixture of two Gaussian distributions. Thus, by any of
the applied algorithms a threshold value could be derived.
In comparison, no decision threshold could automatically
be identified from the histogram ofX (Fig. 2c) because of
the small a priori ratio at the visual detectable global mini-
mum between the class “flood” (P1=0.023) and “non-flood”
(P2=0.977), and the nearly unimodal distribution of the data
set.

The local threshold positions of the selected subscenes
computed by the KI, QI and GM algorithms exhibit slightly
different values. This results from the varying class-
statistical properties in the respective splits. The results de-
rived by the QI algorithm are characterized by the lowest
range of threshold values (26.0 to 29.0) which indicates less
sensitivity to class statistics. A total amount of nine global
threshold values (Table 1) have been derived by combining
the three thresholding algorithms (KI, GM, QI) with three
different split combination techniques (cf. Sect. 2.2.4), lead-
ing to seven different values ofτglob in the range of 22.6 to
29.0. According to this a subset ofX (see Fig. 2a), for which
the real flood extent is known, has been classified by these
seven thresholds with different segmentation adjustments:

– P: chessboard segmentation with an object size of
1 pixel (,pixel based application);
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Table 1. Local thresholds computed by the KI, GM and QI algorithm for splitsXn′′ and global thresholds derived by the use of different
split combination techniques.

Thresholding SubsceneXn′′ (sub)histogram (sub)histogram-
approach threshold combining merging

X1′′ X2′′ X3′′ X4′′ X5′′ Mean Median

KI 25 21 17 26 24 22.6 24.0 23.0
GM 29 26 23 29 29 27.2 29.0 29.0
QI 26 27 29 28 26 27.2 27.0 25.0

– L, M, S: uni-scale segmentation at large-, medium- or
small-scale;

– L-M: bi-scale segmentation at large- and medium-scale;

– L-M-S: tri-scale segmentation at large-, medium- and
small-scale;

– L-M-S-DEM: tri-scale segmentation with subsequent
DEM integration.

In Fig. 4 the accuracy assessment of the SBA and the clas-
sification refinement steps for each threshold value is illus-
trated by the missed alarm rate (MDR; i.e. the percentage of
flood reference pixels erroneously detected as non-flooded),
false alarm rate (FAR; i.e. the percentage of non-flood refer-
ence pixels erroneously detected as flood) and overall error
rate (OER; i.e. the percentage of erroneously labelled refer-
ence pixels). Generally, a trend can be stated that a rise of
the threshold value simultaneously is related to an increase
of the FAR and a decrease of the MDR. Thus, reduction of
false and missed alarms become two partially conflicting ob-
jectives. Regarding the classification accuracy of every sin-
gle threshold derived by the SBA, pixel-based thresholding
in all cases produces higher OERs than segmentation-based
classification. This observation can be explained by the huge
amount of false alarms which cannot by compensated by a
low quantity of missed alarms in relation to uni-scale and bi-
scale segmentation forτglob=22.6 to 27.2. Large-scale seg-
mentation (L) yields much better results than small- (S) and
medium-scale (M) image decomposition due to the highly re-
duced number of false alarms which exceed the rise in missed
alarms. These missed alarms of L further are strongly re-
duced by L-M and more considerably by L-M-S, due to the
fact that finer details on medium- and small-scale level are
identified as flooding in a defined neighbourhood of large-
scale flood objects.

L-M-S leads to lowest OERs by classification without an-
cillary data due to the fact that it combines the advantages of
small-scale (low number of missed alarms) and large-scale
(low number of false alarms) segmentation.

The integration of topographic information within the
classification process of the tri-scale segmentation addition-
ally reduces the percentage of the MDR. This results in the

best classification accuracy of L-M-S-DEM out of all seg-
mentation adjustments for all determined threshold values.

When comparing the scale-dependent classification results
of the individual threshold values, the minimum pixel-based
OER (8.68%) appears atτglob=23.0, which corresponds to
the threshold position derived by the KI algorithm applied
to the mixed pixel population of the merged (sub)histograms
of Xn′′ . In contrast values ofτglob< and>23.0 (τglob=22.6)
show higher pixel-based OERs.

The difference in OER between P and L-M-S increases
with rising threshold values. Additionally, by the use of seg-
mentation, the range of OER between the different threshold
values can be reduced. For example the range between the
highest and lowest OER at pixel-based classification reaches
3.83% whereas the overall error of L, L-M, L-M-S and L-M-
S-DEM just varies between 0.30% and 0.17%. This means
that independent of the applied thresholding algorithm and
split-combination technique, the variation of the classifica-
tion accuracy can be reduced by appropriate segmentation.
Thus, the method chosen for automatic thresholding is less
critical when applied to segmented data. Lowest classifi-
cation errors for M, L, L-M, L-M-S and L-M-S-DEM are
reached whenτglob=25.0, which also produces the best to-
tal classification result (OER: 4.55%) at L-M-S-DEM. The
threshold value of 25.0 is reached by the QI algorithm ap-
plied to the histogram of the merged distributions ofXn′′ .
The highest of the derived threshold values (τglob=29.0) also
results in the highest OERs for every classification result
without DEM integration due to a high FAR. This thresh-
old has been computed by the GM algorithm in combination
with (sub)histogram merging. The threshold value is over-
estimated due to the loss of a clear global minimum in the
data set by the combination of the different class populations
of Xn′′ . However, usingτglob=29.0, the OER comes close to
the best classification result at L-M-S-DEM. This is due to
the following facts: the relatively high OER of 7.52% at L-
M-S is fairly reduced by the exclusion step of the DEM inte-
gration process and the largest amount of correctly classified
pixels at L-M-S (MDR: 3.46%) generates a more compact
core flood area, which helps to identify more easily flooded
vegetation and anthropogenic objects during the DEM inte-
gration step.
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Fig. 4. (a) MDR and FAR for class flood and (b) OER calculated for the resultant global threshold values by the use of different segmentation 
scales. 
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reference data and of thresholding results P (global density function separated by the vertical black curve), L-M-S and L-M-S-DEM. 
 
 
The final flood map for the subset of X obtained by L-M-    
S-DEM with a threshold of τglob=25.0 is shown in Fig. 5a. 
The producer’s accuracy reaches 82.01%, the user’s accu-
racy 98.65% and the overall accuracy is 95.44%. This is a 
good result with overall accuracies considerably higher than 
commonly reported on the literature, which rarely reaches 
90%. The result shows a coherent flood surface without salt- 
and pepper-effects and a good representation of the land-
water boundary due to multi-level segmentation. Addition-
ally, compared to pure per-pixel classification, less image el-

ements are classified outside the floodplain. The remaining 
errors  in waterline position found at the riverbanks are either  
due to emergent vegetation or caused by a slight decrease of 
the flood extent between the acquisition of the orthophotos 
(water level at Mythe gauge: 12.49±0.05 m a.s.l.) and the 
SAR data (water level at Mythe gauge: 12.22±0.05 m a.s.l.), 
whereas emergent hedges between adjacent flooded fields are 
predominantly labelled as “flood”. Some objects within the 
floodplain are not detected by the classification with DEM 
integration due to some remaining artefacts  in the LiDAR  to  
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pography information such as short vegetation, which cause
overestimations of the real ground surface elevation. False
alarms just appear at the boarder of the extracted flood ex-
tent. These are related to crop fields with short vegetation
which show a similar spectral characteristic as water areas.
Due to the fact that the DEM exclusion step only removes
objects at higher elevations without connection to the main
flood area, these regions initially labelled as main flood could
not be deleted.

Generally, the algorithm performs very well in rural areas.
In the partly flooded Tewkesbury town, however, only some
larger regions could be detected as flooded. These are areas
which are not brightened by double bounce effects as well as
contributions from side-lobes of strong reflectors and there-
fore can be detected due to their intensity value below the
derived threshold. Supervised methods with a considerable
amount of user interaction are necessary to perform a more
accurate classification in urban areas using SAR data (Mason
et al., 2008).

It is assumed that the obtained classification accuracy
could be slightly increased if the flood extent extracted from
the SAR data and from the aerial photos would be fit to
one another. An estimation of the flood extent at the satel-
lite overpass time was done by Mason et al. (2008) for the
same SAR scene by linearly interpolating between the aerial
photo flood extent on 24 July and the flood extent of 27 July
derived from aerial photos acquired on a second flight cam-
paign. Due to the fact that the aerial photos of the 27th were
not at our disposal during our investigations, no such correc-
tion could be accomplished.

The advantage of segmentation-based thresholding is also
apparent if the class distributions derived from pixel- and
object-based flood detection are compared (Fig. 5b): the
class distributions derived by pixel-based thresholding ac-
cording toτglob=25.0 show a rigorous truncation of the right
tail of the class flood and of the left tail of the class “non-
flood” whereas the populations derived by thresholding of
the segmented image with L-M-S and especially L-M-S-
DEM come closer to the shape of the reference classes’
distributions. This is due to the fact that the segmentation
process also integrates image elements above the selected
threshold into a homogeneous image object in dependence
of the chosen homogeneity criterion. Thus, besides pure
spectral information derived by histogram thresholding, also
topological information is made available for classification.

5 Conclusions

A split based automatic thresholding and classification re-
finement process has been applied as a test case to a
TerraSAR-X Stripmap scene of the River Severn, UK, for
unsupervised flood detection in large high resolution single-
polarized SAR data sets. This approach already has success-
fully been applied in operational rapid mapping activities.

The proposed method tiles a SAR image into a set of seg-
ments and automatically selects a fixed number of splits ac-
cording to their probability to comprise adequate portions of
both classes “flood” and “non-flood”. To derive one global
threshold by the analysis of the split inherent information
mathematical combination techniques of (sub)histogram de-
rived thresholds as well as (sub)histogram-merging strategies
with subsequent thresholding have been analyzed. All three
thresholding strategies (KI, GM, and QI) were able to deter-
mine a threshold value by the analysis of the histogram of ev-
ery single selected split and of the merged class-populations
of the individual splits, respectively.

The following results could be derived by thresholding
a reference subscene decomposed by different segmenta-
tion adjustments: object-based context-sensitive threshold-
ing has proven superior to pixel-based context-insensitive
procedures due to the addition of spatial information to the
pure spectral information derived from histogram threshold-
ing. Lowest OERs could be obtained by a threefold seg-
mentation step which consists of an alternating multi-scale
image decomposition and thresholding approach that com-
bines the advantages of small-, medium- and large-scale ob-
ject generation. By the use of image segmentation, the vari-
ation in OER for the classification results derived by differ-
ent threshold values can be fairly reduced in comparison to
pixel-based thresholding approaches. Thus, the classification
results of decomposed images are less sensitive to the used
threshold algorithm as well as the applied split combination
technique. Lowest OERs could be achieved by combining
the KI algorithm with the (sub)histogram merging strategy
whereas for the image segmentation adjustments M, L, L-M,
L-M-S, L-M-S-DEM greatest classification accuracies could
be achieved by a higher threshold value derived by the QI
algorithm in combination with the (sub)histogram merging
strategy.

High resolution topographic information has been suc-
cessfully combined with multi-scale segmentation to en-
hance the mapping performance in areas that partly consist
of flooded vegetation and anthropogenic objects as well as to
remove non-water look-alike areas.

Experimental results of the SBA have shown that it is com-
putationally more efficient than global threshold derivation
by the use of the whole SAR scene. This is due to the fact that
the most time-consuming step of global threshold detection
is the computation of the image histogram which depends
on the number of pixels of the analyzed data. In contrast
the KI thresholding procedure is very fast, as no iterations
are needed, but only the calculations of the criterion func-
tion for a defined gray-level range. The processing times of
the GM and QI algorithm are nearly identical to the com-
putational speed of the KI algorithm because only some ad-
ditional calculations are needed to determineτGM and τQI,
respectively. The computation can be accelerated if the po-
sition of the threshold can be restricted a priori. Due to the
fact that the criterion function may have local minima at the
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boundaries of the histogram meaningless thresholds can be
avoided by a constraint of the loop. The computational ef-
fort of the SBA (less than 10 s for the entire scene on an a
Intel Xeon 5160 CPU with 3.0 GHz and 3 GB of RAM) is
much lower than the refinement process by image segmenta-
tion, whose processing time rises according to the number of
used segmentation-scales (160 s at L-M-S-DEM for the se-
lected validation area). Therefore, the interpreter has to find
a compromise between computational effort and classifica-
tion quality.

The presented thresholding algorithm works successful in
most of the cases, due to the fact that there is usually a suf-
ficient contrast between the land and water surface. Future
work will be related to extract the flood extent from rough-
ened water surfaces.
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Unsupervised Extraction of Flood-Induced
Backscatter Changes in SAR Data Using Markov

Image Modeling on Irregular Graphs
Sandro Martinis, André Twele, and Stefan Voigt

Abstract—The near real-time provision of precise information
about flood dynamics from synthetic aperture radar (SAR) data is
an essential task in disaster management. A novel tile-based para-
metric thresholding approach under the generalized Gaussian
assumption is applied on normalized change index data to
automatically solve the three-class change detection problem in
large-size images with small class a priori probabilities. The
thresholding result is used for the initialization of a hybrid Markov
model which integrates scale-dependent and spatiocontextual in-
formation into the labeling process by combining hierarchical
with noncausal Markov image modeling. Hierarchical maximum
a posteriori (HMAP) estimation using the Markov chains in scale,
originally developed on quadtrees, is adapted to hierarchical ir-
regular graphs. To reduce the computational effort of the iterative
optimization process that is related to noncausal Markov models, a
Markov random field (MRF) approach is defined, which is applied
on a restricted region of the lowest level of the graph, selected
according to the HMAP labeling result. The experiments that were
performed on a bitemporal TerraSAR-X StripMap data set from
South West England during and after a large-scale flooding in 2007
confirm the effectiveness of the proposed change detection method
and show an increased classification accuracy of the hybrid MRF
model in comparison to the sole application of the HMAP esti-
mation. Additionally, the impact of the graph structure and the
chosen model parameters on the labeling result as well as on the
performance is discussed.

Index Terms—Automatic thresholding, change detection, flood
mapping, generalized Gaussian distribution, hierarchical maxi-
mum a posteriori (HMAP) marginal estimation, irregular graph,
Markov random field (MRF).

I. INTRODUCTION

THE WORLDWIDE increase of flood risk [1] and the
timely monitoring capability of the recently launched

high-resolution space-based synthetic aperture radar (SAR)
sensors (TerraSAR-X, COSMO-SkyMed, Radarsat-2, and
ALOS-PALSAR) require accurate and automatic change de-
tection methods for the derivation of flood dynamics. This is
particularly the case for rapid mapping purposes [2] where
accurate information about the extent of a disaster and its spa-
tiotemporal evolution are necessary on a near real-time basis to
support decision makers and humanitarian relief organizations.
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In comparison to optical remote sensing, the SAR data show
the clear advantage of imaging capability even in the case of
adverse meteorological and nighttime conditions.

Numerous techniques have been developed for the derivation
of changes in remote sensing imagery. The most common
change detection techniques are postclassification comparison
[3] and classification of some feature maps, such as difference
images [4], ratio images [5], and results derived from selective
principal component analysis [6].

Several unsupervised change detection methods have been
established in the last few years, which derive change maps
through the application of automatic thresholding algorithms
on feature maps by using minimum-error procedures [5], [7] or
expectation-maximization algorithms [8], [9] for the estimation
of the data mixture models. These methods are proven to be ef-
fective in solving the single-threshold approach between classes
“change” and “no change” in small subsets of remote sensing
data pairs. However, in large data sets, where local gray-level
changes may not be distinguished in the image histogram due
to small a priori probabilities of some classes, these methods
may fail. Furthermore, the change detection problem in feature
maps extends to a three-class segmentation problem if different
types of changes are to be extracted.

An important feature which improves the quality of clas-
sification results is the integration of contextual information
into the labeling process. Markov image modeling is proven
to be a useful tool in considering the contextual information in
remote sensing data. Noncausal lattice-based Markov random
fields (MRFs) have been extensively used to model stochastic
interactions among classes in remote sensing imagery [4], [10]–
[12], and they allow a global Bayesian optimization of the
classification result [12]. However, the computational effort is
considerable since the classification process must be accom-
plished iteratively for each image element. This is particularly
time consuming in pixel-based applications.

A computationally faster alternative to MRFs are hidden
Markov chain (HMC) models [12]–[15], which are applied for
spatial image regularization problems to 1-D representations
of images, like the Hilbert-Peano Scans, in a noniterative
manner. The computational improvement of these methods,
however, may come at the expense of lower classification
accuracy [12].

In contrast to noncausal MRF and HMC models, the hierar-
chical Markov models [16]–[18] have the capacity to capture
the intrinsic hierarchical nature of remote sensing data. The

0196-2892/$26.00 © 2010 IEEE
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Fig. 1. Block scheme of the proposed method.

image is represented by a hierarchical graph which allows
the integration of multiscale information into Markov image
models. These models can be solved by fast noniterative infer-
ence, e.g., by Markov chains in scale [16], [18].

In most of the cases, hierarchical Markov modeling is con-
ducted on the simple regular graph structure of quadtrees [18]–
[21], which is represented by four branches at each node. Due
to the fact that image segmentation is accomplished without
consideration of the image content, block artifacts may occur
in the final estimates. Several methods have been proposed
to reduce these undesired effects, e.g., a posteriori smoothing
[22], the integration of tree structures with overlapping data
leaves [23], and the introduction of interlevel edges [16].

On a quadtree, the class label of a node solely depends on
the labels of its ancestor and its four descendants. In order to
improve the classification, the study in [17] and [19] considered
a more complex graph, which additionally integrates a regular
spatial neighborhood at each level in the modeling process.
However, since the modeling incorporates all elements of each
level in an iterative way, the computational demand strongly
increases.

This paper presents an automatic method for the near real-
time extraction of flood-induced change areas in multitem-
poral TerraSAR-X data using a hybrid context-based model,
combining causal with noncausal Markov image modeling on
irregular hierarchical graphs (Fig. 1). The specific objectives are
the following: 1) to implement a tile-based automatic change
detection approach for the initialization of the Markov image
model. Therefore, a parametric thresholding algorithm under
the generalized Gaussian (GG) assumption is applied to image
tiles to solve the three-class change detection problem in large-
size SAR data; 2) to establish an automatic method for the
creation of an irregular hierarchical graph structure of the
SAR data according to user-defined specifications of average
object sizes at each level; and 3) to integrate scale-dependent
contextual information by hierarchical maximum a posteriori
(HMAP) estimation using Markov chains in scale as well as
spatiocontextual information by a noncausal MRF model in
a partial region of the finest level of the tree, defined by the
frequency of occurrence of class labeling in the multiscale
representation of the image.

II. METHODOLOGY

A. Data Set

Data Set Description: This study was conducted over the
Gloucestershire region in South West England, which was
affected by severe flooding at the River Severn in summer 2007.

In the city of Tewkesbury, a record flood level of 5.23 m was
reached on July 22, 2007. In order to carry out an experimental
analysis that is aimed at assessing the performance of the
proposed change detection approach for a real test case, a
bitemporal data set that consists of two TerraSAR-X StripMap
scenes with 3.0-m pixel spacing in the range and azimuth
directions is used. The first image was acquired in HH polar-
ization on July 25, 2007, with an incidence angle of ∼22.4◦

along a section of about 69 km long of the River Severn. The
second image was recorded roughly one year after (July 22,
2008). It exhibits nearly the same geographic coverage, with
a river network at normal water level conditions. Due to the
fact that the second image has identical acquisition parameters,
shadowing and layover conditions in the data are similar.

For validation purposes of the water level in each scene,
two aerial orthophotos are used: The first one shows the flood
situation at about half a day prior to the TerraSAR-X scene on
July 25, 2007, at a spatial resolution of 0.2 m. For the validation
of the water level of the postevent data, no contemporary aerial
photographs are available. However, due to the fact that, on
July 22, 2008, the SAR scene was recorded at normal water
level conditions, the aerial photographs on April 30, 2007,
could be used as reference due to a very similar extent of the
rivers.

Preprocessing: Initially, the SAR amplitude data are ra-
diometrically calibrated to backscattering coefficients σ0 to
minimize the impact of the topography on the radar signal. To
simplify data handling in the following processing steps, all σ0

values are converted to positive values by adding a constant to
the σ0 value of each date. For a reduction of the SAR data
inherent speckle effect, a Gamma-MAP filter [24] of matrix
size 3 × 3 is used. Additionally, the filtering step minimizes
the statistical overlap between class distributions and, therefore,
leads to a better class separability.

A reference map is created for a subarea (∼6.43 ∗
106 pixels) of the overlap between the SAR scenes comprising
the heavily flooded Tewkesbury region by visual interpretation
and manual digitalization of the water areas in both orthopho-
tos. The final flood change mask is created by the intersection
of these two water layers.

B. ATB-CD Approach

Problem Formulation: Let us consider two coregistered
SAR intensity images Yt1 and Yt2 acquired over the same geo-
graphical areas at two times t1 and t2 (t1 < t2), respectively. To
derive the flood-induced changes over the time interval [t1, t2],
the information content of Y t1 and Y t2 is combined into one
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image Y with D elements by the calculation of a normalized
change index (NCI) for each pixel at position d (σ0 > 0)

NCI =
((

σt2
0 − σt1

0

) / (
σt2

0 + σt1
0

))
+ 1. (1)

The generated image Y with yd = NCI has a float data range
from [0, . . . , 2], with values that are equal to one showing the
unchanged areas. A high NCI is an indicator for pixels with an
increase in backscattering at t2, which, in this case, is related
to the changes caused by a decreasing flood level. For a more
efficient data handling, the float values of Y are transformed to
8-bit integers with a possible gray-level range G of 256, i.e.,
yd = g, g ∈ {0, 1, . . . , G − 1}.

Since the histogram of Y can be considered as a mixture of
three distributions of classes i [“negative change” (C−), “un-
changed” (U), and “positive change” (C+)], the classification
task aims at identifying threshold τ1 between C−/U and τ2 and
between U/C+. This means that yd could be labeled as C− if
yd ≤ τ1, as U if τ1 < yd < τ2, and as C+ if yd ≥ τ2.

To automatically derive τ1 as well as τ2 and, therefore,
to initialize the Markov model in an unsupervised way, an
automatic tile-based change detection (ATB-CD) approach is
used. This method extends the work of [25], which used an
automatic thresholding approach for the extraction of flood
areas in high-resolution mono-temporal SAR data in the context
of operational rapid mapping activities. In this approach, the
SAR data are split into a set of square subimages of a user-
defined size, and a fixed number of tiles are automatically
selected according to their probability to comprise adequate
portions of the classes “flood” and “no flood.” In order to derive
the best class separation in the (sub)histograms, the Kittler
and Illingworth (KI) thresholding algorithm [26] has been
used, which models the class-conditional probability density
function (pdf) as a mixture of two clusters of two 1-D normal
distributions of the semantic classes “flood” and “no flood” and
which derives the threshold at the gray-level position where the
minimum classification error occurs.

Since change detection is a three-class segmentation prob-
lem, if one wants to extract different types of changes, this
binary classification method has to be extended to a double
threshold selection task. In large NCI images, the a priori class
probabilities are usually very different. Therefore, in particular,
the change classes C− and C+ might not be detectable in the
histogram of the entire data set. This partly makes it impossible
for any thresholding algorithm to compute adequate threshold
values. The usage of the ATB-CD approach offers the advan-
tage that the threshold positions are computed from several tiles
of the whole NCI image where local gray-level changes, even
of classes of low areal representation, may be distinguished in
the image (sub)histograms.

NCI Splitting and Tile Selection: Initially, the NCI data Y
are split into N square nonoverlapping subimages Yn of size z2.
In order to prevent unimodality of the selected (sub)histograms,
it has to be ensured that a distinct number of elements of both
classes C− and U as well as U and C+, respectively, are
represented within the tiles. Appropriate tiles for the derivation
of τ1 and τ2 are selected, combining the global statistics of

Y and the local statistics of Yn by applying the following
formulations:

Yn′
C−/U

= {Yn|CVYn
≥ 0.3 ∧ RYn

≤ 0.9, n = 1, . . . , N}

(2)

Yn′
U/C+

= {Yn|CVYn
≥ 0.3 ∧ RYn

≥ 1.1, n = 1, . . . , N} .

(3)

CVYn
is the coefficient of variation (ratio of the square root of

the local variance vYn
of the gray values of Yn to the local mean

μY n), and RYn
is the ratio between μY n to the global intensity

mean μY of Y . CVYn
represents the degree of gray-level

variation within Yn. Therefore, it is an appropriate feature to
separate subimages with nearly unimodal histograms from tiles
that are represented by more than one class. This means that
tiles are selected, which contain a significant amount of pixels
of the classes C− and U as well as U and C+, respectively.
Using the additional feature RYn

, the selected subimages can be
divided into tiles which seem to be adequate for the derivation
of either τ1 or τ2.

Out of the two sets N ′
C−/U and N ′

U/C+ of subimages
Yn′(C−/U) and Yn′(U/C+) which are located in the range given
by (2) and (3), respectively, a limited number of tiles are
finally used for threshold computation. This selection is accom-
plished by choosing the quantity N ′′

C−/U and N ′′
U/C+ of tiles

Yn′′(C−/U) and Yn′′(U/C+), with the lowest Euclidean distances
to the cluster centers of the 2-D feature spaces determined by
CVYn

and RYn
. The values of CVYn

and RYn
in (2) and (3) are

determined empirically from the investigation of several NCI
data sets. For visualization of the splitting and tile selection
process, the reader is referred to [25].

If N ′
C−/U and/or N ′

U/C+ is zero, the interval of the selection
criterion is expanded by iteratively decreasing CVYn

by 0.01
to a minimum value of 0.25. However, in some cases, in every
Yn of size z2, the a priori probability of a class may be very
small. Therefore, if still no tiles are selected according to the
enlarged criterion, the initially chosen tile size z is halved,
which increases the number of N by a factor of four. If after
this step N ′

C−/U and/or N ′
U/C+ remains zero, it is assumed

that the corresponding class C− and/or C+ is not represented
in Y .

Automatic Threshold Selection Procedure: The KI thresh-
olding algorithm automatically computes the threshold value
between the object and background classes of a gray-scale
image according to a parametric estimation of the statistical
model of the two class pdfs under the Gaussian distribution
assumption.

In order to improve the threshold selection process, the study
in [7] reformulated this method based on the GG model. This
model is well adapted to approximate a large range of symmet-
ric, leptokurtic (ranging from impulsive to Gaussian density),
and platykurtic distributions (ranging from Gaussian to uniform
density). Their parameterization requires the estimation of only
one additional parameter in comparison to the Gaussian model,
which is the shape parameter βi > 0, which determines the rate
of the exponential decay of the pdfs (βi = 1 for Laplacian,
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βi = 2 for Gaussian, and βi > 8 for nearly uniform density
functions).

In the following, it is assumed that the histograms h(g)
of Yn′′(C−/U) and Yn′′(U/C+) can be parameterized by a pdf
p(g), which is a mixture of two GG distributions p(g|i) with
parameter mean μi, standard deviation σi, a priori probability
Pi, and shape parameter βi, where

i =
(C−, U), if Yn′′ ∈ Yn′′

C−/U

(U,C+), if Yn′′ ∈ Yn′′
U/C+

so that p(g) =
2∑

i=1

Pip(g|i). (4)

The expression of the GG distribution for modeling the
two class-conditional pdfs of Yn′′(C−/U) and Yn′′(U/C+) is
given by

p(g|i) =
biβi

2Γ
(
β−1

i

)e−(bi|g−μi|)βi with bi =
1
σi

√
Γ(3/βi)
Γ(1/βi)

(5)

where Γ(·) is the gamma function. The required parameters
have to be estimated at some arbitrary decision threshold T
which separates the two clusters with the following properties:

μi(T ) =
1

Pi(T )

b∑
g=a

gh(g) with Pi(T ) =
b∑

g=a

h(g) (6)

σi(T ) =
1

Pi(T )

b∑
g=a

(g − μi(T ))2 h(g) (7)

where a =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if i = C− ∧Yn′′ ∈ Yn′′
C−/U

∨ i = U ∧ Yn′′ ∈ Yn′′
U/C+

T + 1, if i = U ∧ Yn′′ ∈ Yn′′
C−/U

∨ i = C+ ∧Yn′′ ∈ Yn′′
U/C+

(8)

b =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

T, if i = C− ∧Yn′′ ∈ Yn′′
C−/U

∨ i = U ∧ Yn′′ ∈ Yn′′
U/C+

G, if i = U ∧ Yn′′ ∈ Yn′′
C−/U

∨ i = C+ ∧Yn′′ ∈ Yn′′
U/C+

.

(9)

The shape parameter is derived by the estimation procedure
described in [27]. This technique allows the identification of
an estimated value of βi which best parameterizes the so called
GG ratio function r(βi), computed for 450 different values of
βi in the range of [0.5, . . . , 5.0[ with a step size of 0.01.

The computation of the final decision thresholds τ1 and τ2

is based on the optimization of a criterion function averaging a
cost function c(g, T ) over h(g)

J(T ) =
G−1∑
g=0

h(g)c(g, T ). (10)

According to the number of gray levels of a tile, the cost at G
threshold positions can be evaluated successively to label the

pixels by utilizing the generated class statistics by computing
the fitting criterion J(T ) under the GG assumption [7]

J(T ) =
T∑

g=0

h(g) [bC−(T ) |g − μC−(T )|]βC−(T )

+
G−1∑

g=T+1

h(g) [bU (T ) |g − μU (T )|]βU (T )

−
T∑

g=0

h(g) ln PU (T ) −
G−1∑

g=T+1

h(g) ln PC−(T )

−
[
PU (T ) ln

(
bUβU

2Γ(1/βU )

)
(T )

+ PC−(T ) ln
(

bC−βC−
2Γ(1/βC−)

)
(T )

]
. (11)

Equation (11) has been adapted for tiles Yn′′(C−/U). For tiles
Yn′(U/C+), C− has to be replaced with U , and U has to be
replaced with C+. The gray-level position which minimizes
J(T ) can be regarded as the optimal decision threshold due to
the fact that the lowest classification error occurs according to
the Bayes classification rule (i.e., the number of mis-segmented
pixels is smallest)

τ1/2 = arg min
T

J(T ). (12)

For finally obtaining two global thresholds for the classification
of Y , the locally derived threshold values of Yn′′(C−/U) as well
Yn′′(U/C+) are combined by their arithmetic mean. Another
possibility of threshold computation is the analysis of one
histogram that is combined with the local histograms of the tiles
Yn′′(C−/U) as well as Yn′′(U/C+)[25].

C. Automatic Graph Construction

Image Segmentation: Segmentation is the basic step in low-
level processing of images [28], in which an image is sub-
divided into disjoint regions, which are uniform with respect
to some homogeneity attributes such as spectral or textural
characteristics [29]. During the recent years, segmentation-
based image analysis has constantly gained importance in Earth
observation. This can particularly be attributed to the strongly
increased spatial resolution of remote sensing data, which de-
mand image analysis techniques that are specifically adapted to
the increased intraclass and decreased interclass variability of
images [30]. In particular, for the data of the recently launched
high-resolution SAR sensors, the use of the per-parcel methods
appears promising. These data are, in comparison to medium-
resolution SAR data, characterized by higher variances in
backscattering properties of different land-cover classes due to
the reduced mixed pixel phenomenon and the salt-and-pepper
structures that result from the speckle. This means that semantic
image information is less represented in a single pixel but in
homogeneous image objects and their mutual relations [31].
The decomposition of the images can be accomplished by
several segmentation techniques described in literature [29].
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In the presented approach, the decomposition of Y in object
primitives is performed using the fractal net evolution concept
of the eCognition Developer software [31], [32]. In an iterative
way, a bottom-up region-merging technique starting from pixel
elements is employed to create image objects of maximum
allowable heterogeneity according to user-defined spectral and
geometrical constraints. These homogeneity attributes are ex-
pressed by the so-called scale parameter H , which combines
spectral (hcolor ∈ [0, . . . , 1]) and shape homogeneity (hshape ∈
[0, . . . , 1]), with hshape = 1 − hcolor and hshape, being com-
posed of the smoothness hsmooth and compactness hcompact

of the object boundaries (hsmooth = 1 − hcompact). The fusion
of the adjacent objects follows the local mutual best fitting
algorithm, leading to the lowest increase of object heterogeneity
within the merging process. The greater the value of H is, the
greater is the decrease of the sensitivity for the object fusion,
i.e., the obtained object size increases.

The created segments exhibit a strong correlation with real-
world objects of the Earth’s surface. However, due to the fact
that the semantic information is scale dependent, a hierarchical
network of image objects is simultaneously constructed, which
represents the image content at different spatial scales. By
exploiting the relationship between the networked objects, the
local contextual information can be integrated into the multi-
scale image analysis.

Automatic Level Creation: In the proposed approach, the
spatial context of each pixel in image Y is modeled according to
a complete hierarchical multilevel representation of the scene,
where objects at the same level Sl (l = 1, . . . , L) are related to
each neighboring object and where every object at an arbitrary
level is hierarchically linked to those represented at lower
and/or higher levels. Tree-based hierarchic constraints are used,
whereby each object at Sl−1 (l < L) has only one parent node
at level Sl, i.e., it cannot be included in more than one adaptive
neighborhood at the coarser superlevel. The object size and,
therefore, the number of objects Ol at each level are adjusted
by the scale parameter H l, which regulates the homogeneity
property at each level. The greater the value of H l is, the greater
is the dimension of the objects obtained at Sl.

In the quadtree decomposition of an image [18], [20], Ol

of each level and, therefore, the percentage difference El of
Ol (l > 1) to O1 are known before the image decomposition is
accomplished. The total number of segments is approximately
given by 4/3 ∗ O1 [16]. However, in the context of irregular hi-
erarchical image segmentation, these parameters are not known
in advance, and they must primarily be adjusted in a trial-and-
error fashion.

In this section, an approach is presented which automatically
generates a multilevel segmentation with the following charac-
teristics: 1) the finest level S1 is decomposed by an initially
intended mean relative object number Õ1

p, defined in objects
per pixel, and 2) the coarser levels Sl (l �= 1) offer an initially
defined value of Ẽl. On the one hand, this is important in
order to prevent over- and undersegmentation of S1. On the
other hand, the transferability of algorithms is ensured by a
fixed difference in the mean object size between levels. The
choice of Õ1

p depends on the minimum mapping unit of the
classification process and, therefore, on the information detail

that is to be detected from the classes C−, U , and C+. The
lower Õ1

p is, the higher is the probability that the fine detail is

lost. Therefore, Õ1
p should be approximately equal to the size

of the smallest objects to be detected. An increasing value of
Õ1

p causes a higher processing demand due to the increasing
number of nodes of the graph. Additionally, more false alarms
may occur due to the reduced smoothing effect that is related to
the oversegmented data.

For the creation of level S1 with a user-intended value of
Õ1

p, we present an approach which uses a presegmentation of a
limited area of Y . Therefore, Y is decomposed in N square tiles
of size z2. Out of N , three tiles Yn of size Ak

init are assigned
to three classes wk, which show the minimum (k = min) and
maximum (k = max) coefficient of variation (CV ) as well
the lowest difference to the mean CV (k = mean) of all Yn.
The three tiles are segmented with an arbitrary scale parameter
H1

init. Subsequently, the resulting number of objects O1
k of

each class is used to estimate Ô1
p, which would result from

the segmentation of the entire image Y by H1
init. For this task,

the value of O1
k is weighted in dependence of an extrapolated

spatial representation Ak
ext of the classes wk in relation to the

size AY of Y . The tiles N are then labeled by the following
formulations for n = 1, . . . , N :

wmin = {Yn|CVYn
≤ CVmin + σCV } (13)

wmean = {Yn|CVmean − 0.5σCV ≥ CVYn

≤ CVmean + 0.5σCV } (14)

wmax = {Yn|CVYn
≥ CVmax − σCV } . (15)

The value of Ô1
p of the extrapolated class probabilities is

calculated by

Ô1
p = AY

(
3∑

k=1

O1
i Ak

ext

Ak
init

/
3∑

k=1

Ak
ext

)
D−1. (16)

In the case where Ô1
p differs from Õ1

p, the relation between O1
p

and H1 is used to approximate the user-intended value of Õ1
p by

adapting H1 to the prevailing image content of Y . However, the
image content is not known in advance, and a varying number
of objects at a given value of H1 are generated in dependence
of the class mixtures.

To model the image content, the relation between Op and H
in the range of [1–115] is calculated (Fig. 2) for six tiles (z =
500) of Y containing the following class a priori probabilities:
a) 25%; b) 50%; c) 75%; and d) > 90% of the change caused
by flooding (the remaining percentage is the unchanged natural
area); e) 100% unchanged natural area; and f) 100% unchanged
urban area.

The lowest value of Op in dependence of H [1–115] is
created by the tile covering 100% of the natural areas e) due
to the large size and spectral homogeneity of these regions. In
contrast, small-scale features within urban areas f) induce the
highest values of Op in dependence of H . For clarity reasons,
just the trends of e) and f) are shown in Fig. 2. Trend lines a)–d)
are situated between e) and f). The trends are well modeled
(R2 > 0.998) by second-order polynomial equations of the
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Fig. 2. Dependence of the mean relative object number Op from the scale
parameter H (hcolor = 0.9 and hcompact = 0.5) for two subimages of Y
consisting of natural and urban areas, respectively.

form Op = a ∗ H2 + b ∗ H + c. For each equation of the trend
lines a)–f), the respective value of Op is computed by H1

init, and
the function which is most representative for the scene, which
generates the lowest difference between Op and Ô1

p, is used for

the subsequent approximation of Õ1
p. By integrating Õ1

p in the

respective equation of the chosen function, Ĥ1 is calculated,
which leads to the decomposition of the lowest level S1 of Y
with Ôp(Ĥ)1 ∼ Õ1

p

Ĥ l = e

(
−b−

√
b2−4a(c−ln(Ol

p))
)/

2a
. (17)

Finally, levels Sl (l > 1) are decomposed by Ĥ l, approxi-
mating a user-defined percent difference Ẽl of Ol

p (l �= 1)
to Ôp(Ĥ)1. This is accomplished by integrating Õl

p (l > 1)
into (17).

D. Markov Image Modeling

Context is a rich source of information for the analysis of
remote sensing images. In particular, for the new generation
of high-resolution SAR data, objects on the ground are much
greater than the pixel size. Thus, the likelihood is very high that
the adjacent pixels, although characterized by different scatter-
ing properties, belong to the same land cover unit and form a
homogeneous region. Markov image modeling is a commonly
used approach for the integration of contextual information into
the classification scheme of remotely sensed images.

In the following, two different Markov image models are
described in the image object domain, i.e., a causal Markov
model which uses HMAP estimation on a multiscale tree and
a noncausal MRF model on an irregular planar graph associ-
ated to an image partition. We furthermore introduce a hybrid
method that combines the computational speed of the HMAP
modeling approach with the fine spatial modeling of noncausal
MRFs on a restricted number of elements. This hybrid Markov
model can be combined with every segmentation algorithm,
which is able to perform a multilevel representation of an
image.

Causal Markov Model: The multilevel decomposition of a
SAR scene Y can be represented as a connected graph ΨL =
(S,W ) with L levels that are composed of a set of nodes S
and W edges, where each node s, apart from the root r, has a
unique parent node s− (Fig. 3). The superscript “−” designates
the decrease of the spatial resolution from a child node to its
parent node. A descendant node originating from s is denoted
as node t. The set of nodes can be partitioned into levels of
different scales S = S1 ∪ S2 ∪ · · · ∪ SL according to the path
length from each node to the root. The level decomposed by the
lowest scale parameter is S1, and the coarsest level consists of
only one node Sl = {r, l = L}. In the following, hierarchical
Markov image modeling is applied on an irregular hierarchical
graph (Fig. 3), leading to a unique statistical inference problem
instead of a sequence of multiscale problems that are only
loosely related [18].

In this hierarchical classification problem, one attempts to
estimate the hidden variable set x through a set of observed
variables y. Variables x and y are occurrences of the random
vectors X and Y , which are attached to the nodes s of ΨL.

In the following, a labeling process is considered, which
assigns a label xs to each node s of levels Sl of ΨL, where
xs takes its values in the discrete set x of classes i (i ∈ x =
{C−, U, C+}):

x = {xl}L
l=1 with xl = {xs, s ∈ Sl}. (18)

The classification is accomplished by HMAP estimation. The
following Bayesian estimator is used:

x̂ = arg max
x∈xS

P (x|y) = arg max
x∈xS

P (x, y) (19)

where xS is the configuration set of the vectors x of all
nodes S.

A number of statistical assumptions about the random vec-
tors (X,Y ) are defined in the following [18].

The labeling process X is supposed to be Markovian in scale
(i.e., X is a first-order top-down Markov chain)

P (xl|xλ, λ > l) = P (xl|xl+1) ∀ l ∈ {1, . . . , L}. (20)

To simplify the notation, the discrete probability P (X = x) is
denoted as P (x) throughout this paper. The interscale transi-
tion probabilities can be factorized by the following criteria
(21)–(23):

P (xl|xl+1) =
∏
s∈Sl

P (xs|xs−). (21)

This means that, for each Sl, the conditioning in X l−1 reduces
to a dependence from its parent node only.

Assuming conditional independence, the likelihood of the
observations Y conditionally to X is defined by the following
model:

P (y|x) =
∏
s∈Sl

P (ys|xs). (22)
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Fig. 3. (a) Three-level independence graph Ψ3 corresponding to an irregular tree structure. (b) Irregular planar graph with a second-order clique set in
neighborhood system Vsp. The left circles represent the labeling according to classes C−, U , and C+. The right circles represent the observations at
each node.

TABLE I
TWO-PASS MAP ESTIMATION ON IRREGULAR HIERARCHICAL GRAPHS

According to these statistical assumptions, the joint distribution
P (x, y) can be expressed by

P (x, y) = P (xr)
∏
s�=r

P (xs|xs−)
∏
s∈S

P (ys|xs) (23)

where P (xr) is the root prior probability and {P (ys|xs)}s∈S is
the data conditional likelihoods.

One of the advantages of these models lies in the possibility
to compute the exact MAP estimate of X , given Y = y at each
node of the tree within two passes. This extension of the Viterbi
algorithm [18], which is a standard technique for the compu-
tation of the MAP estimate of HMCs [33], is summarized in
Table I.

To account for the problem of underflow in the Viterbi
algorithm, the whole estimation procedure is implemented by
computing the logarithm of the probabilities. In the bottom-up
sweep, we integrated a weighting factor ϕ, which takes into
account the proportion of the spatial extent A of child node

s to its ancestor s− in dependence of the number of child
nodes t

ϕ = (1 − (As/As−))
/

(card(t) − 1)) . (24)

Equation (24) has been adapted to weight negative values of
the probabilities, which result from the logarithmic expression
of the probabilities in the HMAP estimation. In contrast to
the MAP estimation on the quadtree, where all child objects
have the same size of As−/4, ϕ has to be integrated in the
computation of the inference on irregular graphs, where an
ancestor is represented by a varying number of child objects
at lower levels.

For the conditional likelihoods P (ys|xs), a Gaussian model
was chosen, defined by the parameter vector θi = (μi, σi),
where μi is the mean and σi is the standard deviation of class i.
Vector θi may vary depending on the spatial resolution so that
the classes are defined by θl

i. The conditional likelihoods are
defined by

∀ s ∈ Sl, P (Ys = ys|Xs = i) =
1

2πσi
e−(ys−μl

i)
2
/

2π(σl
i)

2

.

(25)

The scale-dependent parameters for each class are defined
by the unsupervised change detection method described in
Section II-B. For the definition of the prior probability, the
Potts-like model is used [16], which favors identical labeling
of s and s−

∀ s ∈ Sl, P (Xs = j|Xs− = i) =
{

φ, if i = j
1−φ
M−1 , if i �= j (26)

with the number of classes M , the root prior P (r) = 1/M ,
and the parent prior Φ [1 ≤ Φ > 1/M ]. A higher value of Φ
increases the smoothing effect of the classification result.

The labeling of S1 is used as the final classification result
of the HMAP approach, as during the two pass steps, most
contextual information is integrated into the labeling of the
lowest segmentation level. The HMAP approach is a fast and
effective method for postclassification smoothing on irregular
trees. To further improve the results, spatial context is integrated
into the labeling process using noncausal MRFs.
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Noncausal MRF Model: The principal idea of noncausal
MRFs is the modeling of contextual correlations among image
elements at the same level according to criteria such as MAP
estimation (19). To make MRFs computationally tractable,
the conditional prior probability of individual image elements
has to be modeled, given their neighboring objects. Accord-
ing to the Hammersley–Clifford theorem [34], [35], the prior
P (x) can be expressed by a Gibbs distribution. Using this
MRFs–Gibbs equivalence, the global contextual relationship of
Y can be modeled by MRFs of local spatial neighborhoods

P (xs|Xsp) = Z−1 exp−Usp(xs,Xsp) (27)

where xs denotes the class of node s, Xsp is a subset of the
labeling of the image in a predefined spatial neighborhood
system Vsp, and Z is a normalizing constant. This simplification
is a reasonable approach because the interactions between ob-
ject labels decrease rapidly with an increasing object distance.
Usually, in image analysis, MRFs are applied to regular lattices
with first- or second-order neighborhood systems, where each
pixel has four or eight neighbors. Since we are dealing with
irregular planar graphs associated to an image partition, the
number of image elements in Vsp varies. The spatial energy
function Usp is characterized as

Usp(xs,Xsp) = −
∑

q∈Vsp

γδ(xs, xq). (28)

Here, δ is the Kronecker delta function, which is, according to a
second-order clique system (s−q), equal to one if xs = xq and
zero, otherwise. The parameter γ controls the influence of the
spatiocontextual information of the change detection process,
i.e., the greater this term is, the more likely that two adjacent
image objects will have the same label. The class-conditional
distribution under Gaussian assumptions leads to the following
data attach term:

Udata(Ys = ys|Xs = i)

= 0.5 ln
∣∣2πσ2

i

∣∣ + 0.5(ys − μi)2
(
σ2

i

)−1
. (29)

Together with the regularization term Usp and the data term
Udata, the MAP estimate can be transformed to the following
energy minimization problem:

x̂s = arg min
xs

{Udata(Ys = ys|Xs = i) + Usp(xs,Xsp)} .

(30)

This energy function can be solved by iterated conditional
modes (ICM) [36], which represents a computationally feasible
alternative to simulated annealing [37], converging to a local,
but usually sufficient, minimum of the energy function. In
this proposed method, the ICM algorithm can be computed as
follows.

1) Estimate class parameter vectors θl
i of the initial tile-

based thresholding result.
2) For all elements s ∈ S1, update X by using the HMAP

approach.

3) For all s ∈ S1, perform the local minimization by
using (30).

4) Repeat the preceding step until convergence is reached.

The application of the ICM algorithm to irregular planar
graphs compared to pixel-based applications has the advantage
that the model is applied to a strongly decreased number of
image elements. This is related to a dramatic reduction of com-
putational complexity. However, since the computing time of
ICM may still be considerable, particularly if the segmentation
of S1 is accomplished by a small homogeneity parameter, we
introduce a hybrid Markov model. According to this model, the
ICM algorithm is applied only to a restricted number of image
objects, defined by the hierarchical representation of the HMAP
labeling result.

Hybrid Markov Model: In the following, a confidence map
is created at S1 by combining the HMAP labeling result from
the different tree levels. The objects of S1 are assigned to
different categories according to their frequency f(xs) of class
representation in the coarser super objects of Sl (l �= 1, L):

f(xs) =
∑

s−∈ (S2,...,SL−2)

κ,

κ =
{

1, if xs∈S1 = xs−∈ (S2,...,SL−2)

0, if xs∈S1 �= xs−∈ (S2,...,SL−2).
(31)

If f(xs) = L − 2 (excluding S1 and SL), an object at S1

is represented by the same class label at all super objects.
Therefore, this object shows a high degree of confidence to
be labeled to the correct class, and no optimization process
by the ICM algorithm is necessary for this object. However, if
f(xs) < L − 2 at least at one level Sl (l �= 1, L), the labeling
of a super object differs from the labeling of an object at S1.
Accordingly, the class assignment of all elements s ∈ S1 with
f(xs) < L − 2, is checked by the ICM algorithm in the first
iteration. This restricted number of elements O1

sub-1 of the
subarea S1

sub-1 can be reduced to O1
sub-2 after the first iteration

by the restriction of the ICM algorithms to objects s ∈ S1 with
f(xs) < L − 2, which have a common border to other elements
of s ∈ S1 with f(xs) < L − 2.

For the ICM algorithm, f(xs) is used for the definition
of an adaptive smoothness parameter γadapt for each object
s ∈ S1

sub-1, with values in a user-defined range [γmin, γmax],
according to the following criterion:

γadapt = γmin + (γmax − γmin)
/
f(xs). (32)

Thus, an image element at S1, whose class label is less repre-
sented by the same labeling at its ancestors, is characterized by
a higher probability that the classification result of the HMAP
approach is incorrect. Therefore, a higher value of γadapt is
assigned to this element, which causes an increased influence
of the neighboring objects during the ICM approach.

III. EXPERIMENTAL RESULTS

In this section, the effectiveness of the proposed change
detection approach is evaluated using an NCI image of the
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Fig. 4. TerraSAR-X data of the River Severn on (a) July 25, 2007, and (b) July 22, 2008. (c) NCI image. (d) Classification result of Ysub derived by the hybrid
Markov model for Ψ8, with γ1−5 and H = 24.

TABLE II
GLOBAL THRESHOLDS CALCULATED BY THE ARITHMETIC MEAN OF

LOCALLY DERIVED THRESHOLDS OF TILES Yn′′(C−/U) AND Yn′′(U/C+)

Gloucestershire region (Fig. 4): First, the ATB-CD method is
applied on Y for the unsupervised initialization of the Markov
image models. In the next step, the structure of a hierarchical
irregular graph is created automatically, and its properties of fit-
ting to user-intended scaling parameters are evaluated. Finally,
the efficiency of the hybrid Markov image model is assessed.
Since the reference water mask only covers a small part of Y , a
subarea Ysub (∼6.43 ∗ 106 pixels) of the Tewkesbury region is
chosen for the evaluation of the method.

A. Tile-Based Automatic Thresholding Approach

The ATB-CD approach is used to derive global thresholds
for the initialization of the Markov image models. According
to a tile size of z = 500, the entire image Y , with 3.5 ∗ 108

elements, is decomposed into N = 1140 square tiles. Using the
criterion defined in (2) and (3), N ′

C−/U = 37 and N ′
U/C+ =

32 tiles are selected, which are suitable for the derivation
of the thresholds τ1 and τ2. To restrict the computational
effort, N ′′

C−/U = 5 and N ′′
U/C+ = 5 tiles are finally chosen

for the computation of the local threshold values by applying
the GG–KI algorithm. Reasonable global thresholds τC−/U =
104.4 and τU/C+ = 167.0 are calculated by the arithmetic
mean of the locally derived thresholds (Table II). Since these
local thresholds are characterized by a low gray-level range
of σ1 = 2.0 and σ2 = 4.0, the proposed method seems to
be useful in separating the classes C−/U and U/C+. This
thresholding approach has the advantage that classes with a
small a priori probability are also detected in the histogram of
Y . Additionally, the computational speed of this methodology
is very high since the GG–KI algorithm is only applied on a
small number of tiles.

B. Automatic Creation of the Graph Structure

Before the HMAP approach is accomplished, the hierarchical
irregular graph structure of the chosen subarea Ysub is gen-
erated. In the following, the properties of a graph with L =
8 (Ψ8), created according to user-intended parameters Õ1

p and

Ẽl, are evaluated.
To approximate a decomposition of S1 with a mean relative

object number Õ1
p of 0.015, the following steps are accom-

plished: First, three square tiles (z = 500) of Ysub, labeled to
different classes wk according to (13)–(15), are decomposed
by an arbitrary scale parameter H1

init = 15. The next step
encompasses the estimation of Ô1

p through the extrapolation of
the resulting object number O1

k of each class by their spatial
representation in Ysub. According to (16), Ô1

p = 0.0129. This

is an underestimation of Õ1
p. In order to approximate Õ1

p, the
scale parameter has to be adapted. According to that, for each of
the equations of the trend lines a)–f), describing the contents of
image Y in relation to the object size, Op is calculated by H1

init.
For further modeling, trend line b) is chosen since it offers the
lowest difference between Op and Ô1

p at H1
init. A value of Ĥ1 =

12.9 is calculated by integrating Õ1
p (0.015) in the equation

associated to trend line b). The segmentation of Y by Ĥ1

results in a mean relative object number of Ôp(Ĥ)1 = 0.0171,
which shows a slightly higher value of 0.0021 than Õ1

p. These
results are nearly independent of the initially selected value
of H1

init.
The next step encompasses the automatic creation of the

coarser superlevels according to user-defined values of the
relative percentage Ẽl of the mean relative object number of
level l (l �= 1, R) to Ôp(Ĥ)1. Ẽl is set to 50% (l = 2), 25%
(l = 3), 17.5% (l = 4), 10% (l = 5), 5% (l = 6), and 2.5%
(l = 7). The integration of the related values of Õl

p into the

equation describing trend line 2) results in values of Ĥ l ranging
from 18.7 (l = 2) to 67.0 (l = 7).

As shown in Fig. 5, the mean relative object number of the
levels (l = 1−7), decomposed by Ĥ l, is nearly identical to the
intended values. Therefore, the presented method seems to be
able to automatically model the parameters for the creation of
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Fig. 5. Fit of the intended value of Õl
p(= 0.015) to the average relative

object number Ôl
p of the segmented levels, decomposed by the modeled scale

parameter Ĥl.

an irregular graph structure according to user requirements.
This replaces the time-consuming trial-and-error procedures
for the adaptation of H to the image content. Additionally,
over- and undersegmentation of an image are automatically
avoided. In particular, oversegmentation may lead to serious
performance problems in the processing of large data sets due
to memory constraints. In contrast, undersegmentation causes
a loss of fine detail. The segmentation of the lowest level is
the most important step in the generation of the graph structure
since the properties of the coarser superlevels depend on the
mean object size of S1.

C. Effectiveness of the Markov Image Models

In order to evaluate the quality of the proposed change de-
tection approach and to derive transferable parameter settings,
the HMAP estimation and the hybrid Markov image model are
computed with different parameters on a diversified irregular
graph structure to analyze the following: 1) the quality of the
HMAP algorithm as well as the hybrid Markov image model
in comparison to uniscale classification results. In particular,
the influence of the hierarchical graph structure and smoothness
parameter γ on the classification accuracy is investigated; and
2) the performance of the Markov image models in dependence
of the graph structure and γ.

The hybrid Markov model is computed on a graph ΨL with
a varying number of levels (L = 4, 6, 8) and different scale
parameters H in the range of [12–32]. The parent prior was
empirically set to 0.9. By the use of Ψ6, an additional level is
integrated between levels S1 and S2 as well as S2 and S3 of
Ψ4, respectively. H3 and H5 of Ψ6 are, therefore, identical to
H2 and H3 of Ψ4. In comparison, using Ψ8, two coarser levels
are generated above S5 of Ψ6.

The ICM algorithm is computed with γ = 1.0, 3.0, and 5.0
as well as γadapt in the range of γmin = 1.0 and γmax = 5.0
on a restricted region according to the class label representation
f(xs) of a leaf object on its super objects after HMAP estima-
tion. In Table III, the values of γadapt are shown in dependence
of L. The ICM algorithm stops if the percentage of objects

TABLE III
VALUES OF THE ADAPTIVE SMOOTHNESS PARAMETER γadapt

IN DEPENDENCE OF f(xs) FOR ΨL (L = 4, 6, 8)

Fig. 6. OER of the uniscale classification, the HMAP estimation, and the
hybrid Markov model in dependence of H(= 12−32), L(= 4, 6, 8), and
different values of γ (1.0, 3.0, and 5.0; 1.0–5.0).

with different labels at iterations 1 + n and 1 is lower than a
predefined threshold of 0.02%.

Accuracy: In Fig. 6, the accuracy assessment of the uniscale
classification, the HMAP, and the hybrid Markov model is
illustrated by plots of the overall error rates (OER, i.e., the per-
centage of the erroneously labeled reference pixels, including
false positives and false negatives) of class C+ in dependence
of the altered parameters.

The classification results confirm that the proposed HMAP
estimation and the hybrid Markov model applied on irregular
graphs always exhibit a much lower OER compared with that
obtained using only one decomposition level.

Regarding the results of the uniscale segmentation as well as
of the HMAP approach, a nearly linear decrease of the OER
with increasing H can be observed in the range of [12–32]. The
decrease of the OER resulting from the uniscale classification is
about 0.69% per H , starting from 10.25% at H = 12 to 8.86%
at H = 32. The trend lines of the HMAP approach have nearly
the same decrease of about 0.62% per H . However, the HMAP
trend lines start at about 0.72% (Ψ6) to 0.90% (Ψ4) below the
OER of the uniscale classification approach at H = 12.

The HMAP results show very similar classification accura-
cies. Therefore, the number of levels does not seem to have
a significant impact on the HMAP classification accuracy.
Surprisingly, the lowest OERs are calculated on Ψ4. Slightly
higher OERs are obtained on Ψ6. This is caused by an increased
false alarm rate (i.e., the percentage of reference pixels that
do not belong to C+ that are erroneously detected as C+).
Therefore, using Ψ6, created by the integration of additional
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layers between S1 and S2 as well as S2 and S3 of Ψ4, reduces
the smoothing effect of the HMAP approach. The integration
of two coarser levels for the creation of Ψ8 improves the
classification accuracy in comparison to the HMAP estimation
on Ψ6 by reducing the missed detection rate (i.e., the percentage
of reference pixels of C+ that are erroneously detected as U or
C−). However, the OER is slightly higher in comparison on
the HMAP on Ψ4. In comparison to the number of levels of Ψ,
H has a greater influence on the classification accuracy of the
HMAP approach, which improves with an increasing H .

Looking at the results of the hybrid Markov image model,
the following points can be stated: In comparison to the HMAP
results, the hybrid Markov model generates a much lower
OER for all parameter settings in the range of H = [12−26].
This increase of accuracy is related to the integration of
spatial-contextual information into the labeling process using
noncausal Markov modeling. However, there are significant
differences in the OER caused by the parameter settings and
the graph structure. At H = 12, the OERs are very similar, and
they exhibit values in the interval of 7.89% (Ψ8/γ5) and 8.45%
(Ψ6/γ1). At this position, the greatest increase in accuracy
in relation to the HMAP approach can also be stated. With
an increasing H , the difference between the maximum and
minimum OER increases, and it reaches the highest differ-
ence (1.58%) at H = 32 between 8.70% (Ψ4/γ5) and 7.11%
(Ψ8/γ1−5). Hence, for H > 26, the classification accuracy of
the hybrid Markov model for Ψ4 and Ψ6 is nearly similar to
the OERs of the HMAP approach. It is obvious that, with an
increasing H , the number of levels of Ψ gains importance and
leads to significant differences in classification accuracy. In
contrast to HMAP estimation, the accuracy improves with an
increasing number of levels.

The decrease of the OER with an increasing H , which has
been stated for the HMAP estimation, can only be observed for
the hybrid Markov model for Ψ8. However, the influence is not
as pronounced as in the HMAP approach, and the accuracies
are nearly identical in the range of H = [18−28] for (Ψ8/γ3),
(Ψ8/γ5), and (Ψ8/γ1−5), with an interval between 7.39%
and 7.58%.

The highest classification accuracies over all trend lines are
reached for Ψ8. Additionally, trend lines for (Ψ8/γ3), (Ψ8/γ5),
and (Ψ8/γ1−5) offer nearly identical OERs, which are indepen-
dent from the parameters chosen. This can also be stated for the
trend lines for Ψ6 in the range of H = [12−26]. In contrast,
the results derived for Ψ4 are more sensitive to the selection
of γ.

The highest overall accuracies are reached between H =
[14−32] by (Ψ8/γ1−5), with OERs in the range of 7.75%
(H = 4) and 7.11% (H = 32). These accuracies are up to
1.5% higher than the HMAP results. Also, for Ψ4, the lowest
OERs can be observed using γadapt in the whole range of
H = [12−32], while at Ψ6, the generation of the lowest OER
by (Ψ6/γ1−5) is replaced at ≥ H = 24 by (Ψ5/γ1). In contrast,
the lowest accuracies are reached using γ5, particularly for Ψ4

and Ψ6.
It can be concluded that an increasing number of levels in

the graph enhance the classification accuracy and decrease the
influence of the remaining parameters on the results.

Fig. 7. Performance of the hybrid Markov model in dependence of H and L
on all objects of S1 as well as of S1

sub-1 and S1
sub-2.

The change map of Ysub is shown in Fig. 4, derived for Ψ8,
with H = 24 and γ1−5. The map shows a coherent change area
caused by the receding flooding. Since no quadtree structure,
but an irregular graph, has been used in the processing, no block
artifacts are visible in the map. Most errors occur at the border
of the flood surface, and they are predominantly misclassified
as class U . On the one hand, these are related to the flooded
vegetation, which shows nearly similar radar cross sections
between t1 and t2, and, on the other hand, to a slight decrease of
the flood extent between the acquisition of the orthophotos and
the SAR data at t1. False alarms are very sparse, and they occur
predominantly in urban areas. These errors could be further
reduced by methods integrating elevation information into the
labeling process [25], [38].

Performance: The HMAP estimation is a very fast tech-
nique due to its noniterative inference on irregular hierarchical
graphs. The performance depends on the number of nodes S
of Ψ and, therefore, on H1 as well as on L. This results in a
fixed computational complexity per site, i.e., the computational
effort increases linearly with a decreasing S. Accordingly, the
performance of the HMAP approach (H1 = 12) on Ψ4 (S =
181 250) is ∼37% faster than that on Ψ8 (S = 286 900) and
∼34.5% faster than that on Ψ6 (S = 272 200). In contrast, the
computational efficiency on Ψ8 at H = 12 (S = 286 900) is
∼86.2% higher than that at H = 32 (S = 39 500).

In comparison, the noncausal MRFs are characterized by
an iterative minimization of an energy function. In a per-
pixel application, the MAP estimation must be computed on
Ysub for all elements (∼ 6.43 ∗ 106 pixels) in each iteration.
In that case, the ICM algorithm achieved convergence after
12 iterations (Vsp = 8 and γ = 2.0). Using the ICM algorithm
on irregular planar graphs, the performance of this noncausal
MRF approach is strongly increased due to the following facts.

The decomposition of an image by H leads to a strongly
reduced number of elements integrated into the MAP estima-
tion. When applied to the whole irregular planar graph with
O1, this number decreases with an increasing H from 103 350
(H = 12) to 20 780 (H = 32) (Fig. 7).

A strong increase in performance is reached by restricting
the ICM algorithm to O1

sub-1, derived in Section II-D using
the HMAP labeling approach. The value of O1

sub-1 shows
∼16.5%–23.5% of O1. The difference between O1 and O1

sub-1
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decreases with larger values of H (Fig. 7). Therefore, the
performance increase is particularly significant on images de-
composed by a small value of H . O1

sub-1 decreases continually
with an increasing H , which is nearly independent on Ψ4, Ψ6,
and Ψ8. The highest values of O1

sub-1 in the range of 27 250
(H = 12) and 4890 (H = 32) are achieved for Ψ4. In contrast,
the lowest values of O1

sub-1 are generated for Ψ6. This results
from the integration of additional intermediate levels into the
graph structure, which favors increased identity of the class
labeling of a node at S1 and its ancestors.

Additionally, after the first ICM iteration, O1
sub-1 is further

decreased to O1
sub-2 for an increase of the processing time

(Fig. 7). Objects with no common border to the other elements
of S1

sub-1 are removed from the MAP estimation since they can
only change their labeling in the first iteration. This reduces the
object number in the subsequent iterations to ∼5.5%–10.0% in
comparison to O1.

In addition to the number of nodes O1, checked by the
ICM algorithm for a possible label change, the performance
of the hybrid Markov model further depends on the size of
the neighborhood system Vsp and the speed of convergence. In
pixel-based applications, usually, four- or eight-neighborhood
systems are used. However, on irregular planar graphs, the
average size of Vsp is nearly similar for all computations, with
a range of 3.5–3.9 neighbors per MAP estimation. With an
increasing H , the average size of Vsp slightly reduces.

The ICM converges independently of the chosen parame-
ters in three to four iterations. This is a strong decrease in
comparison to 12 iterations of a per-pixel application of the
MAP estimation on Ysub. The mean number of iterations of the
ICM with γ (1.0, 3.0, and 5.0) and γadapt (1.0–5.0) processed
on Ψ4, Ψ6, and Ψ8 over H = [12−32] shows that the fastest
convergence is reached by using γadapt in 3.30 iterations. This
value increases by the use of constant values of γ (γ = 1.0 :
3.45, γ = 3.0 : 3.78, and γ = 5.0 : 3.93). The use of γadapt

shows that the adaptation of γ to confidence maps can be
effectively applied to reduce the number of iterations and also
to increase the classification accuracy.

When applied to Ysub, the described hybrid Markov approach
takes ∼25 s of processing time on a hierarchical graph with
eight levels and a total number of 9 ∗ 104 nodes (CPU details:
Intel Xeon 5460 Core Duo @ 3.16-GHz processor with a
3-GB RAM). The HMAP estimator accounts for ∼70%, and the
noncausal Markov model accounts for ∼30% of this time. The
generation of the graph takes more processing time (∼60 s).
In contrast, the automatic thresholding approach only requires
∼30 s in deriving thresholds from the entire NCI data.

IV. CONCLUSION

In this paper, an unsupervised method for the extraction of
flood-induced change areas in multitemporal SAR data has
been presented. The experimental results obtained on a bitem-
poral TerraSAR-X data set of South West England, with an
overall error (OER) of the class C+ of ∼7.5%, confirm the
effectiveness of this approach.

A tile-based parametric thresholding approach under the
GG assumption is successfully applied to an NCI image to

automatically solve the three-class change detection problem
in large-size data with small a priori class probabilities within
a short time. The thresholding result is used in initializing a
hybrid context-based model, combining causal with noncausal
Markov image modeling on automatically generated irregular
hierarchical graphs.

The integration of the hierarchical context in the labeling
process is accomplished by the adaptation of HMAP estimation
using Markov chains in scale. The supplementary integration
of spatial-contextual information in the classification using
noncausal MRF modeling leads to an increase in accuracy of
up to 1.5% in comparison to the HMAP estimation.

To decrease the computational demand of noncausal Markov
models, the energy minimization process is defined as the MRF
approach, which is applied on the finest tree level to a restricted
region specified by the use of confidence maps.

Due to its high accuracy and fast performance, this unsuper-
vised hybrid change detection approach is useful for operational
rapid mapping activities. It is important to note that, although
this method has been presented in the specific context of
the analysis of flood-induced change areas, it could be used
in any change-detection application. Additionally, it has been
successfully used for flood detection in single-polarized single-
temporal SAR data. For future work, it would be an interesting
topic to investigate the integration of elevation information into
the process of extracting flood-related changes in feature maps.
Therefore, methods using digital elevation models for improved
flood detection [25], [38] have to be modified and adapted to
this application.
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Abstract: In this contribution, a hybrid multi-contextual Markov model for unsupervised 

near real-time flood detection in multi-temporal X-band synthetic aperture radar (SAR) 

data is presented. It incorporates scale-dependent, as well as spatio-temporal contextual 

information, into the classification scheme, by combining hierarchical marginal posterior 

mode (HMPM) estimation on directed graphs with noncausal Markov image modeling 

related to planar Markov random fields (MRFs). In order to increase computational 

performance, marginal posterior-based entropies are used for restricting the iterative  

bi-directional exchange of spatio-temporal information between consecutive images of a 

time sequence to objects exhibiting a low probability, to be classified correctly according 

to the HMPM estimation. The Markov models, originally developed for inference on 

regular graph structures of quadtrees and planar lattices, are adapted to the variable nature 

of irregular graphs, which are related to information driven image segmentation. Entropy 

based confidence maps, combined with spatio-temporal relationships of potentially 

inundated bright scattering vegetation to open water areas, are used for the quantification 

of the uncertainty in the labeling of each image element in flood possibility masks. With 

respect to accuracy and computational effort, experiments performed on a bi-temporal 

TerraSAR-X ScanSAR data-set from the Caprivi region of Namibia during flooding in 

2009 and 2010 confirm the effectiveness of integrating hierarchical as well as  

spatio-temporal context into the labeling process, and of adapting the models to irregular 

graph structures. 
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1. Introduction 

Spaceborne synthetic aperture radar (SAR) remote sensing is currently the most effective 

technology for a regular observation of the Earth’s surface. By analyzing multi-date images, it is 

possible to get a synoptic view of temporal land-cover/land-use behavior. This is of particular 

importance in disaster management for the detection of abrupt changes caused by natural catastrophes 

like earthquakes, hurricanes and tsunamis, as well as for the monitoring of events characterized by a 

longer temporal evolution such as flooding and forest fires. SAR plays a particularly important role in 

flood mapping, due to its near all-weather/day-night capabilities and its effectiveness to detect 

inundation beneath different kinds of vegetation canopies [1-3]. 

A large portion of the activations (~46%, current as of August 19, 2010) of the International Charter 

of Space and Major Disasters (http://www.disasterscharter.org) are related to flood situations. At the 

same time, the number of SAR sensors that allow monitoring inundations with a high temporal and 

spatial resolution has strongly increased. For this reason, automatic methods are necessary to generate 

detailed flood maps on a near real-time basis to support decision makers as well as humanitarian relief 

organizations during disaster management. It can further be useful to create maps, which show the 

probability of correctness related to the classification results. This supplementary information source 

may be important for performance evaluations of hydrodynamic models. 

Many techniques have been presented to identify change areas in remote sensing data [4,5]. The 

two most common image change detection algorithms are labeling of feature maps (e.g., difference 

images [6], normalized difference images [7], ratio data [8], and log ratio data [9]) and comparison of 

individual classification maps [10], usually called Post-Classification Comparison (PCC). In contrast 

to the classification of feature maps, PCC can provide a complete matrix of change directions. 

However, its performance naturally depends on the accuracy of each single classification map. It is 

therefore of great importance to integrate the temporal dimension into the classification process in 

order to improve results in terms of accuracy and reliability [11,12]. 

Markov random fields (MRFs) [13,14] represent an effective and theoretically well established 

probabilistic model for integrating different types of contextual information (e.g., spatial, hierarchical, 

and temporal) into the image labeling process. MRFs have also been adopted for an improved 

extraction of changes in remote sensing data. Spatial Markov modeling is applied to feature maps in 

several studies (e.g., [9,15,16]). A Markovian model considering spatial as well as hierarchical 

contextual information is presented by [7]. Several methods are proposed to integrate only 

temporal [12,17], as well as spatio-temporal [11,18,19], information into the Markov model for 

classification improvement. 
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The application of MRFs in image analysis is predominantly accomplished by using noncausal 

(e.g., [9,11,16,19-24]) and planar causal models (e.g., [15,23,25]) on regular planar lattice-based 

graphs. These models have the disadvantage that they must be applied to all pixels in the image. This 

results in an enormous computational complexity, which is more pronounced using noncausal MRFs 

due to their iterative nature of inference, in contrast to the non-iterative character of planar causal 

models. In addition, only a small neighborhood is considered in the labeling process.  

In contrast to noncausal or planar causal models, hierarchical causal Markov models have the 

capacity to capture the intrinsic hierarchical nature of remote sensing data. These models can be 

applied in a non-iterative way on simple regular structures of quadtrees [26-31] or on more complex, 

however still regular, trees which try to overcome the blockiness of the classification result that is 

related to the nonstationarity of MRFs on quadtrees [26,32].  

In just a few works in image analysis, Markov modeling is related to irregular graphs, whose 

elements have a strong correlation with real objects or areas of the Earth’s surface: Feitosa et al. [12] 

use planar graphs for multi-temporal classification based on fuzzy Markov chains. In [33], hierarchical 

marginal posterior mode (HMPM) estimation is applied to a Multiscale Region Adjacency Tree, 

however without consideration of the altering relationship between parent and child nodes in the graph 

architecture. This is taken into account by [7], who adapt hierarchical maximum a posteriori (HMAP) 

estimation to irregular graphs. This work also presents a framework for the supplementary integration 

of spatial context into the labeling process in a time-efficient manner. This is accomplished by using 

noncausal Markov modeling on a restricted region of the finest tree-level specified by confidence 

maps derived from the HMAP labeling result. Even if the integration of spatial context results in an 

increase in accuracy, the applied noncausal Markov model is not adapted to the irregular nature of the 

planar graph. 

This paper presents an unsupervised method for improved near real-time flood and change detection 

in multi-temporal TerraSAR-X data using a hybrid generative Markov model (Figure 1). The specific 

objectives are: (1) the combination of automatically initialized causal and noncausal Markov image 

models for integrating hierarchical as well as spatio-temporal context into the labeling process of the 

classes “Water”, “No water” and “Potentially flooded vegetation”; (2) the adaption of these models to 

irregular hierarchical as well as planar graphs; (3) the use of entropy-based confidence maps, derived 

in conjunction with hierarchical marginal posterior mode (HMPM) estimation, to restrict the noncausal 

Markov modeling step to regions that have been probably misclassified by the causal Markov model, 

and to generate flood possibility (FP) maps. 
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Figure 1. Block scheme of the proposed workflow. 

 

2. Methodology 

2.1. Automatic Graph Construction 

The multi-level representation of an image Y can be represented as a connected graph ΨL with L 

levels composed of a set of nodes S, where each node s apart from the root r has a unique parent 

node s-
 (Figure 2(a)). A descendant node originating from s is denoted as node t. The set of nodes can 

be partitioned into different scale levels, S = S1  S2 … SL. The level decomposed by the lowest 

homogeneity parameter is S1, and the coarsest level consists of only one node Sl = {r, l = L} (Figure 2(a)). 

Several differences can be determined between the regular structure of quadtrees and irregular 

hierarchical graphs: in contrast to the predefined architecture of quadtrees, which are represented by 

four equally sized child objects per parent object, the number and size of child objects per irregular 

parent object vary as a result of an information-driven segmentation. Therefore, the number of nodes 

of the whole graph cannot be estimated before image segmentation is accomplished. This is related to 

problems of over- or under-segmentation. Considering the intra-scale dependencies, it can be stated 

that, in contrast to regular planar lattices, the size and number of the elements vary, as well as the 

border length between the center and the adjacent objects in a spatial neighborhood system of an 

irregular planar graph. These characteristics must be taken into account when generating the irregular 

graph and when applying the Markov models to this tree structure. 
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Figure 2. (a)  Three-level independency graph corresponding to an irregular tree-structure. 

Left circles represent labeling of classes “Water”, “No water” and “Potentially flooded 

vegetation” (PFV), right circles represent the observations at each node s. (b) Irregular 

planar graphs of Yt1 and Yt2 with spatial Vsp and temporal Vtp neighborhood systems of 

center node s and its spatially and temporally adjacent objects q at t2. 
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For the automatic generation of the hierarchical graph according to user demands, the procedure 

described in [7] is adopted: First, several subsets of the SAR image are automatically selected to 

describe the heterogeneity of the SAR data. In the next step, a pre-segmentation of the subsets is 

performed by the fractal net evolution approach [34]. The homogeneity parameter is estimated, which 

leads to a decomposition of the entire image with average object sizes of the segments at each level, 

which come close to those intended by the user. This is accomplished by generating a database, which 

contains models describing the relationship between homogeneity parameter and object size according 

to data of different SAR sensor types and image contents. Finally, this model is selected for creating 

the whole graph which best fits to the pre-segmentation result. 

2.2. Markov Image Modeling 

Context is an essential information source for the analysis of remotely sensed data. Its necessity 

gains in importance with increasing spatial resolution of the data. The use of context means that each 

image element is not treated in isolation but as part of a spatial pattern. MRFs have been found to be 

useful tools for integrating different types of context into the classification process. In the following, 

two different Markov models are described: A causal model using a hierarchical marginal posterior 

mode (HMPM) estimation on two separated irregular hierarchical graphs, and a noncausal model 

leading to a bi-directional exchange of spatio-temporal information between multi-temporal planar 

graphs, represented by the finest levels of the hierarchical tree. Additionally, a hybrid model is 

proposed, which combines the HMPM estimation with the noncausal model for integrating 

hierarchical as well as spatio-temporal context into the labeling process in a time efficient manner 

using confidence maps. 
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2.2.1. Causal Markov Modeling on Irregular Graphs 

Problem Definition and Statistical Modeling 

For the set of nodes of an irregular hierarchical graph, two sets of random variables X = (Xs)sS, 

Y = (Ys)sS, called “random fields” are considered. Each Xs takes its values in a finite set of M classes 

Ω = {ω1, ωi,…, ωM} and each Ys takes its values in .  As common in Bayesian modeling, the labeling 

problem is then to estimate the “best” unobserved realization X = x given the observed realization 

Y = y, where y = (ys)sS is the observed image element. 

Assuming a first-order Markov chain on a directed independence graph, where the conditioning for 

each node in Sl(l ≠ R) reduces to a dependence on its parent node in Sl+1, as well as a standard site-wise 

factorization for the observation model P(y|x), the joint distribution factorizes as a product of local 

functions [27]: 





rs

ssr xxPxPyxP )()(),( 
Ss

ss xyP )(   (1) 

where P(xr) are the root prior probability, {P(xs|xs-)}s≠r are the parent-child transition probabilities and 

{P(ys|xs)}sS are the data conditional likelihoods. 

Model Parameters 

For the definition of the prior model P(Xs│Xs-) on the graph, the Potts-like distribution is used 

in [26], which favors likeliness of the labeling at s and s-. In this work, the computation of an  

inter-scale transition probability matrix is proposed. This matrix contains the transition probability of 

each class combination between levels Sl and Sl+1 (l ≠ R-1) as the ratio of the area assigned to class ωj 

at Sl and ωi at Sl+1 among the area of all elements assigned to class ωj at Sl. At root r, a uniform prior 

probability with a value of 1/M is chosen. 

The conditional likelihoods P(ys|xs) of each node are modeled as Gaussian mixtures, defined by the 

scale dependent parameter vector θi
l = (μi

l, σi
l), with mean μi

l and standard deviation σi
l of class i at 

level l. For the estimation of the initial class statistics, an automatic parametric tile-based thresholding 

procedure [7,35] under the generalized Gaussian assumption is used to estimate threshold values τ1 

between the classes “Water” and “No water” as well as τ2 between the classes “No water” and 

“Potentially flooded vegetation (PFV)” in large-size SAR data with small class a priori probabilities in 

a time efficient manner. The threshold computation is accomplished by using a generalized Gaussian 

Kittler and Illingworth (GG-KI) thresholding algorithm [36,37] on a small number of tiles of the entire 

image Y selected according to the probability of the tiles to contain a bi-modal mixture distribution of 

the classes to be separated. The computed values of τ1 and τ2 are then applied to each level of the graph 

to derive θi
l.  

Inference 

One of the most interesting aspects of this model lies in the possibility to reach exact inference of 

the labels by computing the maximum a posteriori (MAP) P(x|y) and marginal posterior mode (MPM) 
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probabilities P(xs|y) using an extension of the Viterbi algorithm [38] as well as the Baum algorithm [39] 

on Markov chains in scales [27,28]. The cost function associated to the MAP criterion is 

   ',ˆ1',ˆ xxxxC   (2) 

with estimated and true class label x̂  and 'x , and the Kronecker delta function δ. Equation (2) 

penalizes the discrepancies between configurations without considering how different these 

configurations are. The cost function  

    


Ss s s
xxxxC ',ˆ',ˆ   (3) 

accounts for this aspect and leads to the following Bayesian MPM estimator, which associates the 

most probable class given all the data to each node (Table 1): 

Table 1. HMPM estimation on irregular hierarchical graphs. 

Preliminary pass: At this downward recursion, the marginal priors P(xs) are computed for each s: 

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s
x ssss
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Bottom-up sw eep: The distribution of each xs and couple (xs, xs-) given all the data of the 
descendants (incl. ys) is provided: 
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Top-down sw eep: The complete marginal posteriors are reassembled from the partial marginals 
computed at the bottom-up sweep: 
Initialization (r): 

)()( )(rdrr yxPyxP   

)(maxargˆ yxPx rxr r
  

Recursion (s  SL-1… S1):  
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)(maxargˆ yxPx sxs s
  

The weighting factor φHMPM takes into account the proportion of the spatial extent of a child node s 

to its predecessor s- during the computation of the site-wise partial marginal posteriors P(xs|yd(s)) within 

the bottom-up pass.  
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2.2.2 Noncausal Markov Modeling on Bi-Temporal Planar Graphs 

Spatio-Temporal Markov Model 

Noncausal Markov models are, in contrast to hierarchical approaches, able to incorporate  

intra-spatial context between adjacent nodes of an undirected graph as well as temporal information 

into the labeling process. In the following, the pixel-based spatio-temporal Markov model proposed 

in [11] is reformulated and adapted to irregular planar graphs. In contrast to a uni-directed “cascade” 

approach [40] analyzing a sequence of images in chronological order, this model accomplishes an 

iterative mutual exchange of information between a sequence of multi-temporal images. 

For the sake of simplicity, a bi-temporal sequence is considered consisting of two registered images 

Yt1 and Yt2, which are acquired at times t1 and t2, respectively. Each image is represented by an 

irregular hierarchical graph and labeled according to the HMPM estimation. For the application of the 

spatio-temporal model, the lowest levels of both graphs are synchronized by intersecting the two 

segmentations in order to retrieve equal object borders at t1 and t2 (Figure 2(b)). 

The sets of possible labels for the related planar graphs are Λ = {λ1, λi,…, λN} at t1 and 

Ω = {ω1, ωi,…, ωM} at t2. In the following, the labeling of Yt2, given Yt1 and Λ is considered. The 

optimal labeling of all image elements according to the MAP decision criterion is characterized by an 

enormous computational complexity. The processing demand can be substantially reduced by 

modeling the conditional prior probability of image elements within a local neighborhood associated 

with a clique system, which is a subset of adjacent image elements in a neighborhood system. 

According to the Hammersly-Clifford theorem [41], describing MRFs-Gibbs equivalence, the 

combination of the MAP estimation with MRFs makes the classification task equivalent to the 

minimization of the Gibbs energy function U expressed in the following relation: 
 tpspss XXyxU

tpspss ZXXyxP ,,,1 exp),,(   (4) 

where Z is a normalizing factor called the partition function and Xsp and Xtp are subsets of the labels of 

the respective images in predefined spatial Vsp and temporal Vtp neighborhood systems. The Iterated 

Conditional Modes (ICM) algorithm [42] represents a computationally moderate solution of the 

MRF-MAP estimates, converging to a local, but usually sufficient minimum of Equation (4). 

Assuming that the contribution of spatial and temporal context is separable and additive, the Gibbs 

energy function to be minimized for node s by the ICM algorithm can be formulated as 

  )()()(,,, 
tptpspspdatatpspss

UUUXXyxU   (5) 

where γsp and γtp control the influence of spatial and temporal context into the flood detection process, 

respectively. Assuming conditional independence of y given x, the data term Udata can be formulated as: 

  isssssisdata XyYPyYXU   ln),(  (6) 

The single-time posterior probabilities are modeled as Gaussian mixtures using class statistics 

derived from the HMPM estimation on the irregular graph. The spatial Usp and temporal Utp energy 

functions can be expressed as: 
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Index δ is the Kronecker delta function, which is, according to a pair-wise clique system (s-q) 

between center node s and a spatially or temporally adjacent object q (Figure 2(b)), equal to 1 if 

ωi = ωj or ωi = λi, respectively, and zero otherwise. Due to the fact that, in contrast to lattice-based 

graphs, the number of neighbors in Vsp and Vtp varies on irregular planar graphs, the amount of the 

spatial and temporal energy may vary significantly in relation to the spectral term. To equalize the 

influence of the spectral and temporal terms in the ICM estimation over the whole planar graph, an nth-

order spatial neighborhood system Vsp-sim is simulated, so that for example a first-order system contains 

four elements q. The temporal neighborhood system Vtp-sim is identical to Vsp-sim. However, since it 

considers the central object, it contains one additional element (Figure 2(b)). 

In order to account for the varying size of the objects in the irregular neighborhood system Vtp, the 

weighting factor φtp is integrated, considering the spatial proportion of the respective classes in Vtp: 

    
tptpitp

VAXA ,   (9) 

In addition, the weighting of the spatial energy function by φsp accounts for the varying border 

length between object s and q in the irregular neighborhood system Vsp: 

      2,
ispspisp

bVAXA    with  
i

i q sbqsbb


 ,  (10) 

where bωi describes the ratio of the shared border length of objects labeled to class ωi with an adjacent 

object q to the total border length bs of s. The greater the size of an object q and the higher the 

common border to s, the more weight is given to this object at the computation of Usp. 

The same formulations of the MRF related to Equations (6–10) can be generated for image Yt1. The 

mutual approach couples the two MRFs of the bi-temporal data-set using the ICM algorithm. Starting 

from an initial labeling produced by the HMPM step, the preceding classification of one image is 

exploited to update the labeling of the other image at each iteration, and vice versa, until convergence. 

For an extension of this bi-directional approach to a sequence of more than two images, the reader is 

referred to [11]. 

Estimation of Temporal Transition Probabilities 

The only term that considers correlation between data in (8) is P(ωi│λi). It represents the transition 

probability from class λi at t1 to class ωi at t2. It is an element of the so-called transition probability 

matrix (TPM), which can be calibrated from expert’s knowledge using ground truth or historic data [11] 

or estimated directly from the image data using for example the “compound classification rule” [43,44]. 

This method involves finding the optimal pair of classes (ωi, λi) for each pair of image elements based 

on the Bayes rule for minimum error. In this work, the method of [44] is used, which replaces the TPM 

by a joint probability matrix (JPM), and is adapted to an irregular graph structure. The method uses an 
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iterative fixed-point EM (Expectation-Maximization) -like algorithm [45] for estimating the temporal 

correlation of multi-date images represented by joint class probabilities P(ωi, λi). The elements of the 

related JPM of size N x M are computed recursively for k iterations until convergence is reached 

according to: 
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P0(ωi, λi) is initialized by (N x M)-1 and O is the number of objects of the planar graph. The a priori 

probabilities P(ωi) and P(λi) are derived by computing the relative occurrence of each class according 

to the respective HMPM estimation. The factor φjpm = As/Acard(s) considers the irregular nature of the 

planar graph by weighting the influence of each object according to its relative spatial extent in 

relation to the entire scene. The following normalization generates values of the JPM, summing up 

to 1: 
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2.2.3. Hybrid Multi-Contextual Markov Model 

The knowledge of marginal posteriors P(xs|y) allows to access the degree of confidence for each 

node s by computing the marginal posterior entropy Es [28]: 

     yxPyxPyxE is
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

log  (13) 

Based on this formulation, a confidence map can be computed for the whole graph. Higher entropy 

values are indicators of misclassifications of s [46]. These confidence maps are used for the 

combination of the hierarchical causal and the spatio-temporal noncausal Markov model by restricting 

the ICM algorithm presented in (4) to values of Es greater than a defined threshold TE. This decreases 

the computational effort since the spatio-temporal context is only integrated for the label estimation of 

a limited number of elements of the sub-area S1
sub-1. After the first iteration, this number can be further 

reduced by restricting the ICM algorithm to objects sS1
sub-1 with a common border to other elements 

greater TE. 

2.3. Generation of Flood Probability Maps 

A quantification of uncertainty in the labeling of each image element can be valuable for flood disaster 

management and performance evaluation of hydrodynamic models. Recently, Schumann et al. [47] used 

inundation possibilities derived from multi-algorithm ensembles for calibrating flood models. In this 

work, entropy-based confidence maps are used created from the final labeling result of ωWater and ωPFV 

for the generation of a five-class flood possibility (FP) map. Fuzzy theory is used to transform the 

entropy values to fuzzy memberships in the interval [0,...,1] (Figure 3). Full weight (FP1) is given to 

nodes s  ωWater and s  ωPFV with Es lower than the mean entropy Ēωi of ωWater and ωPFV, respectively. 

Objects with entropies between Ēωi and the maximum entropy Ėωi are assigned to four different 
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possibility classes (FP2-5) according to a linearly decreasing fuzzy membership function. The fuzzy set 

of ωPFV is combined with additional membership values taking into account spatial as well as temporal 

relationships of s  ωPFV from the final classification; e.g. full weight is given to objects with Es ≤ 

ĒPFV, labeled to a different class at Δt and neighboring elements s ω Water. In contrast, elements 

without contact with other flood objects and exhibiting no class change over time are given a lower 

degree of membership, since these objects exhibit a reduced likelihood of being inundated (Figure 3). 

Figure 3. Fuzzy sets for the generation of FP maps using MPM entropies and 

spatio-temporal labeling information. 
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3. Experimental Results 

3.1. Data-set Description 

In order to carry out an experimental analysis aimed at assessing the performance of the proposed 

approach for a real test case, a bi-temporal data-set consisting of two TerraSAR-X ScanSAR scenes 

with 8.25 m pixel spacing in range and azimuth direction is used (Figure 4(a,b)). The study area of this 

work is the Zambezi floodplain situated in the Caprivi Strip in north-eastern Namibia, which is 

regularly affected by flooding related to heavy seasonal rainfalls. Both images, which were acquired 

on April 11, 2009 and April 20, 2010, show large scale inundations with a higher flood level in 2009. 

Since both data-sets were acquired in an identical orbit with similar ordering options (HH-polarization, 

incidence angle range of 27.1°–36.6°), no major system-related differences are present.  

In both data-sets, in comparison to the surrounding dry land, open water areas appear dark due to 

specular reflection of the incident radar signal. In contrast, flooded vegetation causes very distinct and 

bright signatures. Indeed, X-band SAR has a strongly reduced ability to detect inundation beneath 

dense vegetation such as forest due to increased canopy attenuation and volume scattering in 

comparison to the longer C-, and L-band signals (e.g., [48]). In this study area, however, the emergent 

vegetation is mainly composed of foliated shrubs and grassland, whose structure admits a  

multiple-bounce effect, in which the penetrated radar pulse is backscattered from the water surface and 

lower sections of the vegetation. This causes a high signal return [49]. For simplicity, most flood 
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mapping algorithms only consider open water areas. This, however, results in an underestimation of 

the flood extent if the flood plain is interspersed with emergent vegetation. Digital elevation models 

(DEMs) have been used effectively for detecting flooding beneath vegetation [35,50]. However, since 

the study area is characterized by a low topographic variability, and a high resolution DEM was not at 

our disposal within this study, no such information could be used to optimize classification results. 

For validation purposes of the water extent in each SAR scene, two optical images from the 

RapidEye satellite of April 14, 2009 and April 22, 2010, with a spatial resolution of 5 m, were 

available. The time-offset relative to the SAR data was three days and two days, respectively. 

However, due to the stable flood conditions, no critical change in the flood extents was observable 

between the SAR and optical data-sets. For this reason, the RapidEye scenes were used to create a 

reference map for each date for a small sub-area (256 × 256 pixel) of the eastern part of Lake Liambezi 

by visual interpretation and manual digitalization of the open water and flooded vegetation areas. High 

resolution optical images of historic flood events were available in Google Earth for cross-checking 

the validation mask.  

3.2. Results and Discussion 

In this section, the effectiveness of the proposed multi-contextual hybrid Markov model is 

evaluated by investigating the influence of (1) using irregular graphs, (2) adapting the Markov models 

to these irregular structures, and (3) combining hierarchical causal with noncausal Markov modeling 

on irregular graphs. Additionally, the results of the HMPM and HMAP estimation are compared.  

For this purpose, several classification results were generated for the chosen reference areas of Yt1 

and Yt2 by applying different models to regular and irregular graphs (Table 2). R-T-ICM considers the 

pixel-based integration of only spatio-temporal information into the labeling process. The sole 

integration of hierarchical context is accomplished by R-HMAP and R-HMPM on a quadtree as well 

as by I-HMAP and I-HMPM on an irregular graph, without considering the weighting of the child 

objects in relation to their parent nodes. The non-weighted hybrid Markov model is represented by R-

HMAP-ICM and R-HMPM-ICM on a quadtree as well as I-HMAP-ICM and I-HMPM-ICM on an 

irregular graph. In contrast, I-HMAP-ICM-w and I-HMPM-ICM-w consider the variable structure of 

hierarchical and spatio-temporal neighborhood systems of irregular graphs.  

Identical threshold values of τ1 = 50.7 and τ2 = 50.0 for Yt1 as well as τ1 = 134.1 and τ2 = 163.2 for 

Yt2 derived by the automatic thresholding approach mentioned in Section 2.2.1 are used for the 

initialization of each model. The regularization parameters γsp and γtp are fixed to 1 during the 

experiment. A real (regular graph) and simulated (irregular graph) first-order neighborhood system is 

used in the noncausal Markov model, which is only applied to objects with an entropy value greater 

than the average entropy Ē of Yt1 and Yt2, respectively. The hierarchical model at times t1 and t2 is 

accomplished on graphs with eight levels. Therefore, on a quadtree, the smallest objects are defined on 

S1 by 2 × 2 pixels. Accordingly, S1 is partitioned into 16,384 nodes. Due to the fixed decrease of 25% 

of the object number between adjacent scales, the total number of nodes of the tree is 21,845. The 

irregular graphs are built with a relative object number of ~50% between Sl+1 and Sl. The finest levels 

of Yt1 and Yt2 are partitioned into ~2,000 homogeneous segments. This results in a total object number 
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of the respective graphs of ~4,300. After synchronizing the segmentations of the two planar graphs, 

both levels S1 are represented by ~12,000 nodes. 

In order to assess the performance of the different classifiers, the “Overall Accuracy” (OA) measure 

is used, which is the percentage of correctly classified pixels in relation to the total number of pixels 

(Table 2).  

The experimental results show a nearly identical mean OA of 79.5% for Yt1 and 80.1% for Yt2, 

averaged over all algorithms (Table 2). The non-hierarchical R-T-ICM method provides OA similar to 

these average values and significantly outperforms the HMAP, HMPM and HMAP-ICM estimation on 

the quadtree as well as the HMAP-w estimation on the irregular graph. However, the R-T-ICM method 

is accompanied by a strong computational demand, since it is iteratively applied to every pixel in the 

images within six iterations until convergence is reached. 

Table 2. Overall accuracy of different models according to graph structure chosen. Index 

“w” marks methods which consider a weighting in the classification according to the 

irregular nature of the graphs. 

Regular (R-) Irregular (I-) 

Time Plana

r  
Quadtree Hierarch ical  

 

 T-ICM HMAP HMPM 
HMAP-

ICM 

HMPM-

ICM 

HMAP-

w 

HMPM-

w 

HMAP-ICM-

w 

HMPM-ICM-

w 

HMAP-

ICM 

HMPM-

ICM 
Mean

t1 79.90 77.08 78.50 77.62 80.30 77.80 79.67 80.39 82.97 78.63 81.78 79.5

t2 79.77 73.80 76.97 78.11 81.04 76.23 80.86 82.48 86.33 80.07 85.20 80.1

It can clearly be seen that the results established with the HMPM estimates show higher OAs than 

methods that are related to the HMAP approach. The difference is ~1.4% to 2.7% for Yt1 and more 

distinct for Yt2 with values between ~2.6% and 5.1%. Among the two hierarchical estimators, the 

HMPM estimator is more time consuming due to the higher computational complexity in the top-down 

pass. However, it offers the possibility to compute confidence maps based on MPM entropies. 

In comparison to the hierarchical modeling results, the OA is consistently higher when taking into 

account the bi-directional exchange of spatio-temporal information within the ICM algorithm. The 

increase in accuracy is in the range of ~1.0% to ~2.5% for Yt1 and significantly higher for Yt2 with 

values of 3.3% to 6.8%.  

If one considers the graph structure in the multi-contextual hybrid Markov modeling result, it is 

notable that the non-weighted models I-HMAP-ICM and I-HMPM-ICM are more efficient for Yt2 with 

OAs ~2.0% and ~4.2% higher than the quadtree-based models R-HMAP-ICM and R-HMPM-ICM. In 

contrast, for Yt1, the respective OAs are only increased by ~1.0% and ~1.5%. By adapting the hybrid 

models (I-HMAP-ICM-w and I-HMPM-ICM-w) to the irregular graph structures, a further increase in 

accuracy can be stated for both images compared to the non-weighted models I-HMAP-ICM and  

I-HMPM-ICM. Highest OAs of ~83.0% for Yt1 and ~86.3% for Yt2 are both related to the proposed 

method HMPM-ICM-w, which offers an accuracy increase of ~2.7% and ~5.3%, respectively, 

compared to the quadtree-based model R-HMPM-ICM. This can be explained by reduced 
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discrepancies in the labeling process using homogeneous irregular objects instead of quadratic 

segments, which are characterized by a higher probability to contain mixtures of different classes. 

Additionally, in contrast to noncausal Markov modeling on a regular planar lattice, spatially larger 

neighborhood systems can be considered. This is associated with a fast convergence of the ICM 

algorithm within four iterations. Besides the increased accuracy, the computational demand of the 

hierarchical models on irregular graphs is reduced by a factor of about five in comparison to quadtrees 

due to the lower number of nodes (~4,000 vs. ~21,845). Likewise, the application of the ICM 

algorithm is characterized by less computational complexity on irregular planar graphs due to the 

reduced number of nodes at S1 (~12,000 nodes) in comparison to the finest levels (16,384 nodes) of the 

quadtrees, despite the fact that additional weighting parameters must be computed. 

When applied to the sub-area of Yt1 and Yt2, the proposed multi-contextual Markov model takes 

35 s of processing time on two irregular hierarchical graphs with eight levels and a total number of 

respectively ~4,300 nodes (CPU details: Intel Xeon 5460 Core Duo @ 3.16-GHz processor with a  

3-GB RAM). The generation of the hierarchical graph and the HMPM estimation account for ~45%, 

the estimation of the temporal transition probabilities and the application of the ICM estimator require 

~55% of this time. The execution of the proposed method on irregular hierarchical graphs is ~60% 

faster than on quadtrees with eight levels, even if the generation of the irregular graph is more time 

consuming and a weighting of the nodes must be taken into account. 

The incorporation of contextual information has a smoothing effect on the final classification 

results, by screening out isolated segments of a certain class in homogeneous regions (Figure 4(c,d)). 

Errors mainly occur due to an underrepresentation of the open water area at the land-water boundaries. 

This is due to the coarser resolution of the ScanSAR data in contrast to the RapidEye reference data 

and the high sensibility of the radar signal to protruding cyperaceous vegetation at the river-banks, 

which prohibits the perceptibility of a distinct waterline. As is shown in Table 3, this effect is more 

pronounced at Yt1 (UA: 78.9%) than at Yt2 (UA: 93.2%), where smaller water areas are present. 

However, producer accuracy (PA) reaches more than 93% for both dates. Highest errors are related to 

the misclassification of image elements of class “PFV” to “No water”. These errors are mainly caused 

by flooded vegetation areas with a dense canopy, which prohibits multiple-bounce effects. This results 

in an attenuated signal return and an underestimation of the class “PFV”. This effect is more 

pronounced at t2 with an UA of class “PFV” of ~50.0% which is ~20.0% lower compared to that at t2. 

If one combines the classes “Water” and “PFV” to one single class “Flood”, the supplementary 

consideration of bright scatterers into the labeling process enhances flood mapping accuracy (UA) 

from 33.9% to 73.8% at t1 and from 62.2% to 78.9% at t2. The large difference of the UA of class 

“Flood” between both dates results from the fact that the proportion of open water areas is 

significantly higher at t2 due to a higher flood level. This causes a complete submersion of protruding 

vegetation areas which act as strong scatterers at t1. The main flood areas exhibit a high probability to 

be classified correctly according to the FP maps (Figure 4(e,f)). Smaller, more isolated open water 

areas are marked by a higher classification uncertainty given the HMPM estimation. 

Presumably, the application of the proposed method to C- or L-band SAR data would result in a 

higher detectability of flooding beneath vegetation. However, as the contrast between open water and 

land areas is most distinct in X-band SAR data, a lower classification accuracy of the class “Water” 

may be expected using SAR systems of greater wavelength. 



Remote Sensing 2010, 2             

 

2254

Figure 4. TerraSAR-X data-sets for Caprivi/Namibia (center coordinate: 17°56′44″S, 

24°22′34″E) on (a) April 11, 2009 and (b) April 20, 2010; Classification results derived by 

using the IR-HMPM-ICM-w model (c, d); FP maps (e, f). 

 

Table 3. Accuracy matrices for the labeling result of HMPM-ICM-w on an irregular graph 

at t1 and t2 (PA = Producer Accuracy, UA = User Accuracy). 

  Reference 
Date Classified Water No water PFV  UA [%] 
T1 Water 11129 2857 115 14101 78.92 

 No water 541 30261 1895 32697 92.54 
 PFV 236 5511 12991 18738 69.32 
  11906 38629 15001 65536  
 PA [%] 93.47 78.33 86.60 OA [%] 82.97 

     Khat [%] 71.69 
 
T2 Water 21240 1486 61 22787 93.21 

 No water 145 29673 1546 31364 94.61 
 PFV 744 4976 5665 11385 49.67 
  21610 38038 5888 65536  
 PA [%] 95.98 82.18 77.90 OA [%] 86.33 

     Khat [%] 77.20 
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4. Conclusion 

In this work, the problem of unsupervised flood detection in SAR data using a hybrid  

multi-contextual Markov image model on irregular hierarchical graphs is addressed. Experimental 

results obtained on a bi-temporal TerraSAR-X ScanSAR data-set for Caprivi/Namibia confirm the 

effectiveness of combining automatically initialized causal hierarchical with noncausal spatio-temporal 

Markov models with respect to accuracy and computational performance.  

The incorporation of hierarchical context into the labeling process is accomplished by a hierarchical 

marginal posterior mode (HMPM) estimation using Markov chains in scale. The supplementary 

integration of spatio-temporal context is applied by an iterative bi-directional information exchange 

between elements of two consecutive planar graphs of a time sequence. This processing step is 

restricted to elements which offer a certain probability to be wrongly classified according to marginal 

posterior-based entropies. 

It is shown that the application of this hybrid model on irregular graphs helps to reduce 

classification errors and computational demands in comparison to modeling on the regular graph 

structure of quadtrees. The adaption of this model to the variable nature of irregular hierarchical and 

spatio-temporal neighborhood systems leads to a further increase in accuracy. Furthermore, it is 

demonstrated that HMPM estimation outperforms results generated by hierarchical maximum 

a posteriori (HMAP) estimation. 

The incorporation of inundated bright scattering vegetation areas into the classification scheme 

results in a significant enhancement of flood mapping results. Entropy-based confidence maps 

combined with spatio-temporal relationships of potentially flooded vegetation to open water areas are 

used for the quantification of the uncertainty in the labeling of each image element in flood 

possibility masks.  

For future work, additional information such as digital elevation models (DEMs) could be used to 

extend the fuzzy sets describing flood probabilities in areas with terrain of sufficient variability. 
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6 Summary and outlook 

Flood situations seem to become more frequent and destructive in many regions of the 

world. A rising awareness of the availability of satellite based cartographic information has 

led to an increase in requests to corresponding mapping services to support civil-protection 

and relief organizations with disaster-related mapping and analysis activities. Due to the 

rising number of satellite systems with high revisit frequencies, a strengthened pool of SAR 

data is available during operational flood mapping activities. This offers the possibility to 

observe the whole extent of even large-scale flood events and their spatio-temporal evolution, 

but also calls for automatic near real-time flood detection methods, which should drastically 

reduce the user input required by an active image interpreter. 

The aim of this thesis was the development of methods for the near real-time derivation 

of detailed flood parameters from the new generation of high resolution X-band SAR satellite 

imagery. These data are, in comparison to data from conventional medium-resolution SAR 

sensors, characterized by an increased intra-class and decreased inter-class variability due to 

the reduced mixed pixel phenomenon. Assuming smooth to moderately roughened water 

surfaces contrasting with the surrounding land areas, hydrologic parameters such as flood 

extent, flood-related backscatter changes as well as flood probabilities are derived in a 

completely unsupervised way. For this purpose, automatically initialized multi-contextual 

models on irregular hierarchical graphs are used, which consider that semantic image 

information is less represented in single pixels but in homogeneous objects and their mutual 

relation. 

In chapter 5.1, an automatic tile-based thresholding approach is developed, which 

solves the flood detection problem in large-size single-temporal SAR data with small a priori 

class probabilities in near real-time. Combining global and local scene statistics out of the 

entire SAR image, a small number of square tiles is automatically selected, which seem to be 

useful for the derivation of threshold positions between the pixel-populations of classes 

“Water” and “No water” due to clearly separated class distributions. Using tile-inherent 

information, parametric thresholding algorithms are adopted for the computation of the class-

separating gray-level position which causes the minimum classification error according to the 

Gaussian distribution assumption. Mathematical combination techniques of (sub)histogram 

derived local thresholds as well as (sub)histogram merging strategies are applied for the 

calculation of one global threshold value. This method has been effectively extended in 

chapter 5.2 for thresholding of global histograms consisting of a mixture of three class 
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distributions by parameterization of local bi-modal class-conditional density functions with 

generalized Gaussian (GG) distributions. This parametric model is well adapted to 

approximate a large number of symmetric, leptokurtic and platycurtic distributions. It has 

been successfully used for deriving the thresholds between the classes “Positive change” and 

“Unchanged” as well “Unchanged” and “Negative change” in multi-temporal feature maps 

such as normalized change index (NCI) data (chapter 5.2) as well as for separating between 

“Water” and “No water” as well as “No water” and bright scattering “Potentially flooded 

vegetation” (chapter 5.3) in amplitude imagery.  

The threshold values are used for the initialization of the class statistics of different 

contextual object-based classification algorithms: In chapter 5.1, an alternating multi-scale 

image decomposition and thresholding process is developed, which combines the advantages 

of three different hierarchical levels into the per-parcel classification scheme by restricting 

automatic flood detection of small- and medium-scale image objects to regions neighboring 

large-scale flood segments. This causes a compact core flood area with fine detailed flood 

objects at the land/water boundaries. In chapter 5.2 and 5.3, a hybrid Markov random field 

(MRF) model is developed on SAR images represented by irregular hierarchical graphs, 

which integrates scale-dependent as well as spatio- or spatio-temporal contextual information 

into the classification process in a time efficient manner.  

Causal Markov model have the capacity to capture the intrinsic hierarchical nature of 

remote sensing data and to incorporate long range label relationships. Inference is obtained 

using hierarchical maximum a posteriori (HMAP) or hierarchical marginal posterior mode 

(HMPM) estimation. To avoid over- or under-segmentation of the SAR data, the graph 

structure is generated fully automatically by modeling the decomposition parameter of each 

segmentation level according to image content, sensor type and acquisition mode. The 

supplementary integration of spatio- or spatio-temporal context is accomplished by noncausal 

MRF modeling. To decrease the computational demand of the Iterated Conditional Modes 

(ICM) algorithm, the iterative energy minimization process is only applied to a restricted 

region of the finest level of the graph defined using HMAP- or HMPM-based confidence 

maps. The Markov models, originally developed for inference on regular graphs structures of 

quadtrees and planar lattices, are adapted to the variable nature of irregular graphs, which are 

related to information-driven multi-scale image decomposition. 

Experiments performed on TerraSAR-X StripMap data of Southwest England and 

ScanSAR data of north-eastern Namibia during large-scale flooding have revealed that per-

parcel classification proves superior to pixel-based context-insensitive procedures. Further, 
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the incorporation of multi-contextual information and the modeling of the mutual 

relationships between networked homogeneous objects efficiently enhanced classification 

accuracy and reliability by screening out isolated segments of a certain class in homogeneous 

image regions while still preserving geometric details in the image. 

It could be demonstrated that hierarchical causal Markov models are effective tools for 

modeling the hierarchical context of X-band SAR data for flood detection as well as change 

detection purposes. Even if the HMPM estimator is computationally more demanding than the 

HMAP estimator, it was found to be more suitable in terms of classification accuracy. 

Further, it offers the possibility to compute marginal posterior entropy-based confidence 

maps, which were used for the generation of flood possibility maps expressing the uncertainty 

in labeling of each image element. The supplementary integration of intra-spatial and, 

optionally, temporal contextual information into the Markov model resulted in a reduction of 

classification errors. As the monitoring frequency of flood situations can be intensified using 

the increasing number of highly revisiting SAR sensors in orbit, the incorporation of the 

temporal dimension by iteratively exchanging bi-directional information between elements of 

two consecutive planar graphs of a time sequence may gain in importance. 

It was observed that the application of the hybrid multi-contextual Markov model on 

irregular graphs was able to reduce classification errors in comparison to modeling on regular 

graphs structures of quadtrees. This resulted from reduced discrepancies in the labeling 

process using homogenous irregular objects instead of quadratic segments, which are 

characterized by a higher probability to contain mixtures of different classes. Also the 

computational performance of the hybrid Markov model was higher on irregular graphs, as 

the number of nodes is significantly lower than on quadtrees.    

An additional increase in classification accuracy could be achieved by adapting the 

formulation of the Markov models to the variable nature of irregular hierarchical and spatio-

temporal neighborhood systems. Further, it was found that the graph structure and the chosen 

model parameters have a significant influence on the labeling result. An increasing number of 

levels in the graph enhanced classification accuracies and decreased the sensitivity of the 

remaining parameters such as mean relative object number of each graph level and the choice 

of the regularization parameters, which control the influence of the spatial and temporal 

context into the labeling process. 

Generally, the obtained results confirm the effectiveness of the contextual approaches 

over smooth to moderately roughened open water areas within rural areas. A low land/water 

contrast caused by strongly roughened surface prohibits the automatic delineation of flood 
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zones. However, this effect mostly occurs on sea surfaces and large inland water bodies such 

as lakes and can be mitigated through data acquisitions in HH polarization. 

In urban regions classification errors are amplified due to strong backscattering effects 

of anthropogenic structures and shadowing, layover and foreshortening effects on buildings. 

X-band SAR systems are generally not suited for detecting flooding under dense vegetation 

canopies such as forests due to the low capability of the X-band signal to penetrate into 

media. However, in chapter 5.3, the applicability of TerraSAR-X data for detecting flooding 

beneath shrubs and grasses in the Caprivi region of Namibia due to enhanced double bounce 

effects between the water surface and lower parts of the vegetation was demonstrated. 

Furthermore, in chapter 5.1, a method has successfully been developed which combines high 

resolution topographic information with multi-scale segmentation to enhance the mapping 

accuracy in areas consisting of flooded vegetation and anthropogenic objects as well as to 

remove non-water look-alike areas. 

Even if results were satisfying, in future work it would be desirable to extend the 

presented automatic thresholding approach by a method which reacts more flexibly to the 

variable distribution of classes in heterogeneous multi-modal SAR image histograms using 

generalized mixture models. Within this context, El-Zaart & Ziou (2007) present the GGBL 

system, which uses four parametric distributions (Gaussian, Gamma, Beta, and Log-Normal) 

for modeling inhomogeneous SAR histograms consisting of separable modes that follow 

different statistical laws. Also the classification performance of the presented hybrid Markov 

approach, which models the conditional likelihoods at each node of the graph as Gaussian 

distribution, could possibly be improved by using more complex data models. However, as 

more parameter will have to be estimated for the parameterization of the class-conditional 

density functions, one has to trade off increasing classification accuracy against reduced 

computational performance. 

In terms of flood detection, it would be an interesting topic to compare the developed 

hybrid Markov random field model with discriminated random fields (DRFs) (Kumar & 

Hebert 2003, Kumar 2005), which recently have become popular for classification tasks with 

the introduction of conditional random fields (CRFs) (Lafferty et al. 2001). Several authors 

report improvements of the CRFs over MRF-based generative models (e.g. Kumar and Hebert 

2003, He et al. 2004, Yuan et al. 2007). Generally, MRFs are used in a probabilistic 

generative framework modeling the joint probability of the SAR data and its corresponding 

labels using Bayes rule (Geman & Geman 1984, Li 2009). On the contrary, the discriminative 

approach offers the capability to model the posterior distribution directly as a MRF without 
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estimating the prior and likelihood individually (Yuan et al. 2007, Li 2009). DRFs allow 

capturing arbitrary dependancies in the observed data without resorting to any model 

approximations. This is enalbled by relaxing the restrictive assumption of conditional 

independance of the observed data typically used in the MRF framework for computational 

tractability (Kumar & Hebert 2003), which forces simplifying assumptions to get a factorized 

form of the likelihood model (Kumar 2005). Additionally, the interaction potentials in DRFs 

can be a function of labels and observations, while in the generative framework the prior term 

is only based on labels (Yuan et al. 2007, Li 2009). According to theses advantages, DRFs 

appear promising tools for rapid mapping purposes. 

Since most of the casualties and economic losses during inundations occur within urban 

areas, flood mapping within these areas is of high importance. However, just a few studies 

tackled the topic of SAR-based flood detection in urban areas due to the complexity of radar 

geometry and scattering mechanisms within these regions. Recently, Mason et al. (2010) 

proposed a supervised method to perform flood mapping in the town of Tewekesbury, UK, 

combining TerraSAR-X StripMap data with a high resolution digital surface model. In future, 

methods would be desirable which automatize this approach. The application of repeat-pass 

SAR Interferometry (InSAR) could become an effective tool to support flood detection in 

urban areas, since interferometric phase differences over water areas, which maintain 

coherence due to double bounce scattering between water surfaces and buildings, may be used 

to derive water-level changes from multi-temporal data. 

At the end of 2010, single-pass interferometry will be possible through the TanDEM-X 

mission. The short-baseline interferometric measurements will enable the generation of 

detailed coherence maps, which will be useful for flood mapping activities as in comparison 

to repeat-pass interferometry, non-water areas will offer higher coherence due to lower 

temporal decorrelation. Therefore, it would be an interesting research topic to adapt the 

proposed hybrid Markov model to the automatic multi-contextual analysis of coherence maps. 

Using X-band SAR, monitoring of flooding beneath vegetation is limited to short 

vegetation such as shrubs and grasses. Future L-band SAR missions such as TanDEM-L will 

have high potential for the derivation of flooding beneath forest canopies with high spatial 

resolution. 

Continuing improvements in spatial, spectral, radiometric and temporal resolution can 

be expected for future remote sensing systems. However, there is still need to improve and 

update existing methodologies to extract the relevant physical parameters required for 

operational rapid mapping activities in terms of disaster and crisis-management support. 
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