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Zusammenfassung

Einige der spektakaksten Beobachtungen unserer Milchstrasse zeigen die fitarea Struk-
turen in der Umgebung von heissen massereichen O-SterodaldSdiese Sterne beginnen zu
leuchten, ionisiert ihre ultraviolette Strahlung das ubegele Gas und erzeugt eine heisse Hll-
Region. Das erhitzte Gas expandiert in die umgebende kaltekdlovolke. Die dabei entste-
hende Schockwelle komprimiert das kalte Gas in diedligen Strukturen. An den Spitzen
dieser Strukturen entstehen neue, massere Sterne. Bis heute ist digépise Entstehung dieser
Regionen nicht voll§indig verstanden.

Ziel dieser Arbeit ist die Simulation dieser Entwicklunghamd hydrodynamischer Metho-
den. Dazu wird ionisierende Strahlung in einen SmoothetidRaHydrodynamics (SPH) Code
namens VINE, der vollgindig OpenMP-parallelisiert ist, implementiertiirkdie Berechnung
der lonisation wird angenommen, dass die betrachtete Ragiaveit von dem Stern entfernt
ist, dass die Strahlungaherungsweise plan-parallel eintrifft. Zaohst wird die Eintrittsiche
in gleich grosse Strahlen unterteilt. Dann wird die lon@aentlang dieser Strahlen propagiert.
Die neue Implementation ist voléstdig parallelisiert und &gt den Namen iVINE.

Zuerst wird anhand mehrerer Tests tieereinstimmung von iVINE mit bekannten analyti-
schen losungen gezeigt. Danach wird der durch lonisation indteigravitative Kollaps einer
marginal stabilen Sgdre untersucht. In allen drei simulierteallen mit unterschiedlichem ein-
fallenden ionisierenden Fluss kollabiert die 8 Zugtzlich kann die beobachtete Tendenz,
dass ingere Sterne weiter entfernt von der Quelle der lonisaidatehen, beitigt werden.

Desweiteren werden Simulationéber den Einfluss ionisierender Strahlung auf turbulente
Molekulwolken durchgdihrt. Hier zeigt sich, dass die beobachteten, komplexeuktsiren
durch die Kombination von lonisation, Hydrodynamik und @Giaion reproduziert werden
konnen. An den Spitzen der Strukturen wird das Gas stark komgst und kollabiert unter
dem Einfluss seiner Eigengravitation, genau wie beobadBtetchzeitig treibt die ionisierende
Strahlung die Turbulenz im kalten Gas we#ster als bisher angenommen. Anhand von einer
Parameterstudie folgt, dass die entstehenden Struktutesthk von dem jeweiligen Anfangssta-
dium der Wolke zur Zeit der @ndung des O-Sterns afrfigen. Dies ergibt die einmalige Gele-
genheit, zugtzliche Informationeriber Molekilwolken, die ansonsten schwierig zu beobachten
sind, in den von O-Sternen stark illuminierten Regionen halken.

Die Implementation ionisierender Strahlung im Rahmen diBsétorarbeit ermglicht die
Untersuchung der Einwirkung massereicher Sterne auf imgelbung in bislang unerreichter
Genauigkeit. Die durchgéhrten Simulationen vertiefen unser Vénstinis der Wechselwirkung
von Turbulenz und Graviation im Rahmen der Sternentstenegere erstrebenswerte Schritte
waren die genauere Barksichtigung der Khlprozesse innerhalb der Moldkwolke und die
Implementation der Winde massereicher O-Sterne.
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Chapter 1

Introduction

O type stars are the most massive stars in the present dagrsmivl heir masses exceedV9
and their surface temperature is higher than*K. Like other stars they form in molecular
clouds (MCs). Due to their high temperature and mass the &akdbf O stars substantially
affects the parental cloud. On small scales, stellar wimdsdaven into the MC by radiation
pressure on the resonance absorption lines of heavy elemaraddition, the high temperature
surface of O stars emits ultraviolet (UV) radiation thatizas the surrounding gas, creating a so
called HIl region with gas at temperatures of kD By these two feedback mechanisms some of
the most fascinating observed structures in the inteesteledium (ISM) are formed. Among the
most famous observations of the peculiar structures sadiag HIl regions are the Horsehead
nebula (B33) and the pillars of creation in M16 (see Fig. 1Allthese regions share a common
head to tail structure with the head pointing towards thecmof ionization. Within the tips,
star formation is frequently detected. This secondary geio® of stars is likely to be triggered
by the massive star.

HII regions provide a fascinating tool to understand theigaing properties of the ISM.
This is due to the fact that the MCs at the border of HIl regiores laghly illuminated and
lend themselves much easier to observations than quiestést Furthermore, if the intrinsic
properties of the parental MCs determine the size and fundeinproperties of the forming
pillars they work as a kind of magnifying glass on the iniséhge of a MCs. In addition, a
wealth of infrared observations on cores and stars forminglmost any observed pillar-like
structure has become available since the launch of theeB8fzace Telescope. However, a full
theoretical understanding of the formation of these reg@mmd the stars within, as well as the
efficiency and mass range of triggered star formation ismaigsing. Thus, it is the aim of this
work to implement ionizing radiation into a hydrodynamicalde and perform simulations to
further our understanding of this peculiar regions.

The formal structure of this cumulative thesis is as follows chapter 1, the most impor-
tant observations of MCs and HIl regions are reviewed. Cha&pggves the underlying physical
foundation for the treatment of MCs, a derivation of the eigurast of fluid dynamics and a short
review of fully evolved turbulence. In addition, the eqoat of radiative transfer are deduced
and the evolution of an HIl region is outlined. The chapteraacluded by a short review of the
important physical timescales involved. In chapter 3 wesene iIVINE, the implementation of
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Gaseous Pillars - M16 ~ HST - WFPC2

PRC95-44a - ST Scl OPO - November 2, 1995
J. Hester and P. Scowen (AZ State Univ.), NASA

Figure 1.1: The pillars of creation in the Eagle Nebula (M1&ft: The famous Hubble Space
Telescope (HST) image in the optical band. Image creditedtét & P. Scowen, NASA. Right:
A greater subset of the region. The high amount of detailt®fom combining the lines of H
(green),[Olll] (blue) and[Sll] (red). Image credit: Daniel Lopez, IAC.

ionizing radiation into the tree/SPH-code VINE. First, thesic concepts of SPH are reviewed.
We then go on to explain the ray-shooting algorithm and tbeaiton of the ionization degree
in detail. Chapter 4 is the first publicat@urfocusing on the implementation and numerical tests
of the new code iVINE. In addition, first results on the radiatdriven implosion of preexist-
ing, marginally stable spheres into gravitational coleapse presented. In chapter 5 we present
the second paper Here, a part of a turbulent MC is ionized. The ionizatiorsaas a small-
scale driver of turbulence. Furthermore, the resultingphology is remarkably similar to the
observed structures. The third pﬁoqmresented in chapter 6, follows this ansatz. An entire
parameter study is performed, which enables us to diseletéing influence of different initial
conditions on the shape of the structures forming. Besides,formation is detected frequently
in several simulations with the properties of the cores hiatgthe observations. Finally, in
chapter 7 the conclusions are drawn and a short outlook éngiv

1Gritschneder et al. (2009a)
2Gritschneder et al. (2009b)
3Gritschneder et al. (2009c, to be submitted)
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Black Cloud" B68
(VLT ANTU + FORST)

Figure 1.2: Molecular clouds - dark and illuminated. LefttVimage of Barnard 68, a dark
MC of =~ 0.5pc diameter which absorbs almost all background light éndptical band. Image
credit: FORS Team, 8.2-meter VLT Antu, ESO. Right: Combined H8%illa optical image of
a subsection of the Orion Nebula (M42), a MC-ef1l0 pc diameter. The border of this cloud is
illuminated by newly formed stars. Image credit: NASA, ESA,Robberto (STSclI/ESA).

1.1 Properties of Molecular Clouds

Molecular clouds (MCs) are the birthplace of stars. They aseoved on a wide range of scales.
The most massive giant MCs have masses of up ¢&L0and sizes of 10-60pc. They are rather
cold (10-100K) and have average densities of-10°cm 3. At this temperatures and densi-
ties the formation of molecules, mainly molecular hydrodjdy), is possible, which gives these
clouds their name. From an observational point of viewjd-hard to observe. It has no perma-
nent dipole moment, its rotational transitions are weakeuoh its low level excitation states are
at mid-infrared wave-length, which can not be excited byisiohs at the temperatures present
in MCs. Thus, often tracers, such as the CO-molecule are usade & constant ratio of CO
to H over the entire cloud may be doubtable, this does notggviain mass estimates. A more
stable tracer of molecular gas seems to be dust, as the ghstoatio (100:1) is rather constant.
The best measurements are provided by dust absorption tterstg, since these processes are
independent of the dust temperature. These measuremerdsrst need some source, e.g. star
light to absorb or scatter. The contrast between Barnard @8rkacloud with no star formation
detected, and the Orion Nebula, which is illuminated bysstarming at the border, is depicted
in Fig.|1.2. Furthermore, observations in more than two \emgths are desirable to get differ-
ent tracers for accurate column density measurements (GeeLembardi & Alves, 2001). A
sample of the Spitzer observations of M16 in several wagghenis included in Fig. 1.3.
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IRAC [3.6-8B microns) MIPS [24 microns) IRAC + MIPS [4.5-70 microns]

Many Colors of the Eagle Nebula [M16) Spitzer Space Telescope ¢ IRAC * MIPS
MASA / JPL-Caitech / N. Flagey [SSC/Caltech) & the MIPSGAL Science Team s5c2007-01c

Figure 1.3: The Eagle Nebula (M16) in different infrared thsuby the Spitzer Space Telescope.
Again, the three pillars are visible close to the center ohgacture. Left: Dust and stars in small
IR-bands. Middle: Dust temperature. The hot dust, depictgeilow is aligned in a shell-like
structure. Right: Composite image, the dusty cloud surrotimelfieated dust (now depicted in
green). Image credit: NASA/JPL-Caltech/N. Flagey/MIPSG3dience Team.

The observations reveal that MCs are highly turbulent stinest Their velocity dispersioo
scales with the cloud sidesimilar too 0 LY/3, the scaling implied by ideal, incompressible tur-
bulence (seg2.1.3, Kolmogorov 1941). This is called Larson’s scalinigtien (Larson, 1981).
Similar laws apply for the cloud’s mass and the mean denEltg.clouds appear to be turbulent
on scales from the size of the cloud down to molecular clouds@ac Low & Klessen, 2004).
At the length scales of cores, the turbulence is roughly etdinsonic point and in these more
guiescent, dense regions stars are born. Estimates fortdraal velocity dispersion are deduced
from the width of molecular lines and are in the range of a fewsk! (see e.g. Gahmetal.,
2006). As the local sound-speed in the cold clouds is enfy2kms this corresponds to tur-
bulence at levels of Mach 5-20. Models of supersonic turizéeare indeed able to reproduce
the highly filamentary and self-similar nature of MCs quitdlfgee e.g. Padoan & Nordlund,
1999). However, it remains still puzzling how the turbuler@an be kept at such a high level
during the entire lifetime of a MC. This is still a matter of anigg debate.

For a long time MCs were believed to be long-lived equilibristructures with lifetimes of
~ 100Myr. Since they would be stabilized by magnetic fieldarstvould form by ambipolar
diffusion during the entire lifetime of the cloud. Howevehservations of the small stellar age
spread in MCs <€ 1Myr, see e.g. Hillenbrand 1997) challenged this scen&@wthe paradigm
changed within the past years towards a much more dynaniaeidviCs are now believed to be
transient features assembled by large scale flows, whidtoamed by pressure rather than by self-
gravity (Ballesteros-Paredes et al., 1999). These flowsnatig in supersonic turbulence, most
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Molecular Cloud -

Figure 1.4: Left: The morphology of the entire HIl region inlBl Combined picture of &
(green),[Olll] (blue) andSll] (red).Image credit: T. A. Rector & B. A. Wolpa, NOAO, AURA.
Right: Star formation in M16 from Indebetouw et al. (2b07).u8mzs with massive accretion
disks are yellow, and those that in addition likely have nvassenvelopes are red. Candidates
where the circumstellar mass can not be strongly constlaaimagreeﬁ (Indebetouw etal., 2007).

likely driven by a mixture of galactic rotation and superae\l(Mac Low & Klessen, 2004). The
balance of turbulence and gravity then determines the kiaaformation efficiency. In addition,
the observed, strong turbulence would have to be preseatriauch shorter time. Besides, the
small stellar age gradient and the lack of Post-TTauri staits an age> 10 Myr indicate that
MCs are destroyed after-510Myr. Three possible processes should play a major role. her
First, the feedback of the stars formed can tear the parelotad apart (Matznbr, 2002). Second,
the cloud can simply disperse after the initial compressibhis process is quite slow, as the
dispersion should happen roughly at the sound-speed ofoldegas. Third, the cloud may be
disrupted by the turbulent flows that formed it previouslyostllikely the disruption is caused
by a combination of all three processes.

1.2 The Feedback of Massive Stars

As soon as a MC has formed, massive O stars will exert thedtbi@ek onto the parental MCs,
likely triggering or speeding up the subsequent formatibsraller stars. For a very recent
review of the Eagle Nebula see Oliveira (2b08). As itis asedsible in Fig. 1.3 the situation is
highly complex. In the center, there is a hot HIl region, gstisg mainly of ionized hydrogen.
In these regions the observed number densities of the hairgkihe electrons are of the order of
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-steﬂar&wshmk.

] ‘Sﬁgmi ionized gas

S5 | Stationary shell

[_SW 'Si\nnked wind

WE | Wind exhause

Figure 1.5: Left: True color near-IR image of the pillars in18 obtained by
\McCaughrean & Andersen (2002) with ISAAC at the ESO/VLT. JHHKages are shown as
blue, green and red, respectively. It is clearly visiblattimost of the molecular gas is at the
tips of the structures. The insets show detailed clumps awnagy stellar objects. Right: The
three-dimensional dynamic structure of the inner orionuteelas deduced from observations by
O'Dell et al. (2009)

Ne = Nhot &~ 50T 3 (see e.g.\ Lefloch et al., 2002). The adjacent structureslanedintary and
up to two orders of magnitude denser than the average in M@s1H depicts the morphology
of the entire HIl region in M16. Besides the three famous @llalll, there are several other
structures visible. The tips of the pillars contain-160M,, which corresponds to approximately
55— 80% of the total mass of each pillar. This head-to-tail strees can clearly be seen in
Fig. (left column). Inside each pillar, several densmes are visible, with star formation
detected frequently at the tips (e.b. Sugitani etal., ?DB@)cent observations have revealed a
high amount of young stellar objects in M16 (see Fig. 1.Atrigplumn). The observations are
discussed in more detail in the publicatiof4-(6).

There are two main feedback processes. First, the ioniaigtion will heat the surrounding
gas, thereby driving shocks in the cold MC. Second, the radigiressure on the resonance
absorption lines of heavy elements will drive stellar win® the MC. Up to now, it is still
unclear which of the two processes will be more effectivee tThmplex situation in the Orion
Nebula is shown in Fig. 1.5 (right column). In principle, tlomization should reach fast into
the cloud with the speed of light. After the 8tngren radius, given by the volume which can
be immediately ionized by the UV-radiation, is reacheds ttaipid phase ends and the further
evolution is dominated by the hydrodynamic evolution wite sound-speed of the hot gas. Now
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stellar winds, which can reach velocities of up t¢ ks 1, may catch up with the ionization
front. However, these velocities are supersonic even \egpect to the hot gas at a sound-speed
of ~ 12kms 1. Therefore shocks can evolve in the hot, ionized region. nThadiation and
ionization and winds would either drive a shock front togethr one shock front might overtake
the other. Both can be seen in Fig. 1.5 (right column). Hereheneft hand side of the star the
evolution is dominated by the ionization and a stagnatingdwshock closer to the star. On the
right hand side, the ionization and the winds are streamivaydreely. This might either be due
to a combined front as described before or simply due to ttledamolecular gas at this side of
the star. Up to now, it is still not fully understood if windarcbe driven in high density regions.
If not, it would be necessary to arrive at lower densitiesh®yibnization and the onset of stellar
winds would be delayed. Furthermore, the effectivity of dnging of winds depends crucially
on the metallicity in the parental MC. Altogether, the sitaatis so complex, that it can only be
understood by numerical simulations. In this thesis, weiaan the effect of ionizing radiation,
neglecting the effect of stellar winds. Basically, we place imulations in the purely ionized
region between the stationary shell and the cold MC in|Fi§.(dght column).
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Chapter 2

Theoretical Background

In this chapter, the physical foundations for the treatnanitll regions are given. We first
deduce the basics of fluid dynamics. Then, the equationgdddtree transfer and the treatment
for the ionization of a static cloud are derived. After tived, expand this solutions to a dynamical
HIl region. In the end, the relevant physical timescalesived are discussed.

2.1 Fluid Dynamics

First, we show that a molecular cloud (MC) can be treated byrtbans of fluid dynamics. We
then derive the Euler equations. This section is concluded prescription of fully evolved
turbulence.

2.1.1 Mean Free Path and Relaxation Timescales

In order to describe MCs it is first necessary to determine uwtch conditions a gas can be
treated as a continuum. This is only valid if the mean freé mmuch smaller than the size of
the cloud looked at. If the scales are comparable, scagtéas to be taken into account (as e.g.
in the dynamic motion of stars in clusters).
For neutral atoms and molecules the mean free palgiven by
1
~an’
with o as the average cross section for particle-particle saagtemdn as the mean number
density of the cloud (see e.g. Shu, 1991b). Typically= 1 x 10~ 1°cn? for proton-proton
collisions. For a cloud at a density of= 100cnT 2 the mean free path is therefafe= 10'4cm,
which is several orders of magnitude lower than the size ofla M
For charged particles the cross-sectiois infinity due to infinite range of the coulomb force.
Nevertheless, it is possible to estimate the sphere of imfleién which the electrostatic energy
is comparable to the kinetic energy of thermal electronsedfinthg an effective radius:

€5 KT, (2.2)

Ieff

(2.1)
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wheree is the elemental chargé,is the Boltzmann constant arid the electron temperature.
Thus, the cross section for this estimateris= rrZ; and the mean free path can be written as

1 KT
00— 0. (2.3)
Nemr2; — Ne€?

For the ionized, hot gas in an HIl region the electron derisitypically ne = 50cnm2 and the
temperaturdho: = 10°K. With these values, the mean free patlf is 10'2cm. The relaxation
time for electrons to acquire a Maxwellian distribution is

1/2 3/2
trel(e_e) 0 L [l m

G nee? (2.4)

For a more sophisticated treatment including the selfldinig of charged particles see e.g.
Spitzer (1962). Here, the electric potential of an ion attedectrons and repulses ions. From
a statistical point of view the potential gets cut off by apexential factor at large radii. This
factor is determined by the Debye lendth, which is given by

KT

for a plasma consisting of purely electrons and protons. preeise expression for Eq. 2.4 is

then 12
~[0.290\ [ m¢'“(KT)%/2
trel(e_e) - ( InA ) ( nee4 ) (2-6)

where IM\ = 3Lp /rer. From this equation it follows directly that the relaxatitime for protons
at the same number density is

trei(P—P) = (%) étrel(e_ e). (2.7)

In addition, Spitzer (1962) shows that the timescale utitteons and protons reach the same
temperature is given by

trel(e_ p) = (%) trel(e_ e)- (2.8)

For a fully ionized HIl region withne = np = 50cnt 2 this timescales are of the order gy,
10~4yr and 10 2yr, respectively. The mean free path for the collision of electrons is accord-
ing to the more precise treatmdnt 10%cm.

The estimates of the mean free path for neutral and chargédles show that it is valid to
treat the cold gas of MCs as well as the hot gas in HIl regions@smtanuum by the means of
fluid dynamics. Besides, the short relaxation timescalesvalto assume that the distribution of
particles will locally be Maxwellian and can always be désed by a kinetic temperature.
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2.1.2 The Fluid Dynamic Equations

As shown in the previous section, the motions of gas inside M@l regions can be described
by the equations of fluid dynamics. In general, there are ppr@aches to calculate the motions
of a fluid. On the one hand, there is the Eulerian descriptidrere the physical quantities are
treated as functions of the timet fixed positionx. On the other hand, there is the Lagrangian
prescription where the dynamics are calculated by follgwire motions of a fluid element. The
transition from a Lagrangian to an Eulerian prescriptioforsnally given by the change from
the total differential to the partial differentials:

d o0 oJx 0 7}
EZE+E‘&:E+U'D. (2.9)

Since it is more common, the equations are derived for thertan prescription and will be
transformed into a Lagrangian prescription§® as SPH, the numerical method used, is La-
grangian. For the derivation, we follow the approach oetlihy Shu (1991b). We first motivate
the Boltzmann equation (which is also usedi#2.1) and then derive the Euler equations from
it.

The HamiltoniarH of a gas particle with the massand phase-space coordinafgsp) can
be split in a smoothly varying part and a part containingguatar variations, e.g. collisions:

H= Hsmooth"‘ Hirr- (2-10)

In addition, we can define the distribution functibfx, p,t) in a way that the number of atoms
or molecules inside a phase space element is

f(x,p,t)dxdp. (2.11)
The smooth part of the Hamiltonian requires that
f(x,p,t)dxdp = f(x+ udt, p+ Fdt,t + dt)dxdp, (2.12)

i.e. that all particles at a timteat a positiorx with a momentunp experiencing an external force
F will be atx + udt with a momentunp + Fdt at the timet + dt. Taking the irregular part of the
Hamiltonian into account leads to

f(x+ r%dt,p+ Fdt,t + dt)dxdp — f(x,p,t)dxdp = (%) dxdpat. (2.13)
col

Dividing by dxdpdt and then taking the limit gives

af af p of o f
Framta (). (244

the so called Boltzmann Equation.
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To derive equations for the physical evolution of a fluid weltiply Eq. 2.14 by a function
¢ (v) which is any polynomial o and then integrate over all possive

/{cp +ov —+¢F —}d —/qb( )Oldv. (2.15)

If the dimension of the fluid elemehtis much larger than the mean free péatsee2.1.1), there
are exact five conserved quantitggsthe mass, momentum and energy of a particle

p=m, ¢=nv,¢=mvf (2.16)

For these, the collisional term can not contribute to the adiichange and thus

of
/ é (E) _dv=o0 (2.17)

Taking this into account and defining

9) = %/d)dv, (2.18)
with n= [ dv as number density of the gas (cf Eg. 2.11) we can derive fron2Ed
0 0 op,
2 (n(9))+ - (nive)) +nF - (55) —0 (2.19)

since the derivates inandx can be exchanged with the integratiorviE
For the mass conservatign= mand by definingp = nmas the mass density and= (v) as
the mean velocity of the fluid element Eq. 2.19 yields

op 0 ap

ﬁ‘f’& (pu) = E‘FD (pu) =0, (2.20)
which is the continuity equation. In other words, the deseda mass per unit time must be equal
to the out-streaming mass. Inserting the other conservadtiies, momentum and energy into
Eq. [2.19 leads to a set of four linear independent equationsvelve independent variables,
since the higher order terms lead to tensors (@(@.(v-V)) leads to a viscous stress tensor).

To solve this problem a closure relation is needed. In ancmation we can expand the

distribution function as

f="fo+0f+0%fr+... (2.21)
with '
5="r. (2.22)

1To derive the third term the divergence theorem has to be aisédhe assumption thétvanishes faster than
any power ofv for v — o on the thereby created surface.
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This is the so called Chapman-Enskog procedure, for a fudtiment see Lifshitz & Pitaevskii
(1981). Asd < 1 we can assume in lowest order= fp. Substituting¢ with the conserved
quantities in Eqg. 2.19 then gives

dp

ot +0-(pu)=0 (2.23)

%ﬂt(puﬂ)quDPJrF:O (2.24)
Je P

E+U-DE+ED-U_O, (2.25)

with P as the gas pressure aads the specific internal energy. This set of equations igaall
the Euler equations. In combination with an equation oestatlatingo, P ande, which already
has been used in deriving Eq. 2.25, these equations formsadkeet. Denote that this lowest
order approximation takes no viscosity into account, ardetore e.g. no angular momentum
can be transported in a disk. This can be avoided by apprdixignd = fo + df1, which will
then include a viscous stress tensor and thus lead to thdlsd Navier-Stokes-Equations. Since
in the SPH formalism viscosity is included by an artificiadsosity, the Euler equations are the
foundation for this method.

2.1.3 Fully Developed Turbulence

Observations of the ISM show a highly turbulent structure.géneral, turbulence consist of
non-uniform, irregular motions, often with supersonicogiy and thus leading to shocks.
To treat the turbulent motions in a fluid it is adept to define thimensionless Reynolds

number as

vl
Re= —, 2.26
I (2.26)

wherev=| v | is the absolute value of the velocitys the characteristic length apds the kinetic
viscosity of a fluid. Turbulence arises as soon as the Reymoiadber of a fluid is greater than a
critical value Rg;. Experimental tests show that ez 10— 100. Fully developed turbulence is
characterized by irregular variations of the velocity figldime and space. There is no precise
analytical treatment, since turbulence in itself is a hyghbn-linear process. Nevertheless, a
gualitative treatment can be deduced (see e.g. Landau &itzfs966).
The velocity of a fluid is given by
V=Uu+aJ, (2.27)

with u as mean velocity of the flow anal as the current variations. First, turbulent eddies will
arise on length scales comparable to the characterisgcaithe flowl ~ L (e.g. the size of
the MC). Their velocity fluctuations are comparable to thettlations in the mean velocityu.
This is called the driving range of the turbulence, whichharacterized by

|~ L, o ~A\u. (2.28)
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With time, smaller and smaller eddies arise on scaleahich can be seen as substructures of
the driving eddy. Their fluctuations are smaller than in theilg range, but much bigger than
the typical fluctuation of the mean velocity at that lengtalsc

A <L Mhu <k oy <Au. (2.29)
The Reynolds number for any given scale is defined as
Re, — ’\% (2.30)

As long as Rg > 1, viscous effects (and thyg are of minor importance (sé2.1.1). As soon
asA is comparable to the mean free pdtlviscous effects start to dominate and we can define
a smallest scaldo, where Rg ~ 1. This is the dissipation scale, where the turbulent enesrgy
transformed into heat by viscous effects. Altogetheryfdiéveloped turbulence can be described
by three regimes:

¢ the driving regime, where the energy is deposited into theutence A ~ L)
e the inertial regimefo < A < L)
¢ the dissipative regime\(x Agp).

According to Kolmogorov (1941) in the inertial range thedwience can be treated as locally
homogeneous and isotropic. On this scales energy is ng@itbduced nor lost. Thus, the kinetic
energy dissipat@dn an eddyn during the time, has to be constant and is

En V2 V3
e=—0-"=" 2.31
tn tn An ( )

Solving for the velocity gives the Kolmogorov-Law
Vi~ e13AY3 (2.32)

for fully evolved turbulence in ideal, incompressible hydynamics. This corresponds directly
to the Larson scaling for MCs given §1.1. In fact this is surprising, since the ISM is normally
not considered to be incompressible. However, the truerefs this scaling remains yet to be
uncovered. Changing into k-space with! 1/A gives

2 2/3) —2/3

E(k) D V—k” 1 &%

The one-dimensiondl (k) 0 k=3 = kS can be transformed into the three-dimensional equivalent
P(k) O k9. Under the assumption of isotropy it follows thpt= —2+-s. Thus,P(k) O k=113 for
the Kolmogorov-scaling of turbulence.

In numerical simulations the dissipation scagds usually not given by the mean free péth
This is simply due to the fact, that numerical methods areht# to span all orders of magnitude
from the size of MCs down tdg. Therefore, numerical dissipation happens at the resallithit
of the simulations.

— 23753, (2.33)

’Here dissipation means the transport of kinetic energy foom eddy to another, not the conversion of kinetic
energy into heat.
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2.2 Radiative Transfer and lonization

In this section, we derive the equation of radiative tranffem the Boltzmann equation. In
addition, the ionization of a static cloud consisting ofraio hydrogen is discussed.

2.2.1 The Radiative Transfer Equation

To derive the equations of radlative transfer we look at &ibigtion f(x,p,t) of photons with
energyhv and momentunp = %s, wherec is the speed of light anslis the direction of travel.
For this distribution the Boltzmann equation (cf Eq. 2.14)strwold:

of of p Of of
H‘f‘&'a—i—a—p'F—(E) (2.34)
Since the distribution function gives the number of photaith an energyhv the radiative

energy in a phase-space volume is given by
dE, = hvf,(x,p,t)dxdp. (2.35)

Photons traveling with the speedhrough an aredA during the timedt into a directionsand a
solid angledQ will transverse a volumex = cdt(n - s)dA, wheren is the normal vector odA.
On the other hand, all photons in a small frequency intgmal + dv] occupy only a small shell

in momentum spacedp = p?dpdQ = (%")2 (1) dvdQ. Thus, Eq/ 2.35 can be written as (see
e.g. Bodenheimer et al., 2007)

h*v3
dE, = 2 —— fy(x,p,t)dtn - sdAdvdQ (2.36)
and we can define
43
|V(X,S,V,t) = 7f(xapat) (237)

as the intensity, the total energy of photons with a frequéncv + dv] that travel through an
areadA into a solid angl&lQ per unit time, unit area, unit solid angle and unit frequentgrval.
Substituting the intensity and neglecting relativistifeefs & = 0) Eq./ 2.34 gives

aly oly
V(@) e

As before, all changes of the intensity due to collisionshadtpns are summed up rf;

The most important collisional processes of a photon withahergyhv are listed below (%ee
e.g. Carroll & Ostlie, 2006).

e Bound-bound transitions are excitations or de-excitations of the bound electronsnof
atom or a molecule. The electron can either return direotihé ground-state emitting a
photon of energyv or via several intermediate energy levels emitting sevanatons or
lower energy. The resulting photon(s) are emitted into aoamdirection.
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e Bound-free absorptionor photoionization is the ionization of an atom by a photothwi
sufficient energy. We denote the binding energy of the grastate withhvy. Thus, a
photon with energyhv > hvg can unbind the electron, thereby ionizing the atom. The
surplus energy is transferred into kinetic energy of thetpélectron. For atomic hydrogen
hvg = 13.6eV.

e Free-free absorptionis the inverse effect of the so called 'bremsstrahlung’ heicinity
of an ion a free electron can absorb a photon of arbitraryggsnefhe photon energy is
transferred into kinetic energy of the electron, the ion teabe present for energy and
momentum conservation.

e Electron scatteringis the scattering of a photon by a free electron (Thompsoitesta))
or an electron loosely bound to an atom (Compton scatterinigRayleigh scattering).
Since the cross-section for these effects is ten orders ghituale smaller than the pho-
toionization cross-section of hydrogen, electron scafeloes not lead to a considerable
absorption of photons.

As the fourth point can be neglected it is sufficient to focutha first three processes. To
treat the absorption we define the mass absorption coefficjein a way thaidE2PS the energy
absorbed per timet in a frequency intervalv, v + dv| by a volumedAds with the mass density
p from an one-dimensional ray with intensityimpinging perpendicular tdA into dQ, is

dE3PS= K, pl, dQdvdAdsdt. (2.39)
Analogously the scattering coefficieqit is defined as
dES®"= ¢, pl,dQdvdAdsdit. (2.40)

These two effects reduce the energy (i.e. the amount of pepio a ra@. Since the ray-energy
may also be increased by thermal emission by the volume weedbie mass emission coefficient
jv by

dES™ = j,pdQdvdAdsdt. (2.41)

Combining these equations and comparing to Eq. 2.36 thedbtaige of the intensity due to
collisions can be deduced similar to Eqg. 2.37 as

dly col = [Pjv — (Kv + ¢Gv)ply]ds. (2.42)

Taking the time derivative the total change of the intenitycollisions is thus

ol .
(d_tv) =Cjy — C(Ky + Gv)ply, (2.43)
col

3Denote that in this form we already neglect the amount ofatémh scattered into this ray from other rays. For
a more precise treatment see e.g. Shu (1991a)
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sinceds/dt = c for photons. Substituting this into Eq. 2.38 and looking @in@-dimensional
ray in the direction ot gives

10l .
“=2 4 0ly = pjy — (kv +G)Ply, (2.44)

c ot
the time-dependent equation of radiative transfer. Undderassumptions thad,, ¢,, j, and
the intensityl,, are constant over time we can derive the time-independeratieq of radiative
transfer:

Oly = pjv — (Ky +Gv)ply. (2.45)

2.2.2 lonization of a Static Cloud

In the following we derive the ionization equilibrium eqigat for a cloud containing pure hy-
drogen. In principle a hydrogen atom can be ionized by photamby collisions with other
atoms. We neglect the collisional ionization of hydrogen¢s the ionization rate per unit vol-
umeleon = 6.23x 10 1%cm®s Inyne (see e.g. Altay et al., 2008) gives a minor contribution
compared to the UV-flux of a star.

We define the ionization degregx) = ”n%"' = Q—s at a distance from the star. In the non-
equilibrium case the change of the ionization degree isgixethe change of the electron den-
sity, which depends on the difference of the ionization fagad the recombination rafg, i.e.
the surplus or missing number of ionizing photons after #s®mbinations:

dn ldne 1 _
The ionization rate is given by Eq. 2.44 and the photoiofratross section of the hydrogen
atom, the recombination rate has to be determined by loakitige electron distribution and the
cross-section for recombinations of electron with différenergy levels of the ionized hydrogen
atoms.

The energy-level diagram of HI is depicted in Fig. 2.1, thergy levels are described in the
usual quantum mechanic way’( with n=[0,1,2,...], L =[S P,D,F,...]). Allowed transitions
are depicted by the solid lines. As the lifetime of exciteates are of the order 18sto 10 4s
(see e.g Osterbrock, 1959)Nhich is much shorter than the mean lifetime of an H-atomrega
photoionization ofs 10°s in a typical HIl region we can consider all H-atoms to be edghound
state (9. Thus, only photons with an enerdgpy > hvg can ionize hydrogen. The ionization
cross section for the ground state of hydrogen is

4 A (darctarip) /)

1 o279 forv > vy, (2.47)

0y (V) = 6.3 x 10~ 18cm? (%)

where

)
b=1/3 -1 (2.48)

4Only the ZSlevel has a mean lifetime of D2s, since the transitiorf8— 12Sis less likely.
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BAE S

I

Figure 2.1: Partial energy-level diagram of H I. Permittadiative transitions are marked with
solid lines. (Osterbrock, 1989)

With this cross-section the mean free path of photons caretserdined (cf Eq. 2.1)

1

= —nHov(v) (2.49)

which gives close to the Lyman-breék: 103 pc for a typical number densityy = 50cnT 2 in
an Hill region.

The surplus energy of the photons is transferred into larestiergy of the electrons, which
will thus obtain a distribution according to the infallingifl. As we have seen i§2.1.1 the elec-
tron and the ions (protons) will relax into a Maxwellian distition on a timescale of 1Gyr. It
is therefore valid to approximate the ionized plasma orelatignescales by a mean temperature
T. Especially the free electrons can be described by a Masmdllistribution function depen-
dent on the velocity and mean temperature of the electfownsl'). Thus, the recombination
coefficient to a certain levefL of the hydrogen atom can be written as

Oz (H,T) = /OOOVO'nL(H,V)f(V,T)dV, (2.50)

whereoy, (H,v) is the cross-section for the recombination of an electrah ain H-ion. Since
every recombination if followed immediately by a cascadeval®o the ground state, the total
recombination coefficient is the sum of the recombinatiarafblevels

o n-1

atot(T) = ZlLZOanZL(H,T). (251)

With these results we can attempt to solve the equation oétreel transfer (Eq. 2.44).
If we assume the source to be a star during its main-sequiéedarie, we can neglect all time
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dependencies, as we are looking at a static cloud. The clducbnverge towards an equilibrium

solution gfq = 0) and following Eq. 2.46 the ionization rate has to balameerecombination

rate

3= (2.52)

From now on, we neglect the absorption of photons by scagerThis can be motivated,
since only photons witlhv > hyg contribute to the ionization. Therefore, bound-boundgran
tions can be completely neglected. In addition, the cressien for free-free absorption drops
rapidly for higherv and thus this process is of minor importance (Shu, 1991a.enission of
photons by recombinations can be included in the emissjyignd thus it is sufficient to look at
a simplified version of Eq. 2.45

D'v:p(jv—Kvlv)~ (2-53)
We now separate the intensity for the star and the diffusgrooent

ly = 1413, (2.54)

Since the stellar photons are only emitted inside the stiaicfwis assumed to be negligible small)
Jy = 0 and the intensity is given by

Ol = pryl?, (2.55)
with the solution
15(x) = 15(0)e~ TV X, (2.56)
Here, we defined /
T(V,X) :/OX p(X)kydx (2.57)

as the optical depth along a ray at a distarnéem the source. Replacing the intensity by the
number of photons with enerdw per unit time and unit arelg;, = k',—(/ givesE

Fo(x) = Fyoe % (2.58)

for the photon flux at a positior, whereF , is the total number of photons emitted by the star
per unit time and area at a frequency 7

We now look at the diffuse part of the intensi§ff. At a typical temperature of = 10°K
the amount of ionizing photons by thermal emission is négkg All photons with an energy
hv > hvy emitted are therefore due to direct recombinations of elastto the ground level with
a probabilitya1(T). Therefore, the number of ionizing photons per volume hasetequal to
the number of recombinations to the ground state (cf Eq.)2.46

[ee]

Pjv.ddv = nyneas(T), (2.59)

Vo

SThis is again along a one-dimensional ray. In three dimessibis would have to be the average over all solid
angles. In addition, there is a geometrical dilution fa¢torr?) =2 in FJ (x).
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wherejy g = % In an optically thick medium the diffuse photons will be atized elsewhere
in the medium. Thus, the number of emitted diffuse photongskgthe number of ionizations
by diffuse photons, i.e. all diffuse photons will be confitedhe nebula. If we assume that the
same assumption holds locally, we obtaily 4 = 0 and with Eq. 2.53 it follows that

v.d
Foa= JKL (2.60)

v

whereF, g = 'ﬁ’—‘j’ This is the so called 'On-The-Spot’-Approximation. It telexactly, if all

emitted diffuse photons are absorbed immediately in thectisurrounding. This is a quite good
approximation, since the emitted photons have eneigies), therefore large cross-sectiooig
(cf Eq.[2.47) and thus a small mean free path.

With these results we can go back to Eq. 2.46. The number dbfmzations has to be
equal to the number of recombinations to all levels

[ee]

pKyFydVv = Ny Nedior(T), (2.61)
Vo
whereF, = rlTVv again. We splif, in a part from the star and a diffuse part and use Eq. 2.60

00 00

pkyFydv+ [ pjy.ddv = NHjNelior(T). (2.62)

Vo Vo

With Eq. 2.59 it follows that

/V PKFdV = N Ne [attot(T) — a1(T)] = N et (T), (2.63)
0
where
o n—1
ag(T) = aa (H,T) (2.64)
nZZLZO "t

is the recombination coefficient to all levels but the growtate. Combining Eq. 2.58 with

Ky = ¢ = "otoy andny = (1—n)ny gives

(o]

(L)) | HOVF; g8 dv = neq()icia(T). (2.65)

Vo

for the ionization equilibrium $2 = 0).
Since the cross-section for the photoionization peaksgtyoat hvy and then levels off

quickly we assume the flux to be monochromatic. Thms, 1, andF; can be approximated

by

f\j’; avF; odv

G— G (2.66)

/

r= [ 60 e () (2.67)
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and °
J|_y = FV70dV, (2.68)

Vo
the average cross section, average optical depth and geoizing flux of the star. For a fixed
temperature of the hot gag = ag(T) it follows that

(1 Neq(X)) 0Ny € " = Neq(X)nfae (2.69)

is the simplified prescription of the ionization equilibmufor a monochromatic flux. In the case
of a homogeneous density distribution this equation canobeed numerically and gives the
precise shape of the ionization front. For the case of pfarallel radiation this is performed in

§4.3.1.

If we expand the treatment to the non-equilibrium case isied from Eq. 2.69 and 2.46 that
the change of the ionization degree is given by

& (@ n()Fhye T (0% mas. (2.70)

This equation is used to calculate the evolution of the iatin degree numerically (s€8.2.2).
Altogether, this equation was derived using the followipgm@ximations:

e The cloud consists of pure hydrogen.
e Collisional ionizations are neglected.

¢ All hydrogen atoms are in the ground state, since the tiansitimes between different
energy levels are very short.

e The flux of the star and the diffuse emissivity are constast time.

e The scattering of photons is neglected, as the free-fre@rptisn cross-section for ionized
photons drops quickly and the electron density is low.

¢ All ionizing photons emitted after recombinations are absed immediately in the direct
surrounding ("On-The-Spot’-Approximation).

e The ionizing photons are assumed to be monochromatic ashibipnization cross-
section peaks at the Lyman break and then levels off quickly.

e The entire HIl region has a constant temperature.
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2.3 Evolution of an HIl region

Let us now consider the evolution of the ionization front idymamic hydrogen cloud, where
the density is not constant. In general, the evolution cadivided into two phases:

e Afirst phase, characterized by the rapid expansion of thieation front. This phase hap-
pens on timescales, which are comparable to the recomtiinttnescaléec. Therefore,
the evolution is so fast that the gas can not react to its @aseré pressure and the evolution
is similar to the case of a static cloud ($22.2).

e A second phase, which starts as soon as the hot gas reagshigher temperature and
expands into the cold surrounding cloud. Since the exparsiwers the density of the
hot gas, less photons are used up to compensate the recdiorerad the ionization can
penetrate further into the neutral cloud. This phase lagtitthe hot and the cold gas are
in pressure equilibrium or until the O star finishes its ma@gruence lifetime.

2.3.1 The Stbmgren-Sphere

In the initial phase of rapid expansion the entire volumeciitan be kept from recombinating
by the star, is ionized. This is the so calleddtigren-Sphere (Simgren, 1939). Integration of
EqQ. 2.65 over a volumaV gives

Juy = Ven?as, (2.71)
sincefj*(1—n)nyoe Tdr =e 10 —e T = 1. This means that the entire flux of the star has to

be used up in a volumé by recombinations. Here, it is assumed that the spherelysifuiized
(n =1). Solving for the radius of this sphere gives

Rs:( Sy )3. (2.72)

4rmZ ag

The position of the front while approaching the equilibriveduer (t) is given by

dr A3
4nr,2an—t' :JLy—T'nﬁaB, (2.73)

which can be motivated by e.g. Eq. 2.70. Solvingrfi¢t) and then integrating gives

nit) =rs (1—et/trec)%, (2.74)

wheretec = is the recombination timescale. This is discussed in mata&lder the plane-

nHa
parallel case |.
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2.3.2 Jump Conditions for lonization Fronts

We will now derive the jump conditions for ionization frontsider the assumption of a thin
shocked layer. This is valid, since the front itself is onfga mean free-paths thick & 103 pc,
see§2.2.2). If we assume the ionization of a homogeneous medignprtoblem is spherically
symmetric and we can therefore use an one-dimensional apipi(see e.g. Shu, 1991b). We
place ourselves in the frame of the ionization front and ¢etiwe quantities in the hot, ionized
gas with the subscript 2 and in the cold, neutral gas withabsaript 1. During both evolutionary
phases the mass (Eq. 2.23) and the momentum (Eq. 2.24) doedssnt has to be conserved

P1V1 = P2V2 (2.75)
PL+p1Vi = P+ poV5. (2.76)
If T, andT, are assumed to be constant the pressure is
KTy 2
PLo=p1285, = s 2.77
12 = P1,23812 = P12 Hioe (2.77)

with a; » as the isothermal sound-speed of the gas. For pure atomiodsthe mean molecular
weights argu; = 1.0 andu, = 0.5, respectively. Eq. 2.76 can be written as

P2(85+V3) = py(a +V5). (2.78)

substitutingv, from Eq. 2.75 gives the quadratic equation

P2\’ p
aj (—2> — @+ \2=0 (2.79)
P1 P1
with the solutions L
P2 . 2 | Vi
% gz D108 = (280)

Physical meaningful solutions arise only if the square-r®aot imaginary, hencé(v%) = (a% +
Vv2) —4a3v4 > 0. The roots off (v2) = 0 are

vR:asz/a%—a%zZaz (2.81)

2
a
_ 2_ 2.
Vp=a— /a5 —-ai~ . (2.82)
2a3

The approximations hold as long a§‘>> a%, which is always true in HIl regions. Thus, there
are two physical meaningful solutions. We call them R-typafifor

V1> VR (2.83)
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and D-type front for
Vi1 < Vp (2.84)

for reasons that will be explained shortly. Denote that
VRVD = & (2.85)

and
VR + Vp = 2a,. (286)

With these relations Eq. 2.80 can be rewritten as

p2 _v2 1 2 2 \(\2 _\2
T2 (VWD + VD) 4/ (V2 —VB) (V2 —\2)] . 2.87
g (o) £ R ) 287)
We call the front R-critical or D-critical if the square-roanishes, i.e. iy = Vg Or vi = Vp.
For the minus sign, the density contrast for the R-type frorhe limit is

2
a
= - 1+ 2 ~1forvy > ap. (2.88)
P1 V]_
Thus the front is called 'rarefied’, since the density is édpgdore and behind the front. This is
the case we expect at the ignition of the O star. For the D-iygr the case with the plus sign
gives in the limitv; — 0
P2 _ 2
P1 a%’
the density in the neutral gas is much higher, we therefoneedkit ‘'dense’ front before. This

density contrast corresponds to static pressure equiﬁbp'zag = pla%, the phase we would
expect at the very end of the expansion pftase.

(2.89)

2.3.3 Expansion of an HII region

As seen in the section before, after the ignition of an O s$tarftont should start as a R-type
front and end as a D-type front. Since the square-root in BB @an not become negative, the
transition from one front to another is forbidden. The soluts as follows. In the beginning
the ionization travels with a speegl> a, until it reaches its Stimgren-radius as discussed in
§2.3.1. This radius is reached in a few recombination time§Kyr). On timescales that short,
the hot gas can not react to its increase in pressure. Aftgdeotynamical crossing time, the
hot gas starts to expand and a shock front is driven into tleeroedium. As we will show, a
R-critical front /1 = vR) equals a D-critical frontW; = vp) plus an isothermal shock and thus
the transition is now possible.

Denote that the two front classes can be subdivided into akivand a 'strong’ branch (see e.g. Shu, 1991b).
To be precise, the fronts important for the evolution of Higions discussed here are called 'weak’ R-type and
'weak’ D-type fronts.
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For an isothermal shock, mass (Eq. 2.75) and momentum ca@tser (Eq. 2.76) must apply.
In the isothermal case, the sound-spegé- a; = a is the same on both sides of the front and it
follows

V
pr(d +?) = BRR (2 ) = po(vf + &), (2.90)

where 0 denotes the undisturbed and 1 denotes the shockeSapasg this equation yields
Vovi = . (2.91)

From the previous chapter we know (Eg. 2.85):
VRVD = &5. (2.92)

Thus a front, streaming with a velocity, into the undisturbed, cold gas can be transformed by
an isothermal shock into a front with a velocity.

After this transition, the evolution is mainly dominatedtoydrodynamics. The ram pressure
on both sides of the front has to be equal (see e.g. Dopita Be8laind, 2003)

I:)|on = I:)cold; (2-93)

where

dr\?
Peold = P0V2 = Po (a) , (2.94)

with vs = % as the speed of the shock front. The pressure at the ionideatthe shock is given
by the thermal pressure of the hot gas

Fon = Phot = Pzag- (2.95)

If we assume that the ionizations balance the recombiratiothe HIl region during the entire
evolution the Sttmgren-Sphere (Eq. 2.71) can be solved for the density

= . 2.96
P2 41r3ag (2.96)
Thus, .
3mgJ
r3 (ﬂ) = P o) — Rad (2.97)
dt 41p5ag
or d ,
i =R (2.98)
Integration is possible and with the boundary conditidg) = Rg it follows
4
7 7
rt)=Rs 1—|——%(t—to) . (2.99)
4Rs

This is only an approximate solution, according to Shu (19%kis can also be used as “rough
analytic solution” to an accuracy of about 10 percent. Feqglane-parallel case this is discussed
in and a fitting factor is introduced to match the simulaiprecisely.
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2.4 Physical Timescales, Heating and Cooling

To conclude the theoretical foundations we take a quick kiothe timescales of the physical
processes involved. All quantities are evaluated for @ipialues of a molecular cloud as used
in our simulations. In detail) = 300cnT3, M = 500M., r = 2pC, anot = 12.8kms 1, acoig =
0.2kms ! andag = 2.59x 10 Bcmés 1.

The gravitational timescale is the free-fall timescale,¢haracteristic time that it would take
a body to collapse under its own gravitational attraction

3
th =4/ ——~3M 2.100
=1/ 32Gp yr, ( )

whereG is the gravitational constant. The hydrodynamical evolutis given by the sound-
crossing time, for the cold gas

old
and for the hot gas )
thot = e ~ 150kyr. (2.102)

ot
An estimate for the timescales of ionization can be giverheyrécombination timescale. It takes
a Stbmgren-Sphere 5trec to reach its equilibrium value (cf Eg. 2.74), where

1
HOB

trec = - ~ 0.4kyr. (2.103)

An estimate for the cooling and heating involved in molecalauds is much more complex
and its numerical implementation would be a thesis onits@&e e.g. Walch, 2008). Therefore,
we only briefly review the basic concept. In a molecular cldhd main source of heating is the
electron capture by CIll and other ions and the subsequenbiphatation. The main source
of cooling at temperatures below 100K is radiation of extiteolecules and atoms. These
excitations are mainly produced by electrons and H atome.rit&in coolant is again ClI, since
itis the most abundant heavy ion in Hl-regions. Balancingcti@ing rate\y ¢ and the heating
ratel ¢ gives an estimate for the equilibrium temperature

TE cold = 10— 20K. (2.104)
Following Spitzer (1978), the cooling time can be estimated

2.4 10°

In the hot, ionized gas, the heating is of course providedbysurplus energy of the photo-
electrons and is determined by the spectrum of the emitting #s seen i§2.1.1 the plasma
of electrons and protons will relax into a Maxwellian distriion very fast e < 1072yr). The
main source of cooling in this regions are transitions ohkigionization levels of O, Ne and
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N with excitation energies of.2 — 3.3€eV. Excitation of this levels rises sharply with the tem-
perature, as only the electrons in the tail of the Maxweltigstribution achieve these energies
and their number rises strongly with On the other hand, these levels can radiate away energy
effectively via cascading down on several levels. The ogplime can be estimated as (Spitzer,

1978)

2.4 x 104
tc hot & =a yr ~ 0.08kyr, (2.106)

which is much smaller than the recombination timesdgle the timescale of the heating by
photoionization. Thus, these transitions cool the iongasito an equilibrium temperature

Tehot ~ 10°K, (2.107)

below which the cooling gets inefficient, since the energthefelectrons is no longer sufficient
to excite the higher levels with energiesleV and the lower levels are not able to radiate energy
away as efficiently. For a more detailed analysis of the mseginvolved see e.g. the textbooks
by Spitzer (1978) and Osterbrock (1989).

Altogether, the hierarchy of timescales is as follows

tir = teold > thot > trec > tc cold > te hot- (2.108)

From this, we can draw two important conclusions. First, aretceat the ionization as decoupled
from all hydrodynamic and gravitational interactions. As recombination timescale is much
shorter, we can always assume that ionization equilibriasibeen achieved. Second, we can
treat both, the hot and the cold component, as isotherpnal 1), since heating and cooling
always balance into an equilibrium temperature on timescsthorter than all other processes.



28

2. Theoretical Background




Chapter 3

Numerical Implementation

In this chapter the numerical treatment of HIl regions agaplin this thesis is derived. First,
we give a brief overview of SPH, the numerical method usecenTkve go on to prescribe the
implementation of ionizing radiation into this method.

3.1 The Method SPH

In contrast to grid based methods smoothed particles hydeodics (SPH) does not evaluate the
physical quantities on fixed positions, but rather follotws tlynamic evolution on moving inte-
gration points. These moving integration points can be ggkas particles. The main advantage
of SPH is thus the adaptive resolution. In regions of highsdtgnmany particles are present and
the resolution is high. As a trade-off, low-density regians less resolved. This poses problems,
especially in simulations dominated by instabilities (Agest al., 2007). Solving these issues
is work in progress. Nevertheless, SPH is ideally suitedudysgravity dominated problems
which include several orders of magnitude (e.g. the colaggdMCs, star formation,...). Excel-
lent reviews of the SPH technique can be e.g. found in Ben2)188onaghan (1992) and Price
(2005).

3.1.1 Basic Equations

The fully three-dimensional simulations in this thesisd&een performed with the OpenMP-
parallel SPH/tree-code VINE (Wetzstein et al., 2008; Nelsbal., 2008). As mentioned before,
SPH follows the motion of fluid elements. This requires a lbagian prescription (s€2.1.2).
The equations describing the motion of a fluid element diesdrby a particle with a masan
are

dx;

- == (3.2)
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du; B P _
i _EDUI (3.3)

The first equation is a straightforward definition of the wityp The second equation can be
derived from the momentum equation Eq. 2.24 by using thegdh&mom the partial to the total
differential % = % +v -0 and using the mass conservation equation in its Lagrangiam. f
In addition, we have identified the external force as graaityg replaced it by the gravitational
potential®. The third equation is the energy equation Eq. 2.25 in Lagjeanform, where the
specific internal energy is now denoted by;. As each particle represents a magsthe mass
is conserved automatically as long as no particles are redhfsam the simulation.

Since each SPH-particle represents a fluid element it isreated as a point mass, but as a
smeared out density distribution. This is achieved via dimog out the hydrodynamical quan-
tities by a kernel. In VINE, the widely used W4-SPH kernel (Mghan & Lattanzio, 1985), is
employed, which is in three dimension given by

o 1—§v2 Wifo<v<i,
W(rij, hij) = h" 21(2 v) ifl< V< 2, (3.4)
0 otherwise

wherev = L‘—IJJ is the dimensionless separation of two particlaad j. Here,rij = |rj —rj| is the
distance of the particles argl; = (hj +h;)/2 is the characteristic smoothing length scale, with
hi andhj as the individual smoothing lengths of the particles. Frbm tefinition all particles
with v < 2 contribute as 'neighbours’ to the evaluation of the hygr@imical quantities. These
are calculated as a weighted sum over all neighbours. Fatehsity this gives

Z mj W(rij, hij). (3.9)

Denote that the kernel is symmetric with respect to an ihmnge of the indices. This is impor-
tant to ensure the conservation of e.g. momentum. All theddyhamical quantities have to be
symmetrized as well. The symmetric version of 3.2is

E:—ij ([F)),I2+SJJ) DiW(rij,hij). (3.6)
As mentioned in§2.1.2 SPH implements the lowest order approximation of thézBmnn-
Equation, which leads to the Euler equations. This is dubeddct that the next order approx-
imation, the Navier-Stokes-Equation, includes seconersgatial derivatives. The calculation
of these derivatives can lead to problems due to the disafdére integration points, i.e. the
particles. Instead, viscous effects are treated in SPHtbgdncing an artificial viscosity. With
this viscosity Eq. 3.6 changes to

dv; pi P
L <p|+pj+n|J>DiW(rij,hij), (3.7)

J I J
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where )
i :{ (—aijCijpij + Bij k) /o Vij-Tij <0, (3.8)
; 0 Vjj-rij >0
is the standard artificial viscosity (Gingold & Monaghan839 Here,cij andpjj are the sym-
metrized sound-speed and density.= |v; — vj| is the velocity difference and

hijvij -Tij

> (3.9)
ré+n%h;

ij =

is the velocity divergence, with ~ 101 — 102 to prevent singularities. Thexr’ term in the
artificial viscosity is comparable to a bulk viscosity, weas the 8’ term corresponds to a von
Neumann-Richtmyer viscosity, which converts kinetic egeigthermal energy and prevents
particle intersections. This standard artificial visgpgtused in all simulations in this thedis.
The energy equation Eq. 3.3 is implemented in VINE to protigeheating by PdV work.
As we showed ir2.4 that HIl regions and cold molecular clouds can be treateidothermal
(du/dt = 0), this equation is not used in this thesis. Instead, we &irtternal energy for every

particle tou; = a2, where
a=, /% (3.10)
P

is the isothermal sound-speed (see Eq. 2.77).
To complete the set of equations an equation of state is de&dech correlates density,
pressure and internal energy. In the isothermal case thimgly given by

R =piu = pia’. (3.11)

From this short overview it can already be seen that the ehmithe smoothing length, i.e.
the volume a particle occupies, is essential in SPH. Theracguwf the integration rises with an
increasing number of neighbours, but the computationasaase as well. A too high number of
neighbours reduces the resolution, as only scales largehthre resolved and smaller scales are
smeared out. Furthermore, the number of neighbours pdcleashould roughly stay constant
during the entire calculation to ensure a constant accwasyell as a constant resolution. Thus,
the smoothing length has to be variable in both space and fiime time-dependent smoothing
length is given by (Benz et al., 1990)

dh; lhido 1

E_—éaa_éh.uv,. (3.12)
If this equation leads to a neighbour count outside the a@tbvange, an exponential correction
term is used to push the number of neighbours back into tlogvedl range. In the standard
version of VINE the mean number of neighbours is sellte 50, with an allowed variation of
AN = 20. This is generally the classic value for the number of meogirs in SPH simulations.

LVINE also offers a Balsara viscosity, which allows for a betreatment of shear flows, but since the focus of
this thesis is not on shear flows it was not used for performaaasons.
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However, recent simulations by Attwood et al. (2007) shoat thsmalleAN makes the numer-
ical dissipation a bit smaller. We found the same behaviotife VINE code in the framework

of a code comparison (Kitsionas et al., 2008). NeverthelgesuseAN = 20 in all simulations
presented in this thesis to save computational costs. $heasonable, since the scales relevant
for this work are above the numerical dissipation length.

3.1.2 Time Stepping and Tree Accuracy

The next issue we are going to look at is the correct time rategn of the quantities defined
in the previous chapter. VINE offers two integrators, a secorder Runge-Kutta-Fehlberg
integrator and a second order Leapfrog integrator. Sinesdicond one is used throughout this
thesis we will focus on it. In a Leapfrog integrator, the uggdaf a physical quantity and its
derivate are offset by half a step. Each will be updated ihdidps, so that the two updates
'leapfrog’ over each other. For the position and velocity dffset form is given as

XH1/2 = x=1/2 L \pgh (3.13)

VL = Va2, (3.14)

wherea is the acceleration of a particle. Of course this is donelitheg¢e spatial directions. The
entire sequence of updates can be written as

1. update all positions t&"1/2, extrapolate all other quantities

2. compute derivatives, e.g"1/2

3. update all velocities ta"!

4. update all positions g™ via X1 = x1/2 4 Ty Iaen,

After that, begin from the start. The fourth step is necessance for e.g. the calculation of the
gravitational force, positions and velocities have to bevikm at the full update position.

This integration is only stable, if the time-steps used analsenough. As before, this is a
trade-off between accuracy and computational time. Tawadlo efficient treatment, individual
particle time-steps are used. Thus, every particle follidsvewn time-steps, which is especially
useful if a calculation covers several orders of magnitde time-step can be derived from the
change in a particle’s

) h
acceleration Atids = Tacey | a (3.15)
) h
velocity : At = r\,e|m, (3.16)

[V
bOth .At\?;;CC: T\/e|ac %, (3.17)
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wherert ~ 0.5 is a tuning parameter. In this thesis, the combination i lbateria is used. For
SPH, two additional criteria are needed. One is the Couraatfichs-Lewy (CFL) criterion
(Monaghan, 1989)
h

G+ 1.2(aic + Bihimax; (uij)) ’
which ensures that information about the flux is not propagydtrther than one smoothing
length. Good results are usually obtained withy, ~ 0.3. The other is a criterion for the
smoothing length

MR = TeRL (3.18)

h.
AT = rhh—', (3.19)
i
which ensures that the smoothing length does not changdlyaid thus particles encountering
a strong shock do require several time-steps to pass thtbegihock. The recommended value
IS Th =~ 0.15 (e.g. Wetzstein et al., 2008).
A particlei gets then assigned the minimum value of these as a new tape-st

A+ = ming (247 (3.20)

The calculation of the gravitational force is the most exgpen part of any calculation in-
volving gravity. In principle, it is a direct sum of all intections of the particles on each other.
However, in collisionless systems (sg&1.1) it is sufficiently accurate to calculate this force
approximately. The interaction with several more distaartiples is assumed to can be treated
as one single interaction. Thus, more remote distributaingarticles enter as a point source
into the calculation. The challenge in this approach is tbegion, which particles are remote
enough. First, all particles get organized in a tree datacire. In this tree, the tree nodes
can than be used as representants of a group of particlesE ¥hploys the Press or 'nearest
neighbour binary tree’ (Press, 1986; Benz, 1990). This seevery close representation of the
grouping of particles in space. By examining the nodes in ithe, teither the entire node can
be accepted as interacting or the node can be opened anddiechi.e. smaller nodes or al-
ready particles) can be examined. A complete traversaleofrire therefore produces a list of
interacting nodes, for which the force can be calculated@apmately as well as a list of single
particles (i.e. neighbours), for which a direct summat®neéeded. The usage of a tree reduces
the computational cost fad particles to the ordeg’(NlogN) compared ta7(N?) for the direct
summation. However, this is still dependent on the effigyarfthe tree traversal. The contribu-
tion of the nodes further away is done by a multi-pole expamsirherefore, the acceptance of
a node is based on the convergence radius of the extrapoldtiee 'multi-pole acceptance cri-
terion’ (MAC) used in this thesis is the one suggested by $etint al. (2001), as implemented
in VINE (Wetzstein et al., 2008). It uses an approximationtf@ error in the truncation of the
multi-pole expansion at hexadecapole (16th) order for #fendion of an error criterion. The
relative error of the node in the acceleration calculatiompared to the total acceleration at the
last time-step is
l\/ljh?
6/aoid|

6

rij>

(3.21)
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Here, the gravitational constant is setGo= 1cmPg1s2, M;j is the mass of a nod@yq is
the acceleration of a particle the last time it was calcdl@ed6 is a dimensionless accuracy
parameter. In addition, the simple 'geometric’ MAC has teshésfied

2> (h+hP)°. (3.22)

In this thesis, the MAC is used with an accuracy parametér-ef5 x 104,
For a more detailed prescription of the VINE code see Wetzsteal. (2008) and Nelson et al.
(2008).

3.2 Implementation of lonizing Radiation

To implement ionizing radiation into the VINE code we choagglane-parallel approximation.
In a sufficiently large distance from the source of UV-raidiate.g. an O star, the radiation can be
assumed to impinge parallel on a surface, thereby negiegiometrical aspects. This enables us
to look at the evolution of a MC at the border of an Hll regioruimprecedented detail. Keeping
the hierarchy of the time-steps in ming2(4) we can always assume the ionization to reach
its equilibrium state. As the recombination timescale iscimahorter than hydrodynamic and
gravitational timescales, we will calculate the ionizataegree for all particles on the smallest
timescale current in the simulati@nThe calculation of the new ionization degree is performed
right before the equation of state, since then all imporgamintities such as position and density
of the particles are already updated and the updated iomizdéegree can then be used in the
equation of state.

3.2.1 Casting of Rays

In order to determine the rays along which we will propaglageradiation, the transparent surface
of our simulated volume facing the O star is decomposed iera¢gub-domains or rays. We
choose the radiation to impinge from the negative x-dioexgti.e. the left hand side in most
figures. An adept criterion for the size of the rays is the ditena particle occupies

3 mpart) 1/3
dpan=2- ( —=—P2") 3.23
pan= 2 bt 323

The widthAy and the heighfiz of the rays is then set to the average valyg: of the particles
close to the source. Each particle gets assigned to a raypasatkin Fig.| 3.1. The particle
number is stored together with its ray-number in a two-disi@mal integer array of the length
Npart.: Now, they are sorted into ascending bin number. This is dgnehe parallel quick-sort
routine already implemented in VINE (Nelson et al., 2008hiacka has been modified to sort

2When gravitational collapse occurs this produces some eweéltas the time-steps can get very short. This does
not affect the physical treatment, as the collapsing careslavays self-shielded from the ionization. Nevertheless
it is producing unnecessary calculations and could be apdidn
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Figure 3.1: Schematic depiction of the sorting of the plasiento the rays in two dimensions.

integer values. After that, each CPU gets a chunk of the maay,actorresponding to one ray.
This poses the last existing bottle-neck in the parallébraof the code. As it is necessary to
know the length of the chunks to hand each CPU the correct péreonain array, we have to
count the number of particles in every ray. This means a suramato an array of the size
number of rays times number of rays, which does not lendfiteedn efficient parallelization
in OpenMP. As soon as the chunks are handed to the CPUs, thelgsamside are sorted in
ascending order by their distance to the surface and thatrawlis propagated along the rays as
described ir§3.2.2. This is of course easily parallelized, as long as theber of rays is bigger
than the number of CPUs used, which is always the case in outations.

After an initial fast evolution the density close to the sad of infall only changes slowly.
Thus,Ay andAz are approaching a fixed value and the number of bins getsamansfo avoid
any bias by superimposing a fixed geometry on the simulatkonethe particles are shifted by
a random factog, = [—3Ay, 3Ay] ande, = [—1Az, 3A7] before the sorting into the ray.

During the further evolution, the particles closest to therse reach the much lower density
of the hot gas. Therefore, the bin-size gets much smallerttiealocald,ar. To compensate this
effect we refine each bin into four sub-bins, as soon as

dpart dpart 1

Zpart _ Tpat - = 3.24

Ay Az S 2 (3.24)
Currently, up to eight levels of refinement are implementdudis] the effective resolution in each
bin can be refined by a factor of up to 256, which leads to a uisol of the ionizing radiation
which is higher than the resolution of the SPH-simulationrmygravitational collapse (see e.g.

§4.4.2, Figl 4.8).

3.2.2 Calculation of the lonization Degree

Along the rays, which were defined in the previous chapter,idhization is calculated corre-
sponding to Kessel-Deynet (1999). As seen in Eq. 2.58 thébeuof photons at a given position
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X per unit time and area is given by

F(x) = Foe ™, (3.25)

whereF, is the photon flux at the surface. From now on, the particlesaasumed to be lined
up in the bin and only the projected distance is evaluated,the distance of the particles is
only calculated in the x-direction. Every partigleccupies a length which is defined by its next
neighbours in the ray

Xit1—Xi—1

AX = >

(3.26)

According to Eq. 2.57
ATy = (1—ni)ny DX (3.27)

is the optical depth of a particle occupying a length along the ray, witmy; = L for pure
hydrogen, wherg; is given by the SPH-density of the particle. The number oﬂ&s per unit
time and area entering at the front of the volume the paratecupying is then given by

Fi front = Foeli-1, (3.28)
where .
|_
‘[i_l = ATk (329)
2,
is the sum of the optical depth along the ray up to the particM/ith the number of photons

impinging on the particle the change of the ionization degr@n now be calculated via Eq. 2.46

d 1 1
d_?zm(j_%):ﬁDF_anzaB (3.30)

in its discrete form

Ani  Figont—Fpack o 2
N - niAe DMRilla 3.31
At NH.i X H,illi OB, ( )
where
i back= I:Oei(rifleAri) (3.32)
is the number of photons leaving the patrticle after the @mtnin. Thus,
Ani — Fo —Ti_1 —AT n2
N Axmi,He (1-e 7)) —nyin‘as (3.33)

is the discrete equation giving the change of the ionizadiegree.

Denote that 1

AN

(3.34)

is basically the surface the ionization is impinging on. sTeihould be comparable dgarb the
surface of the bin (Eq. 3.23). Defining

i part
B= e (3.35)
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and combining both equations gives

B=nd’= 761“ 1.9, (3.36)

i.e. the choice of the bins is best when 2 particles occupynkeigth in the x-direction. Esti-
mating the number of particles in the x-direction can be apipnated by estimating the kernel
with a step-function. Roughly, the volume implied by Eqg. 3i&half the smoothing length.
The number of particles in the smoothing length is 50, tieeein half the length 5@3 = 6.25
particles should be projected in the x-direction per bigthmat the start of each bin. Shortly
before the refinement, the smoothing length is halfed, ans 5/4° = 0.78 particles should be
projected. Thus, on average the number of particles is imigfne range. There are of course
deviations, especially at the front of the bin. The choicéefbin-size mainly effects the newly
ionized part, i.e. the shape of the ionization front, simcehe already ionized region only recom-
binations are important (sinder ~ 0), which are calculated directly via the SPH-density. Thus
our choice gives a bin-size which becomes best towards trenthof the ray. As the analytical
tests ing4.3 show, the choice of the bin-size leads to a very good awgreof the numerical and
analytical values.

In order to calculate the time evolution of Eq. 3.33 we takeithplicit form

Nt ="t + A" (37— (n")as) - (3.37)

Here, the indexh denotes the current time-step and- 1 the last time-step. Besidek) all
guantities are known at the current time-step. Accordingdo3.33 we can estimate

- e N'oAx(1-nf")

N=7 (3.38)

1_ e-nas(1-n"1)
under the assumption that neither the position nor the tensithe particles changed much
since the last time-step (i.eAX" 1 ~ Ax" and ™! ~ n"). This is a valid assumption as the
ionization is happening on much shorter timescales thamgpdsodynamical process (sg2.4).
The ionization degree can now be easily obtained by findirapafor

f(n)=n—n"t+a" (N (nM2as—1(n,n" 1)) =0, (3.39)

wheren = n". This is done with a Newton-Raphson method according to R1€86). In every
iteration,n is modified according to

_ f(nk)
Mk+1 =Nk — f/(nk)’ (340)

wherek now denotes the iteration. Since the changes in the ionizatgree are usually small,
this method converges after 3-4 iterations in most cases.midximum allowed number of 200
iterations in our code is never used. As soon as the ionizakgree reaches a value lower than
ni = 1019 the calculation is stopped and the ray is left, since thezingiphotons are all used

up.
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3.2.3 Equation of State and Modification of the Time-step Criterion

With the new ionization degree, the pressure of the parigcléerived according to the new
temperature. Implementing the ionization degree with @dirextrapolation into Eq. 3.11 gives

PI — (Tionr)i + Tnion(l— ’7|)> kBpl .
Hion Hnion mp

(3.41)

This linear approximation proves to be sufficient, as theditéon region of the ionization degree
is so sharp (see e.g. Fig 4.2), that test simulations witlylhdniorder approximation showed no
effect.

Due to this increased pressure, a particle which gets slyddamzed can receive a huge
acceleration. This can lead to problems, especially with @éktrapolations involved in the
Leapfrog-integrator. To avoid this issue, the newly iodiparticles get assigned a new time-

step according to

Atnew,i = %AtCFL,i; (3-42)

ot
as soon as the ionization degrge- 10~3. This means that a particle, although its temperature is
only ~ 20K gets the time-step of a particle alreadyat0*K to avoid any unphysical behavior.
After that, its time-step is evaluated according to the ddad criteria (se€3.1.2). Since the
particles gain a bigger time-step very slowly this posesmblem, as the particle will by then
achieve its correct time-step, e.g. by the combined velamitd acceleration criterion. The
numerical cost of the calculation of the ionization degrerat affected at all by this treatment,
since there will be ionized particles with high energiegdieg the smallest time-step at all small
value anyways throughout the entire simulation. The coshefhydrodynamic calculation is
slightly increased, because the particles attain the simadtstep a bit earlier than they would
have to by the standard criteria. Nevertheless, this id tot@nsure a correct integration and
provides only a tiny increase in the overall calculationgjmwhich is dominated by gravitational
acceleration and hydrodynamics ($€e3.3).



Chapter 4

IVINE - lonization in the parallel tree/SPH
code VINE: First results on the observed
age-spread around O-stars

MM. Gritschneder, T. Naab, A. Burkert, S. Walch, F. Heitsch, M. Wezstein

We present a three-dimensional, fully parallelized, edfitimplementation of ionizing UV ra-
diation for smoothed particle hydrodynamics (SPH) inahgdself-gravity. Our method is based
on the SPH/tree code VINE. We therefore call it iVINE (for ination + VINE). This approach
allows detailed high-resolution studies of the effectsomiizing radiation from e.g. young mas-
sive stars on their turbulent parental molecular cloudsthis paper we describe the concept
and the numerical implementation of the radiative tranfsfea plane-parallel geometry and we
discuss several test cases demonstrating the efficienacandacy of the new method. As a first
application, we study the radiatively driven implosion camginally stable molecular clouds at
various distances of a strong UV source and show that theyrawen into gravitational collapse.
The resulting cores are very compact and dense exactly a®liserved in clustered environ-
ments. Our simulations indicate that the time of triggereltapse depends on the distance of
the core from the UV source. Clouds closer to the source c#lapveral 10years earlier than
more distant clouds. This effect can explain the observedsagead in OB associations where
stars closer to the source are found to be younger. We dipogstble uncertainties in the obser-
vational derivation of shock front velocities due to eattiypping of proto-stellar envelopes by
ionizing radiation.

ISM: H Il regions — ISM: kinematics and dynamics — radiatikentsfer — ultraviolet: ISM —
stars: formation — methods: numerical

4.1 Introduction

As hydrodynamical simulations become more and more addaoge of the key issues is the
successful implementation of additional physics like tffeats of radiation. Prominent appli-
cations are for example the reionization of the early Ursggfor a comparison of methods see

Lpublished as 2009, MNRAS, 393, 21
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lliev et al. 2006 and references therein).

In our present day universe ionizing radiation still playsit@l role. UV-radiation from
massive, young stars ionizes their surrounding. The hoizéal gas then expands into the cold,
neutral gas and thus drives shock fronts into the parentécutar clouds. Up to now it is not
fully understood if this violent feedback enhances or hiadgar formation. EImegreen & Lada
(1977) proposed that the shock front builds up dense redppssveeping up the cold gas, which
then eventually collapse due to gravitational instabdgityl form stars. This is called the 'collect
and collapse model’ (see also the review by Elmegreen 1988ather situation arises when
preexisting, dense structures (e.g. molecular cloud ydhed are gravitationally marginally
stable get compressed by the approaching front and stdapsolg. This is commonly called
radiation driven implosion (see e.g. Sandford et al., 1982)

Observations provide widespread evidence for these dosn@ee Sugitani et al., 1989;
Hester et al., 1996). More recent observations indicaggérned star formation on the edges
of HIl regions e.g. in the Orion clouds (Stanke et al., 20@B§ Carina nebula (Smith et al.,
2000), M16 (Fukuda et al., 2002), M17 (Jiang et al., 2002) P80 (Walborn et al., 2002) and
the SMC (Gouliermis et al., 2007a). Deharveng et al. (208pprt triggered star formation in
samples of more distant HII regions. Besides these quite xarge scale regions there
have been numerous observations of bright immed comelabylgs. These are small isolated
clouds with a clear head to tail structure with the dense $igminting towards an ionizing
source (Sugitani et al., 1991). Their morphology enableiseacdcomparison to simulations. In
particular, the properties of individual young stellaretip (YSOs) surrounding OB-associations
can be determined precisely. YSOs are observed in the mags fieom T Tauri (0L — 3M) up
to Herbig Ae Be (2- 8M,,) stars (see e.g. Lee & Chen 2007, Snider et al. 2007). Theityeloc
of the shock front triggering the star formation is calcethfrom the age difference of the stars
and their relative distance. These estimates are in theeraihg few km/s (e.g. Thompson et al.
2004, Getman et al. 2007).

Numerous simulations on the topic of cloud evaporation awpiential star formation have
been performed. (Yorke et al., 1982, and references thgrablished a series of two-dimensional
simulations on the gas dynamics of HIl regions, especiallgltampagne flows, where a stream
of hot gas breaks through the border of cold, confining gasbs&yuently, EImegreen et al.
(1995) presented two-dimensional, grid-based simulatstrowing that the expansion of an HIl
region into the surrounding cloud can trigger star formati&essel-Deynet & Burkert (2003)
demonstrated with a three-dimensional SPH code, that aimadlsgstable molecular cloud core
can be triggered into collapse when exposed to strong U\atiadi. With a more detailed de-
scription of radiation implemented into an SPH code Miad.et2Z®06) could reproduce the ob-
served features of the Eagle Nebula, including the phatodiation regions and the temperature
profile. Using a three-dimensional grid-based scheme,dvtelet al. (2006) simulated the HlI
region excavated by a point source of UV-radiation. They ferdarkably similar morphologies
and physical properties when comparing their models torebiens. Furthermore simulations
with an SPH-code by Dale et al. (2005) and a grid code by Mac &oal. (2007) showed that
a turbulent interstellar medium surrounding an O-stamalthe ionizing radiation to efficiently
expel most of the nearby gas. Only the denser regions regist@ntinue to collapse.

However none of the authors so far described ionizing rexhats an efficient trigger for star
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formation. There is only weak evidence by Dale et al. (200#at the external irradiation of a
collapsing cloud by a point source can indeed increase #ndaimation efficiency from 3% to
4% when compared to a control run without radiation. For gexewf feedback processes we re-
fer the reader to Mac Low (2007). For completeness we wokidtt refer to recently published
implementations for ionizing radiation into an SPH code bykk & Schaye (2008), where the
photons of a source are followed along cones, and Altay ¢2AD8), where the radiation is
followed via a Monte Carlo ray-tracing scheme

All these studies demonstrate that there is a strong coondmtween the UV-radiative feed-
back from massive stars and the observed morphologies ahthént molecular cloud gas. Yet,
a quantitative discussion of the interaction between Wiaton and turbulent molecular clouds
is still missing. To advance our understanding, we intr@dNE, the fully parallel implemen-
tation of UV-radiation in the parallel tree-SPH-code VIN®étzstein et al. 2008, Nelson et al.
2008). This efficient tool permits high resolution simubais of molecular clouds in the vicinity
of strong UV sources such as an O-star or association.

The paper is structured as follows. The physical model anigniplementation are described
in Section 4.2, followed by a detailed comparison of the sehwiith analytical results (Sec. 4.3).
We apply the new method to the radiatively driven implosidraanarginally stable molecu-
lar cloud core and compare three simulations with diffefiaittal UV fluxes to observations
(Sec 4.4). In Section 4.5 we summarize and discuss the sesult

4.2 Numerical Method

As soon as a young massive star emits UV-radiation it ionitgesurrounding, creating an Hill
region. Initially the ionization proceeds fast with a speéddhis rarefied (or R-type) front of
VR >> anot, Whereayq; is the sound speed of the hot, ionized gas. After a sound ingpss
timescale the hot gas reacts to its increased temperatdraraisothermal shock front is driven
into the cold surrounding medium. This dense (or D-typerk&hravels at a much smaller speed
Vp = anot. For a full textbook analysis of this evolution see e.g. @stack (1989).

4.2.1 Prescription of lonizing Radiation

To follow the evolution of the HIl region of a young massivarsin a numerical simulation we
use a prescription for the ionizing UV-radiation similarttee one that has been proposed by
Kessel-Deynet & Burkert (2000) as presented before (Gmitsdbr et al., 2007). The fluk at
any given positiorx is given by

J(X) = Jye ™, (4.1)

whereJy is the Lyman continuum flux of the hot star. The optical depths given by the
integral along the line of sight between the source of rashednd the positiox

X
Ty = / Kypdx, (4.2)
0
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wherek,, is the frequency weighted absorption coefficient

OyNH

Ky P (4.3)
with ny being the number density of neutral hydrogen anthe mass density of the gas. We
assume the gas is pure hydrogen with a mean molecular welight=01. As the frequency
dependent absorption cross sectimnpeaks at the Lyman break it is a valid assumption to take
an average cross sectian thereby approximating the radiation to be monochromaficus,
every photon above the Lyman break is assumed to ionize afredgn atom.

We define the ionization degregas

Ne
== 4.4
n="". (4.4)
whereng is the number density of electrons ams the combined number density of protons and

neutral hydrogen atoms. The time derivative of the ioncratiegree can be written as

dnp 1ldne 1
= na =09 (4.5)
with the ionization raté given as
J=0J (4.6)
and the recombination rafeas
R = nZag = n’n’ag. 4.7

For the recombination coefficiens we choose
Og = Zzai, (4.8)
i=

whered; is the recombination probability for a level i of the hydroggtom. The recombination

of electrons and protons leads to a diffuse field of Lymanioonim photons, which in turn can

again ionize a hydrogen atom. We neglect this effect undeagisumption that every reemitted
photon is in turn immediately absorbed in the direct surdmog. This assumption, called ‘on the
spot approximation’ is valid as long as the hydrogen densitygh enough (e.g. Spitzer 1978),
which is always true in the vicinity of the ionization frorbome fraction of the UV-photons is

absorbed by dust, and re-emitted in the IR-regime, leadiag tffective lower flux. We neglect

this effect, since the flux incident on the simulation volusdetermined largely by its distance
from the radiation source, so that geometrical dilutionhaf tadiation field is likely to be more

important than absorption by dust.

The average temperature of the gas is coupled linearly tmttization degree through

T = Thot' N + Teoid- (1—1), (4.9)

whereTqgq IS the initial temperature of the cold, unionized gas &qglis the average temperature
of the ionized gas.



4.2 Numerical Method 43

4.2.2 Implementation

To treat the hydrodynamical and gravitational evolutiothaf gas we use the parallel smoothed
particle hydrodynamics (SPH) code called VINE which hashb#eveloped by Wetzstein et al.
(2008) and Nelson et al. (2008). SPH is a Lagrangian methba;hwenders it extremely suit-
able to cover several orders of magnitude in density andadagle, for example during cloud
core collapse and star formation. VINE is a powerful patatglementation of the SPH method
in combination with a tree code for the calculation of gratrdgnal forces. It offers a Runge-Kutta
integrator as well as a Leapfrog integrator. Both schemedbeamsed in combination with in-
dividual particle time-steps. For this work the Leapfrotegrator is chosen. Every time the
equation of state is computed we calculate the ionizatigregefor all particles in the entire
simulation.

The heating by UV-radiation can be treated as decoupled frendynamic evolution since

tl e recon |binati0n t" I |escale
rec ( )

is much shorter than any hydrodynamical timescale. In anukitions (see Section 4.4) the
crossing time even in the hot gastig: ~ 70kyr, whereas the recombination timescalgds~
1kyr for a number density ofi = 100cnT3. Thus, it is valid to treat ionization and hydro-
dynamics as two separate processes. In other words thaimmzan be assumed to happen
instantaneously. Frequently updating the ionization eedogether with a modified time-step
criterion (see Section 4.2.3) ensures that the radiatiteded correctly on all scales.

To include the effect of UV-radiation we assume a plane{fmgeometry, i.e. parallel rays.
This is valid as long as the distance from the source of raias larger than the dimensions
of the area of infall. In our simulations the radiation is imging from the left hand side, that
is from the negative x-direction. To couple ionization talhydynamics we use a ray-shooting
algorithm. As the ionizing flux is propagated along the »ediron, we ensure the conservation
of flux by dividing the (y,z)-plane into sub-domains of equal size, whose extent aloag-th
direction spans the whole simulation domain. Along eaclhe$¢ sub-domains or rays the flux
is transported in a conservative manner. To convert the @dtticle densityppart correctly into
a gas density distribution within these three-dimensioag$ the volume and thus the diameter
dpart that each SPH-particle occupies is calculated via the nfaszsoh particlenyaye:

3 rrbart) 1/3
Onart=2- [ — 14— ) 411
part (47T Ppart ( )

The widthAy and the heighf\z of the rays or bins is then set to the average vmof the parti-
cles closest to the source. To determine this value thewicsparticles in each ray at the previous
time-step are taken into account. Since this is the regioh thie lowest density throughout the
entire simulation this guarantees that the bin-size isarger than the characteristic particle
resolution. As soon as the ray approaches a density inctieasecaldyat becomes smaller than
Ay andAz. For

dpart . dpart 1

Ay~ Az <2 (4.12)




44 4. iVINE - lonization in the parallel tree/SPH code VINE

we refine the ray subsequently into four sub-rays to treatathization of high density regions
correctly. Each of the sub-rays inherits the optical degtthe main ray. Currently the code
allows for five levels of refinement, thus increasing thectiie bin resolution in each direction
by a factor of 32. In principle it would be possible to de-refthe sub-rays by using the average
optical depth of the four refined sub-rays for the de-refined Ve do not include this, since
it would lead to an unphysical shading of lower density saysras soon as they are combined
with a high density sub-ray due to an overestimation of thtecapdepth.

To calculate the optical depth, we sort the particles wid@oh bin according to their distance
to the source and discretize into subsections of the size

Xiy1—X-1
—
Thus,Ax; is the projected distance of a partich® its direct neighbours closer and further away
from the source, i.e. the length along the line of sight thi#igda occupies. We then calculate the

optical depthr along each ray by summing up the individual optical degtles each particle.
The discrete value df is given according to Eq. 4.2 as

AX; = (4.13)

Ti = O Ny, AX. (4.14)

The number densitpy and the density used to calculate the recombination rate (cf Eq. 4.7)
are simply given by the SPH-densipyart. From these quantities the new ionization degree
is determined according to Eqg. 4.2 by a Newton-Raphson iberatheme. It converges with a
precision of more than.Q% in less than 200 iterations. When the ionization degreehe=aa
value ofn] = 1 x 10~1° we terminate the further calculation of this bin. This immplentation is
fully parallelized in OpenMP.

4.2.3 Modification of the Time-step Criterion

A detailed discussion of the different time-step critengplemented in the underlying VINE
code is given in Wetzstein et al. (2008). Note that our im@atation of ionizing radiation is
designed to be used in connection with individual particteststeps (see Wetzstein et al., 2008,
for details). To exactly follow the evolution of a particlarnihg its ionization process it is vital to
use a small enough time-step. To do so we decided to forcg peeticle to a smaller time-step
as soon as its ionization degree reaches 1073, i.e. when the particle is going to be ionized.
The new time-step is chosen by a modified Courant-Friediligwgy (CFL) condition according
to

Atpew = acold/ @hot * McFL, (4.15)

whereaggg and anot are the fixed respective sound-speeds of the cold and theemmgjas at
Teold @aNd Thot. Atcpr IS the individual time-step the particle would get assigdad to the CFL-
condition (see Wetzstein et al., 2008). This ensures tedtydrodynamical quantities are treated
correctly even though the particle gets a boost in tempezatTherefore, we anticipate the
subsequent acceleration due to the approaching ionizaboh by choosing already the much
smaller time-step even though the patrticle is just ionize@.1%. This criterion also ensures
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that the ionization degree is followed accurately durirgyetiolution of the later dense or D-type
ionization front, becausep is always smaller than the sound speed of the hotvgas anot.
Hence, this front will always be resolved by particles whidve a small enough time-step to
track the hot gas. In the beginning the evolution of the faRt¢ype front yr >> ane) can be
followed by using a small enough initial time-step since thihase is quite short(5kyr).

The choice of a small initial time-step together with the mfied CFL-criterion ensure that
the ionization degreg of a particle never changes by more thiad1 per time-step in all of our
simulations. Thus, the ionization front can be followed attbstages (R- and D-type) precisely.

4.3 Numerical Tests

In order to validate the algorithm we perform several te3tse first series of simulations ad-

dresses the evolution of the 8tngren solution and tests whether the time-dependent W/-flu
is treated correctly on all scales. In addition, we dematstthe correct implementation of

the refinement (Section 4.3.1). The second series of simofa{Section 4.3:2) is designed to

demonstrate the correct interaction of ionizing radiatom hydrodynamics. In the end the

successful parallelization of the code is shown (Secti8rB4.

4.3.1 lonization without Hydrodynamics
The Stromgren test - lonization by a constant UV flux

When hydrodynamics is not taken into account, the homogensouounding of an ionizing
source will always converge towards an equilibrium betwieeization and recombination. The
volume of the ionized Siimgren sphere (Simgren, 1939) around an O-star is given by

J |_y

= oo (4.16)

Vs
assuming a monochromatic source with a constant UVdiygiven in photons per secondg
andn are again the recombination coefficient and the number ge(fisr a textbook analysis see
e.g. Shu 1991hb).

In the case of plane-parallel radiation, as discussed tteseyolume is characterized by the
lengthxs, which can be penetrated by the ionizing radiatixyis determined by the surfa&on
which the photon flux per area and tintgy, is impinging:

7S agn?
The time evolution of the lengtk (t) of this region is given by the differential equation

dx
d—t'n: Ry —x (t)agn? (4.18)

(4.17)

with the solution
X (t) = Xg(1 — e /trecy, (4.19)
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wheretec = 1/(nag) is the recombination or Simgren timescale. The shape of the front is
given by the ionization equilibrium equation

n(1— n)/v Fyo,dv = n’n2asg, (4.20)
Ly

which can be rewritten for the plane-parallel, monochramease in terms of the ionization
degree (cf Eq. 4/4) as

dn _ »1-n
ax T 1gn
This equation can be solved numerically and gives the itioizalegrea) at any given position
x for the chosen number densityand mean cross-sectian

To test the code, we ran three simulations:

NOXs. (4.21)

e Case A: 125k patrticles placed on a Cartesian grid
e Case B: 100k particles placed randomly
e Case C: 250k particles placed randomly

For cases B and C the particles are placed randomly in thdatiom box and then are allowed
to relax with periodic boundaries and the inclusion of hytymmamics for one crossing timescale
to dampen the numeric random noise. Thereafter we switcthefhydrodynamics and com-
pute the ionization. For all simulations we used a mean tensi= 10cn 3. The simulated
volume is(2pc)3, the length the ionization can penetrate is setste: 1 pc. The recombination
coefficient and the absorption cross-section are set todypalues ofig = 2.7 x 10~ 13cmds 1
and g = 3.52x 10~ ¥cn?. For the above parameteid, = 8.33 x 10’photons cm?s~! and
trec = 11.8kyr. The simulations run up tb= 5tec to allow for a quasi-equilibrium state to
evolve.

In Fig. 4.1 the time evolution of the penetration lengitt) is shown. The position of the
front is calculated by projection of the three-dimensiaialulation along the y- and z-axis onto
the x-axis. Note that the analytical solution (cf Eq. 4. 58ased on the idealized assumption that
the medium is fully ionizedrf = 1.0). However, the precise solution of Eq. 4.5 in equilibrium
(dn/dt=0)is

Vs I:Ly

2——:
Xsh< = S~ a2 (4.22)

In our simulationsxsn? = 1pc is realized withxs = 1.05pc andn = 0.976. We call this the
exact solution whereas the solution assuming: 1.0 will be referred to as classic solution.
Our simulations converge very well towards the exact sofutiCase A, where the particles are
initially placed on a grid, slightly overestimates the fimalue ofxs, while the low resolution
simulation (case B) underestimates it. Nevertheless,dredh only 100k this implementation
shows a very good agreement with the analytical curve. Irhitje resolution simulation (case
C) the numerical result lies right on top of the predicted.line

Fig. 4.2 shows the ionized fractiop and the neutral fractioy = 1 — n aftert = 5ts at the
end of the simulation. The numerical solution of Eq. 4.21viale@ated for the exact solution
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Figure 4.1: Time evolution of the ionization degrgefor the three test cases with different
particle numbers and distributions red (125k particlesg¢eg (100k particles) and blue (250k
particles) lines. The black solid line denotes the exacitsmi, the black dashed line the classic
(Stromgren) solution.
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Figure 4.2: lonization degreg (=~ 1 atx/xs = 0) and neutral gas fractiog = 1— n versus
position for the cases A (red), B (green) and C (blue). Thénelddine represents the exact
solution.
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with a penetration length of; = 1.05pc. As expected from Fig. 4.1, case A overestimates the
front position, whereas case B underestimates it. Agairhtbke resolution run C shows the
best concordance and we can conclude that these resultdlfivitven the range of the code
comparisons done by lliev et al. (2006). A more direct congoar to this work is not possible
due to the plane-parallel nature of the test performed Rere.

lonization by a time-varying source

A more challenging test is the treatment of a time-varyingree of ionization. Although this
situation is not very realistic for an O-star it neverthslpsovides a very good method to test the
treatment of a rapidly changing flux by the code.

To produce an ionization front that is traveling at a consspeed through a medium of
constant density it is sufficient to increase the flux per &gadinearly with time,

Fy (t) = nvi + napwvit, (4.23)

wherev; denotes the speed of the ionizing front. The first term onitie hand side provides
the ionization of the front, while the second term compesséir the loss of flux due to recom-
binations on the way towards the front. We assume a conséansitst ofn = 10cnm 3 and the
velocity of the front is set aty = 1.3 x 10°cm s 1. The other parameters are chosen as before.

Again the three initial conditions A, B and C from section.4.3re explored. The results
are shown in Fig. 4/3. As before the simulations match ther#tial solutions closely. In the
beginning run A agrees very well with the solution. This i®da the very low numerical noise
in the Cartesian grid. However, towards the end the low réieoileads to a deviation from the
analytic value. In case B one can clearly see the effect ohtligy density distribution, since
for the recombinatiorR any error in the density leads to a quadratic error in the rgbem of
the photons (cf Eq. _4.7). Therefore, the position startssmllate around the exact position.
This effect gets stronger the further the front penetraaesnore material has to be kept from
recombining. Case C shows a very good agreement with the sghdton, the resolution is
high enough to keep the noise in the density distributiondow thus the position of the front is
followed precisely.

Testing the refinement - lonization by a constant source in awwo-density medium

All tests up to now were independent of the implementatiorefihement, since in a constant
density medium each particle occupies roughly the sameed&nmy, . (See Section 4.2.2). To
verify the correct implementation of the refinement we seawgmulation with a two-density
medium. A lower density gas phase with= 10cnT 23 is set up in the left half of the box and
a higher density medium with, = 100cnT 2 is placed at the right half of the box. The density
contrast is achieved via a different number of SPH-pasioiehe different regions, the particle

2Note that in Figl 4.2 the neutral fractignconverges towards a value of Ratx = 0 pc in both the simulations
and the exact solution whereas in lliev et al. (20963 reaching much lower values. This is due to the fact that in
our simulations the irradiated surface stays constante#sewhen simulating a point source this surface andhus
can get infinitesimally small.
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Figure 4.3: Numerical simulation of an ionization front thhaoves with constant speed through
a medium of constant density. Plotted is the position of thetfin units of the box length versus
the time in units of the crossing time for the three cases 4)(#8 (green) and C (blue).

masses are equal in the entire simulation. The requireddlipnize the simulation domain up
to a positiorxs can be calculated by linear superposition according to E2¢ 4

Ry = ag X1 N3 + g (Xs— X1) N3, (4.24)

wherex; = 0.5pc is the extent of the low-density region. The simulati®set up with 550k
randomly placed particles. The particle noise is reducebtdth regions separately as described
in Section 4.3.1. The penetration depth is setde- 1pc. As soon as the equilibrium state is
reached the numerically calculated penetration lengths ar

Xequnrefined= 0.985Xs ; Xeqgrefined= 0.997Xs (4.25)

for the unrefined and the refined case. Very good agreementvette the unrefined code can
be expected, as we always use the SPH-density in the cabculahich is independent of the
chosen bins for the calculation of the ionization and themggination.

Nevertheless, the refinement has an important geometactefi’/hich becomes clear when
assuming a density contrast with a discontinuity which isalgned vertical to the impinging
radiation. We perform a test with a diagonal density contrasveen two regions with a number
density of gy = 10cnT2 and Nhigh = 200cnT 3 respectively. Again the particles are placed
randomly and the noise is reduced (see Section|4.3.1). & dapnain of(0.5 pc)3 including 25k
particles is shown in Fig. 4.4. In the unrefined case (lefdhside) the effect of the original bin-
size of~ 0.05pc can be clearly seen as step-like features. With refinetine density contrast of
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Figure 4.4: Effect of the refinement on a diagonal densityg.sRdotted are the SPH-particles in
a(0.5po)® volume projected along the z-axis. Red: ionized partiaes 0.1), black: unionized
particles. Left: without the inclusion of refinement. Rightith the inclusion of one level of
refinement.

20 leads to one level of refinement (sirdyg/Ay ~ 1/2.7, cf Eq. 4.12) and the geometrical bias
is already negligible (Fig. 4.4, right hand side). In the @liations in Section 4.4 all five levels
of refinement lead to spatial resolution of the radiation um simulations as high as 18pc,
therefore the radiation does not produce any unphysicahgeecal effects.

4.3.2 lonization with Hydrodynamics
Steady propagation of an ionizing front

This test was originally proposed by Lefloch & Lazareff (1R9An area of constant density is
ionized by a photon flux which increases linearly with timehisTleads to a hydrodynamical
shock wave traveling at a constant speed. The number dEs§itn:, ng in the ionized, the
compressed and the undisturbed medium can then be catt@iate the corresponding sound
speedsy, ac, ag. Letu; be the speed of the ionization front amgbe the speed of the shock front.
The jump condition for a D-type ionization front can be waittas

. 2 2
h_%&_% (4.26)

Ne 312 aiz’
since the compressed and the neutral medium have the sarpertgore and thus the same
sound-speed. At the isothermal shock the jump conditioas ar

Us(Us — Up) = a3, (4.27)

e _ U (4.28)
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whereu; is the gas velocity just inside the shock. With the approxiomaof a thin shock it
can be assumed that the ionization front and the shock flere the same speegl= us. For a
detailed derivation of the jump conditions see e.g. Shulb®9Introducing the time derivative
of the ionizing fluxC = dF /dt the speed of the front can be calculated similar to Eq. 4.17:

ui::E%??(::ug. (4.29)

The jump conditions can then be rewritten to give the follaywelations:

Ne=n U No( c )2 (4.30)
c pr— O— = O .
8  asnfa
2 n CZ
= ne 9 = (1) (4.31)
&g REEL
3
U =Us— —. (4.32)
Us

To compare directly to previous results, we used the intaiditions by Lefloch & Lazareff
(1994). The density isg = 100cn 3, the temperature g g = 100K. The flux increases linearly
with time at a constant rate ofFgdt = 5.07 x 10~8cm~2s72, starting from zero. As before
the recombination parameter is setag = 2.7 x 10~ 13cm®s~! and the ionized temperature is
Thot = 10°K. Refinement is included.

The simulations are performed using the individual paettohe-steps of VINE. For the de-
termination of the time-step we use the criteria given in28in et al. (2008). Here we will only
review briefly the parameters used. We use a combined tiepeesiterion based on the change
in acceleration and velocity of the particle with an accyna@rameter ofy.c= 1.0. In addition,

a CFL criterion is used with a tolerance parameterggi = 0.3 and the modifications discussed
in Section 4.2.3. We also use an additional time-step @itébased on the maximum allowed
change of the smoothing length (see Wetzstein et al., 2008etails) with an accuracy param-
eter of 1, = 0.15. VINE employs a variable and time-dependent smoothingtke the number
of neighbours of each particle is on averagggn = 50, but variations of-20 are allowed. The
artificial viscosity of the SPH method is included in the stard way (Gingold & Monaghan,
1983) with the parameters = 1 andf3 = 2 as implemented in VINE.

We performed simulations with 1 and 2 million particles inudbic simulation domain. The
particles are distributed randomly and then left to relasoading to Section 4.3/1. The higher
resolution compared to the test in Section 4.3.1 is necgsséollow the hydrodynamical shock
precisely. As in the tests before, assuming a fully ionizasl\githn = 1.0 and thereby using a
value ofThota = 10°K for the calculation of the sound-speed of the hot gas, doesarrespond
to the simulations (see equation 4.22). Instead a muchrlegteement can be achieved when
the real temperature of the gas in the simulatidiagy, = 9200K, is used (sincg = 0.92 on
average in the ionized region). For this more realistic terafure the simulations are in very
good agreement and converge towards the analytic solutitninereasing resolution (see Fig.
4.5). This can also be seen in Table/4.1.
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Figure 4.5: Number density versus position for the steadpggation of an ionizing front. The
dashed line shows the classic solution, obtained by usi@due wfThota = 10°K for the hot gas.
The solid line corresponds to the analytic solution for aenealistic value ofhqt = 9200K for
the hot gas. Blue and green lines show the simulations ateliffeesolutions.

Classic Exact Grid SPHI iIVINE

nc(cm3) 147 137 169 155 138 6
n(cm=3)  0.734 0.747 0.748 0.75 0.7430.01
u(kms?) 348 337 336 343 3.340.18
up(kms?t) 324 312 - - 3.13:t0.04

Table 4.1: Comparison of analytical and numerical resultdie test including hydrodynam-
ics and ionization. The IVINE data is obtained from the 2 ioill particle run, the errors
given are . The grid data is taken from Lefloch & Lazareff (1994), the $Rldta from

Kessel-Deynet & Burkert (2000). The analytical values diffem the previous work due to
a higher accuracy in our calculations.
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4.3.3 Performance

To test the performance of the parallel iVINE code with imsi@g number of processors we
choose the simulation described in Section 4.4 at a latgesdéad compute one time-step on
different numbers of CPUs. The parallel scaling of the vagiparts of the underlying VINE
code is discussed in detail in Nelson et al. (2008). For ost; tge use a SGI Altix 3700 Bx2
supercomputer. In total, the ionization uses only a few gr@rof the total computational time.
The precise values range from 2.32% on 2 CPUs to 2.70% on 16 QRrRI&8&6% on 32 CPUs.

When refinement is used, these values change to 8.52% on 2 CB8s/&% on 32 CPUs.
Although the ionization takes up relatively more time irstbase, the difference in the calculation
time between the number of CPUs gets smaller. This is to becegbeas the refinement is
calculated inside the bins and this part of the implememntais parallelized very efficiently
(each bin is independent of the other bins).

This test shows that the additional cost of our implemeaoratif ionizing radiation in SPH
is always much smaller than the cost for other implementsdiph, like gravity and hydrody-
namics. In particular, our new ray-tracing-scheme showsbatantial speedup compared to the
algorithm by Kessel-Deynet & Burkert (2000), where the platkding alone took up about 50%
of the total computational time (Kessel-Deynet, 1999). theo drawback of their approach is
that for every particle the optical depth is calculated glarpath towards the source until a par-
ticle closer to the source with an already calculated optiepth is found. This is a highly serial
approach and thus the scheme of Kessel-Deynet & Burkert j20i¥% not lend itself easily to
an efficient parallelization.

4.4 Radiation Driven Implosion

As a first application of iVINE we model the radiation drivanplosion of an otherwise stable
molecular cloud core. This approach is very similar to KeEsgynet & Burkert (2003) but at ten
times higher mass resolution. A marginally stable BonnogfEbphere (BES) (Bonnor, 1956)
with a radial pressure profile defined by

1d r?dp
r_ZE(EE) — —4nGp (4.33)

is exposed to UV-radiation from a nearby source. The tentpeyaf the sphere i$ = 10K,

the peak density iSimax = 10°%cm~3, and the gas is initially at rest (i.e. no turbulence). The
total mass contained in the sphere id6and the radius is.6pc. We embed the sphere into
cold gas (10K) with a constant density corresponding to titeftdensity at the edge of the
sphere. These simulations where performed with210° particles resulting in a particle mass
of 7.2x 10-°M,,. Self gravity is included. The cooling timescalg,§ < 0.3kyr) is much shorter
than any other timescale involved in our simulations (ehg. drossing timescale of the hot gas
isthot &= 70kyr). Thus, we treat the non-ionized gas with an isothéegaation of statey= 1).
The ionized gas is assigned a temperature according to Eith Thor = 10°K and Teoig = 10K
and then treated isothermally as well.
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The atrtificial viscosity and the criteria for the individuahe-steps are the same as in Sec-
tion4.3.2 0 =1, =2, Tacc= 1., TcpL = 0.3 and1, = 0.15). In addition, we use a multipole
acceptance criterion (MAC) for the tree based calculatiograkitational forces according to
Springel et al. (2001) as implemented by Wetzstein et aD§2With a tree accuracy parameter
of 8 = 5x 104, The implementation of the SPH smoothing kernel and theiigitional soften-
ing length in VINE are equal at all times. The number of neiglns is set taeigh = 50+ 20.
The hydrodynamical boundaries are periodic in the y- andiection, and open in the x-
direction. This resembles the situation around a massiggaOwhere the material is allowed
to move freely in the radial direction while at the sides &ammaterial is existing. Gravitational
forces are calculated by just taking into account the selftty of the gas and no external or
boundary effects. This is reasonable as the total simuldiroe (< 600kyr) is much shorter
than the free-fall timetg ~ 1.5Myr). In the simulations the radiation is impinging fronetleft
hand side. We perform three different simulations, difféisged by the penetration length in the
surrounding medium relative to the box si2e= Xs/Xpox:

e Simulation HF (high flux):

Fo = 9.0 x 10°photons cm?s 1 =>C~ 1.0
e Simulation IF (intermediate flux):

Fo = 4.5 x 10°photons cm?s 1 =>C~ 0.5
e Simulation LF (low flux):

Fo = 9.0 x 10¥photons cm?s 1 =>C~ 0.1

This corresponds to the molecular cloud being placed in$i#f¢, at the border (IF) and outside
(LF) of the Stdmgren sphere. The evolution of the BES for all three casdwisisin Fig. 4.6.

4.4.1 Dynamical Evolution

The general evolution of a simulation of this kind is as felo As soon as the simulation starts,
a R-type ionization front is driven into the medium. As it candxpected from Section 4.3.1, the
front reaches the Simgren radiuss of the diffuse gas within a few recombination timescales
(5trec = 5kyr). After a sound crossing timescatg,(~ 70kyr) the hot gas reacts to its change in
pressure and starts to drive a shock front into the cold gaB-type front evolves. This front
will affect the morphology of the BES. In the following we deibe the individual cases in more
detail.

Simulation HF (high flux)

Due to the high flux (see Fig. 4.6 first column), the R-type frigrdble to propagate very far
into the simulation domain. A bow-like shock structure ardtihe edge of the BES evolvdsy
100kyr). The shock front running into the denser parts ofdbed is slowed down, so that the
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front starts to "wrap around” the cloud. Soon the two flanksagproaching each other while the
center of the shock is held back by the dense innermost réfign4.6 third row, first column,

t ~ 100kyr). As the two sides finally collide an elongated filatrferms which is gravitationally
unstable. In Fig. 4.7 we show this filament at the final stageuofsimulations. In comparison
runs without self-gravity the two shock fronts cross eadieptnd the cloud disperses. With
the inclusion of self-gravity the filament becomes graidtadl unstable and is triggered into
collapse. In fact the core fragments into several objectsyifl be discussed in a subsequent
paper. The resolution limit according to Bate & Burkert (198Mmax = 2 x 10%m~2 in these
simulations. As soon as this limit is reached the local Jeaass is smaller than the mass of 100
particles and artifical fragmentation can occur. Thus, wp e simulations at this point.

Simulation IF (intermediate flux)

With an intermediate flux the R-type front penetrates muchiles the gaseous medium (see Fig.
4.6 second column). Thus, the front does not wrap aroundpthers as much as in Simulation
HF. As soon as the hot gas reacts to its increased tempemfilatened shock with a much
smaller curvature than in Simulation HF forms. In additite motion in the hot gas forces the
flanks on both sides of the main shock inwards, which can be isethe velocities of the hot
gas in Fig.| 4.6 (third row, second columrsz 100kyr). These motions are due to the periodic
boundaries on the upper and lower edge. Otherwise the g&$ stoelam away freely. However
these boundaries are justified by the fact that the molecldad is completely surrounding the
O-star. In the further evolution the flanks approach eachratimilar to Simulation HF and the
central region becomes unstable and fragments (see Fig. 4.7

Simulation LF (low flux)

The very low flux in this case only leads to a R-front which barelaches the sphere (see Fig.
4.6 third column). Therefore, the D-front starts as a nepl#ne-parallel shock wave in front
of the BES. This shock sweeps away much more material tharihigh and intermediate flux
cases, where the material is concentrated in the centerertiieless, as the shock propagates
further the very center of the sphere gets compressed amanescgravitationally unstable. In
contrast to Simulations HF and IF there is no sign of fragm@igon in the unstable region.

4.4.2 Structure, Collapse Timescales and Final Mass Assembled

A close look at the final structure of the collapsing filamesftthe three simulations (Fig. 4.7)
reveals that in all three simulations the core forms at fheftan elongated filament, which might
be eroded in the future. This matches exactly the observad twetail structure described in
Section 1. The core regions have an extent of jud 8 0.05 pc, which corresponds very closely
to e.g. the findings of Motte & Andr (2001) in the the Perseus star cluster. They observe 8
Class 0 protostars with compact envelofRs,(< 10*°AU ~ 0.05pc). In addition they are denser
by a factor of 3-12 than it would be expected from the standatthpse model, which would
suggest densities af~ 10°cm~2 (see e.g. Walch et al. 2008, in preparation). Motte & Andr
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Figure 4.6: Time evolution of the driven collapse of a Bonkbert sphere ionized by a source
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(2001) suggest that this higher densities are due to extdistarbances initiating the collapse,
which agrees very well with our simulations. Following theservations we define a core as
all material with a density higher tham,i = 10’cm2 in a region ofRgit = 0.02pc (which is
roughly a Jeans length at a densityngi;) around the peak density.

We plot the evolution of the maximum density in Fig. 4.8. Ihthtee simulations after the
first phase of compression by the hot gas a meta-stable phdsasities between £6m—3 and
10’cm~2 can be seen. This fits very nicely to the structure of obsecoeds described above.
The duration of this phase depends on the initial flux (HF:\@0K: 155kyr, LF: 290kyr). In
addition, we find evidence that the filaments collapse earie€ases with a higher flux. The
collapse happens a= 200 kyr,t = 280kyr and = 600kyr in Simulation HF, IF and LF, respec-
tively. Observations of triggered star formation tend towglthe same trend (see Lee et al. 2005,
Ikeda et al. 2008) - the younger the star, the further it isyafn@m the ionizing source. This can
not be explained by just attributing it to the speed of the petfront. As seenin Section 4.3.1 the
crossing time for the R-type front is of the order of a few kyhaseas any observed age-spread
is of the order of several hundred kyr. To explain this hugeag the position of the density
enhancement relative to the &tngren radius has to be considered. As we show decreasing the
flux and thereby increasing the distance to the source cay dellapse and star formation by
0.08— 0.4 Myr.

In IC 1396N Getman et al. (2007) report a T Tauri (Class Il ands€I1# stars) population
with ages~ 0.5— 1Myr. In addition, 03— 0.5pc further away from the ionizing source HD
206267 (an O6.5f-type star), there is an embedded popnlafi€lass 0/l protostars with ages
~ 0.1Myr. This can be compared to our simulations where e.g Sitlmr IF represents gas
clumps closer to the source which start to form staBMyr earlier than Simulation LF. So at
the time the embedded stars start to form in Simulation LFsthes of Simulation IF would be
no longer embedded and represent the Class Il/lll stars ptpnl In fact in our simulations
the spread of a few hundred kyr is smaller than in the obsenat This difference could be
attributed to the classification of the protostars as dsedidelow.

Besides the age-spread one can look at the velocities ofdhednd core. From Fig. 4.6 it
can be seen that the shock front travels with a speed-ofidn/s, depending on the initial flux.
Most observational estimates provide a front speetkm/s (Thompson et al., 2004), leading
to a difference of almost an order of magnitude between @htens and simulations which
has been noted before (see e.g. Getman et al. 2007). Thetagates of the YSOs are mainly
based on their classification by the spectral energy digtab (SED). A Class 0/l object is deeply
embedded, therefore the short micrometer wavelengthsachk weaker due to absorptions in the
envelope when compared to Class II/lll objects. This allosvsafclear distinction between both
types e.g. in the IRAQ3.6] — [4.5] versus|5.8] — [8] color diagram as shown by Hartmann et al.
(2005). We suggest that in the case of triggered star foomatine ionizing radiation could strip
the envelope of a YSO, thereby unveiling the central objechort micrometer wavelengths.
Thus, the observed Class 1/l SED could be caused by a mudnger Class 0/l protostar
with a removed envelope. This would reduce the estimatedspggad, thereby increasing the
estimated speed of the shock front and finally leading olasi@ns and simulations to agree.
This assumption will be subject to further examination.

A dependence on distance is also seen for the velocitieseotdhd filaments (see the ve-
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Figure 4.7: Final stage of the three simulations. Color cadete density in the central slab.
Yellow arrows denote the velocities of the hot gas, blackwasrthe motion of the cold gas.
Density and velocities are averaged across a slice.@2b pc in the z-direction. The time
of the collapse as well as the displacement of the fragmesarigi depend on the initial flux.

Furthermore the velocity of the cold gas (black arrows) isrelasing with decreasing flux. The
core always forms at the very tip of the filament.
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Figure 4.8: The maximum number density versus time for theetidifferent simulations. In the
higher flux cases HF and IF the collapse happens much edudierim the low flux case LF. The
dash-dotted line represents the resolution limit as giweBdite & Burkert (1997).

locities of the cold gas (black arrows) in Fig. 4.7). The jweovelocities of the cores in the
Simulations HF, IF and LF are.&km/s, 76km/s and 5Lkm/s, respectively. Again, the closer
the core is to the OB-association the higher is its velocitithdugh this small differences are
not observable yet it is worth noticing that the cores thdwesehave bulk velocities which are
slightly higher (by about ® — 1km/s) than the rest of the filament. However, this effect ety
weaker as the core gets slowed down while sweeping up thefrte filament.

The final mass assembled does not show a dependence onitledistince. In Simulation
HF the core consists of 8M, in Simulation IF of 74M., and in Simulation LF of BM.,. The
filaments as a whole have masses o84, 75.3M. or 67.4M., respectively. It is obvious
that the most effective scenario is Simulation IF. Here,itimzation encompasses most of the
sphere and thus the shock front is not nearly as plane-phaallin Simulation LF and does not
sweep away as much material. On the other hand, less majetsatvaporated by the ionization
since the flux is lower than in Simulation HF. Overall the fins@sses of the collapsing cores fit
the observations well. Assuming a star formation efficieoic80% (see e.g. Lada et al. 2008),
we find masses from.84M., to 2.2M., which agrees with the observed range from classical T
Tauri up to Herbig Ae/Be stars (see e.g Lee & Chen 2007, Snicsr 2007).

4.5 Summary and Discussion

We presentiVINE, a new implementation of UV-radiation itfie tree-SPH code VINE. It uses a
plane-parallel geometry which renders the code most daitalperform high resolution studies
of the small scale effects of e.g. ionization and turbuleéndée surrounding of young massive
stars. It is efficiently parallelized and very fast, as or#%-8% of the total computational time
are used for the calculation of ionization. The comparisath @nalytic solutions shows that
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IVINE treats time-dependent ionization as well as the tesyilheating effects precisely and
convergently.

We base our numerical implementation of ionizing radiattonseveral assumptions. First,
we use a simplified prescription for the radiative transfeely assuming a monochromatic flux.
Second, we neglect UV absorption by dust, which would lowertbtal UV flux. Third, we do
not include a full treatment of recombination zones. In aondations the ionized gas which
gets shaded is assumed to recombine immediately. In addithe gas in the shaded regions
does not get heated by irradiation from the hot gas surrogndi These effects require a precise
time-dependent treatment of heating and cooling procdsseamization and recombination as
well as a treatment for the scattering of photons. An implatiagon of this effects is planned in
a future version of the code.

As an application we investigate radiation driven implosgd a marginally stable Bonnor-
Ebert sphere. We show that these spheres are indeed drieegravitational collapse. The
resulting cores are in the observed mass range. They areauoorngact and a factor ot 10
more dense than it would be expected in a more quiescenbamént. This fact fits very well
with the observations of star formation in a clustered emmnent. By comparing simulations
with three different UV-fluxes we show that there is a clegped@lence of the final mass and
the age of the collapsed core on the position of the preagistensity enhancement relative to
the Stomgren radius. Our findings that the onset of star formasatelayed by @8— 0.4 My,
depending on the position, are in good agreement with oagens of the age spread in bright
rimmed clouds. The velocity of the triggering shock is anesrdf magnitude higher than the
observational estimates. This discrepancy has been nefedeb We suggest that this can be
attributed to the ionizing radiation stripping the enveddpm a Class 0/1 star. Thereby it might
be classified as an Class Il/lll star, leading to an highersggead between the observed objects.
Correcting for this effect would increase the estimatedaigtaf the shock front and thus lead
simulations and observations towards agreement.
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Chapter 5

Driving Turbulence and Triggering Star
Formation by lonizing Radiation

MM. Gritschneder, T. Naab, A. Burkert, S. Walch, F. Heitsch

We present high resolution simulations on the impact ofzimg radiation of massive O-stars
on the surrounding turbulent interstellar medium (ISM)e Bimulations are performed with the
newly developed software iVINE which combines ionizatioithvemoothed particle hydrody-
namics (SPH) and gravitational forces. We show that razhaiom hot stars penetrates the
ISM, efficiently heats cold low density gas and amplifies edensities seeded by the initial tur-
bulence. The formation of observed pillar-like structurestar forming regions (e.g. in M16)
can be explained by this scenario. At the tip of the pillamvgational collapse can be induced,
eventually leading to the formation of low mass stars. Dedaanalysis of the evolution of the
turbulence spectra shows that UV-radiation of O-starseddaovides an excellent mechanism
to sustain and even drive turbulence in the parental maecibud.
stars: formation — ISM: structure — turbulence — ultraviokSM — methods: numerical

5.1 Introduction

Some of the most spectacular structures in the molecularag&Vbbserved in the vicinity of
hot O/B-stars or associations, e.g. the Horsehead nebulg,(B@&3three pillars of creation in
M16 and the Elephant trunk (BRC37) in IC1396. For the pillars inBMBugitani et al. (2002)
find a head to tail structure with the denser head pointingtdvwthe OB stars of NGC661. In
addition, young stellar objects (YSOs) are present at gsedi the pillars. In the Horsehead neb-
ula Ward-Thompson et al. (2006) report two core-like stites that might undergo subsequent
gravitational collapse. Very recent observations by lkeida. (2008) report several YSOs close
to the tip of BRC37. As a common feature these pillar-shapedlaelpoint toward a source of
ionizing radiation and show signs of present or future stamation at their tips.

Up to now the precise physical processes leading to the towmaf these structures are not
fully understood. The morphologies suggest that feedb#fekte of UV-radiation and winds
of massive stars play an important role in the formation efgiilars. In addition, the radiation

Lpublished as 2009, ApJ, 694, L26
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might have a strong impact on the overall evolution of theptal cloud. Furthermore, molecular
clouds are observed to be highly turbulent structures. dlgeevidence that this turbulence
can support the clouds against gravitational collapse hateby control star formation. As
hydrodynamic and MHD turbulence decays rather quickly, dhly way to explain this high
level of turbulence would be to drive the turbulence - eitberarge scales by i.e. supernova
explosions or on small scales from within the cloud by stalatflows, winds or ionization (see
e.g. Elmegreen & Scalo 2004 and Mac Low & Klessen 2004, foleres). The possibility of
ionization driven turbulence has been indicated by e.g.i-s@@ytic models of Krumholz et al.
(2006). In this Letter we test the hypothesis using highltggm numerical simulations with the
newly developed code iVINE (Gritschneder et al., 2009aeaker G09).

On the theoretical side progress has been made since Ekenegiral. (1995) first presented
two-dimensional, grid-based simulations showing thatekgansion of an Hll region into the
surrounding ISM can trigger star formation by sweeping @pabld material. This is called 'col-
lect and collapse’. Another proposed scenario is the 'tadialriven implosion’, where preexist-
ing density structures are driven into collapse (see e.goe1989, Kessel-Deynet & Burkert
2003 and G09).

For the numerical treatment of radiation in simulationsesalvcodes have been developed
(see lliev et al. 2006 and references therein). Recent aiglics for the treatment of ionizing
radiation in grid based codes include e.g. Mellema et aD§2@nd Krumholz et al. (2007). In
SPH-codes implementations have been presented by Dalg20@5b), Pawlik & Schaye (2008)
and Altay et al. (2008). Simulations by Dale et al. (2007bjvghthat ionizing radiation can
slightly enhance the formation of cores in a globally untwbuolecular cloud of 10M.,. With
their choice of initial conditions the positive feedbadie additional or faster formation of cores,
outweighs the negative feedback, the disruption of cordsh@se applications calculate the ef-
fect of a point source on the surrounding medium, therebydsing much more on the global
effect of the ionization. However, neither the detailed pimlogy of the gas nor the impact of
the ionizing radiation on the turbulence has been invetstyso far.

5.2 Initial Conditions

We set up a box of gas with sides 4 pc long at a temperatufg,gf= 10K and a mean number
density ofn = 300cnT 3, which resembles a slightly denser part of a molecular cldte gas
mass in the box is 4™ which corresponds to 25 Jeans masses. To mimic initial kemce

we employ a supersonic turbulent velocity field (Mach 10)wétsteep power-la (k) 0 k=2,
where only the largest modés= 1..4 are populated initially. This setup is allowed to freely
decay under the influence of isothermal hydrodynamics sitadlwith the tree/SPH-code VINE
(Wetzstein et al. 2008, Nelson et al. 2008). The individwuatiple time-steps in VINE are de-
termined by using an accuracy parametert = 1.0 and a Courant-Friedrichs-Lewy (CFL)
tolerance parameter atr. = 0.3. We also use an additional time-step criterion based on the
maximum allowed change of the smoothing length with an asxyuparameter of;, = 0.15.

After ~ 1 Myr a Kolmogorov-like power-law witte (k) O k=3 is well established on all re-
solvable scales. The velocities now correspond to Mach %s ifiltial setup with the turbulent
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velocities is shown in Fig. 5.1 (top panel), the correspoggiower-spectrum in Fig. 5.2 (top
panel).

With these turbulent initial conditions we perform two silations, one with and one without
the inclusion of ionization. To account for the UV-radiatiof a young massive star we use
IVINE (G09), a new parallel implementation of ionizing ration in the tree-SPH code VINE.
Here we assume plane-parallel infall of UV-radiation onte éeransparent side of the simulated
area, which enables us to perform simulations at yet unredtblgh resolution. From the surface
the radiation is propagated by a ray-shooting algorithme Silze of the rays is determined by
the smoothing-length of the SPH-patrticles, i.e. the widffagticle occupies. Along these rays
the radiation is calculated. This provides us with an ioitradegrea; for each SPH-patrticle,
which is then used to assign a new temperature to each pdrtidinear interpolation.

T:Thot"7‘|‘TcoId‘(1_’7)v (5-1)

where T g = 10K is the initial temperature of the cold, unionized gas @pg= 10°K is the
average temperature of the ionized gas (see e.g. Shu, 19Blib)gas is assumed to be atomic
hydrogen. Both gas components are close to thermal equitibsince the heating and cooling
timescales are much shorter than the dynamical timesdaledreat the gas with an isothermal
equation of statey(= 1) as for the density range in our simulations heating andirmpshould
balance each other to approximate isothermality (see ealo &t al., 1998). However, in reality
the situation is more complicated. Recent simulations byw&l1& Mac Low (2007) indicate an
equation of state of the thermal equilibrium gas which igesahan isothermaly(= 0.7 — 0.8).
For a detailed prescription of the iVINE-code along withesal analytical test cases see G09.
In the simulations presented here the radiation was caémitzn more tha60)? rays, with the
additional inclusion of five levels of refinement, leadingatspatial resolution of 2 10-3pc in
the radiation. The photon flux per unit time and area is s& yo= 5 x 10° photons cm?s™1,
allowing the radiation to penetrate the first 10% of the clouthediately. This corresponds to
setting up our simulation to be right at the border of the®gren-sphere (Simgren, 1939),
which can be immediately ionized by an O-star or association

The radiation is impinging from the negative x-directionydfdodynamics is calculated with
periodic boundaries in the y- and z-direction. The boundaigssumed to be reflecting in the
negative x-direction to represent conservation of flux tolvie star, whereas in the positive
x-direction the gas is allowed to stream away freely. Gedidhal forces are calculated without
boundaries. This is valid as the free-fall time of the whahewdated area i ~ 3Myr, which is
much larger than the simulation time. To ensure a correegination of all quantities we use the
individual time-stepping-scheme of VINE with the same pagters as for the freely decaying
turbulence (see above). For the tree-based calculatioragitgtional forces we use a multi-pole
acceptance criterion (MAC, Springel et al. 2001) with a treeusacy parameter & =5 x 104,
The correct treatment of the ionization and the resultingekeration of the particles is obtained
by a modified CFL-condition as discussed in G09. The simulatare performed with  10°
gas particles on a SGI Altix 3700 Bx2 supercomputer. The @ntifculation took approximately
100 wall clock hours on 16 CPUs.
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Figure 5.1: Evolution of the turbulent ISM under the influeraf UV-radiation impinging form
the left hand side. Color coded is the surface density prejeatong the z-direction. The time
of the snapshot is increasing from top to bottom.



5.3 Results 65

5.3 Results

5.3.1 Morphology and Formation of Cores

At the beginning of the simulation the R-type front immediateeaches into the first 10% of
the box, with the radiation penetrating further into the ld@nsity parts of the cold gas. After
a hydrodynamical crossing timescale of the hot dgigs £ 30kyr) the ionized gas reacts to its
increase in temperature and starts to exert pressure owlthgas. The cold gas is compressed
and pushed away from the source, leading to a systematicityello the x-direction. At the same
time the radiation has penetrated and ionized the ISM altiagreels of low density gas. Now
these low density regions expand and start compressingetimed unionized regions especially
tangential to the direction of radiation. Thus the pre@xgstiensity structures, which are seeded
by the turbulent initial conditions get enhanced as showFign 5.1.

The combination of overall and tangential compressiondeadelongated structures that
keep sweeping up cold gas. After250kyr (Fig. 5.1, middle panel) the dominant structures are
already excavated by the combination of radiation and thegure of the hot gas. From now on
the evolution is mainly dominated by the hydrodynamic iat¢ions between the hot and cold
phase of the gas.

After ~ 500kyr (Fig.| 5.1, bottom panel) the morphology is remarkakminiscent of the
observed structures. The pillars in our simulations areaaddvery complex structures with a
cork-screw type, torqued morphology and show rotationdienaaround their main axis, as it is
observed (Gahm et al., 2006). Up to now it has been suggdsiethese complex morphologies
arise due to magnetic fields, which are not included in ountations. It is very likely that
the pillars in M16 are a snapshot of the formation scenarap@sed here. At this stage the
densest region (indicated by the center of the white box ¢n [Bi1, bottom panel) undergoes
gravitational collapse, the simulation is slowed down ad&sbly and we terminate it. Future
simulations with the inclusion of e.g. sink particles to iaMte detailed calculation of the further
gravitational collapse leading to low mass stars will allasvto trace the subsequent evolution
of the whole region. We call the most prominent feature invimite box in Fig./ 5.1 (bottom
panel) 'pillar I' and the second largest 'pillar II’, the ¢apsing compact core is at the tip of pillar
Il. Their respective masses aWjjarr = 123Me), Mpjjjari = 8.1Mg andMcgre = 0.7M,. The
compact core is defined as all material with a number denbityenci; = 10’cm~2 in a region
of Ryit = 0.02pc around the peak density (see G09). Observations slatvstdr formation is
taking place close to the tips of the evolving structuresd&net al., 2007). The same is true
for our simulations. In the process of sweeping up the deretenmal lags behind, gaining less
momentum and thus leading to very high density enhancenmeats the radiation front. In
contrast, the simulation without UV-radiation does notwlamy signs of gravitational collapse.

Overall the scenario is very similar to the 'collect and apBe’ model, as the denser regions
would not collapse on their own on the timescale simulated tae sweeping up of material
plays a vital role. We call it 'collect and collapse with tutent seeds’.

2This timescale is calculated by taking the sound speed ohthiéonized gasshot = 13.1pc/Myr and the
average penetration length of the ionization gfffic into account.
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5.3.2 Turbulent Evolution

For the discussion of the evolution of the density weighteelctra from the run with ioniza-
tion we perform a control run with the same initial condigosnd accuracy parameters as the
main simulation but without the inclusion of UV-radiatidn.the comparison run no sign of star
formation can be detected. This is reasonable, since thel ¢tonot set up to become gravi-
tationally unstable as the total time of the simulation isciniless thari. The comparison is
shown att = Okyr, t = 250kyr andt = 500kyr (Fig./ 5.2). We analyze the turbulent spectrum
in four cubic domains in the backward domain of the simulgtipanning 2pc in each direc-
tion (one is indicated in Fig.5.1, top panel, the other thmee shifted in the negative y- and
z-direction, respectively). Thus, it is guaranteed thatéhs always enough cold gas in the vol-
ume to achieve sensible results. To avoid a bias by eitheiothized gas or the forming high
density regions we take into account only gas with a numbesite1Fcm 3 < n < 10%cm 3.
The particles are binned on(428)° cubic grid by using a kernel-weighted binning routine (as
e.g. in Kitsionas et al., 2008). Based on this grid we caleula¢ density weighted spectra by
substitutingv with (p/p)Y2(v — vrus) before the Fourier transformationgys is the average
velocity in each of the three components. The specific teriiukinetic energy in the Fourier
space is then given as

1 _
&in,turb = > (V/ V'), (5.2)

whereVv’ andV’ are the Fourier transform of the substituted velocity asd@mplex conjugate,
respectively. By mapping th&in turb Cube to wave numbels, the specific energy in the com-
pressional, curl-free modes can be calculated as
! !

Ecom = Eturb,kin%%- (5.3)
The specific energy in the solenoidal or incompressibleergence-free modes is then given by
Esol = &kin turb — Ecom. WWe construct the spectra by collecting the energy in tHferdiht wavenum-
ber intervals (see Kitsionas et al., 2008, for details). Whal spectra as well as the solenoidal
and compressional parts are shown in Fig. 5.2.

The initial spectrum at = Okyr (Fig.5.2, top panel) resembles quite well a power-kewven
though the large-scale (low k) modes are lower, as the rdbaditions are not produced by
driven but by freely decaying turbulence. The slope is sintib a Kolmogorov-law. Approxi-
mately 25% of the total turbulent energy is contained in @ gressional modes.

At t = 250kyr (Fig.5.2, middle panel) there is already a distinffecence between the two
spectra. The control run keeps the power-law shape angbdissienergy. In the ionization case
the power is strongly increased on all scales. The incregs®nounced fok > 10, correspond-
ing to scales< 0.2pc. An interesting feature is the rise in the compressiorades, where now
39% of the total turbulent energy is contained, whereaserctimparison run this ratio stays at
25%. This clearly shows that the energy of the radiationasdferred into compression of the
cold gas via the hot gas. The increase is in the turbulenggntself and not correlated to the
overall bulk motion in the x-direction, since the mean vélocs subtracted separately in each
direction before the Fourier transform.
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Figure 5.2: Evolution of the density weighted power spegtlatted is the logarithm of the
wavenumber versus the logarithm of the specific kineticggne®olid lines denote the run with
ionization, dotted lines the control run without ionizatio Plotted is the mean value of the
spectra in the four different backward cubes, the error Baosv the minimum and maximum
values. Blue: total specific kinetic energy, green: solealaiodes, red: compressional modes,
dashed: Kolmogorov power-law.
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After t = 500kyr (Fig.5.2, bottom panel) these differences are everemronounced. The
kinetic energy in the cold gas is now a factor of four highetln the run without ionization.
Approximately 33% of the total turbulent energy is now camed in the compressional modes.
This suggest that after an initial phase of high compredsiersystem starts to relax.

Including the mass in the respective region and densityerding total turbulent energy can
be calculated. The initial turbulent energyBg, = 2.1 x 10*erg, the final turbulent energy (at
t = 500kyr) isEion = 4.3 x 10%erg andEjon = 1.1 x 10™erg in the ionized and unionized case,
respectively. Thus, the input of turbulent energy per uaitisne and unit time averaged over the
simulation time when comparing the run with ionization te tfase of freely decaying turbulence
is &urb = 2.1 x 10-%%ergs lem3. By using the simplified assumption that the UV-radiation is
absorbed isotropically in the entire simulation volume #imeount of energy contained in the
ionizing radiation for the chosen fltBy is &, = 3.5 x 10-2%ergs tcm~3. Compared to the es-
timates of Matzner (2002) and Mac Low & Klessen (2004) ouratake energy is several orders
of magnitude higher, since we look at the direct surrounaihgn O-star instead of averaging
over an entire galaxy. Nevertheless, the conversion effigief ionization into turbulent motion
of the cold gas is in our case = éyp/éy ~ 2 X 10°, which is an order of magnitude higher
than their estimate off ~ 2 x 10~ for the Milky Way. Our highly resolved simulations show
that ionizing radiation from an O-star or association pdegi a much more efficient mechanism
to drive and sustain turbulence in the parental moleculaudtkhan was previously estimated.
However, this is still the energy input into the local enwineent in contrast to the average input
rate on galactic scales derived by Mac Low & Klessen (2004).tl@ larger scales it does not
appear to contribute as significantly as e.g. supernovasixpis.

5.4 Discussion

We have shown in this letter that the observed pillar-likadtures around O-stars as well as the
gravitational collapse at the tip of the pillars can resudtr the impact of the ionizing radiation
of massive O-stars on a turbulent molecular cloud. In addjtihe turbulent energy in the cold
gas is increased by a factor of four, especially in the cosgiomal modes. Both effects are due
to the same mechanism: the ionization can heat the gas at@ampels of low density, thereby
compressing gas at higher density into filaments. Close tsdhece of ionization this leads to
the excavation of pillar-like structures with triggerecgtational collapse at their tips. Further
away from the source front, the structures have not yet fidlyeloped, nevertheless the effect of
compression is clearly visible in the turbulent energy s@ec

Even though we find striking similarities between our sintiolas and observations, one has
to bear in mind that this is a simplified approach which dogsmamlve full radiative transfer.
lonized gas which gets shaded is assumed to cool immedmattiput affecting the adjacent
structures. In addition, the shaded gas does not get ioirdcheated by the recombination
radiation of the ionized gas surrounding it. This might iafige the precise shape of the structure
behind the tip. Moreover, the thin surface layers aroundh géltar where cold and hot gas are
mixing cannot be resolved, although they might be crucialtie precise understanding of the
temperature and the chemical composition of these stestuNevertheless, our simulations
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indicate that these detailed effects are of minor impoeaacexplain the global picture, i.e.
the overall structure and mass assembly of the pillars gbderStellar winds might have an
additional impact. Although O-stars have very powerful dgrwhich can reach velocities of
up to 1000km/s, our models suggest that ionizing radiationeacan reproduce most observed
features.

The straightforward combination of hydrodynamics andorg radiation together with a
standard turbulent model and typical parameters for médeatiouds leads to morphologies
consistent with observed objects like pillars and collagsiores. The similarities suggest that
ionizing radiation plays a major role not only in shaping plaeental cloud, but also in triggering
secondary star formation. Furthermore, the overall tenukinetic energy in the cold gas is
increased significantly.
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Chapter 6

Detailed Numerical Simulations on the
Formation of Pillars around HII regions

MM. Gritschneder, A. Burkert, T. Naab, S. Walch

We perform a set of high resolution simulations on the impédidiV-radiation on the turbulent
interstellar medium (ISM). This parameter study includ#erent levels and driving scales of
the turbulence, different ionizing flux as well as differégmperatures and densities of the cold
gas. We find a clear correlation between the initial statehefturbulent cold cloud and the
final morphology and physical properties of the structurdigeent to the HIl region. From
the simulations we are able to derive a criterion for the ftion of pillar-like structures and
thus the formation of cores and stars. Gravitational cekapccurs regularly on the tips of the
structures. We also derive column densities and velocivfilps of our simulations and find
these to be in very good agreement with the observationsioksrand cores. The line-of-sight
velocity profiles of the simulations resemble the obsere¢aktional patterns in some projections,
although the true velocity fields are turbulent.

stars: formation, ISM: structure, turbulence, ultraviol(SM, methods: numerical, Hll re-
gions

6.1 Introduction

As soon as a massive O type star ignites, it starts to shajparé&ntal molecular cloud (MC)
by its UV-radiation and stellar winds. Very often peculitnustures are found in the vicinity of
these ionizing sources, e.g. the ’pillars of creation’ ia Bagle Nebula (M16). The observations
of this region by Hester et al. (1996) are arguably the masbfzs picture ever taken with the
Hubble Space Telescope. There is also wide-spread evidenstr formation at the tips of the
pillars (e.g. Sugitani et al., 2002; Thompson et al., 2002C"ughrean & Andersen, 2002). For
a very recent review of M16 see Oliveira (2008).

Since the launch of the Spitzer Space Telescope a wealtlyblyfriesolved observations of
the peculiar pillar or trunk-like structures observed aathe hot, ionized Hll-regions of mas-
sive stars and the star formation in this trunks has becorakable, e.g. in the Orion clouds

1to be submitted
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(Stanke et al., 2002; Lee & Chen, 2007; Bowler et al., 2009),Gheéna nebula (Smith et al.,

2000), the Elephant Trunk Nebula (Reach et al., 2004), tHedTMiebula (Lefloch et al., 2002),

M16 (Andersen et al., 2004), M17 (Jiang et al., 2002), 30 Dalborn et al., 2002) and the
SMC (Gouliermis et al., 2007b). In addition, several readrgervations of bright rimmed clouds
(Urguhart et al., 2009; Chauhan et al., 2009) have been davtie An interesting aspect is the
surprisingly spherical shape of many observed nebulaecedly in RCW 120, 'the perfect

bubble’ (Deharveng et al., 2009). Other other regions, dile RCW 79 (Zavagno et al., 2006),
RCW 82 (Pomags et al., 2009) and RCW 108 (Coroer& Schneider, 2007) share this mor-
phology.

On the theoretical side, star and structure formation invtbiaity of Hll-regions is mainly
studied with respect to two different aspects. On the oneal lthere is the 'radiation driven
implosion’ (RDI) model (see e.g. Klein et al., 1980; Bertoltia89). Here, a pre-existent, but
gravitationally stable density enhancement is driven aaitapse by the increase in pressure of
the surrounding gas. On the other hand there is the 'coliettallapse’ (C&C) model proposed
by ElImegreen & Lada (1977). A shock front, resulting from thgpansion of the hot, ionized
gas is driven into the cold surrounding gas and sweeps uprialate a dense shell, until it
becomes gravitationally instable. This mainly appliesdales larger than the ones studied here.
The model proposed in Gritschneder et al. (2009b, here@&®&b) bridges the gap between
the two. The impact of ionizing radiation on a preexistingotuent medium is studied. This
does not correspond directly to the RDI, since a turbulentiomedioes not consist of isolated
initial structures, which are then driven into collapse. @@ other hand, the collapse does not
occur by gravitational instabilities inside the shell asha C&C model. In our model, clumpy
substructures are already present. These get compres§kahtentary structures, which now
contain enough material collapse on their own. Their gaéiabal collapse happens after the
passage of the main front. Since it is the combination of Ipotitesses leading to gravitational
collapse we call it 'radiative round-up’.

A main motivation of developing software able to treat i@migradiation have been inves-
tigations of the reionization of the early universe (see Bigy et al., 2006; Pawlik & Schaye,
2008; Altay et al., 2008, and references therein). Howesareral methods treating ionization
in the context of contemporal star formation have been dgesl (e.g. EImegreen et al., 1995;
Kessel-Deynet & Burkert, 2000; Dale et al., 2005; Mellemal £2906; Krumholz et al., 2007,
Bisbas et al., 2009; Peters et al., 2009), for grid-based dawér smoothed particle hydrody-
namics (SPH) codes.

The results of the first simulations are already encourad{egsel-Deynet & Burkert (2003)
presented three-dimensional RDI simulations with an SPH @il were able to show that an
otherwise gravitationally marginally stable sphere camlitden into collapse by ionizing radi-
ation. Mellema et al. (2006) reproduced the observed madogies of HIl regions by ionizing
a turbulent medium with a grid code without the inclusion cd\gty. Dale et al. (2007a) com-
pared the gravitational collapse of a MC with and withouization in an SPH code. They found
slightly enhanced star formation in the simulation withization. The inclusion of ionization
in a grid code in combination with a magnetic field was disedssy Krumholz et al. (2007).
A homogenous magnetic field leads to a non-spheric Hll-regias the gas is held back by the
magnetic field lines and an oval shaped bubble evolves. lischineder et al. (2009a, hereafter
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G09a) we showed that marginally stable density enhancergentriggered into forming stars in
cases with high as well as with low ionizing flux. Miao et alo@®) further analyzed this RDI-
scenario with a SPH-code including a radiative transfeeswh They show that there is an evo-
lutionary sequence, depending on the initial size of the MGuagested by Lefloch & Lazareff
(1994). In GO9b we investigated a subsection of a MC with m&golution and found that the
ionization of the turbulent cold medium leads to pillardimnorphologies as well as to triggered
star formation. Furthermore, the turbulence in the coldigasrongly influenced by the ioniza-
tion. This study will present a more detailed investigatagrihe evolution of turbulent clouds
affected by stellar ionization using iVINE (G09a), an implentation of ionization into SPH.
The structure of this paper is as follows. §6.2 we briefly review the concept of ionizing
radiation, followed by a short summary of the iIVINE-codetekithat we present the set of initial
conditions for the parameter study. §6.3 the outcome of the different simulations is discussed
in detail. A close comparison to the observations is dori®id and we draw the conclusions in

§6.5.

6.2 Basic Approach and Initial Conditions

6.2.1 lonizing Radiation

As soon as an O star is born it ionizes its surroundings by &t¥ation. This leads to an ionized,
hot Hil-region (Tion ~ 10°K). In the beginning the 'R-type’ ionization front travelstwia speed
VR Which is greater than the sound speed of the hotagas This phase ends as soon as the
ionization is balanced by recombinations in the Hll-regi®he ionized volum#&’s, the so called
Stromgren sphere (Simgren, 1939), is then given by

J
Vs=—

= oo (po/mp)? o

Here, J.y is the flux of ionizing photons of the source, which is assurwetle constant and
monochromaticag is the recombination coefficienty is the density of the preexisting, homo-
geneous gas antp is the proton mass. At a larger distance from the star thetiadi can be
assumed to impinge plane-parallel onto a surface and thu.Egimplifies to

Xg = _ (6.2)

B ag(Po/Mp)?’

wherexs is the thickness of the ionized region aRg is the in-falling ionizing flux per unit time
and unit area.

After a hydrodynamical timescale the hot gas reacts tot®ased temperature and pressure.
The pressure of an ideal one-atomic gas is given by

ol _pe2 (6.3)

=P e
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wherep is the densitykg the Boltzmann constanyy the mean molecular weight ard the
isothermal sound-speed. Now the evolution is characedmean isothermal shock followed
by a weaker, 'D-type’ ionization front. The front velocity howvp < ajon. For a full analysis
see e.g. Shu (1991b). As the hot gas expands its densityuseddAt the same time the cold,
surrounding gas is compressed. Under the assumption thdiaimogeneous ionized region
consumes all UV-photons of the source it follows from Eq.tGa the density of the hot gas for
a constant flux and a constant temperafigggat any given time is

mFy

2 (6.4)

phot(t) =

To calculate the front positiox(t) we follow the approach by Dopita & Sutherland (2003). Un-
der the assumption of a thin shock with the spegtthe ram pressure in the hot, ionized gas has
to be equal to the ram pressure in the cold gas

PIOI’] = I:)cold7 (6-5)

where

dx 2
Peold = PoV3 = Po( dt) (6.6)

The pressure at the ionized side of the shock is mainly giyetind thermal pressure of the hot
gas

Pon = fPot= fphotcéhota (6.7)

where we have already introduced a constant fitting fatttmr account for the approximations
made, especially the one leading to Eq. 6.4. Combining batlatézns and using Eq. 6.4 and
6.2 yields

1 dX 1

X“a = fCshotXs - (6.8)

With the initial conditionx(tg) = Xs we can integrate and obtain

gl

C
<1+\/_5 S“O‘t—to> : (6.9)
Using Eq. 6.4 it follows that

A
10

Prot(t) Po<1+\/_ S“"‘t—t) (6.10)

for a plane-parallel infall of a constant flux onto a homogmreemedium.
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6.2.2 Numerical Method and First Tests

In order to investigate the effect of different initial catoins and levels of UV-radiation on the

formation of pillars we conduct a parameter study. All siatidns were performed with the

newly developed code iVINE (G09a), an implementation ofory radiation in the tree-SPH

code VINE (Wetzstein et al., 2008; Nelson et al., 2008). Here ionizing radiation is assumed
to impinge plane-parallel onto the simulated volume from tiegative x-direction. From the
surface of infall the radiation is propagated along thereation by a ray-shooting algorithm.

Along these rays the ionization degrgeis calculated for each particle i. According to the
ionization degree, the pressupeof the particle is calculated by a linear extrapolation @ th
temperatur@i of the hot, ionized and the temperatdggq of the cold, un-ionized gas. Here,
we assume both gas components to be isothermal, since fdettsity range in our simulations
heating and cooling should balance each other to approgimsathermality (see e.g. Scalo et al.,
1998). Following Eqg. 6.3 the new pressure in our simulatsogiven as

p— (Tionr’i i Thion(1— rli)) I(Bpi7 (6.11)
Hion Mnion Mp

wherep; is the SPH-density of the particiend Liion, = 0.5 andpion = 1.0 are the mean molec-
ular weights of the ionized and the un-ionized gas in the operre hydrogen, respectively.

As afirst test we verify Eq. 6.9 and fit a value fioby ionizing a slab of atomic hydrogen with
a constant homogeneous densitygfig = 300mpcm 2 and a temperature Gty q = 10K. We
perform three different runs, corresponding to a low flux,(Ef = 1.66 x 10° ycm~2s71), an
intermediate flux (IFFy = 5x 10° ycm~2s~1) and a high flux (HFFy = 1.5x 10°%ycm=2s71).
This corresponds to the ionization penetrating immedjateb the first 055%, 167% and 5%
of the region, respectively (see Eqg. 6.2). At the same tinseishequal to placing the simulation
volume further away or closer to the source, e.g. the O-$te.simulations are conducted with
the same accuracy and setup as in the parameter study gioswn (see§6.2.3). Fig. 6.1 shows
the resulting evolution of the front. As one can clearly $eedpproximations leading to Eq. 6.2
(f =1, the dotted lines in Fig. 6.1) do not produce satisfactesyits. Instead, assuming

5
Pon = anot (6.12)

(le. f= %, the dashed lines in Fig.6.1) perfectly matches the sinanatduring the entire
simulated time ofgj,, = 500kyr. Thus, we keep this assumption for this work.

6.2.3 Initial Conditions

To produce different turbulent initial conditions we use #ame approach as in GO9b. We set
up a supersonic velocity field (Mach 10) with a steep powerfgk) 0 k—2. Before switching
on the ionizing source each setup decays freely under theeimde of isothermal hydrodynamics
and periodic boundary conditions until the desired iniNdch number is reached (after
0.8 — 1.0 Myr, depending on the specific simulation). The individpaiticle time-steps in VINE
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Low Flux
Intermediate Flux
High Flux

Figure 6.1: Front position versus time for the three tesusations with a different flux imping-
ing on a homogeneous medium. Green, blue and red line: diondawith a low, intermediate
and high flux, respectively. Black lines: solution accordingeq. ' 6.9, dottedf = 1, dashed
f=5

4

are determined as in GO9b by using an accuracy parametgy.ef 1.0 and a Courant-Friedrichs-
Lewy (CFL) tolerance parameter ofr_ = 0.3. An additional time-step criterion based on the
maximum allowed change of the smoothing length with an aaguparameter of, = 0.15 is
also employed.

The initial properties of the different simulations aredisin Table 6.1. A short description
of the main differences to the "fiducial’ simulation presshin GO9b are given here:

e M5IF4pkl Standard case: Machb5, an intermediate flux, the box lengtpésand before
the free decay only the largest turbulent motles 1..4 are populated. The temperature
of the cold gas idnion = 10K, the mean density jg = 300mpcm2 and the simulation is
performed with 2« 10° gas particles.

e M5LF4pkl Low Resolution: the number of particle is eight times lowertlin the stan-
dard case, thus the spatial resolution is two times lower.

e M5IF-open Open Boundary: the same as M5IF4pk1, but the gas is allowdrk@s away
freely in the negative x-direction.

e M5IFwarm Warm Medium: the temperature of the un-ionized ga%,is, = 100K, the
turbulence is still at Mach 5, now with respect to the highemsl-speed at 100K.
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Simulation M[Mz] p[mpcm 3] Ipo(pd Fy[yem sl Mach Kk  Thion[K]

M5IF4pk1 474 300 4 5 10° 5 14 10
M5IF-Ir A74 300 4 5x 10° 5 14 10
M5IF-open 474 300 4 5 10° 5 14 10
M5IFwarm 474 300 4 5 10° 5 14 100
M5LF4pkl 474 300 4 7 x10° 5 14 10
M5HF4pkl 474 300 4 Bx 100 5 14 10
M5LF-n100 158 100 4 =10 5 14 10
M5IF4pk4 474 300 4 & 10° 5 48 10
M2IF4pk1 474 300 4 & 10° 2 14 10
M7IF4pk1 474 300 4 & 10° 7 14 10
M5IF2pk1 119 300 2 5x 10° 5 14 10
M5IF8pkl 3795 300 8 5 10° 5 14 10

Table 6.1: Listing of the different initial conditions. & are initial mass, average density
and size of the simulation. In addition, the impinging flux;bulent Mach number, the largest
driving mode of the turbulence and the temperature aralli$tlbIF4pk1l is the standard case as
presented in GO9b.

e M5LF4pkl Low Flux: the impinging flux is lower by one third compared hetstandard
case.

e M5HF4pk1 High Flux: the initial flux is a factor of three higher compdi® the standard
case.

e M5LF-n100 Low Density: the initial average density is a factor of thieeer, the im-
pinging flux is lowered by a factor of three.

e M5IF4pk4 Low k: only the smaller turbulent modés= 4..8 are populated before the free
decay.

e M2IF4pkl Low Turbulence: the setup decays until Mach 2 before thezation is switched
on.

e M7IF4pkl High Turbulence: the setup decays until Mach 7 before thézadion is
switched on.

e M5IF2pkl 2pc: the y- and z-boxlength is 2 pc, the x-boxlength is 4 poorter to obtain
a constant factor between the mass resolution of all simualsithe particle number is
increased to 4 10P.

e M5IF8pk1 8pc: the box length is 8 pc in each direction, the particle beinis 2x 10P.

To ensure a correct integration of all quantities we usendeidual time-stepping-scheme
of VINE with the same parameters as for the freely decayimgulence (see above). In most
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simulations hydrodynamics is calculated with periodicitaries in the y- and z-direction. The
boundary is reflecting in the negative x-direction to représonservation of flux towards the
star, whereas in the positive x-direction the gas is alloteesiream away freely. To test this
assumption we perform one simulation with open boundanié®th x-directions. Gravitational
forces are calculated without boundaries. This is validhagree-fall time of the whole simulated
area istg ~ 3Myr, which is much larger than the simulation timetgfy = 0.5Myr. For the
tree-based calculation of gravitational forces we use difpale acceptance criterion (MAC,
Springel et al. 2001) with a tree accuracy paramete? ef 5 x 10~. The correct treatment of
the ionization and the resulting acceleration of the plagics obtained by the modified CFL-
condition discussed in G09a. The recombination of the hetigancluded withag = 2.59 x
10~ 13cm3s1 and the cross-section for the ionizing photons is set t6 3.52 x 10~ 8cn? The
simulations are performed on a SGI Altix 3700 Bx2 supercomptihe calculation of each setup
took approximately 100 wall clock hours on 16 CPUs.

6.3 Results of the Parameter Study

6.3.1 General Properties

In all of the simulations forming structures the same efeectdescribed in GO9b takes place.
The ionization penetrates further in the low density regibthe turbulent setup. As the ionized
gas reacts to its increase in pressure it starts to comgressljacent, un-ionized, higher density
regions. Typically atina = 500kyr a clear morphology has evolved. Fig. 6.2 shows thiasar
density projected along the z-axis at this stage.

To enable a more quantitative discussion we investigatentist prominent structure in each
simulation in more detail. To define the tip we take the plriitosest to the source of radiation
above a threshold density @esn= 10°mpcm3. We then take its surrounding, the region
spanning 1pc in the x-direction and3(c in the negative and positive y- and z- direction. The
cold, un-ionized gas in this region is defined as the ’pillahis definition allows us to extract the
important quantities by the same algorithm for all simwlas to enable a direct comparison. The
values for the defined pillar &t,5 = 500Kkyr are given in Table 6.2. We estimate the diameter of
a pillar via

M

e (6.13)

dpiIIar =2
with x = 1pc as the length of the pillar. In addition, the mean ddElsjfyhe hot gas is listed. It
is notable that all simulations with the same impinging flbare a similar density of the pillar
as well as of the hot gas. In the case of a homogenous medisrodbid be expected from Eg.

3In M5LF-n100, M7IF4pk1 and M5IF2pk1 the second tip was takeproduce comparable results.
“Denote that we always give the real dengitpf the hot gas, not the number densityo avoid the factor of
¢ = 0.5 when comparing the low density, un-ionized gas to the exhzas.
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Figure 6.2: Surface density of all simulations of the congmar study, ordered from left to right
and top to bottom as in Table 6.2, at the final stagg = 500kyr. Denote that in panel 6 and 12
the x-axis is shifted.
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Simulation  M[My] pp[10*mpem 3] 2[10 3gem 2] log o[N(Hz)/cm 4 o[kms ]

M5IF4pkl 126 4.56 152 205 11+0.7
M5IF-Ir 14.26 566 169 205 0.884+0.53
M5IF-open 110 5.06 144 205 12+0.7
M5IFwarm 102 0.37 023 197 20+0.8
M5LF4pkl 124 375 138 205 0.90+0.5
M5HF4pk1 109 7.23 272 208 23+13
M5LF-n100 579 280 099 203 199+0.9
M5IF4pk4 278 344 116 204 12+0.7
M2IF4pk1l 126 3.62 132 204 13+0.6
M7IF4pkl 140 536 171 206 11+05
M5IF2pk1 339 276 100 203 16+0.8
M5IF8pk1 511 4.76 194 206 10+05
Simulation Vi [kms™] d[pd pion[Mmpcm 3] AP

M5IF4pkl 48+09 0.12 43.4 1.90

M5IF-Ir 48+05 0.11 42.5 1.50

M5IF-open 54+1.1 0.10 28.6 1.13

M5IFwarm  33+1.7 - 43.6 2.36

M5LF4pkl 33+0.7 0.13 26.5 141

M5HF4pkl 82+22 0.09 73.5 2.02

M5LF-n100 61+19 0.10 19.0 1.36

M5IF4pk4 62+09 0.06 42.2 2.45

M2IF4pk1l 39+09 0.13 39.8 2.20

M71F4pk1l 40+09 0.11 39.2 1.46

M5IF2pk1 34+15 0.08 38.2 2.77

M5IF8pk1 29+0.7 0.24 42.5 1.78

Table 6.2: Results of the parameter study. Listed are the,nmesmn density, absolute turbulent
velocity, velocity dispersion and the x-velocity away frahe source of the most prominent
structure. Then the mean diameter (see Eqg. 6.13) of the pifld the mean density of the hot
gas are given. Finally, the pressure differeAg&(see Eq. 6.14) is listed.
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6.10. We define the pressure differencgigf = 500kyr as:

AP = Ponfinal _ 2Tion Pion final

= 6.14
Foillar final ~ Tnion Ppillar final (6.14)

Becausé\P;n4 is very close to unity in all simulations we derive as a firsiulethat the pillars
are in thermal equilibrium with the hot surrounding Elas.

6.3.2 Resolution and Boundary Conditions

The first two simulations do not address different physicapprties but rather numerical details.
M5IF-Ir was performed with exactly the same setup as M5I1A4 bkt with eight times less par-
ticles. This leads to a lower spatial resolution by a factdwo. Nevertheless, the morphology is
comparable to the higher resolution case (Fig 6.2, pandlt®.only noticeable difference is that
the second largest structure in this case has already mertiethe third structure. Furthermore,
the tiny smaller structures are less frequent. The phypicalerties (see Table 6.2) are similar
as well. The structures in the low resolution case tend to bi¢ more massive, which can be
expected with lower resolution. Altogether, the globalisture and properties are comparable
and thus we conclude that M5IF4pk1 is reasonably converged.

In the other test case we investigate the boundary conditidtine negative x-direction. In
M5IF-open this boundary is not reflecting. Instead the gadl@ved to stream away freely.
This leads of course to a lower density in the ionized regids.a consequence the simulation
(Fig. 6.2, panel 3) looks like the simulation with a higheixfijpanel 6, se€6.3.4), since the
radiation is able to penetrate further.Nevertheless, dhadtion of pillars still takes place and
is not strongly affected. Even density and mass assemblyeoptominent structure are alike.
Therefore, the choice of the boundary condition is not infueg the overall scenario in a signif-
icant way. As it is more realistic to assume that there isaalyehot gas in the region between the
source and the turbulent region we keep the reflecting bayrdadition in all other simulation.
These reflection can be seen as flux conservation at the lefebof the simulation: as much
gas streams from the area towards the source into the regjisrsaeaming outwards.

6.3.3 Temperature and Pressure

The most striking difference can be seen between M5IF4pigl @2, panel 1) and M5IFwarm
(panel 4). Both initial conditions are self-similar, both eset up with the same initial ran-
dom seed for the turbulence and they are relaxed until tiedarcities resemble Mach 5 at their
respective temperature. Consequently, at the time theataizis switched on, their density
distribution is the same. Since the impinging flux is idealtithe radiation ionizes the same
regions in both cases. Nevertheless, in M5IFwarm no ewwluti any filamentary structure is
visible. This leads to the conclusion that the pressurenioaldbetween the hot, ionized and the
cold, un-ionized gas plays a crucial role in the formatiostofictures.

5In fact, the value is always slightly above one, but this carly. attributed to the complete negligence of the
turbulent motion in the cold gas in Eq. 6.14.
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Taking Eq.| 6.3 and the straightforward assumption that oedyons with a lower pressure
than the pressure of the hot gas can be compressed gives

I:)nion,initial < I:1on,ini’[ial (6-15)
and thus o7
Prion < Pion T -|on‘ (6.16)
nion

If we assumepion = 100mpcm—2 in the beginning, as the ionization mainly penetrates the
lower density regions, this equation yieldgon 10k < 3.6 x 10°mpcm 3 and pnion 100k < 3.6 x
10*mpem=3. The maximum densitpmax = 8.8 x 10*mpcm 2 in both simulations lies in be-
tween the thresholds. Thus, in M5IF4pkl the pressure of aheed gas is high enough to
compress even the densest structures, whereas in M5IFweaearasregions are able to resist the
compression. Therefore, the ionized 'valleys’ are not exirdg significantly in the tangential
direction, the density is not lowered as much and the iolwras not able to reach much fur-
ther. At the same time the un-ionized ’hills’ are less corspesl, but since they are closer to the
front they are accelerated more strongly in the x-direcéiod the initial differences in the front
position are leveled out.

In general, the formation of pillars depends critically omether the density contrast between
the dense regionggigh), which will not get ionized, and the less dense regign.{, which
will get ionized, is higher than the temperature differebeéwveen ionized and un-ionized gas.
By defining the density contrast in the initial conditions/g®nit = Phigh/ Plow and taking into
account Eq. 6.15 the critical criterion for the formatiorpdfars can be written as:

2Tion

Tnion

Apini'[ <

(6.17)

As stars will only form in compressed regions, e.g. pilléngs gives an estimate if a region will
undergo triggered star formation.

Unfortunately there is no straightforward way to define tleagity contrast in a turbulent
medium, especially since the impinging flux plays a majoe nol defining 'high’ and "low’
density. However, Eq. 6.17 already shows, that increasiagrtean densitp while keeping the
temperature constant will not help to hinder the formatibpikkars. The only way to change the
density contrast is to increase the level of turbulence {6625).

6.3.4 Initial Flux and Density

In the next test we vary the impinging photon flux. As in thedimtions performed i6.2.2,
the flux is able to ionize immediately%5%, 167% and 5% of a medium at a constant density
of p = 300mpcm 3 in M5LF4pk1, M5IF4pkl and M5HF4pk1, respectively. The exain of
the density in the hot component is shown in Fig.| 6.3. AltHotige medium is highly turbulent
Eq.6.10 still gives a very good estimate of this densityeesly after an initial phase. Only
the case with the high flux differs from the analytical saati This can be understood as Eq.
6.4 depends on both the penetration depth and the densitg adized gas. A higher flux can
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Figure 6.3: The change of the mean density in the hot gas gitine simulated time. Solid
lines: green M5LF4pk1, blue M5IF4pk1, red M5HF4pkl andg&IM5LF-n100. Dotted lines:
the comparison simulations at the respective flux. Dashed black lines: the amalyti
solution according to Eq. 6.4 with= %

ionize denser regions and thus the evolution of M5SHF4pk1la/be better described by ionizing
a medium at a higher density with a smaller penetration len@h average the turbulent case is
still comparable to the case with a constant flux and it i$&ilid to describe the evolution of
the density inside a Hll region by Eqg. 6.10.

On a more morphological side, the pillars in the simulatiaith a higher flux (i.e. in a
simulation closer to the source) are smaller (Fig. 6.2 p&nphnel 1 and panel 5 in decreasing
flux order). In addition, they gain more momentum away fromgburce. At the same time the
density of the hot gas is higher, leading to denser, more cesspd structures with a smaller
diameter. Due to the higher photo-evaporation their mamseower (see Table 6.2).

Changing the initial flux is expected to be similar to changimg mean density. According
to Eq./6.2p O x2. In M5LF-n100 we reduced the impinging flux by a factor of threAt the
same time we reduced the flux by a factor of three to avoid aem@ealy high level of ionization
degree. In total, this corresponds to the same penetragitgth as in M5HF4pkl. Thus, we
expect a similar morphology to evolve, but the densitiesukhbe lower. In Fig. 6.2 (panel 7)
this can be clearly seen. The morphology is similar to M5H84mlthough the front is less
displaced. Again, the density (Fig. 6.3) in the hot gas eemkimilarly to the expectation for a
homogeneous medium. The mass assembled in the prominectusér (Table 6.2) is lower and
the density of the structure fits the findings of pressureldguim.

Combining these findings with the results§6.3.1 allows us to make an interesting predic-
tion. As the density of the hot gas behaves similar to the chadhomogeneous medium and as
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the structures are near the pressure equilibrium, we calgptbe density of the structures from
the initial mean density of the medium, the flux of the souese] the time since the ignition of
the source or the position of the ionization front.

6.3.5 Turbulent Mach Number

Another purpose of this study is to disentangle the effetth@initial turbulent density distri-
bution on the formation of the pillars. Therefore, the levEiurbulence is changed. We take the
decaying turbulent setup at an earlier time, corresponifdach 7 in M7IF4pkl and at a later
time, corresponding to Mach 2 in M2IF4pk1. When non-drivetbtilence decays, most power
is lost on the large scale modes. This can be seen in Fig. 87iF4pk1 (panel 10) the surface
density is clearly dominated by the large modes, which fdrengrominent fingers. In contrast,
in M2IF4pk1 (panel 9) this mode has decayed much furthess 8howing no significant pre-
ferred location of the structures forming and producingdisgmuch smaller in the x-direction.
However, as seen from the numbers in Table 6.2 the diffengtilidensity contrast and average
velocity are not significant enough to alter the assemblesksma density of the structures sig-
nificantly, since the evolution is mainly dominated by thegsure differences between hot and
cold gas, which are much higher than the different initialaditons in the simulations varying
the Mach number.

6.3.6 Turbulent Scale

To study the effect of the turbulent input scale the initiabulence, which is usually set up with
power on only the largest scalks= 1..4, is set up with power on the smaller scakes 4..8 in
M5IF4pk4. The resulting surface density in the first 2 pcrigcihe star is shown in Fig. 6.4.
Already in the initial conditions (left column) a clear difence can be seen. Whereas the power
on the larger k modes leads to large, distinct structurgsgémel), power on the smaller modes
show already a much more diversified density distributioav@r panel). Aftettsng = 500 kyr
(right column) the ionization leads to an enhancement optieexisting structure. The densest
filaments survive, while the other material is swept awayHhwgyionization. In M5IF4pk1 (top
panel) this leads to an excavation of the few, but biggerctires and thus to the creation of
few, but distinct pillars. On the other hand, in M5IF4pk4ttban panel) more structures, but of
smaller scales survive, which leads to several, but tinyctires.

Together with§6.3.5 this shows, that only a strong enough turbulent dgigima large enough
driving k = 1 mode leads to a overall enhancement to produce the sigritaictures seen in
observations. As has been showr§én3.2 this is not an effect of the resolution. The turbuleisce
well enough resolved to allow for small enough modes to pteduzzy structure in M5IF4pk1,
but the evolution under the influence of UV-radiation is doated by the larger modes.

Another possibility to change the input scale of the turba&is to simply increase or de-
crease the size of the simulation domain. In M5IF8pk1 thealons doubled. Since the particle
number is kept constant, this leads to a factor of two lowatiapresolution. So the resolution
in the part of the domain shown in Fig 6.2 (panel 12) is comipiaro the low resolution case
MS5IF-Ir (panel 2). M5IF2pkl has a two times smaller size thfam standard case (M5IF4pk1),
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Figure 6.4: Projected surface density along the x-axis. prbgcted slice is always 2 pc thick.
Left: t = Okyr and the slice starts at the surface facing the O-stgn:rb00kyr and the slice is
adjusted to encompass the substructures. Top row: only sikodel — 4 are populated initially,
bottom row: only modek = 4 — 8 are populated initially.

which corresponds to doubling the spatial resolution. Townain has a smaller extend in the
x-direction as well, which we compensate by taking two tirties evolved turbulence in the
x-direction. This is valid, since the initial conditions mecvolved with periodic boundary con-
ditions. The particle number is thus41 (P, twice as high as in most other cases.

As the density distribution and therefore the density @sttis self-similar in all three cases
we expect that the same regions of the initial conditionsfaim the dominant structures. Only
the size of the encompassed region and therefore the sizmasglof the pillars should change.
In Fig. all three simulations (panel 1, panel 11, panglstidw a clear sign of the largest
k=1 mode. The size of the structures formed is linearly depetnaie the initial box-length or
size of the largest k-mode. In fact M51F2pklis somewhat ituason in between M5IF4pk1 and
M5IF4pk4, as the largest mode is 2 pc, which correspondkte @ mode in a 4 pc domain. The
values of Table 6.2 confirm the importance of the largest mtuéhe assembled structures the
estimated diameters are roughly a factor of two differeditthie masses vary by a factor of four.
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Simulation tio;m[kyr] M[M.] w[kms] x[pd y[pd Zpd Name
M5IF8pk1 305.3 0.86 B87+1.4 -283 -1.84 1.26 Nanni
M5IF8pk1 353.3 0.90 46+0.7 -2.60 -1.86 1.34 Vreni
M5IF8pk1 403.7 0.78 $3+11 -258 0.29 041 Lilli
M5IF8pk1 469.3 0.83 99+0.7 -2.06 -1.88 1.48 Steffi
M5HF4pkl  429.5 0.57 127+10 186 -1.05 0.64 Jasmin
M5IF4pk1 493.3 0.72 %2+08 0.19 048 -0.79 Anna

Table 6.3: Listing of the proto-stellar cores forming in therent simulations. Given are mass,
formation time, average speed away from the source and theafmn position as well as the
names we gave them.

This is as expected since the regions initially encompabgdtie radiation should differ by a
factor of two in the y- and the z-direction.

Taking this results on the turbulent scale into account, evelde that the mass and size of
the pillars depends directly on the input scale of the tuhc, e.g the size of the driving process
or the size of the preexisting molecular cloud. On averdgenost prominent structures in our
simug\tions with an intermediate flux adg) ~ 4—10xturb, wherexyrp is the largest turbulent input
mode.

6.3.7 Star Formation

In several simulations triggered dense regions form candsaae driven into gravitational col-
lapse. Since star formation is not the main goal of this stwdydo not replace them by sink
particles. Instead we remove the particles forming a cane fthe simulation to avoid a consid-
erable slowdown of the calculation. Following G09a we deéireore as all gas with a density
abovepgit = 10’mpecm3 in the region around the density peak and remove the partiefere-
senting this core. This core formation is not a numericacffsince the resolution limit as given
by Bate & Burkert (1997) i®num = 3 x 108mpcm~2 in the lowest resolution case. We give the
simulation, ma@s formation time, average speed away from the source antigpusin Table
6.3. If we assume the cores to be decoupled from the rest abtteyas then their position at the
end of the simulation can be estimated by this values. Alheft are still close to the prominent
structures, some of them are traveling further inside thecires, some are lagging behind and
would by now be slightly outside of the pillar, closer to tloigsce.

As it can be expected in M51F8pk1, where the compressedtategare most massive, star
formation is most frequent and happens early. There is asagad visible as well - the earlier
a core forms the closer to the source it will be. The other &trans where cores form during
the first 500 kyr after the ignition of the O star are M5HF4pkid #M5IF4pk1. The higher flux

6In fact the value for M5LF-n100 from Table 6.2 does not mattjsely, but from Fig. 6.2 the factor of 4
between M5IF4pkl and M5LF-n100 can be seen.

’The masses do not differ significantly, as we do not followftither accretion process and at the moment of
formation the cores are still similar.
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in M5HF4pkl leads to a higher compression and thus an eéoligration of a core. This core
is less massive and moves faster compared to the core in K14

Altogether, triggered star formation is very likely in tlisenario. The cores form at the cen-
ter of the structures, but since their velocities diffemfrthe velocity of their parental structure
they can be decoupled and either wander further into th& toutag behind. At the time they
become observable there might be no clear correlation tolihithplace any more.

6.4 Comparison to Observations

6.4.1 General Properties

The first quantity we want to compare to observations is tmsitheof the hot gas. Lefloch et al.
(2002) estimate the electron density of the Hll-region ia Tifid Nebula from OIlll ase =
50cnT 3. In a fully ionized region this corresponds directly to thendity given in Table 6.2,
sincene = ny = p/mp. Thus, the observed value is very similar to all simulatioith an
intermediate flux at = 500 kyr.

For the column density of the dense core they estimH@S) ~ 1.8 x 10:3cm—2, which
corresponds to log[N(Hz)/cm~?] ~ 22.5 with their given conversion factor. As our simula-
tions are performed with atomic hydrogen we need to conwertsurface density in the cold
gas into a column density. With a hydrogen abundancX ef 0.7 and the assumption that
at this densities all hydrogen is molecular the conversamtadr isy = N(Hz)/Z = 0.35. The
resulting values are given in Table 6.2 and are §fd(H2)/cm2] =~ 205 in all cases where
structures form. As this is the averaged surface densithefentire structure it is two or-
ders of magnitude lower than the observed values. In thedifipgbe pillars (see e.g. Fig.
6.5) the peak surface density is lgEmax/(gcm2)] = —1.2 which leads to a column density
log;o[N(H2)/cm~2] = 22.12, which is in good agreement with the observation. Thomggtal.
(2002) estimate log[N(H,)/cm~2?] ~ 21.3 for the most prominent of the pillars in M16. In
RCW 120 (e.g. Deharveng et al., 2009) condensation 4 seemsaabed candidate for trig-
gered star formation. The peak surface density isddgHz)/cm?] = 22.15—22.49. In ad-
dition, Urquhart et al. (2009) look at a sample of 60 brightmied clouds and find the column
densities in cases of triggered star formation (that is endises with photodissociation regions
(PDRS)) to be logy[N(H2)/cm~2] = 20.9 - 22.38.

As all these observations match our simulations, we comecthdt the evolution of the den-
sity of the hot gas is in good approximation given by the estenn the case of a homogeneous
medium (Eg.| 6.10). Furthermore, since the densities of tdmpcessed structures are repro-
duced as well, we can assume that the structures are indpeesisure equilibrium with the hot,
surrounding gas. This gives a the fantastic opportunityeti@ginine the density in the hot gas
and in the compressed structures directly from the initiehmdensity, the flux from the source
and the time since the ignition of the source or the positicth@ionization front.
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Figure 6.5: Surface density of the most prominent strustimeM5IF4pk1. The simulation is
rotated to enable a more direct comparison to the observafithe white squares denote the
regions where the line-of-sight velocities and the velofiélds are taken.
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6.4.2 Velocity Field of a Singular Pillar

Another very interesting property to compare between satiarks and observations are the de-
tails of the velocity distribution. Since turbulence in geal is a highly complex process it is
not possible to precisely predict the outcome of simulatiorherefore, we do not set up a sim-
ulation to match some specific observation but instead wi#iitrealistic ICs and then look for
an observed counterpart of the outcome of our simulationtiemain pillar in M5IF4pk1 the
Dancing Queen (DQ) trunk in NGC 7822 as observed by Gahm €@06) looks promising,
in shape as well as in the mass range. The authors give thedinasdyps~ 0.12— 0.15pc,
the total estimated mass froFiCO isMops~ 9.2M.,. This fits nicely with the simulated pillar
(dsim =~ 0.12pc, Mgim =~ 12.6 M., see Table 6.2). If we subdivide the pillar into a head (indi-
cated by the white grid in Fig. 6.5) and a body the mass spfitito Mheags ~ 7.2Mg, and
Mpodys ~ 5.3Mg (compared tMheado ~ 5.7M: andMpogyo ~ 3.5Mg, in the DQ trunk).

To enable a more detailed comparison we defined a grid adreseetd in the y-x plane (see
Fig.[6.5), which is set up to resemble the beams along whielirike-of-sight (LOS) velocity is
taken. We divide the LOS-velocity, ranging from= —4kms ' tov, = 4kms " into 80 equally
sized bins. In each of the velocity bins the mass is integrday. 6.7 shows the profiles obtained
in that way. As these profiles do not take any radiative tems$émperature dependencies or
chemistry into account they are not as symmetric as the wbdddCO" profiles (Fig. [ 6.8).
Nevertheless, the similarities are striking. First of &lk line-width is comparable and thus the
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Gaseous Pillars - M16 ~ HST - WFPC2

PRC95-44a - ST Scl OPO - November 2, 1995
J. Hester and P. Scowen (AZ State Univ.), NASA

Figure 6.6: To enable a better comparison with the obsemstithe HST picture of M16 is
shown again. The scale is approximately the same as in Fga$the length of pillar I in M16
is~ 1pc. Image credit: J. Hester & P. Scowen, NASA.

velocities are similar, our simulations are just missingaffset ofvg ~ —16.4kms™1, the speed
at which the observed DQ is moving with respect to us. In adlditthe profile is reminiscent
of a rotational pattern, as the peak is shifting from leftight, as well as a gradient along the
x-direction, since the peak is shifting from top to bottonhislso called 'corkscrew’ patter has
often been attributed to magnetic fields. However, our satnhs without magnetic fields are
providing an intriguingly similar pattern. It might well libat the misalignment of the magnetic
fields with the pillars found by (Sugitani et al., 2007) in Mib@licates the lesser importance of
magnetic fields in the formation of pillars as well. When loukiat the projection rotated by
90°, the z-x plane, the situation is changed (Fig. 6.9). The leflong thes-LOS-velocity
still show the observed line-width but no significant shidtiof the peaks can be discovered. To
investigate if the rotation of the pillar is a mere projentieffect we take a deeper look at the
true velocity fields in the y-z plane. Fig. 6.10 shows thev, velocity-field averaged in the
slices along the x-direction indicated in Fig. 6.5. Hereaih be very clearly seen that there is no
distinct rotational pattern. Instead, the motion condist@omplex combination of several flows.
The main current is streaming along the surface, thus progacrotation like signature in some
projections. The true origin of this streams producing teeyglo-rotation are most probably
remnants of the turbulent initial flows which get deflectedhat surface by the pressure of the
surrounding hot gas.
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Figure 6.7: Line-of-sight velocities in the different segmbs shown in Fig. 6.5. Plotted is the
mass inside each z-velocity bin against the z-velogity
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Figure 6.8: Map of HCO profiles over the head of the Dancing Queen Trunk in NGC 7822 as
observed by Gahm et al. (2006, their Fig. 7).
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6.4 Comparison to Observations

Figure 6.9: Line-of-sight velocities in the different segmts in the z-x plane, chosen according

to the ones in Fig. 6.5. Plotted is the mass inside each ycitglbin against the y-velocityy.

Figure 6.10: Velocity field in the y-z plane. The velocities taken in the slices in the x-direction

indicated in Fig. 6.5
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6.5 Discussion

We perform a wide range parameter study on the influence @ir@nradiation on the turbulent
ISM with iVINE, a tree-SPH code including ionization. Finge show that our simulations are
converged and the choice of boundary conditions does nettafie outcome significantly. The
results of the parameter study match the observations,apeshmass assembly, density range
and velocity profiles closely. We thus conclude:

1. The formation of any structures depends critically oniniiteal density contrast. Structures
and therefore stars only form if the density contrast is grethan the temperature contrast
between the hot and the cold g < 20 (see§6.3.3).

nion

2. The evolution of the ionized mass, density and the frositfm in a turbulent medium
under the influence of different initial fluxes is remarkablynilar to the evolution in a
homogeneous case. Thus, the size and density inside adgidirreolely depends on the
initial flux, density and the time since the ignition of a staurthe distance from the star
and follows the simplified analytical prescriptions(§6€3.4).

3. The density of the resulting pillars is determined by aspuee equilibrium between the
hot and the cold gas. Therefore, the expected density otithetsres can be calculated as

well (see§6.3.1).

4. Varying the turbulent Mach number between Z changes the morphology. The higher
the Mach number, the more prominent the structures are. tHawi does not alter the
physical quantities such as the mass assembled and thercdemsity significantly (see
§6.3.5). The formation of structures depends mainly on timparature difference between
the two gas phases.

5. The size of the structures evolving depends criticallfttendriving modes of the turbu-
lence. Smaller driving modes lead to smaller structureguinsimulations the relation is

roughly dyii & Xdriving/40 (s€€56.3.6).

6. Core and star formation is likely to occur. The higher thessna the structures and the
higher the initial flux, the earlier cores form (sg&3.7).

Combining 2. and 3. allows us directly to determine the dgradithe forming structures as

[ 1N

2Tion 2ZTion 5 Cshot -
iar &~ —— Pion & —— 1+-—=>—(t—t 6.18
Prpillar T Pion T Po ( + 4 % ( 0)) ) ( )

wherexs depends on the initial density and the impinging flux.

Of course one has to keep in mind that this is still a simpliggroach. First of all, no
scattering is taken into account. Once a electron recortégsnéhe emitted photon is assumed
to be absorbed in the direct neighborhood (on the spot appation). Thus, the reheating of
shadowed regions by the adjacent hot gas is not taken intmuatcIn addition, we focus on
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atomic hydrogen only, which makes it impossible to follow firecise temperature evolution as
well as the photodissociation regions (PDRs). On the othed haur simulations indicate, that
the pillars are in pressure equilibrium with the hot gas.réf@e, the PDRs might be transition
regions comparable to a thin shock layer which is not resblMeurthermore, we do not take
magnetic fields into account. These might have implicatiomghe global shapes of the Hill
region (see e.g. Krumholz et al., 2007). Nevertheless, wehle to reproduce the cork-screw
morphologies in the pillars which were up to now attributedntagnetic fields (se§6.4.2).
Another aspect we neglect are stellar winds. Up to now itilisustclear how the fast winds of a
massive star affect its surroundings. From our simulatiwasvould estimate that stellar winds
are of minor importance, maybe mainly enhancing the shami fas soon as a lower density in
the hot gas enables the effective driving of winds.

Altogether, our simulations are able to reproduce almdsttaderved quantities. Besides,
they give a deeper insight on the tight correlation betwéenparental molecular clouds size,
density and turbulence and the structures excavated bgnigng radiation. The ionization acts
as a magnifying glass, revealing the condition of the mdératloud previous to the ignition of
the massive star.
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Chapter 7

Conclusions and Outlook

In this thesis a new, highly efficient, parallel implemeigatof ionizing radiation in the tree-
SPH code VINE is presented. SPH is a Lagrangian method, waidders it extremely suitable
to cover several orders of magnitude in density as well apatia scale. An adaptive spatial
resolution is crucial, since the process of the formatiopilldirs and young stellar objects from
the initial molecular cloud (MC) covers at least ten ordersnaignitude in density. lonizing
radiation was implemented in the VINE code in a highly pdealvay, which can be easily
implemented into any other SPH code. The effect of ionizei8ancluded under the assumption
of plane-parallel irradiation, which is valid as long as #imulated volume is far enough away
from the source of radiation. This approach allows for satiohs at, up to now, unmatchedly
high resolution. As the radiation is impinging, the simidatvolume is decomposed in equally
spaced subregions or rays, along which the ionization is taéculated. Each of these rays can
be refined up to eight times, leading to a typical spatial ltggm of the radiation as high as
10~*pc in our simulations. The new implementation is fully petiged and is called iVINE
(lonization+VINE).

As we aim for an deeper understanding of the main effectsrataion and do not try to
reproduce a specific observation, we include a number oflgiogtions. The optical depth and
thus the ionization degree is calculated under the assamptia monochromatic flux. Further-
more, scattering of photons from one ray to another andsoatial ionizations of hydrogen are
neglected as they should only give minor contributions carag to the flux from an O star. In
addition, we assume the gas to be purely consisting of hydiroghis is a natural simplification,
as hydrogen is the most abundant element in the universeh®ather hand, this neglects the
absorption of ionizing photons by heavier elements and. dilstis, our simulations provide an
upper limit for the efficiency of ionization. Nevertheless)ce the simulated area is further away
from the star, this could also be corrected by placing thaiited volume closer to the star or
increasing the flux of the star. The maybe most important liicgtion is the 'On-The-Spot’-
approximation. Any photons emitted by recombinations et&bns and protons are assumed to
be absorbed in the immediate surrounding again. This nisglee indirect heating of the pillar-
like substructures by the adjacent hot gas. Besides, anyasangving in the shaded region is
assumed to cool instantaneously to the temperature of tdeges. Another simplification is
the negligence of the magnetic field. This is due to the faat ithis very complex to calculate
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a field on the moving integration grid as provided by SPH. Th&t Steps of an inclusion of
magnetic fields into SPH have been done, but a successftigatafor the highly dynamical
situation in HIl regions has yet to be implemented. On thespia} side, grid-code simulations
with magnetic fields show that this fields have no strong éfbecthe small-scale structures, if
any. Altogether, we present a simplified prescription ofzorg radiation which avoids the in-
clusion of physics like dust absorption, since this woulldduce new free parameters (e.g. a
dust absorption coefficient and a gas-to-dust ratio).

First, the correct behavior of the algorithm is ensured lwess analytical testsj@). Then,
the radiation driven implosion of preexisting MCs is studidthese are parameterized by mar-
ginally stable Bonnor-Ebert spheres (BES). Three differentiations are performed. They are
distinguished by the impinging initial UV-flux, correspond to placing the BES either inside
or at the border or outside of the 8itngren radius, respectively. In all simulations an eloadat
pillar-like filament evolves with a collapsing core beings# to the ionization front, as it is ob-
served. A clear trend can be seen: the higher the initial U¥-flhe earlier the filament forms
and the earlier the core collapségifapse= 200— 600Kkyr, Mcore = 2.8 — 7.4Mg). In the ve-
locities of the cores the same trend is visible. Cores fornmng simulation with a higher flux
obtain a higher radial velocity away from the source of radia(veore= 5.1 —8.4kms™1). How-
ever, in the core masses no such trend is visible. Altoggtihisrshows that the radiation driven
implosion of preexisting stable BES can very well reprodungudar filamentary structures.

Another approach is suitable to explain the formation oftipld filamentary structures like
the pillars of creation in M16§6). To mimic the observed turbulence, a highly supersonic
velocity field (Mach 10) with a turbulent power-law is set uphis setup is allowed to decay
freely under the influence of hydrodynamics. Afterl Myr a Kolmogorov-like power-law has
evolved on all resolvable scales. The velocities now cpord to Mach 5. When exposing this
setup to ionizing radiation, the ionization can penetrateimdeeper into the regions of lower
density. These regions then exert pressure on the adjaglkehgas, which is compressed into
pillar-like substructures and a morphology remarkablyilsinto the pillars of creation evolves
aftert = 500kyr. At the tip of the pillars gravitational collapse acgs Mcore~ 0.7Mg). We like
to call this process radiative round-up’. When comparing tilwbulent spectra in the rear part
of the simulation box (further away from the ionization ftpto a control run without ionization
a clear effect can be seen. In the control run the turbuleacays freely. In contrast, turbulence
is driven in the cold gas at all resolvable scales, when aiion is included. This leads to a final
kinetic energy that is an order of magnitude higher than endbntrol case and suggests a very
effective mechanism to sustain turbulence in MCs. In thisutation, the efficiency of driving
the turbulence by ionizing radiation is one order of magietinigher than it was previously
estimated by analytical calculations.

To disentangle the effects of different initial conditiome perform an entire parameter study
(§6). The fiducial setup explained above is compared to sewénal simulations with different
temperatures, Mach numbers, incident flux, levels of tubcé and turbulent scales. In almost
all simulations pillars are formed aftee= 500kyr. Their densities are of the order ks 5 x
10°cm3, the corresponding #Hcolumn density is logy[N(Hz)/ cm~?] & 20.5, which is similar
to the observations. The only way to hinder the formationheke structures is increasing the
temperature of the cold gas, thus lowering the pressurerdiite between the hot and the cold
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gas. If pillars form, they are in rough thermal equilibriuntiwthe hot surrounding gas. As a
consequence, the structures in simulations with higherdhgxsmaller because the density in
the hot gas is higher. Furthermore, the size of the strustlepends linearly on the input scale
of the turbulence. The largest structures form in the sitrarawith the largest driving mode.
Gravitational collapse is detected frequently and is ireagrent with the observed age-spread.
In the case of higher flux the core forms earlier, is less head/moves away faster from the
source than in the case of intermediate flthgk ~ 430Kkyr, Mhigh = 0.6M¢), Vhigh = 11km st
andty, ~ 494kyr, Min = 0.7M., Vim = 3.9kms™1). In addition, the density in the hot gas in
the turbulent case is on average the same as given by aahfytedictions for the homogeneous
case. This gives the unique opportunity to predict the sieasity and number of structures from
the initial properties of the molecular cloud. Of courses ttan be used backwards in time and
enables us to estimate the original size (i.e. the driviradesof the turbulence) as well as the
original mean density of the MC from the time since the igmtbf the O star, the density and
amount of structures as well as the flux of the star.

As a next step in the future, the predictive power of the mal#sicribed above could be
tested with further simulations. In addition, there isl stibre information to be obtained from
the simulations. The cores in the simulations form at theotiphe structures. They all show
disk-like accretion features. Initially, they seem to bigraéd with the pillars. This corresponds
to the observations, which show jets of newly born stars gradjzular to the pillar. However,
these disks form very close to the resolution limit of ourgliations. Therefore, we will perform
simulations with an even higher resolution in the futuredibofiv this process precisely. Future
improvements of the code will include a more precise treatnoé the balance of heating and
cooling, especially the cooling of hot gas, which gets shdmjethe tips of the pillars. This could
be done by using an adiabatic equation of state in combmatith a cooling function. Fur-
thermore, the implementation of point sources was alretatyesi and will be further optimized
in the future. This will enable us to put the high resolutiomations presented in this thesis
into the context of the entire HIl region. After that, the hetep could be the implementation of
stellar winds into SPH.
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