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Deutsche Zusammenfassung

Das Kondo Problem beschreibt die faszinierende Physik einer magnetischen Storstelle
eingebettet in ein nicht magnetisches Metall. Die schwache Hybridisierung des einfach be-
setzten magnetischen Niveaus des Storstellenatoms, der so genannte Kondo Spin, mit den
Leitungsbandelektronen des Wirtsmetalls fithrt zu einer starken Korrelation des gesamten
Elektronensystems. Wird eine Spannung an ein makroskopisches Kondo System angelegt,
so féllt nur ein kleiner Bruchteil der Spannung auf der Langenskala eines Atoms ab und
die Storstelle befindet sich in einem Quasi-Gleichgewicht. Transport durch solche Systeme
kann durch die so genannte Linear Response Theorie beschrieben werden.

Experimenteller Fortschritt in der Miniaturisierung von Halbleiterstrukturen offnete
einen neuen Bereich in der Festkorperphysik: Nanostrukturen. Durch Verwendung von
Halbleiter Heterotibergangen wurde es moglich kiinstliche Atome mit einer typischen Grofie
von einhundert Nanometern zu formen. An diesen so genannten Quantenpunkten kénnen
vergleichsweise grofle Spannungsdifferenzen direkt angelegt werden. Genau genommen legt
nicht die Spannungsdifferenz sondern die Stromstarke, die auch von der Starke der Hy-
bridisierung des Kondo Spins mit den Leitungsbandelektronen abhangt, fest ob sich das
System im Gleichgewicht befindet oder nicht. Ein Quantenpunktsystem kann jedoch ver-
gleichsweise leicht aus dem Gleichgewicht gebracht werden. In solchen Situationen kann
die Physik des Systems nicht mehr mit Linear Response Theorie beschrieben werden, statt
dessen miissen bessere Methoden entwickelt und natiirlich auch angewandt werden. Speziell
in stark korrelierten Elektronensystemen ist dies nicht trivial.

Diese Arbeit beschéftigt sich mit der Entwicklung einer perturbativen Renormierungs-
gruppenbeschreibung des Kondo Problems sowohl in Gleichgewichts- als auch in Nicht-
gleichgeweichtssituationen mit Hilfe der FluBigleichungsmethode. Der Schwerpunkt dieser
Arbeit liegt in der Bestimmung der statischen und dynamischen Eigenschaften des Kondo
Spins, da diese wertvolle Einblicke in die Physik des Systems ermoglichen. Im Detail bes-
timmen wir die Magnetisierung und die statische Spinsuszeptibilitat inklusive der fiihrenden
logarithmischen Korrekturen. Im thermodynamischen Gleichgewicht reproduzieren wir
dabei die asymptotischen Bethe Ansatz Ergebnisse, im Nichtgleichgewicht konnten diese
GroBen bisher nur in fithrender Ordnung (ohne logarithmische Korrekturen) bestimmt wer-
den. Des Weiteren berechnen wir die Spin-Spin Korrelationsfunktion und die T-Matrix.
Beide Groflen wurden bereits intensiv untersucht. Wir erweitern die bisher bekannten
Ergebnisse auf das gesamte mit unserer Methode zugangliche Parameterregime.

Typischerweise sind Vielteilchenmethoden in der theoretischen Festkorperphysik auf
das Linear Response Regime fokussiert. Hier miissen nur wenige niederenergetische Frei-
heitsgrade berticksichtigt werden. In stark angeregten System wie zum Beispiel im Nicht-
gleichgewicht tragen jedoch Prozesse auf vielen Energieskalen zu den physikalischen Eigen-
schaften des Systems bei. In der Fluigleichungsmethode werden deshalb Wechselwirkungs-
matrixelemente ausintegriert anstelle von Zustanden wie in konventionellen Renormierungs-
gruppenverfahren. Durch das Beibehalten aller Zustdnde im Hilbertraum kénnen Systeme
auf allen Energieskalen untersucht werden, auch im Nichtgleichgewicht.






Motivation

The Kondo problem describes the fascinating physics of a magnetic impurity embedded
in a nonmagnetic metal. The weak hybridization of the singly occupied magnetic level of
the impurity atom with the conduction band electrons in the metallic host leads to strong
correlations of the system’s electrons. If a voltage bias is applied to a macroscopic Kondo
system, only a tiny fraction of the voltage bias drops on the length scale of an atom and
the impurity is in quasi-equilibrium. Transport through such systems is described by linear
response theory.

Recent experimental progress on the miniaturization of semiconductor structures pi-
oneered a new field in condensed matter physics: nanostructures. Using semiconductor
heterojunctions it became possible to construct artificial atoms with typical sizes of about
one hundred nanometer. At these so-called quantum dots strong voltage biases of up to
several hundred millivolt can be directly applied. As a comparison, applying five hundred
millivolt to a structure with the size of five Angstrom corresponds to a field strength of
10° V/m. The dielectric strength of air is only about 3 x 10% V /m.

Though not the strength of the electric field but the strength of the current through
the system, which also depends on the hybridization of the impurity (dot) level with the
conduction band electrons, determines whether the system is in equilibrium or not, in
a quantum dot setup it is rather simple to drive the system far out of equilibrium. In
such a situation linear response theory fails to explain the physics of the system and more
sophisticated methods have to be developed and applied. Especially for strongly correlated
electron systems far out of equilibrium this turns out to be highly nontrivial. In this thesis
we develop a perturbative scaling picture of the Kondo problem for both equilibrium and
non-equilibrium situations using the flow equation method. We focus on the static and the
dynamic properties of the impurity (dot) spin, since these give valuable insight into the
physics of the system.

The equilibrium Kondo problem has been formally solved by the Bethe Ansatz, however
dynamical quantities cannot be easily accessed within this approach. In non-equilibrium
so far results have only been derived in leading order using non-equilibrium perturbation
theory and the perturbative renormalization group. In this thesis we rederive in leading
logarithmic order the previously known equilibrium results for the magnetization and the
static spin susceptibility of the Kondo spin and present results for the non-equilibrium
magnetization and the non-equilibrium static spin susceptibility including the leading log-
arithmic corrections. The equilibrium spin-spin correlation function is well understood,
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also in the context of the spin boson model. We extend the previously known results to
non-equilibrium. In addition we work out the T-matrix which describes the scattering of
conduction band electrons at the impurity (dot). The T-matrix is well studied in both
equilibrium and non-equilibrium situations. We extend the previously known results to
the full parameter regime accessible within our approach.

Typical many-particle methods in condensed matter theory focus on the quasi-equilibri-
um linear response regime. Here only few low energy degrees of freedom have to be taken
into account. In highly excited systems, e.g. in far out of equilibrium situations, many
energy scales contribute to the physical properties of the system. In the flow equation ap-
proach therefore interaction matrix elements are integrated out instead of integrating out
states as in conventional scaling approaches. By retaining all states in the Hilbert space
also systems prepared in highly excited far out of equilibrium situations can be studied on
all energy scales.

This thesis is outlined as follows. In Chap. (1] we give a general introduction to the
Kondo problem, non-equilibrium physics, and the flow equation method. The scaling
equations for the Kondo model are worked out and analyzed in Chap. [2 In Chap. [3| we
give an introduction to the evaluation of observables within the flow equation approach and
present results for various observables in the equilibrium and the non-equilibrium Kondo
model. This chapter contains the key results of this thesis. In Chap. 4| we study a quantum
dot in the Kondo regime coupled to two leads at different temperature. We give a short
summary of the key results in Chap. [f



Chapter 1

Introduction

1.1 The Kondo Problem

1.1.1 Historic Remarks

The Kondo effect was first observed by de Haas et al. in the 1930’s while measuring the
resistivity of “pure” metals [IH4]. Upon lowering the temperature one finds a minimum
in the resistivity of nonmagnetic metals containing a small concentration of magnetic im-
purities, a plot of the original data is shown in Fig. [I.1. When lowering the temperature
even further the resistance increases and saturates at a finite value at zero temperature.
Systematic experimental and theoretical analysis showed that this effect is due to a screen-
ing of the impurity spin by resonant scattering of conduction band electrons leading to an
enhanced electron density around the impurities. Bypassing electrons scatter off these so
called spin compensation clouds leading to an enhancement of the resistivity. The Kondo
model has become a paradigm model for strong-coupling impurity physics in condensed
matter theory, for a review see Refs. [5, [6].

The Kondo model has been formally solved exactly using Bethe Ansatz [7, [§], however
dynamical quantities like the impurity spectral function are not easily accessible within
this framework. Several additional numerical and analytical methods have been developed
that get around this limitation [6 OHI7].

Experiments on quantum dots in the Coulomb blockade regime revived the interest in
Kondo physics [I8-20], a scanning electron microscope image of such a device is shown in
Fig. If the quantum dot is tuned in such a way that it carries a net spin, resonant
tunneling leads to an increase of the conductance up to the unitary limit [21H23]. For
small dc-voltage bias V' < Tk the system can be described using linear response theory
and the equilibrium ground state. The situation is quite different for V' 2 Tk since the
ground state no longer describes the physical properties of the system. Instead one has to
use the highly excited and unknown steady state to describe the system. Most theoretical
methods developed to study the equilibrium Kondo model however focus on its low-energy
properties. The intermediate voltage bias regime V' =~ T recently became accessible by
newly developed methods like the scattering state numerical renormalization group [24],



6 1. Introduction

T T T T T
26.8 o Aul
o Au,
j=1
£
g
&
"o 266} e
L | L | L 1 L 1
264 2 3 4 5
T [K]

Figure 1.1: Minimum in the resistance of two gold wires (Au; and Auy) at low tempera-
ture [2]. The resistance R(T') is plotted in units of Ry as function of the temperature T,
where Ry denotes the resistance at 273 K. The Au;- and the Aus-wire were made from the
same source material. The Aus-wire has been additionally deformed to estimate effects
by mechanical deformations of the wire on the residual resistance, the experimental setup
is discussed in Ref. [I]. Note that the aim of the experiments [1H4] was to extract the
so-called ideal resistance, the resistance due to scattering by thermal lattice vibrations.

the time-dependent density renormalization group [25], and the scattering state Bethe
Ansatz [20, 27].

1.1.2 Equilibrium Model

In the simplest case an impurity atom embedded in a host metal leads to a local shift
in the potential for the conduction band electrons. A nonzero concentration of impurity
atoms then yields a disordered random potential for the host’s conduction band electrons
leading to the physics of disordered systems [28].

To describe the Kondo effect a more sophisticated model is needed. As already discussed
above, the Kondo effect arises from scattering of conduction band electrons at a localized
magnetic impurity. Additional to a shift in the potential such an impurity adds a localized
level at its site. This level hybridizes with the conduction band electrons of the host metal
leading to fascinating physics, also beyond the Kondo limit of a singly occupied “magnetic”
level [5].

The Anderson impurity model describes a localized impurity d-level hybridized with
the host’s conduction band electrons:

H=Y ad,cn +> cdid, + > Vi <cLUdU + c,wdj,) +udiddid, . (1.1)
k,o o k,o

Here CLU, ¢, are the usual creation and annihilation operators for conduction band electrons

with momentum k and spin o, the corresponding operators for the d-level are given by
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Figure 1.2: Scanning electron microscope image of a quantum dot [I§]. The middle elec-
trode on the left controls the energy of the dot relative to the conduction band electrons,
the other three control the tunnel barriers between the dot and the leads. The contacts
for source and drain at the top and bottom are not shown.

dl,d,. Vi, describes the hybridization of the localized d-levels with the conduction electron
states and U is the Coulomb repulsion in the d-level. To model a singly occupied (magnetic)
impurity a strong Coulomb repulsion U > A is required, where A = 7V?%pg(eq) is the
broadening of the impurity level, py(es) the conduction electron density of states at the
impurity level and V' is an appropriate average of |Vi|. For a comprehensive review on the
Anderson impurity model (and also the Kondo model) see Ref. [5].

Since we intend to study effects by magnetic impurities, it is convenient to map the
Hamiltonian to an effective low-energy analog one where the d-level is always singly

occupied. Using the so-called Schrieffer-Wolff transformation [29]

Hxondo = esHe_S )
S = ka( v dt pd_yclod, + — ch>—h.c. (1.2)
bo (Ed—ek)(ﬁd—f-U—Ek) —o 0 koo € — €4 koo
for ng = 1 and neglecting terms of O(V?) one finds the so-called Kondo Hamiltonian:
Jp.q) ; S
Hyondo = Z excl c . + Z 5 c;aaagcqﬁ -5 (1.3)
k.o ,q,0,3

Here & is the vector of Pauli matrices, the Kondo coupling J is given by

1 1
00 =V (e r=o)  ma =) - O
The impurity spin operators are defined as 5~ = did,, S* = dld|, S* = (dld, — d|d))/2.
The momentum dependency of J is usually neglected if the density of states is constant
around the Fermi level.
The Kondo Hamiltonian was first introduced under the name s-d model by Ka-
suya [30] based on earlier works by Zener [31]. For a rigorous derivation of the Kondo
Hamiltonian using flow equations see Ref. [32].
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: — A
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Figure 1.3: In conventional scaling approaches states at high energies are successively
integrated out. The scaling parameter A describes the progress: while states at energies
larger than A are already integrated out, states at smaller energies are still retained in the
Hamiltonian.

As shown by Kondo [33] in 1964, in second order perturbation theory logarithmic cor-
rections proportional to —J3 In(kgT /D) arise in the resistance, where 2D is the bandwidth.
For very small temperature the logarithmic terms dominate over the other contributions
to the resistance:

R(T) = Ry + aT? + bT° — cln(kgT/D) , (1.5)

where Ry is the residual resistance, aT? is the electron contribution and b7 is the phonon
contribution.

1.1.3 Scaling Approaches

It turns out that the physical properties of the Kondo Hamiltonian (1.3 are governed by

the energy scale
1
kgTx = D+/pJ exp <_p_J> ) (1.6)

where T is the so-called Kondo temperature and p is the constant density of states. The
density of states p is easily defined into the coupling J (see e.g. Ref. [34] and references
therein), we therefore set p = 1 in the following. Since Tk is non-analytic in J = 0,
perturbation theory for small coupling parameter .J is futileE] At this point renormalization
group (RG) approaches come in. The key idea behind (momentum space) RG approaches is
to study a system at different energy scales. In condensed matter physics one is typically
only interested in the small energy excitations of a model (e.g. scattering process at
the Fermi level), but the Hamiltonian contains the full physics at all energy scales. It
is therefore convenient to simplify the model in such a way that it only contains the
relevant information.ﬂ In “conventional” scalingﬁ approaches the Hamiltonian is simplified
by successively integrating out states at high energies.

1See your favorite textbooks on quantum mechanics and complex analysis.
2To qualify for the name RG this has to be done (or has to be doable) in infinitesimal steps.
3Performing RG transformations is called scaling.
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Figure 1.4: Using infinitesimal unitary transformations a Hamiltonian is brought into a
banddiagonal form. The remaining effective bandwidth Ae and the flow parameter B are
related via Ae = B~Y/2. D is a shorthand notation for D(B).

Assume a given problem in the energy range 0..D where one is only interested in low
energy processes around 0. One then introduces a scaling parameter A that describes
the progress of the transformation in the following way: at A = D the system is given
containing states at all energies, then the bandwidth A is successively reduced until one
reaches the desired energy scale, see Fig. for an illustration. The reduction of the
bandwidth is absorbed in changes of the interaction parameter and possibly also in shifts
of the energies. These changes and shifts are called renormalization.

In the context of the Kondo model the most influential scaling method is the “poor
man’s scaling approach” by Anderson [35]. Based on this method Rosch et al. recently de-
veloped a more sophisticated approach based on energy dependent interaction parameters
for the Kondo model [111, B6H38]. As in all scaling approaches based on Anderson’s original
work renormalizations of energies cannot be included in this RG scheme. Though the shift
of the conduction band electrons energy levels does not play an important role in single
impurity problems, the Zeeman splitting of the impurity (dot) levels due to the magnetic
field is important since it e.g. sets the peak positions in the impurity (dot) spectral func-
tions and also in the spin-spin correlation function. In the Kondo model the hybridization
of the impurity (dot) levels with the conduction band electron levels leads to a shift of the
Zeeman splitting, corresponding to a Knight shift. Note that this shift cannot be included
in poor man’s scaling approaches.

Another issue arises in highly excited equilibrium situations, e.g. at high temperature
or at high voltage bias. Here also states at high energies give important contributions
to the physical properties of the system and conventional scaling approaches have to be
stopped at the largest important energy scale, e.g. at A =T where T is the temperature.

The flow equation method provides a different approach: the Hamiltonian is brought
into a banddiagonal form by integrating out interaction matrix elements instead of integrat-
ing out states. This is done using infinitesimal unitary transformations. The interaction
matrix elements with high energies are eliminated first (by unitary transformations), then
successively matrix elements with smaller energies are integrated out, see the illustration
in Fig. [[.4 By keeping the states at high energies the systems properties can still be
described at all energy scales. Since unitary transformations are used for building up the
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RG scheme also shifts of the energy levels are naturally included.

In the Kondo model the poor man’s scaling equations are an important limiting case
of the RG equations derived with the flow equation method. We therefore do not discuss
the poor man’s scaling equations here, instead we refer to Chap. 2| where we work out and
discuss the scaling equations in their full beauty.

In typical many particle problems RG approaches generate new interactions which ap-
pear in higher order of the interaction parameter. One then has to find a suitable truncation
scheme, which typically is perturbative in the interaction parameter. The intrinsic energy
scale separation of the flow equation method is extremely helpful for deriving a stable ex-
pansion, especially in systems with additional dimensionful parameters like the magnetic
field (or temperature or voltage bias). We dedicated Sect. to a detailed description of
the flow equation method.

1.2 The Non-Equilibrium Kondo Model

Recent improvements in the fabrication of semiconductor structures opened a new field
in physics. At semiconductor interfaces, so-called semiconductor heterojunctions, artificial
systems are formed. Electrons trapped in these systems behave like particles in a box.
These localized artificial systems are called quantum dots. Due to their large geometric
size (around 100 nanometer) the physical properties of quantum dots can be easier explored
than the properties of single atoms on the surface of a bulk material [

The Kondo problem is modeled by a singly occupied level coupled to one or more
external leads. If e.g. an electric field is applied to the quantum dot the voltage drops
directly at the quantum dot. In contrast, in a bulk material the voltage continuously drops
over the full length of the system. It is therefore possible to apply a high voltage bias to
the quantum system without bringing the leads out of the ohmic (linear response) regime.

Another way of bringing a quantum dot out of equilibrium is the coupling to exter-
nal reservoirs at different temperature thereby driving a thermocurrent through the sys-
tem [39]. This can be achieved by additional cooling (or heating) of one of the reservoirs.

1.2.1 Experimental Realization

The connection of two semiconductor interfaces with different material parameters (e.g.
band gap and electron affinity) leads to deformations of the conduction and the valence
band. Close to the interface a potential minimum is build up yielding the formation of a
two dimensional electron gas. Typically GaAs/AlGaAs heterostructuresﬂ are used to build
quantum dots in the Kondo regime.

Upon this semiconductor structure metallic gates are brought up to control the param-
eters of the quantum dot, see Fig. [[.2] By tuning the chemical potentials of the metallic

4Exploring the properties of single atoms inside a bulk material is highly nontrivial.
>Gallium arsenide / aluminium gallium arsenide heterostructures.
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a) — b) c)

+V/2

-Vi2

Figure 1.5: Subfig. a) Schematic energy diagram of a quantum dot in the Coulomb blockade
regime at zero magnetic field. The lower level at energy ¢, is occupied by a single electron
(either spin-up or spin-down), the Coulomb repulsion for an additional electron in the
upper level is given by U, and V denotes the voltage bias. Subfig. b) In equilibrium the
dot’s density of states shows a narrow resonance at the Fermi energies of the leads. The
lower bump corresponds to the broadened level at e;. Subfig. ¢) In non-equilibrium the
resonance is split in peaks at the upper and the lower chemical potential.

gates the size and the electron filling of the quantum dot is adjustable. Also the tunnel-
ing of electrons between the quantum dot and the external reservoir is controlled by the
metallic gates.

1.2.2 The Coulomb Blockade Regime

In the Coulomb blockade regime direct tunneling through the dot is suppressed. To achieve
this suppression the quantum dot has to be tuned to a certain parameter regime. We
assume that the total number of electrons in the dot is odd, such that the highest energy
level is occupied by a single electron and all lower lying levels are double occupied (fully
filled). For simplicity we assume zero magnetic field. Then the electron in the highest
level is either spin-up or spin-down with equal probabilities. We denote the energy of the
singly occupied energy level by ¢4, the Coulomb repulsion for adding a second electron in
the level is given by U. Note that the strength of the Coulomb repulsion is determined by
the size of the quantum dot, the smaller the dot the larger is U.

The dot is coupled to two leads at the chemical potentials y;, = +V/2 via tunable
tunnel barriers. The voltage bias V', the energy ¢4, and the Coulomb repulsion U have to
be chosen such that e < —V/2 and e;+ U > V/2, see Fig. |1.5|a) for an illustration. The
tunneling is then blocked since the lead electrons do not have enough energy to tunnel into
the upper level at €¢; + U and the dot electron does not have enough energy to tunnel to
lowest the lying empty state in the leads at —V//2.

In the Coulomb blockade regime transport through the dot is only possible via the
hybridization of the dot level with electron states in the lead, similar to the equilibrium
Kondo interaction. In equilibrium the Kondo interaction leads to a narrow resonance in
the dot’s density of states at the Fermi level, in non-equilibrium this resonance is split in
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Figure 1.6: So-called Coulomb oscillations in the conductance G for the temperature range
15mK (thick black) to 800mK (thick red) at a magnetic field strength of 0.4 Tesla [23].
The gate voltage V; is used to alter the occupation of the quantum dot, in the valleys the
total number of electrons in the dot is odd, at the peaks the electron number is even. Upon
cooling the conductance in the middle valley (and also in the right one) is increased up to
the maximal value G = 2¢2/h, the so-called unitary limit. Here e is the electronic charge
and h is Planck’s constant. The left inset shows the same setup as in Fig. [L.5| a), I'y, g is
the level broadening A (see Sect. of the dot level by the hybridization with the left
and the right lead, the chemical potential is given by pr g = £V/2, and finally ¢y = €.
The inset on the right shows the logarithmic dependence of the center valley’s height on
the temperature.

resonances at the chemical potentials, see Figs. b) and c). The enhancement of the
density of states at the chemical potentials yields an increase of the conductance up to the
unitary limit [211, 22].

This increase has been experimentally observed by Wiel et al. [23], see Fig. . When
changing the total number of electrons in the dot (by the gate voltage) at “high” temper-
ature (where the Kondo effect is suppressed) oscillations in the conductance through the
dot are observed. If the total number of electrons in the dot is odd then the system is
in the Coulomb blockade regime and tunneling is suppressed yielding a valley in Fig. [1.6
Instead, if the number of electrons is even direct tunneling is possible yielding a peak in
Fig.[1.6, When lowering the temperature in the Coulomb blockade regime the Kondo effect
sets in leading to an increase of the density of states at the chemical potentials. Thereby
the conductance is increased.

1.2.3 Model and Hamiltonian

As main part of this thesis we study a spin-1/2 (Kondo-) coupled to two leads at different
chemical potentials, the dot levels are split due to an applied magnetic field. This setup
is sketched in Fig. [1.7] In the following we derive a general scaling picture that allows us
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Figure 1.7: Schematic picture of a quantum dot in the Kondo regime coupled to two leads
at the chemical potentials p;, = £V/2. The dot levels are split by an applied magnetic
field. Note that in the Kondo model the dot level position €, enters only indirectly via the
coupling .J, see Egs. and (L.4). For a sketch it is convenient to set e = 0.

to study effects by different decoherence sources within a single framework. Within this
framework we are able to study effects by the dc-voltage bias, the temperature, the mag-
netic field, and combinations of the latter without rederiving the (full) scaling equationsﬂ
In addition we study non-equilibrium effects by a thermocurrent driven through the dot.
This can be experimentally achieved by preparing the leads at different temperature [39].
The setup in Fig. should therefore only be seen as the central motivation for this thesis.
This work is a generalization of the previous flow equation analysis of the Kondo model
in zero magnetic field [40, 41]. The extension to nonzero magnetic field not only leads to
slightly more complicated expressions for the scaling equations. As we show in Chap.
the analysis of the flow equations at zero magnetic can be considered as the “trivial special
case”. We also discuss scaling for the anisotropic Kondo model where the SU(2) symmetry
of the interaction is broken. In addition we derive the impurity (dot) spectral function,
the magnetization, the static spin susceptibility, the spin-spin correlation function, and the
spin response function in both equilibrium and non-equilibrium situations.

The Hamiltonian of a spin-1/2 Kondo dot in a magnetic field coupled to two leads is
given by [42] 43]

H = Z (6p — Ma)cj,wcpw — hS* (1.7)
p7a7o—
Jop . )
+ Z 92 <<CLCXTC‘LBT - c;alcqﬂl) S + <C;[>aTCQﬁlS -+ hc>) ,
p,q,,3

where o, 3 = [,r label the leads, o =T, | is the spin index, u;, = £V/2 is the chemical
potential, and h is the magnetic field. Without loss of generality we assume V' > 0. Note
that in Refs. [42] 43] a time dependent Schrieffer-Wolff transformation was used to derive
the non-equilibrium Hamiltonian ((1.7)).

60f course the solution of the scaling equations and the evaluation of observables has to be redone for
every case.
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We split the operator space in even and odd combinations of fermionic operators from
left and right lead:

fpo = (1.8)

1 1
——=Cpro + —F—=Cplo
VIR J1+1/R"

1 1

g — ——F——————Cprg — c<77
9 JI+LR" Vi+R"

where R = Jy;/J,, is the asymmetry parameter. Note that the f- and g-operators obey
fermionic anticommutation relations. If the Hamiltonian is derived from an underlying
Anderson impurity model [42, 43| the antisymmetric operators g;(,, Jpe completely decouple
from the dot and the Hamiltonian can be written in terms of the f—operators only:

H=Y el for 08+ 3 2 ((#hfr = Flif) 5+ (Fdus™ +0e)) - (19)

Here we defined J = Jy; + J,, and we used J2 = J3 = JyJ,.. The Hamiltonian (1.9) is

formally identical to the equilibrium Hamiltonian, only the occupation number

0 , € > V)2

ne(p) = (fifoo) =S TR+l SV/2 (1.10)
1, e<—V/2

differs from equilibrium. The equilibrium Kondo temperature is given by Eq. (1.6). By
using the Hamiltonian ((1.9) we are able to describe the physics of both the equilibrium
and the non-equilibrium system in a single scaling picture.

1.2.4 Previous Approaches

In the parameter regime max(V,|h|,T") > Tk the logarithmic divergence in the Kondo
problem is cut off by decoherence effects thereby making the situation a weak-coupling
problem. This has already been established by previous renormalization group calcula-
tions [36H38, [42H46]. This was confirmed by the previous flow equation analysis of the
Kondo model with voltage bias [40), 41]. Recently additional scaling approaches to non-
equilibrium problems were developed: the real time renormalization group [47H50] and the
Coulomb gas representation [51), 52]. The key results of this thesis are the derivation of
the spin-spin correlation function, the T-Matrix, the magnetization and the static spin
susceptibility in both equilibrium and non-equilibrium situations.

In equilibrium the magnetization and the static spin susceptibility of the dot are well
known from Bethe Ansatz [7, [§]. Previous non-equilibrium perturbation theory calcula-
tions [46, B3] for the magnetization and the static spin susceptibility derived the correct
high voltage / high temperature (V' — oo or T' — o0) results, but the important logarith-
mic corrections are missing. Using the flow equation approach we are able to calculate the
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magnetization and the static spin susceptibility including the leading logarithmic correc-
tions consistently in both equilibrium and non-equilibrium.

The T-Matrix and the closely related impurity spectral function are well studied ob-
jects [0, MIHI3, 17, [45]. Nevertheless, some parameter regimes as e.g. the crossover from
the high voltage regime to the high magnetic field one have not yet been studied. We
will rederive the previous results and give additional insights into the crossover regimes.
In linear response the conductance is closely related to the spectral function, see Sec.
Thereby a conductance measurement in the linear response regime indirectly also mea-
sures the spectral function. Additionally the spectral function can be measured directly
by tunneling experiments [54].

The equilibrium spin-spin correlation function is known in all parameter regimes [14} [15]
45, [55], also in the context of the equilibrium spin boson model. We extend the previous
results to the full parameter regime accessible within our method. The corresponding
response function can be measured by nuclear magnetic resonance [50, [57] and electron
spin resonance [58H60] experiments.

1.2.5 Decoherence Effects

The Kondo effect arises from resonant and coherent spin-flip scattering of low energy
conduction band electrons at the impurity (dot) levels, the width of the resonance is pro-
portional to the Kondo temperature Tk . At zero magnetic field these spin-flip scattering
processes correspond to low energy excitations of the groundstate. If a high magnetic field
|h| > Tk is applied, the degeneracy of the levels becomes larger than the width of the
Kondo resonance yielding a suppression of resonant spin-flip scattering processes since the
overlap of the two levels in energy space becomes negligible.

At high temperature T' > T the broadening of the Fermi edge is much larger than the
resonance width and then also incoherent scattering processes with high energy transfer
occur in nonnegligible numbers. Their thermal noise leads to relaxation processes of the
spin: assume we prepared a spin in a given configuration. Then the relaxation time gives
us the time scale on which our initial configuration of the spin decays into another more
favorable configuration (e.g. due to the thermal noise). On the other hand the system
still performs coherent (low energy) scattering processes. In this context coherence simply
means that there exists a phase relation between successive scattering processes. This
phase relation affects mainly scattering processes within a certain time scale, the so-called
coherence time. Going back to the simple picture of a prepared spin, the conduction band
electrons try to prepare the spin in a certain configuration to perform (energetic favorable)
scattering processes on this state. If the decoherence time scale is much shorter than the
coherence time scale, the latter spin configuration is destroyed by relaxation processes
much before the system could finish its coherent scattering processes. Thereby at high
temperature coherent scattering processes are suppressed by relaxation processes induced
by thermal noise.

The situation is quite different for a Kondo dot with applied high dc-voltage bias
V > Ty since the resonant scattering processes do not care much about the position of
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the chemical potential. Note that in the Kondo model the dot is assumed to be singly
occupied at all times. Though conduction band electrons from both chemical potentials
scatter in resonance with the dot levels, the coherence is destroyed by the shot noise of the
current through the dot. Of course, the current not only depends on the voltage bias, also
the strength of the Kondo coupling J,s enters. As shown by Kaminski et al. [42), 43] the
current [ through the dot is in leading order given by (V' > Tk)

e?3r 1 \%

= T4 (In(V/Tx))? L+ R)(1+ 1/R) (1.11)

where e is the electronic charge R = J;/J,, is the asymmetry parameter. Thereby a large
enough voltage bias automatically leads to a large enough current.

1.3 General Non-Equilibrium Theory

From hydrodynamics it is well-known that in far out of equilibrium systems dramatic effects
may occur. Famous examples are the Rayleigh-Bénard convection and the Taylor-Couette
instability, for a review see e.g. Ref. [61]. In quantum mechanical systems such massive
non-equilibrium effects have not yet been observed. However, it is an interesting question
if such situations can be realized also in quantum systems.

In recent experiments on semiconductor quantum dots [18-20, 9] and on ultracold
quantum gases [62, 63] quantum systems with tunable parameters were modeled, also in
far out of equilibrium situations. These experiments provide an excellent basis for studying
non-equilibrium quantum systems, both for theorists and experimentalists.

In this section we give a short introduction to linear response theory. We briefly discuss
why linear response theory typically fails to describe the physics of systems far out of
equilibrium. In addition, we briefly review selected methods to describe quantum systems
in non-equilibrium, namely the Keldysh formalism and the scattering state approach.

1.3.1 Linear Response Theory

The response of a system to a small perturbing external field or probe potential is typically
discussed in linear response theory. The Hamiltonian of the system is given by Hy, the
probe potential is given by H,(t). For simplicity we assume that Hy is time independent.
For example the probe Hamiltonian for an external electric potential U(r,t) coupling to
the electronic charge density p(r) is given by

H,(t) = /dr p(r)U(r,t) . (1.12)
The time evolution of the state |¥) is studied in the interaction picture (A = 1):

FW() = HIW(1) = (Hy + Hyft) N(D) (1.13)
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To simplify this expression we define
|®(t)) = exp (iHot) [V(2)) . (1.14)

The time evolution of |®(¢)) is given by

PO = —Hol®(1)) + exp (iHot) i WD)

= —Hy|®(t)) + exp (iHot) (Ho + Hp(1))| V(1))
= exp (1Hot) Hp(t) exp (—iHot) |D(1)) . (1.15)

It is convenient to define the shorthand notation
H(t) = exp (iHot) Hy(t) exp (—iHot) . (1.16)

Integration of Eq. (1.15) yields

t

B(1)) = [B(—00)) —z’/dt1 HL(8)[B(1)) (1.17)

—00

Here |®(—o0)) is a suitable eigenstate of the unperturbed system describing the initial
preparation of the system. The integration range is given by ¢; = —o0..t since in quantum
mechanics all previous processes have to be taken into account. In contrast, for a descrip-
tion in classical mechanics the state of the system at any time ¢; < t is sufficient. Formally

Eq. (1.17) can be solved by iteration:

t

[®(1) = |<I>(—OO)>—i/dt1 Hy (1) @(—00)) +

+/dt1/dt2 HY (#2) H (1) [B(—00) — ... | (1.18)

If the interaction HII) is sufficiently weak only the linear term has to be taken into account.
This provides the essence of linear response theory.

In general the iterative solution can only be truncated for probe potentials that change
slower than the system’s reaction time, so-called adiabatic switching processes. Typically
this is the case for infinitesimal slow switching of the probe potential only. Otherwise one
has to consider that the iterative solution is not an expansion in the interaction
parameter but in the interaction parameter integrated over time. At long time scales
(much larger than one over interaction parameter) a truncated iterative solution simply
yields the time evolution of the highest order terms in the perturbation series and not
the time evolution of the expanded state. For example an expansion in fourth order at
very long times scales (t — oo) is simply proportional to t*. The terms dominating the
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perturbative truncation of the time evolution at very long times scales are called secular
terms.

Transport in the Kondo Model is a nontrivial problem. The voltage drop at magnetic
impurities embedded in a metallic host is typically very small since the voltage drops over
the full length of the host metal. Here linear response theory is sufficient. In quantum
dots the situation is different since here the voltage bias is directly applied to the dot and
can be tuned to comparatively large values. If the voltage bias is large enough to drive a
strong current through the dot, then the system can no longer relax to an equilibrilized
state. Instead the system relaxes to the so-called steady state, which cannot be described
in linear response theory.

A system is in a steady state if its properties are not changing in time and it is not in
thermal equilibrium. During the relaxation process the system is in the so-called transient
state. The direct opposite of adiabatic switching is instantaneous switching. Here the
probe potential is switched on (or off) by a ©-step-function. Such situations were only
recently realized in experiments on ultracold quantum gases [62, 63]. Here again a more
sophisticated approach than linear response is needed.

1.3.2 The Keldysh Formalism

The Keldysh formalism is a well-known approach to time evolution, this short introduction
is heavily based on Ref. [64].

In the following we discuss the Keldysh formalism focusing on instantaneous switching.
At a given time the probe potential - e.g. a strong electric field - is switched on. For very
long waiting time (¢t — o0o0) an infinitely large system relaxes to the steady state. Note
that in the Kondo model the correct physical picture is to switch on the interaction .J
(the hybridization) and not to switch on the voltage bias. Since the time evolution of the
given initial configuration of the system is highly nontrivial, it is desirable to work out the
physical properties of the system from the (hopefully) simpler initial preparation state of
the system.

We begin with an isolated system in thermal equilibrium that is described by the time
independent Hamiltonian H, for ¢ < 0. At ¢ = 0 a probe potential H}, is switched on. The
full Hamiltonian of the system is then given by

H, , <0
H(t)—{ Ho+ Ho(t) 1> 0 (1.19)
We are mainly interested in the physical properties of the system. In quantum mechanics
these are given by the expectation value of some operator O. Its expectation value at
t <0 is given by Tr(poO), where pg is the density matrix describing the Hamiltonian Hy.
Since pg and Hy commute the expectation value is constant for ¢ < 0. At ¢ > 0 the time
evolution of the expectation value is given by

(O(t)) = Tr (poU(0,£)OU (£, 0)) (1.20)
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where the time evolution operator U(ty,ts) is given by the solution of (A = 1)

. d
Zd_U(tth) = H(tl)U(tl,tg)
t

d
i Uhut) = Ul ) H(t) (1.21)

with the boundary condition U(t,¢) = 1. Formally the solution is given by

t1
Tpexp | —i [dts H(t3) | , t1 >t
to

Uty t) = , (1.22)

51
TIT) exp | —1 fdtg H(tg) , t1 < o

to

where T is the usual Dyson time ordering operator.
Since we assumed the initial (¢ < 0) system to be in thermal equilibrium, its density
matrix is given by
e—B(Ho—pN)

with the inverse temperature § = 1/T (kg = 1), the chemical potential ¢ and the number
operator N. Provided that the initial Hamiltonian Hy and the number operator N commute
(or p = 0), it is convenient to introduce the complex time argument ¢ = —i3. Then the
density matrix is given by

PN (—i3,0)

PO Ty (BN T (—i3, 0)) (124)
and Eq. yields
Tr (MU (—i3,0)U(0,¢)OU (t,0)) (1.25)

(0(1) = Tr (PN U (—if3,0))

From the time evolution in the numerator one easily reads of a time contour for the time
evolution. We first go forward in time from 0 to ¢, then backward in time form ¢ to 0, and
finally from 0 to —i(3 on the imaginary time axis. The contour C' is sketched in Fig. [1.8

In non-equilibrium physics one is mainly interested in the steady state properties of the
system. Within the Keldysh formalism expectation values with respect to the steady state
are worked out as follows. At ¢ = 0 the probe potential, e.g. an electric field, is switched
on. The steady state evolves for long time scales (t — oco). The advantage of the Keldysh
formalism is that there is no need to evaluate the steady state directly, which is a highly
nontrivial task for general models.

With the definition of the contour C' in Fig. the expectation value of the operator
O in the steady state is given by

Tr (N Tpe e 4 HE O (2 = 00))

<O(Z = OO)> = Tr (eﬁp’NTce_ifc dle(Zl))

, (1.26)
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Figure 1.8: Sketch of the Keldysh contour C' in the complex time plane (for ¢ — oo): the
time evolution starts at t = 0 and ends at t = —if3.

where z; runs along the contour C' from 0 to —if and T denotes ordering along the
contour. The variable z corresponds to the position (time) on the contour C.

The next step in the Keldysh formalism is introducing non-equilibrium Green’s func-
tions. However, since we do not use the Keldysh formalism for our calculation and the
next steps in this formalism are rather technical, we refer to one of the many introductions
to the Keldysh formalism for further reading, e.g. Refs. [64) [65].

A Keldysh treatment of the Kondo model is highly nontrivial [45 46]. As we show in
this thesis the physical properties of the system - especially the dynamical ones - can be
much easier accessed by diagonalizing the Hamiltonian using flow equations.

1.3.3 Scattering State Approaches

Only recently several scattering state approaches focusing on non-equilibrium systems were
developed [24-H27]. We again denote the unperturbed system by Hy, the time independent
probe potential is denoted by H,,.

The key idea of scattering state approaches is summarized as follows. An incoming
eigenstate |®) of Hy with eigenenergy E scatters off the probe potential and is trans-
ferred to the scattering state |¥). The scattering state is an eigenstate of H = Hy + H,,.
Since we study scattering at impurities (quantum dots), we neglect the small shift of the
eigenenergies due to the probe potential:

Hy|®) = E|®) = H|V)=E|Y). (1.27)
In the limit of vanishing interaction (H, — 0) the scattering state is formally given by
1
) = |P H,|U) . 1.2
W) = [0) + o ) (128)

Since E is an eigenvalue of Hy the previous equations is singular. The denominator is
therefore shifted into the complex plane by a small number e yielding the Lippmann-
Schwinger equation

1

UE) = [) + —
| >|>+E—%ik

H,|U™) . (1.29)
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Figure 1.9: If the RG-bandwidth A becomes smaller than the voltage bias, energy diagonal
scattering processes between the two leads are impossible. In the flow equations picture
these are still included in the Hamiltonian.

Note that the scattering eigenstate |¥) is equivalent to the steady state of the non-
equilibrium system. Again the further calculation is highly nontrivial for general models.
We therefore refer to Refs. [24H27] for additional information on constructing the scattering
eigenstates.

1.4 The Flow Equation Method

Conventional scaling approaches focus on the states around the chemical potentials. If
the scaling parameter A becomes smaller than the voltage bias energy conserving interlead
scattering processesﬂ - so-called energy diagonal processes - are no longer included in the
Hamiltonian, see the sketch in Fig. Therefore decoherence effects induced by the
current can no longer be studied and one has to stop the scaling at A = V. In the flow
equation approach interaction matrix elements are integrated out instead of integrating out
states. Since this is done successively from high to small energy transfer, energy diagonal
processes remain in the Hamiltonian until the end and decoherence effects by the current
are naturally included.

In the following section we discuss the general setup of the flow equation method. The
construction of the unitary transformation is shown in Sect. [[.4.2] in Sect. we give
a simple application example to motivate the ansatz for the generator and provide basic
concepts to solve the differential equations resulting from the flow equation approach. In
Sect. we discuss the limitations of a perturbative expansion of the flow equation
transformation. The normal-ordering procedure is sketched in Sect. [[.4.5]

Since there is no energy dissipation (e.g. phonons) these processes give the main contribution to the
current.
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1.4.1 General Setup

The flow equation method [66] provides a framework to diagonalize a Hamiltonian using
infinitesimal unitary transformations. The diagonalization procedure works as follows.
First interaction matrix elements with high energy transfer are eliminated, then successively
matrix elements with small energy transfer are integrated out, see Fig. [1.4] We introduce
the flow parameter B to label the progress of the diagonalization procedure: the remaining
effective bandwidth is given by Ae = B~1/2 = Ateq, s0 at B = 0 the Hamiltonian is in the
original basis and at B = oo the Hamiltonian is diagonal.

Constructing such unitary transformations is of course difficult for many particle prob-
lemsﬂ It is therefore convenient to work out transformed objects only: the transformed
Hamiltonian H(B) = U(B)HUT(B) is constructed via the ordinary differential equation

dH(B)
B

= [n(B), H(B)], (1.30)

where the generator n(B) is a suitable antihermitian operator n'(B) = —n(B). Actually
any antihermitian generator leads to an unitary transformation U'(B) = U~'(B), but of
course only a certain set of generators leads to a diagonal Hamiltonian. In the following
section we prove that the unitary transformation and its generator are related by

dU(B)

— 5 = nBUB) . (1.31)

The generic choice for the generator is given by [60]
n(B) = [Ho(B), Hint(B)] (1.32)

where Hy(B) is the diagonal part of the Hamiltonian and H;,(B) the interaction part.
With this choice the flow parameter B and the remaining effective bandwidth Ae are
related via Ae = B~'/2. Note that a different choice of the generator leads to a different
interpretation of the flow parameter. In certain problems processes at specific energy
scales dominate the flow of the Hamiltonian. To describe such problems it is essential to
take all processes at a given energy scale into account in a controlled way. In contrast
to conventional scaling approaches, where states at high energies are integrated out, an
intrinsic energy scale separation is included in the flow equation method.

In typical many particle problems the flow equation method generates additional inter-
actions, which are typically of higher order in the interaction parameter. To keep track of
theses newly generated interactions we introduce a parameter A = 1 in the Hamiltonian:

H(B) = Hy(B) + \Hiu(B) . (1.33)

We only take terms into account that enter the flow of the original Hamiltonian up to a
certain power of A\. We denote the order of the calculation by loops: a n-loop calculation

8 Actually this is already nontrivial for simple objects like general real symmetric 3 x 3 matrices.
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takes only terms up to order A"*! into account. Note that this concept corresponds to a
loop expansion in renormalization theory. The interaction parameter as function of the
flow parameter is called running coupling.

To work out the commutators and a suitable operator product expansion
is needed. For products of fermionic operators normal-ordering (see Sect. with
respect to the noninteracting ground state is typically a suitable approach. Typically the
resulting error is negligible. However, for general models it is of course unclear whether
the interacting ground state can be described as a perturbation of the noninteracting one
or not.

The unitary transformation is not worked out. Therefore operators have to be trans-
formed into the diagonal (B = oo) basis to work out expectation values. In typical many
body problems the eigenstates of the Hamiltonian are very complicated objects. Especially
for deriving analytical results it is convenient to have simple eigenstates. Hence it is not
cutback that the unitary transformation and therefore also the eigenstates in the original
(B = 0) basis are not easily accessible.

An operator O is transformed via

)~ wmy.om), (131

where again O(B) = U(B)OUT(B). A general operator generates an infinite number of
higher order terms and one has to chose a suitable approximation scheme, which is again
perturbative in the running coupling.

We addressed Chap. (3| to the transformation of operators and the calculation of ex-
pectation values, see especially Sect. for the details. Note that the techniques used in
this section are not flow equation specific, any unitary transformation that diagonalizes
the given Hamiltonian will do the job.

1.4.2 Infinitesimal Unitary Transformations

The unitary transformation U(B) is constructed from the differential equation for the
Hamiltonian ((1.30)):

dH(B)  (dU(B) i dUT(B)

B (W HUNB)+UBJH \ =75

T
_ (dig)> U'(B)U(B)HU'(B) + U(B)HU'(B)U(B) (dUdf(BB)>

= n(B)U(B)HU'(B) + U(B)HU'(B)y(B)

= [0(B),H(B)], (1.35)

where we used U'T(B) = U~Y(B) and n'(B) = —n(B). The transformation is easily con-
structed from the differential equation
dU(B)
dB

=n(B)U(B) , (1.36)
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where U(B = 0) = 1. Note that the Hamiltonian H in Eq. can be replaced by an
arbitrary linear operator and that any antihermitian generator n(B) leads to an unitary
transformation.

In analogy to time evolution in the interaction picture we iterate the solution:

B

0

B B By
0 0 0

In the following we introduce Dyson’s ordering operator for B-ordering. Using integration
by parts we ﬁndﬂ

By

B B B B
/dBl dBQ ’I’}(Bl)??(Bg) = /dBl /dBQ T] B1 /dBl dB277 BQ)T’(BI)

From this equation follows

By

B
/dBl dB2 77 Bl ) =

N | —
St~
=8
EU
QU
$
=
Ed
SU
T

B

- L, / aB, / dBy n(B)n(By) . (1.39)

where we introduced the Dyson like B-ordering operator Tz. In analogy to time evolution
operator products are ordered in such a way that the operators at small B are moved to
the right and the ones for large B are moved to the left. The generalization to higher

9Hint: v/ = n(By), v = f dBy 1(Bs) .



1.4 The Flow Equation Method 25

A
<>

]

Figure 1.10: Tunneling in an asymmetric double well potential: Two levels with energy
splitting e are connected by the tunneling rate A.

order terms is trivial. Summing up we arrived at a handy expression for the unitary
transformation:

U(B) = Z%TB /dBl n(B1) | =Tpexp /dBl n(Bi) | - (1.40)

k=0 0 0

The B-ordering is interpreted as follows. If the flow parameter B can be related to the
remaining effective bandwidth Ae via Ae = B~1/2 the unitary transformation first acts in
such a way that the operators in the generator n(B) are applied successively from high
to low energies. As already stated above this intrinsic energy scale separation is the key
improvement of the flow equation approach compared to conventional scaling approaches.

1.4.3 Tunneling in a Double Well

In this section we discuss tunneling in an asymmetric double well potential using flow
equations, see Fig. The Hamiltonian is given by

e/ 1 0 A0 1 € A

Though this simple model is easily solved using exact diagonalization we discuss it in the

flow equation framework to introduce the basic concepts of the method. In the following
we assume € # 0 since the flow equation method is doomed to fail if all diagonal matrix
elements are equal.m Using the standard commutation relation for Pauli matrices [o,, 03] =
2i€4p:0. One easily shows

n(B) = —wm%] = —iﬂﬂ% : (1.42)

1.

0Then the generator 7 is zero yielding the unitary transformation U(B)
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To derive the flow equations for the double well Hamiltonian (1.41) we have to calculate
the commutator [n(B), H(B)] yielding

(). 1y(B) = —“PEE, o) ABAE), (1.43)
0(B), Hu(B)] = iw[%?%] _ 6(3)2 (B)Uz
By comparison with Eq. we identify
dA(B)
B - € (B)A(B) (1.44)
de(B) 5
B e(B)A*(B) . (1.45)

In the following we use the shorthand notations ¢y = €(B = 0) and Ay = A(B = 0).
Integration of Eq. (1.44]) yields
B
A(B) = Agexp | — / B, (B | . (1.46)
0
The coupling A(B) decays to zero if the integral in the exponential diverges. Using the

generic choice of the generator n(B) = [Ho(B), Hiy(B)] typically leads to an exponential
decay of the latter form.

Comment:

In more challenging models the flow equation for an interaction I(B) is usually of the
form

dl (B
% =—(B)I(B) + f(I(B),B,...) . (1.47)
The formal solution of this differential equation is given by
B B By
— [dB; 2(By) + [ dBy €2(Ba)
1By =c 1 1B =0 +/dBl SR sy By (as)

0

Here the Hamiltonian is only diagonalized if the exponential decay dominates over the
integration of the exponential increase times the function f. The function f usually is
proportional to an exponential decay thereby increasing the chances of convergence. In
general it is unclear whether a specific model can be solved using the flow equation method
or not unless one derived and solved the flow equations.
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To solve the flow equations for the Hamiltonian ((1.41)) we use the relation
dA(B) de(B)

leading to
A*(B) = ¢+ A2 — €(B) . (1.50)
Using this relation with Eq. (1.45]) yields
de(B
% — ¢(B) (&+A2—&(B)) . (1.51)

One easily shows that the absolute value of ¢(B) increases until the flow stops in the

fixpoint
€nx = sgn(eg)y/ €2 + AZ . (1.52)

The eigenvalues of the double well Hamiltonian ((1.41]) are given by Ay = +€5,/2, which is
easily checked:

60/2—)\ —A0/2 _1 2 s 5 L
det( —Ao/2  —€/2—A _Z( € + 4N — AF) = 0. (1.53)

We continue the analysis of the flow equations by solving Eq. (1.51):

€

B
1
dB, = de; ———
/ ! / “ €2 € — €
0

€0

1 €2 — ¢2 1 €
B = — 1 fix — Inl =
€2 + A2
B) = 0 o . 1.54
(5) \/ 3T Aloxp (2B(E + AY) (154)
With Eq. (1.50]) follows
A(B) = A 6+ A P22 exp (—B(& + A2)) (1.55)
TPV AT+ @exp (2B (€ + AY) PATET 2o |

leading to a diagonal Hamiltonian in the limit B — oo. In Fig. [L.11| we plotted ¢(B) and
A(B) for the initial value ¢ = Ay = 1. From Egs. (1.54) and ([1.55]) one easily identifies a
critical value of the flow parameter:

1 _
Bo=g (6 +A7) . (1.56)
If B is much smaller than B, the system is unchanged and for B > B. the interaction

matrix element is integrated out.
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Figure 1.11: Flow of ¢(B) and A(B) for the initial values ¢ = Ay = 1.

As an example for the transformation of an operator we calculate the ground state
(|0)) expectation value of o,. The ground state expectation value of o, is denoted as
magnetization in the following. We use the Ansatz

UZ(B> = hz(B>Uz + h:}c(B)O-:Jc (157)

for the flow of the operator, where h,(B = 0) = 1 and h,(B = 0) = 0. The ground state
magnetization is then given by

(0.) = (0|UT(B = 00)U(B = o0)o,U'(B = 00)U(B = 0)|0) = —sgn(ep)h.(B = o) ,
(1.58)
since U(B = 00)|0) is either (1,0)” or (0,1) depending on the sign of ¢. One easily
derives the flow equations

dh.(B)

2D~ dB)ABIL(B)
dh,(B)
5 = e(B)A(B)h.(B) . (1.59)
The solutions h,(B) and h,(B) are related by h,(B) = /1 — h?(B) yielding
dh.(B) ;
5 = —eB)AB)V1-hi(B)
h,(B) = cos /d31 e(B1)A(By) | - (1.60)

0

For the remaining integral one finds

/dB e(B)A(B) = "y <w> = 1sgn(evo) arccos <
0

€2 — A2
% 0) . (1.61)

2 60+iA0 2 € —I—A%
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The resulting ground state magnetization is given by

€0

(0.) = ——2 (1.62)

Ve + AF

In the weak tunneling limit |Ag| < |€| the magnetization is given by +sgn(eg), in the
strong tunneling regime |Ag| > |¢y| the magnetization vanishes.

Since we study a trivial model the unitary transformation is easily calculated. We
ignore the B-ordering operator since [n(B1),n(Bs)] = 0:

U(B) =Tgexp /d31 n(By) | =exp /d31 n(Bi) (1.63)

0 0

yielding (as expected) a simple rotation

B B cos(p) —sin(yp)
UBB =) = (sin(go) cos(g) ) , (1.64)

1

2 2
€ — Ag

p = —sgn(eng)arccos( ) :
4 €3 + A2

The ground state magnetization (|1.62) is easily rederived using this transformation.

1.4.4 Perturbative Truncation of the Unitary Transformation

Obviously one would like to calculate the unitary transformation from Eq. also for
nontrivial problems. After the diagonalization of the Hamiltonian the flow of the running
coupling and the eigenenergies are (at least numerically) accessible on all scales. Therefore
also the generator 7 is known as function of the flow parameter. In contrast to the simple
example in Eq. one cannot expect to find a closed form for the unitary transformation
and one has to give a perturbative expansion of the unitary transformation.

Typically the generator has the structure

n(B) = eB~%¢ 5 (1.65)

where € is some energy scale and 0 < ¢ < 1. Here the central assumption is that the flow
of the interaction is described by a combination of exponential and power law decay, which
is the case for the Kondo Hamiltonian. A mathematical problem arises when studying
integrals of the form

B
0
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and taking the limits B — oo and ¢ — 0 at the same time (assuming a continuous
spectrum). For the following discussion we need the integral

B Be?

/dB1 Bree B¢ = 62/dt (%) e’
€
0

0

k=0
i (_1)k Bk_c+162k
prt K k+1-—c
1
= BH1 — 1Fi(1—¢,2—c¢,—Bé), (1.67)

where 1 F (o, 3, x) is the confluent hypergeometric function of the first kind which converges
nicely in the relevant parameter regime. To take a controlled limit we first set e = B~1/2
and take the limit B — oo afterwards:

B
. —c —B1e o ( 1>k —c+1/2
P /dBlB N Blféozkvkﬂ—c)B
0 e:l/\/E
—  “finite number” x lim B~*"/2  (1.68)

B—oo

If ¢ < 1/2 already the first order term diverges. An analogue calculation for the second
order term yields

/ / S e
dB B Blel dB, B¢ —Bge% _ —€] —€5 /dB Bm+k+l—2¢
/ ! / 252 € kZOm!k!(k—c+1) Ut
0 0 = 0
I e G O e
= ) 0 X (1.69)
k,m=0
% 1 k+m+2-2¢
(k+1—-c)(k+m+2—2c) '
We again find divergence for ¢ < 1/2:
B By
Blim 62/3 ce=bre /d32 By e b2 =
0 ezl/\/E
- o (= 1 1-2
= 1 B
Bec %; mlkl (k+1—c)(k+m+2—2c)
= “finite number” x lim B'"*¢ . (1.70)

B—oo
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Figure 1.12: Normal-ordering is similar to the reduction of diagrams. While Subfig. a) is
reducible to simpler objects (by cutting the straight line) Subfig. b) is irreducible.

In systems with continuous spectrum a perturbative expansion of the flow equation trans-
formation is therefore only possible if the running coupling decays faster than

B~'2exp(—Bé?) . (1.71)

Note that this observation does not mean that the flow equation transformation does
not converge. It is e.g. also impossible to get
lime™ =0 (1.72)
Tr—0Q0
by a truncation of the power series for the exponential function. The B-ordered exponen-
tial in Eq. (1.40) is just plain not the most clever way to write down the flow equation
transformation. Unfortunately, it is the only way known.

1.4.5 Normal-Ordering

The expansion of operator products is a fundamental problem in the flow equation ap-
proach. It is of ultimate importance to identify contribution of different scattering pro-
cesses. In this thesis we use Wick’s normal-ordering procedure [67] to expand operator
products, the following short introduction to normal-ordering is heavily based on Ref. [41].

The normal-ordering procedure is similar to the reduction of diagrams. If a diagram
is reducible to a simpler form (by cutting one internal line) it describes the successive
execution of two independent interaction processes. In classical mechanics the successive
scattering of a ball at a wall is an example for a reducible process. However, in quan-
tum mechanics also the phase of the wave function is important, the outcome of a single
scattering process can affect all successive processes leading to irreducible many parti-
cle processes. See Fig. for an illustration of reducible and irreducible diagrams. In
this spirit normal-ordering is used to differentiate interaction processes by the number of
involved irreducible processes.

1.4.5.1 Formalism

In the following A, denotes creation and annihilation operators, the a’s are C-numbers,
and P({A,}) is a product of operators from the set {4,} . A normal-ordered operator
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product P({A,}) is denoted by : P({A,}) : . The basic rules for Wick’s normal-ordering

are given by:

1. Numbers are unchanged:
o=« (1.73)

2. Normal-ordering is linear

ronPi({Ap}) + e ({Ap}) 1 = ar s PI({Ap}) - +aa - B({Ap}) : (1.74)

3. Recurrence relation

Ay P({A)}) : =: A,P({A)}) - +XT:CQT ; %ﬁp}) » (1.75)

where the contraction C,, is defined by

Cyr = (V|ALA|T) (1.76)
for a pure reference state |¥) or

Cyr = Tr(pA,A;,) (1.77)

for some mixed state described by the density matrix p. Typically one choses the ground
state or the density matrix of the noninteracting system as reference.
From the recurrence relation (|1.75)) one can derive Wick’s first theorem

0 0
: Apl - 'Apn L= (Apl - Z CPIQI aT) X... X (Apn—l - Z Cpn—lqn—1 (?A—) A;Dn :
qQ q1

dn—1 qn—1
(1.78)
From this relation follows that the commutation of neighboring fermionic operators picks
up a minus sign, bosonic operators commute. The product of two normal-ordered objects
can be calculated from Wick’s second theorem. The fermionic version is given by

P4 = Pa{A,) = e (Z Crosis AT) P({ADP({(B,)

: 1.79
o, (L79)
1.4.5.2 Basic Examples

In the following we give certain important examples for normal-ordering of fermionic cre-
ation and annihilation operators cL and c¢;. We normal-order with respect to the nonin-
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teracting system, so

Olcher]0) = &4n(1)

(Olerel, [0y = 01 (1 —n(1))

Oleh,eh |0y = (0eres]0) = 0,

Tr (ch{,q) = 0 an(l’),

Te (perc) = dual=n(1)) (1.80)

where |0) denotes the ground state and n(1’) is the occupation number which is e.g. given
by the Fermi function or by Eq. (1.10)).

Normal ordering of a single operator simply gives the unchanged operator:

li=d e i= (1.81)

All possible combinations for normal-ordered products of two operators are given by

. CI,Cl L= C-il./Cl — Cl’l = C-Il-,Cl — (51/7177,(1/) ,

: ci,c; D= ci,c; ,

. C1Cy . = (C1Co . (182)
Note that : ci,cl = = clci, : . The flow equation approach naturally leads to products

of (normal-ordered) operators. The most important example (in the context of this thesis)
is given by

. CJ{/Cl . C;CQ .

=
=

: CI/ClC;/CQ e
1
1!

1
+§ (—ChroCha + CroClo + C19Crig — C12Cr91)

( 01/2/ C1Co +Cl/2 0102/ +012/ 01/02 012 Cl/cg/ i) +
= cedey s —0uan(1) ey s 010(1—n(1) el
+51/725172/TL(1/)(1 - n(l)) s (183)
yielding the commutator

[I C];/Cl oy C;CQ ] = —(51/ C2/Cl +51,2/ C1/02 —|—51/ 2(51 2/( ( ) — n(l)) . (184)
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For the commutator we can alternatively work out

[ci/cl,cg,cﬂ = CI/Clcg/CQ—C;CQCI/C1

cJ{,clc;cQ - C;{CQ, ci,}cl + cg,cJ{,chl

—(51/,203,01 + O 101,02

= —(51/,2< 02,01 +09r 11(1 )> —1—52/1( Cl/CQ +d19n(1 ))

—01r 9 c2,01 +09 1 cl,CQ +01/ 20 1(n(1") — n(1))

ey s ches (1.85)

(1.84]

without running into any problem. As we show in Chap. [2] in the Kondo model also
the anticommutator is needed. Here the situation is more complex since we create an
operator product (two creation and two annihilation operators) that is neither included in
the Hamiltonian nor in the generator:

83
{: ci,cl L c;cg :} 2: 61,0162,62 +0 2/(1 —2n(1)) : ci,cg 1+ (1.86)

+(51/,2<1 - 2n(1 )) C2/Cl +61/ 2(51 2/( ( ) + n(l) - 2n(1/)n(1)) .

Here we see the full power of normal-ordering. The mixture of one- and two-particle
operations {: c}cl . C;/CQ :} is reduced to pure one- and two-particle operations. The
two-particle operations belong to new interactions generated during the flow. Without

normal-ordering we would be stuck at the point
{ci,cl, C;/CQ} = 201,0103,02 + (51/,202,01 — (5172/01,02 , (1.87)

since we could not distinguish between contributions to the new two-particle interaction
and contributions to the one-particle interaction. Without this distinction it is impossible
to consistently work out the flow equations.

Generally speaking, if new interactions are generated during the flow it is of ultimate
importance to have a suitable operator product expansion at hand. Otherwise one is simply
lost. Nevertheless, there is always the option to switch to a more sophisticated operator
basis where an adequate operator product expansion exists, e.g. by bosonization [10, [68].
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1.5 Summary

The Kondo problem still is a fundamental problem in condensed matter theory. Though
the equilibrium problem has been formally solved in the 1980’s, still the dynamics of
the system is not fully accessible, e.g. for high magnetic field or for high temperature. In
thermal equilibrium transport through a Kondo system is well described by linear response
theory.

Recent experiments on semiconductor quantum dots in the Coulomb blockade regime
opened a new field to Kondo physics, the non-equilibrium Kondo problem. In quantum
dots one can apply a voltage bias directly to the Kondo spin. Thereby one can drive a
strong current through the Kondo spin without bringing the leads out of the ohmic linear
response regime. The current can be tuned to such high values that a description of the
system using linear response theory fails. In this far out of equilibrium situation the system
is no longer described by its ground state or by its unperturbed density matrix. Instead
one has to use the highly excited steady state to describe the system. Another interesting
way of driving the quantum dot out of equilibrium is to couple it to two heat baths at
different temperature, thereby driving a thermocurrent through the system.

The equilibrium Kondo problem is a low energy problem. The typical energy scale of
the system, the so-called Kondo temperature Tk, is usually only of a few Kelvin. Most
theoretical methods developed to describe the Kondo problem therefore focus on the low
energy properties of the system, features at high energies are typically neglected. If the
high energy features of the system are neglected, it becomes impossible to describe the
physics of the system in the steady state. Therefore new theoretical approaches have to be
developed to describe the non-equilibrium Kondo problem.

Previous perturbation theory calculations using the Keldysh formalism and perturba-
tive renormalization group calculations showed the importance of decoherence effects in
the non-equilibrium Kondo model at high voltage bias. The Kondo effect is suppressed by
decoherence effects due to the shot noise of the current through the system. Many physical
properties of the non-equilibrium system have so far only been calculated in leading order,
the subleading corrections that actually contain the Kondo physics are still missing. Very
recently it became possible to construct the steady state in Kondo like systems using scat-
tering state approaches. However, a lot of work has still to be done until a full description is
available. Summing up, in non-equilibrium so far only rudimentary theoretical knowledge
has been obtained.

In this thesis we derive a perturbative scaling picture of the Kondo problem in the weak
coupling regime max(V, |h|,T) > Tk using the flow equation method. In this method the
Hamiltonian is diagonalized using infinitesimal unitary transformations in an energy scale
separated way. First, interaction matrix elements with high energy transfer are successively
integrated out while interaction matrix elements with lower energy transfer are still retained
in the Hamiltonian. In contrast to usual scaling approaches states are not integrated out.
This becomes increasingly important in far out of equilibrium situations where transport
processes dominate the system’s properties. In such highly excited situations also states
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at high energies have to be retained in the Hamiltonian since they contribute to transport
processes. If states are integrated out in a scaling approach, the scaling procedure has to be
stopped at the energy scale on which transport processes become important. It is therefore
nearly impossible to describe the transport properties of a system far out of equilibrium
using conventional scaling approaches.

In the flow equation method the unitary transformations that diagonalize the Hamil-
tonian are not calculated directly, instead transformed operators are worked out. The
transformation of the Hamiltonian is constructed from the ordinary differential equation

dH(B)
B

= [n(B),H(B)] , (1.88)

where H(B = 0) is the initial Hamiltonian and H(B = co) the diagonal one. The generic
choice for the antihermitian generator n(B) is given by

n(B) = [Hy(B), Hw(B)] , (1.89)

where Hy(B) is the diagonal part of the Hamiltonian and Hi,(B) the interaction part.
With this choice of the generator the flow parameter B and the remaining effective band-
width Ae are related via B2 = Ae.

For general models the unitary transformation generated by the flow equation approach
cannot be worked out using a truncation scheme perturbative in the running coupling.
Therefore the eigenstates of the Hamiltonian cannot be accessed in the original (B = 0)
basis and one has to transform all operators into the diagonal (B = co) basis of the Hamil-
tonian before their expectation values can be worked out. Any operator O is transformed
via

dO(B)
dB

At this point we want to reveal the general construction principle of the flow equation
approach: any antihermitian generator generates an unitary transformation. However, only
a certain subclass of generators leads to a diagonal Hamiltonian. For example, another
important antihermitian generator is given by n(t) = iH(t)/h for B = t yielding time
evolution in the Heisenberg picture, of course provided that O does not explicitly depend
on time.

In the flow equation approach the partial derivative (appearing in the equation of
motion) is zero since the system is not aware of the diagonalization process. The partial
derivative has to be taken into account only if the diagonalization process is part of the
system, e.g. if we would try to solve the Hamiltonian of the whole universe. However,
physics in general “promptly vanishes in a puff of logic” [69] at this point.

= [n(B),0(B)] . (1.90)



Chapter 2

Flow Equation Treatment of the
Kondo Hamiltonian

We start the flow equation analysis of the Kondo problem with the diagonalization of
the Hamiltonian. The previous derivation of the flow equations for the Kondo model
at zero magnetic field [40], [41] and the corresponding scaling analysis are generalized to
nonzero magnetic field and anisotropic initial conditions. In the anisotropic Kondo model
the SU(2) symmetry of the coupling is broken and one distinguishes the coupling in z-
direction Jj and the one in z- and y-direction J, where J) is not necessarily equal to .J, .
The anisotropic Kondo model is equivalent to the spin boson model with ohmic dissipation
and is therefore consider as important generalization of the original Kondo problem. For a
comprehensive review on the spin boson model and its connection to the Kondo model see
Ref. [70]. By nature many of the concepts used in the following sections were borrowed from
Refs. [40, 41]. For details on the numerical solution of the flow equations see Appendix

This chapter is outlined as follows. In Sect. we derive and analyze the flow equa-
tions in 1-loop (quadratic) order. The 2-loop (third order) flow equations are discussed in
Sect. [2.2], in Sect. we discuss scaling in the anisotropic Kondo model.

2.1 1-loop Flow Equations

2.1.1 Basic Commutation Relations

As first step we have to derive some preliminary relations. Working out products of spin
operators is straightforward using the standard spin operator algebra

[ST,87] =257, [S%,8%]=45F, {ST,97}=1. (2.1)
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For convenience we have set h = 1. The relations

[AS™, BS] — %{A,B}S (2.2)
AS,BS] = — {4 B)s*
[AS* BST] = {A,B}SZ+%[A,B]

are fulfilled for arbitrary (linear) operators A, B that commute with the spin operators.
Note that [AS*, BS*] = [A, B|/4.
Using normal-ordering (see Sect. [L.4.5) the commutator

CAf afe) = flfe = ff s Gva o+ Suabia(n(1) = n(1)) (23)
is easily derived. Due to the spin operator algebra ([2.2)) we also need the anticommutator:

{: ff/fl G fQT,fQ 3 = d2(1—2n(1)): flT,fg 4091/ (1 —2n(1")) : f;fl D+ (2.4)
+2: ffrflf;fQ : +017201.2 (n(1") + n(1) — 2n(1")n(1)) .

The above relations hold for general fermionic operators with the anticommutation rela-

tions {flT,fz} = 012 and {f1, fo} = 0.

2.1.2 Generator
The diagonal part of the Kondo Hamiltonian (1.9)) is given by

Hy=Y ¢ [l foo: —hS*, (2.5)
p,o
the interaction part is
1
Hu = 53 (T0a): flifa s =T 0.0) s £l S 5) 57+
o
+12J( )('fo‘S_+'fo‘S+)
2 1P, q cJprdal - cJqldpl -
p.q

= H||+HJ_ . (26)

Note that we normal order with respect to the system without Kondo impurity since the
corrections enter in 3-loop order only. We split the interaction in spin conserving scattering
(spin-up and spin-down) and spin flip scattering (perpendicular): J((I/)l) (p,q, B=0)=J
for the isotropic Kondo model. At zero initial magnetic field h(B = 0) = 0 the relations
h(B) = 0, J'(p,q) = J'(p,q) = Ji(p,q) = Ji(q,p) are fulfilled during the flow. In

the anisotropic Kondo model the initial values are given by J!/!(p,q¢,B = 0) = J; and
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Ji(p,q, B=0)=J, where J is the coupling in z-direction (parallel) and J, the coupling
in z- and y-direction (perpendicular). Here the relations h(B) =0, J'(p,q) = J'(p,q) and
J1(p,q) = J1(q,p) are fulfilled during the flow at zero initial magnetic field. The relations
J(p,q) = J'(q,p) and Jt(p,q) = J'(q,p) are always fulfilled due to hermicity. Note that

(: f;qul : Si)T = f;lpr ST (2.7)

so the Hamiltonian is always hermitian also if J, (p,q, B) # J1(q,p, B). This is the case
for nonzero magnetic field. Using Eq. (2.3) one easily shows

(Ho: fifor 571 = Y el flofra it flyfor 157

k,a
= Zek <: f;afpa : 5]’971’_ : f;afkl? : 6%]?) S
k
= (6p—¢): fgafqo 05 (2.8)
For spin flip scattering we find:
[Hoy: flifar:S7) = D&l flofuo it Flifar1S™ = b flifar : [57,57]
k,o
= (p—€q+h): flifu:S . (2.9)
Note that [Hy,: f;lf‘ﬂ : ST = —([Ho,: f;qui : S7])T. The 1-loop generator is then given

by
w = —Z o= ) (T 0.a) Sl far s =T 00 S ) S

4= Z — g+ h)JL(p, )(; fifa S = fl fr S+>
= 770"‘770 . (2.10)

2.1.3 Flow Equations

The rather lengthy expressions for the 1-loop commutators are given in Appendix [C.1]} In
the following we present the resulting 1-loop flow equations only. From the commutator
[n5-, H1] we find a flow equation for the magnetic field:

B 2 Z ny(p) +np(q) = 2np(p)ns(a))(ep — € + 1) (JL(p,0))* - (2.11)

We find contributions to the flow of parallel scattering from [ng, Ho| and [, H,] yielding

dJ'(p,q)

dB = _(Ep_eq)ij(paQ)""

+% > (1 =2np()2(er —h) = (& + ) Ju(p ) Jular)  (2.12)



40 2. Flow Equation Treatment of the Kondo Hamiltonian

for spin up scattering and

dJ'(p,q)

dB = _(EP_EQ)QJl(p’q>+

+% S0 = 205(0)2(er + 1) — (6 + €)1 (D) u(rg)  (213)

for spin down scattering. The flow equation for the perpendicular coupling is given by

dJi(p,q)

dB - _(ep_€q+h)2JL(paQ)+

S0 2000) (6~ (64 ) + LT )+

+(2¢, — (e, +€4) — h)JL(p, r)J (g, r)) , (2.14)

where the commutators [, Hy|, 15, H] and [n(l)', H ] contributed. In addition to the terms
in the original Hamiltonian (2.5 and (2.6)) the generator (2.10|) generates new interactions.
They are discussed in Sect. [2.1.5]

2.1.4 Scaling Analysis (1-loop)

The full set of flow equations cannot be solved analytically due to the complicated momen-
tum dependence. However qualitative results can be obtained for the low energy properties
of the system. They are accessible by studying scattering processes that do not change the
energy, so-called energy diagonal processes. In the following we derive a simplified scaling
picture using the so-called diagonal parametrization:

—B(ep—e 2
Ji(pq) = gge Plrmath (2.15)
JT/l <p7 q) _ gT/l Blep—eq)?

where pg = €,€; = (€, + €¢;)/2. Note that the running coupling gT/ Y1 does not depend
on the momentum index p but on the corresponding energy scale €,. For convenience we
use g, as shorthand notation for g., whenever possible. The energy diagonal equations are
easily obtained by setting e, = ¢, for the g'/! terms and €, = ¢, + h in the g* terms. The
ansatz is motivated by Eq. - Since the energies €, are unchanged during the
flow the mtegral in the exponential simply leads to a multiplication with B for J/!(p, q).
For J| (p,q) the situation is different since we find a shift of the magnetic field. However
the resulting correction dh/dB vanishes for the energy diagonal terms €, — €, + h = 0 since

d o dh i
15 == (6 e+ 1P+ 2Bl — ¢+ W ) PO (a0

In the following we qualitatively discuss the flow of the 1-loop equations worked out in the
previous section. We find

iB _Z”f +n7(q) — 2np(p)ns(9))(ep — € + ) (g2 2Bt (2.17)
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for the flow of the magnetic field. Its small shift is discussed in Sect. 2.2 The running
coupling for parallel scattering is given by

dgT 1 —2B(ep—er+h)?
d—é’ = =) _(1=2np(r))(ep — & + h)(ggr) e 2Blrmer (2.18)
dg, 2B(ey—erh)?
d—é’ = =) (1=2n5(r))(ep — & — h)(g) e > Plrmer=" (2.19)

and for spin-flip scattering one finds

% = —12(1 —2ns(r)) | € — € — L ! e~ 2B(ep—er—h/2)* _
dB 2 ! p " 2 gﬁr(€p+h/2) g(ep—h/Q)er

1 h 1 ! —2B(ep—er+h/2)?
-3 Z(l — 2n4(r)) (ep — € + 5) 9w Yorime © . (2.20)

r

At zero temperature the flow of the running coupling is simplified using

f(z)exp(—=2B(z — ¢)?) ~ f(c) exp(—2B(z — ¢)?) (2.21)

to remove the €, dependence of the running coupling. The summations in ([2.18))-(2.20)
then lead to (p = 1 sets the energy scale):

D
1 e—QB(c—V/2)2 e—QB(c+V/2)2
de (1 —2 2B(e+c)® D200 L (222
/ € (1= 2ny(e))(e+ cje” 256\ 1+R | 1+1/R (2.22)
—-D

Using this approximation for parallel scattering yields

2
dg; (g;—i-h/Q) 6*23(6p+h+V/2)2 e 2B(epth— V/2)?
R 2.23
dB 2B 1+R * 1+1/R (2.23)
2
dg B <9;7h/2> o—2B(ep—h+V/2)? N o—2B(ep—h—V/2)? 2.24)
dB 2B 1+R 1+1/R '
For spin-flip scattering we find
algpL gp gep B2 o~ 2B(ep—h/24V/2)*  ,—2B(ep—h/2-V/2)?
dB 4B 1+ R T /R

+
11 2 )2
gl ~2B(ep+h/24V/2)?  ,—2B(ep+h/2-V/2)

2R Tepth/2 <€ (2.25)

iB 1+R TTIT R
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The flow of the running coupling is cut off by the exponential decay unless €, = —(h£V/2)
for g;, €, = h£V/2 for gll,, and €, = £(h £ V)/2 for gpL. As a consequence the running
coupling is strongly peaked at these energy scales. The terms in 2-loop order cut off this
strong-coupling behavior as we show in the 2-loop section. Replacing the exponentials in
Eqgs. — by ©-step-functions, these equations are equivalent to the perturbative
RG equations derived in Refs. [37, B8]. The different momentum dependency of the run-
ning coupling only leads to subleading corrections.

At nonzero temperature (7' > 0,V = 0) the situation is a bit more tricky since one
cannot give a closed expression for

[e.9]

/ de tanh (%) (e 4 ¢)e 2B+, (2.26)

—00

We therefore only discuss the asymptotic result for 7' > |h|. Since we are mainly interested
in small energy scales ¢, — 0, we study the running coupling at the Fermi level only:
g= getg({ !, For B < T2 the terms at high energies € > T give the main contribution to

the integral and we obtain the usual zero temperature scaling equation [35]
dg ¢
dB 2B’

Note that Ageq = B~'Y2. For B > T2 only energies ¢ < T contribute to the integral,
since higher energies are cut off by the exponential. Therefore we linearize the hyperbolic

tangent in this case yielding
dg  ¢*Vom 1

=2 Y7 - 2.28
dB~ B 16 7B (228)

The flow of the running coupling stops for B > T2 or Tv/B > 1 respectively.

(2.27)

2.1.5 Newly Generated Terms

The additionally generated number from [77(|)|,H||] and [ng, H,] is dropped since it has

no influence on the flow. From the commutators [n(l)', H|] and [ng, H,| arises a potential
scattering term:
Hyot = Y (Vi t fhfar e 4V o £l far o) (2.29)
Pa
The corresponding flow equations are given by
dvy) 1
d_éq = Z(ep +eg — 26.)J (p,7) I (1, q) +

T

1
+3 D e+ g — 260+ 20)T1(p,7) T (q,7) (2.30)
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for the spin up component and by

dvi 1
_pa _ = _ ! 1
dB 16 - (Gp + 6q 267”)‘] (p7 T)J (T, q) +
1
+3 zT:(ep + € — 26, — 2h)J 1 (r,p) (7, q) (2.31)

for the spin down one. Using diagonal parametrization and the standard approximation
f(x)e B@=9 x f(¢)eBE=9 one easily shows

d‘/qu/ 1

D
1B ~ / der (Ep + €q — 2€r + ZC)e*B(ﬁp*€r+c)26fB(€q7€r+C)2
-D

0 D?
—oo 1 _
b= -3 /dm+/dx e B =0, (2.32)
D2 0

The potential scattering term therefore only leads to finite bandwidth effects and does not
affect the universal low energy properties of the system. We accordingly neglect it in the
following.

An important contribution is given by the newly generated “two particle” interactions.
We find three contributions, namely

Hic= > K'(p.a;r,9)C fypfarflyfor 1 5742 fy for fly o 2 57) (2.33)

p7q7T7S

from [ng, H)] and Iy, Hl,

Hi =Y K'p,q.r8)C Sl fafl for o S7 Sl o fl fr 2 57) (2.34)

p,q,7,s
from [, Hj, [77(|]|aHL] and
HIL{ = Z KL(]?,Q,T, S) : f;quif:lfST . 5% (2,35)
p,q,7,8

from [ng, H.]. Note that K (p,q,r,s) = K, (s,7,q,p) for hermicity. We discuss the
influence of the new interactions K on the flow of the Hamiltonian in the following section.
For completeness we sum up the generating flow equations:

dK' p,q,1,S 1

% = Z(ep—eq—€r+€s‘|‘h)JJ_(p7Q)JT(rv $)

dK'(p,q,r,s 1 7 ]

(Z— BQ) 4(617 €g — € T €5 h) J—(p7Q) l(T,S),

dK 1

M — _—(ep—eq—eT—l—Es—i—zh)JJ_(p, Q)JJ_(S;r) . (236)

dB 2
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2.2 2-loop Flow Equations

2.2.1 Basic Commutation Relations

In addition to the relations (2.2)), (2.3) and (2.4) we will need the corresponding commu-
tation relations for single and two particle terms. In the following we neglect terms with
four or six fermionic operators on the rhs. since they would enter the calculation in 3-loop

order only. Again we need both the commutator
[Z CJ{/Cl o C‘;CQCI}/C?) I] = (51/,2(5172/(71(1,) — n(l ) : C;Cg L=
n
—(51/735172/ (n(l') —n
+51/’35173/ (TL(1/> —n

and the anticommutator

{:cler i deacles ) = 019010 (n(17) + n(1) = 2n(1)n(1)) : cles
=01/ 2013 (n(1") +n(1) — 2n(1")n(1)) : ches
—61: 3012 (n(1') + (1) = 2n(1')n(1)) : chey
+01.3013 (n(1') + n(1) = 2n(1)n(1)) : chey

for the following calculation.

2.2.2 Ansatz Hamiltonian and Generator

We again define the diagonal part of the Hamiltonian by

Hy=Y € fl foo: —hS™.

p’o-

For the interaction part we use the Ansatz
Hig = Hy+ H, + H + Hy, + Hy

where the parallel scattering is given by

1 =53 (T 0.0): fifar s =T 0.0) < F Sy ) 8

p.q

and the perpendicular one by

H, = %ZJL(p,q) (: f;qul ST qulfPT : S+> .
Pa

(2.37)

(2.38)

(2.39)

(2.40)
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The two particle scattering enters in three flavors: spin flip times spin up scattering

Hic= > K'(pars)C fifaflfa o S™4 L f £l 2857)

p7q7r78

spin flip times spin down scattering

Hye =" K'p,q,rs)C [ fafl fo s S™+ Bl b 1099

piq’/r7s

and finally double spin flip scattering

H[JE = Z KJ.(}%Q:T? 3) : f;qulf:lfsT : SZ .
p,q,r,s
Note that K((l/)i)(p,q,r, s, B=0)=0,J"p,q, B=0) = Jyand J, (p,q,B=0)=J,. For
zero initial magnetic field the relations h(B) =0, J'(p,q) = J*(p,q) = J1(p,q) = J.(q,p),
and K'(p,q,r,8) = —K'(p,q,r,8) = —K*(p,q,r,s)/2 are fulfilled during the flow in the
isotropic Kondo model. In the anisotropic Kondo model the relations h(B) = 0, J'(p, q) =
JYp,q), Ji(p,q) = Ji(¢q,p) and K'(p,q,r,s) = —K(p,q,r,s) are fulfilled during the flow
at zero initial magnetic field. The relations J'(p,q) = J'(q,p), J*(p,q) = J'(¢,p) and
K, (p,q,r,s) = K, (s,r,q,p) are always fulfilled due to hermicity.
We split the generator into several parts:

Matoop = 1M + 15+ M + i + 0k (2.41)
The 1-loop contributions are given by
M=y 3 e) (w0 il 100 flfu )85 (242
o
for parallel scattering and
= % > (6= e+ W)Iipa) (: £l fur S flifyr 57 (2.43)
P

for perpendicular scattering. The 2-loop parts of the generator are easily calculated using

Egs. (2.37) and ([2.38]). We find

e = D (e—ete—e+h)K (pgrs)x (2.44)
p,q,r,S
X('fo fo 'S*—'fo fo : ST (2.45)
“Iprdabler st ~Jql It spdrr :
for spin flip times spin up scattering and
h = D (o—+a— et K (pars) x (2.46)
p,q,r,S

X(3 f;quif:ifsi PST - qulprfsTifrl : S+) (2'47)
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for spin flip times spin down scattering. The double spin flip component is given by

an% = Z (Ep — €& + & — ES)KJ_(pa q,T, 8) . f;Tlef:lfST 0 5% (248)

p7q7r7s

2.2.3 Flow Equations

Again we banned the lengthy expressions for the commutators to the appendix (C.2). In
the following we give the flow equations in 2-loop order. The flow of the magnetic field is
induced by the commutator [ng, H] (no 2-loop contribution):

= =5 Z ny(p) +ng(q) — 2np(p)ns(q))(ep — g+ h)(JL(p, 0))* - (2.49)

Note that the rhs. of this equation is zero if h(B = 0) = 0 since then J, (p,q) = J1(q,p).
Therefore no additional magnetic field is generated, only an existing one is shifted. For
the flow of J1(p, q) we find contributions from [y, Hol, [n&, H.], [nk, H.] and [no, H}]

dJ'(p,q)

dB = _(Ep_eq)2JT(p7Q)+

+% Z(l = 2n(r))(2(e, = h) = (& +€)) JL(p, ) Tulg:7) =
—Z ng(r) +ng(s) —2np(r)ng(s))Jo(r,s) x

X ((Ep —eq+2(e, — e+ W) (K (r,5,p,9) = K'(p, 5,7,4))—
_(Ep — € — 2(61" — €+ h))(KTOn?Sa%p) - KT(qv S,T,p))) : (250)

The commutators [, Ho|, [n&, H1], [nk, H1] and [no, Hi] lead to the J'(p, q) flow equation

dJ'(p,q)

dB - _(EP_EQ)QJl(p7Q)+

+% 2(1 oy (1) (26 + h) — (6 + €)1 (1, )T (s ) +
+Z (ne(r) +ng(s) = 2np(r)ng(s))Jo(r, s) X

X ((Ep — € + 2(61" — €5+ h))(-[(l(ra $, D, q) - Kl(r7 q, D, 8))_
_(GP — €~ 2<€T — €+ h))(Kl(Ta S, Q7p) - Kl(r,p, q, 8))) : (251)

Using the flow equations for the K-terms (shown below) one easily derives J/!(p,q) =
J1(g,p). For the spin flip coupling J, (p, ¢) we find contributions from [no, Hol, [ng-, H|],
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[n(|)|>HJ-]’ [77;{>HH]’ [ni{?Hll]a [nlijJ-]’ [7707HIT{]7 [7707HIL<] and [UOaHIJE]
WA e, et L) +
3 S22y (0)) (2 = (e + ) + )T 0) T (1)
+(2€T —(ep+€4) — h)JL(p, r)JH g, 7)) +
4= Z ng(r) +ng(s) — 2np(r)ns(s)) (e, — €q + 2(6r — €5) + h) X
X ((KT(Z%%T’ S) - KT(T‘,QJD, 3))JT(57T)_
—(K'(p,a,r,8) = K (p,s,7,0)) T (5,7)) —
——Z n(r) +ng(s) — 2np(r)ng(s)) (e, — €4+ 2(e€,
XKl(p,q,r, s)Ji(s,r) . (2.52)

In the case of zero magnetic field one easily shows J, (p,q) = J1 (¢, p). The flow equations
for the two particle interaction are given by contributions from [nk, Hol, [ne, H)] and

[Uo»HL] for K1
dK'
%ﬁs} = —<€p — €t €6 —€e+ h)QKT(pa%Ta S) +
1
+1(6p — € — €& +e+h)J(p,q)J (r,s),

[U}oHO] [770 7HH] and [7707HJ_] for Kl

dKY(p,q,r,s)

dB _(ep_eq+€1“_Es+h)2Kl<p7Q7r73)_

1
—Z(ep —eg— €& +e+h)Ji(p,q) I (r,s)

and [0z, Ho] and [ny, H,| for K

dK
% _(Ep_€q+€7‘_68)2KL<p7Q)T7S)_

1
_5(61) — € — €& + €5 + Qh)JJ_(pa q)JJ_(Sﬂn) :

(2.53)

(2.54)

(2.55)
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2.2.4 Diagonal Parametrization

We again use the diagonal parametrization defined in Eq. to discuss the flow equa-
tions in 2-loop order. As first step we simplify the flow equations for the K-terms. In the
following we discuss the approximations in detail for the K|, term only, the other terms
are evaluated using an analogue argumentation. The approximation for the K-terms is
summarized as follows:

e We neglect the small B-dependence of the magnetic field which is of O(1/In(1/v/BTx))
corresponding to a 3-loop correction.

e We assume a weak dependence of the running coupling g on B. It is of O(1/In(1/v/BTx))
for small B and of O(B~/¢) for large B with 2 < ¢ < 4. (We give definitions for
small and large B in the following sections.)

We use the ansatz ([1.48)) to “solve” Eq. (2.55)):

KJ_(p’ q,7, S) - - Ep — Eq — €, -+ €s + 2h)673(6P76q+6T*65)2 X

DN | —
—~

A

X
IHo\m

Il
|
—~

_ _ _ 2
€p — € — € + €5+ 2h)e Blep—eqter—es)”

x [ dBy e*Prer—athia=ch o (B gl (By) . (2.56)

O\m >

In the next step we replace the running coupling by an average value:

1

f(J_(p7 q,r, 5) = _§(€p — € — € e+ Zh)efB(Ep*EqueTfes)z o (257)
B B
1
X /dB1 e?Bi(er—eath)(er—es—h) B /de g%(32)9%<32) ;
0 0

since it depends only weakly on B (in comparison with the exponential). The exponential
is easily integrated yielding

B
1 (ep—€g+h)— (& —€s—h)
K — | [dB, gigt | {2 —
L(pa q,T, S) 4B / 1gpqg7‘8 (Ep—€q+h)(er_es_h) -
0

X (e_B((ép_eq“rh)Q“'(ET_ES_h)Q)

— e Blle—etht(e—c—h)?) (2 58)
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For the remaining K-terms we find

B
1 (e —€g+h) — (€, — €5)
KT,,r,s:—/dB L9 —
(pq ) 8B 1gqgrs (Ep—Eq‘f‘h)(Gr—Es)
0
X(efB((ep*Eﬁh)er(eFes)2) _ e*B((epf€q+h)+(6r€s))2) 7 (2.59)
/ (6= g+ ) = (60 = 2)
1 €p — €+ n)— (6 —€
K = —— | [dB L4 -
(p7Q7T78> SB / lgqgrs (ep_€q+h)(€r_€s)
0
X(e*B((ep*6q+h)2+(eres)2) _ e*B((epfqurh)Jr(eres))Q) ) (2.60)
Using these relations and
lim & b <e_B(“2+b2) - e_B(“+b)2> = 2aBe” P (2.61)
b—0 ab

one easily derives the 2-loop flow equations in diagonal parametrization.
For the magnetic field we again find

dh 1

= 5 315 0) + (@) = 20y (0)ns ()6 — € + B) (g e HEOTI (262)

The spin up component of the running coupling is given by

dg}
qb = X026 e g
- Z np(r) +np(s) — 2np(r)ng(s)) (e, — e, + h)2e 2Plermeth’®
B
xgrs/dBl grsg)+blue terms up (2.63)
0
blue terms up = = Z ng(r) +np(s) — 2ng(r)ng(s))x (2.64)

( — €+ h) - ( — € )e—B(e,ﬂ—es—l-h)2

(6 — & + M) (e — &) .

B
1
x (e~ BlepmethyHerme)®) e‘B(e"‘E””)Q)g%E / dB1 gty -
0
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We will show below that the blue terms do not lead to an important contribution. For the
spin down component we find

p - _ Z 1 . an . . h)(gpr)2 —2B(er—ep+h)?
- Z ng(r) +ng(s) — 2np(r)ns(s)) (e, — e + h)2e_2B(eT_€S+h)2 X
B
xgé/dBl grisgé%—blue terms down (2.65)
0
blue terms down = - Z ne(r) +ng(s) — 2ns(r)ng(s))x (2.66)
X( — €, + h)( ) + h) B ( — € )efB(erfes+h)2 «
(- — €+ h)(ep — €)
B
1
X(G—B((ET_€p+h)2+(€p_€S)2) — ¢ ~Bler—eoth)’ g7J"_sB /dBl gprgps :
0
The flow equation for the spin flip coupling is given by
dg, 1 hy —ap 2
Ip = . . "N —2B(er—ep+h/2)? L T
5 = 3207~ g U e e e T
—i—1 Z(l —2ns(r))(& — €y — ﬁ)e’QB(ET v /2% oL g*
5 f r D 2 er(ep—h/2)” (ep+h/2)er

1 Z ng(r) +ng(s) = 2np(r)ns(s)) (e — €) e 2P
B B

X gls/dB gpgrergis/dB L Oy g
0 0

J— Z nf + ’rLf — 27’Lf(’l")nf(5))(€r — €5 — h)2€—23(67,_6s_h)2 %

dBi g, L= +blue terms perp (2.67)

X
T
o\m
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1 2
blue terms perp = 3 Z(nf(r) +np(s) = 2np(r)ns(s)) (e, — €,)e Bler=es)®

B
1
I - L
X lgrs 5 / 4B 9 I |
0
—(er — €y + h/2) + (¢, — €5 — h/2)
(6 — €y + 1/2) (e — €, + h/2)
« (e—B((ET'_Ep+h/2)2+(€p_€S_h/2)2) _ e—B(ET_ES)2)+
B

1
I - L 4
+9 | 5 / A8\ 91— Y
0

(6p — €+ h/2) = (&r — €y — 1/2)
(€p — €+ h/2)(er — ¢ = h/2)

(e Blleresth/2) Her—ey=h/2%) _ o=Ble—e)®) | (2.68)

The blue terms cannot be easily taken into account analytically, however they can be easily
studied numerically. In the following we only discuss the spin up contribution , the
calculation for the other terms is analogue. As first observation we note that the blue term
vanishes for zero magnetic field:

(p —€s+h)— (6 — &)

;mf(r) Hg(s) = 2ng(r)ng(s)) (e — €+ W) ST T (2.69)
Xe_B(ET_es—i_h)Z (e—B((ep_Es+h)2+(Er_Ep)2) o e—B(Er—Es-i-h)Q) h;O
(ep — ) + (6 — )
= 2 (ng(r) +ngls) = 2np(r)ns(s))(er =€)
Z (p —€s)e — &)
><efB(erfes)2 (efB((epfes)2+(Epf€r)2) _ e*B(ET*ES)Q) — 0 ,

since the latter expression is antisymmetric under the exchange r < s. In addition the
contributions from the poles at €, = ¢, and €, = €, — h cancel each other. Using numerical
integration one easily shows

(6p —€s+h) = (e — &)
(e, — €5+ h)(er —€)

—B(eT—es+h)2(e—B((GP—es+h)2+(er—ep)2) . e—B(€r—€5+h)2) ~ B—3/2

> (ng(r) +nyp(s) = 2np(r)ng(s)) (e — €5 + ) (2.70)

T8

Xe

and

Z(nf(r) +ns(s) — 2np(r)ns(s)) (e, — € + h)QG_QB(ET_eSJrh)2 ~ B73?% (2.71)

r,$
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Since the blue term (2.70) has an additional B~! factor in (2.64)) it is less important for
the flow at large B than the black 2-loop term ([2.71]). We will therefore neglect the blue

terms in the following analytical discussion. In addition we assume

[ BB (81) = B (Bra(B). (2.72)

0

where g is a shorthand notation for ¢g*/1/!. This approximation is motivated by the weak
B dependence of the running coupling which is logarithmic for small B and a power
law for large B. In Fig. we plotted the flow of J!(p,q) at nonzero magnetic field
(h =0.25, V =T = 0) both from the full set of flow equations and from diagonal
parametrization without the blue terms . We find excellent agreement, also for other
parameter regimes.

2.2.5 Scaling Analysis (2-loop), Isotropic Model
2.2.5.1 Magnetic field only

The flow of the 2-loop equations can only be hardly described analytically due to compli-
cated momentum dependence. In the 1-loop section we learned that the running
coupling is strongly peaked at €, = Fh for g;/l and e, = £h/2 for g, (V =T = 0). For
a qualitative discussion it is sufficient to restrict the analysis of the flow equations to the
peak positions of the running couplings. This can be interpreted as a “worst case study”.

We define
=90 =0, 9L=0%2=0s (2.73)
and replace the momentum dependent coupling by the latter expressions. The straightfor-

ward but lengthy evaluation of the momentum sums is given in Appendix [B.I} Using the
results from Sec. and Eq. (B.4) the 2-loop flow equations simplify to

dgy g1 919 —2Bh?
9 - 4_2a <2e + \/27rBherf(\/2Bh)) (2.74)

dg, gL ( 723;12) ngﬁ gi ( —92Bh2
dgr 919 (4 _IH 91 V2 Bhf\/2Bh).
B ap \-T° sB 16p \2¢ T V2mBherf( )

We identify two important limits namely B < h™2 and B > h™2. For small B we are left
with the flow equations

dgy 91 dig
B 2B 4B

dg. g9y 929 4
dg.  _ _ _ 9L 2.
dB 2B 8B 8B’ (2.75)
since
lir% e =1, lin% zerf(z) =0 . (2.76)
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Figure 2.1: Flow of J'(p,q) at h = 0.25 (V = T = 0) for B = 10,100,500 from top to
bottom. Red points: full system, green points: diagonal parametrization (see text).
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Egs. (2.75) are the usual 2-loop scaling equations for the anisotropic Kondo Model [71].
Since we started with isotropic initial values g;(B = 0) = g, (B = 0) Eqgs. (2.75) can be
simplified to

dg _¢* ¢
-2 _J 2.
dB 2B 4B’ (277)
where g = g, /. The solution of the 1-loop part is given by
1
9(B) (2.78)

- (L (VBIE™)

where Tx'°® = Dexp(—1/.J) is the 1-loop Kondo temperature. The derivation of the
solution for general anisotropic initial values is given in Sec. [2.2.6] For convenience we
have set p = 1 in the expression for Tk. In the limit J < 1 the main effect of the 2-loop
term is a redefinition of the Kondo temperature [72H74]:

Tx = DV Jexp(—1/J) . (2.79)

In addition one finds an unphysical fixed point at g(B) = 2 that will be shifted or removed
by higher order terms [71]. The simple mathematical background is as follows: In RG
approaches one typically defines a S-function by

dg(A)
dIn(A)

= Blg(N)) , (2.80)

where the flow parameter A is identified with B~'/2 in the flow equation approach. In

perturbative RG approaches the g-function is not calculated directly, instead one derives
a power series corresponding to the Taylor expansion of the (-function in g. If one uses
a perturbative truncation scheme only the first few powers of this Taylor expansion are
calculated. Then the [-function simply is a polynomial in g.

In the Kondo problem this polynomial does not contain a zeroth order contribution
¢°, therefore g = 0 is an obvious root of the polynomial. If one takes only the leading
term of the g-function into account then g = 0 is the only root of the problem. Due to
the fundamental theorem of algebra one finds at least one additional root on the complex
plane if higher order terms are included. Of course, the roots depend on the details of the
polynomial, so the inclusion of higher order terms in general leads to shifts of the roots
on the complex plane and typically also to additional roots. It is therefore impossible to
predict the roots of a nth order expansion of the S-function.

This provides a fundamental problem in perturbative RG approaches: it is clearly not
sufficient to only search for fixpoints in the flow of the running coupling, one also has to
check their physical interpretation. Otherwise one studies the mathematical properties of
the truncation scheme and not the physical properties of the model.

The appearance of the fixpoint g = 2 in the scaling equation is simply luck. Since
this fixpoint cuts off the logarithmic divergence of the running coupling (yielding a rather
small running coupling), we leave it up to the reader whether it should be considered good
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or bad luck.

The flow equation for the magnetic field is given by

dh g%
@ = —Wv%rerf(v QBh) . (281)

The error function is linear for small argument

erf(x) st %x . (2.82)

Using this expansion Eq. (2.81) for B < h™2 yields
dh _ _hgl
dB 22B°

Using dgy/dB = g1 /(2B) we find a shift of

(2.83)

% <ln(1/(\;§TK)) - 1n(D1/TK)>> ’ (2.84)

where hy = h(B = 0). The impurity spectral function is strongly peaked at the magnetic
field (see discussion in Sect. [3.4). Previous Bethe Ansatz calculations [I7] predicted a
shift of the peaks to h* &~ ho(1 —1/(21In(|ho|/Tk)). The flow of the magnetic field stops at
B =~ hy? as we show in the following discussion. In the scaling limit D /T — oo Eq.
yields a shift of the magnetic field to h* = h(B = o0) & hgexp(l — 1/(21In(|ho|/Tk)) which
is consistent with the previous Bethe Ansatz result.

h(B) = hgexp <—

For B > h~? we use the approximations

2 1

e . erf(z) 31 (2.85)

to derive the flow equations

dg 5 V27 |h¥|

iB = —QLQHT\/E
g _ _ a V2|l (2.86)
dB 16 VB '

We neglected the 1-loop terms since they only contribute in O(¢g?/B). As initial values we
define gj = g;(B = (h*)72) and g% = g, (B = (h*)~?). The flow of the magnetic field is
nearly zerd!| for B > h=2:

dh =

!The shift is only of O(ho/(In(ho/Tk))?).
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We therefore set the magnetic field to h* = h(B = hy?) for B > hy?, where h(B) is
defined in Eq. (2.84). The flow equation for g, is easily 1ntegrated.

d
g1 B
dg . dBl
¢ ) BPr
'n By 1
1
—=(g7> = (g1)™®) = 2¢(VB—/By)
2
g, = 9 , (2.88)

V1+TL(VEB - VB)

where By = (h*)™%, ¢ = —|h*|v/27/16 and

[, =—=(g1)°r". (2.89)
The solution for parallel scattering is then given by
9 |
1+ FJ_(\/E -V Bo)

In the limit B — oo the running coupling obviously decays to zero. This is even true if the
previous limitation |h| > Tk is not fulfilled. Then however the running coupling becomes
of O(1) during the flow and the perturbative truncation leads to an uncontrolled error.
Due to the slow decay of g, (~ B~'/%) one cannot give a perturbative expansion of the
flow equation transformation, see Sect. for more information.

g1 = (2.90)

2.2.5.2 Voltage Bias, Temperature, and Combinations with Magnetic Field

The situation is even more tricky for combinations of magnetic field and voltage bias since
the running coupling shows a multi peak structure. Then the local maxima of the running
coupling can no longer be used to describe the flow. Instead one has to find a suitable
average over the splitting of the peaks. For zero magnetic field

V/2

gL =1 / dey g)/* (2.91)

—V/2

is a suitable choice, for nonzero magnetic field one has to shift the limits of the integral by
+h for parallel and by +h/2 for perpendicular scattering.

Note that a qualitative description of the flow is easily given without going too much
into the averaging details since the 2-loop terms are p-independent after replacing g, with
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some averaged value. (The 1-loop terms are neglected anyway.) Additional information on
how to work out the momentum summations of the 2-loop terms is given in Appendix

At zero temperature and V' > 0 we find (see Eq. (B.4)):

Z(nf(er) + nf(es) — 2nf<€r>nf(€s))(€r — €5+ h)2€_23(€7'_€s+h)2 _

1 1
- 8B2(1+ R)(1+1/R)
+2¢72BV=1* L (R 4 1/R)V2r Bherf(v/2Bh)+

+V20B(V + h)erf(V2B(V + h)) + V27 B(V — h)erf(V2B(V — h))) . (2.92)

(2(R +1/R)e 2B 4 2¢72BV+)” |

As in the previous section we do an expansion for small and large B. The relevant energy
scales are easily identified as |V + h*|, [V — h*| and |h*|. In the flow equation for g, one
also finds a contribution without magnetic field. Here the relevant energy scale is simply
given by V.

In equilibrium at nonzero temperature we again use the peak positions of the running

coupling to discuss the flow. We find (see Eq. (B.5)):
Y (nsler) +nples) = 2np(er)ng(es)) (e — e+ h)Ze 2P’ =

V2 h
— VI coth (ﬁ) . (2.93)

8 B3/2
The relevant energy scales are given by T" and hcoth(h/(2T)) for h # 0. At zero magnetic
field the temperature 7' is the only relevant energy scale.

For the initial flow (small B) we again find the usual scaling equations for the anisotropic
Kondo model and a small shift of the magnetic field. Unfortunately an analytic
evaluation of the latter shift can only be hardly done for general parameters. For simplicity
we restrict the following discussion to the flow at very large flow parameter B > A2, where
Ay = Bo_l/2 is the nonzero minimum of the set {|V + k|, |V — h|, V,|h|} in non-equilibrium,
the nonzero minimum of the set {7, hcoth(h/(27))} in equilibrium for A # 0, or the
temperature T in equilibrium at zero magnetic field. In the regime B > A;? the 1-loop
contributions are negligible since they are only of O(g?/B). We are then left with the flow
equations

ng_ gﬁgL gi

- = - c1 — c 2.94
dB oWB 2B (2.94)
dgy _ 491,

B~ VB
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The initial values are g/, (By) = 9,1 and the constants are given by

. V21 1%
al V) = T COTRaTUR (2.95)
V27 |V 4 h*| + |V = h*| + |h*|(R + 1/R)

8 (1+R)(1+1/R)

CQ(h,*, V)

in non-equilibrium and by

V2r

a(hT) = =T (2.96)
V2T h*
7y = Y p*coth
ca(h*,T) 3 h* cot (QT)
in equilibrium, where we defined h* = h(By). Eqgs. (2.94) are easily rewritten to
dg dl 91 ((g1)?
dB vB" VB g9 7" 290

The straightforward derivation is given in Appendix [B.2] in the following we give the much
shorter mathematical proof “only”. The differential equation for g in is obviously
equivalent to the one in . Also the initial values for g and g, are the same for both
versions. To show the identity of the two representations we therefore only have to show

that g, as defined in (2.97) solves the ordinary differential equation for ¢, in (2.94). Using

the relation y . p
N e L (2ag;+b) L 2.98
gL=rJagitbe = GE =5 (2ag) + )dB (2.98)

n U (97)° 919+
- = — g — | =0 —giicy | —/—= . 2.99

Comparing the right hand side of the latter equation with the right hand side of the flow
equation for g, (2.94)), the following relation has to be fulfilled:

2 3 *\2
g9 gica (91) .\ 9191
- = —|—F/c—ga]|] —F— 2.100

2V/B  2VB ( A NG (2:100)

! (91)?* .
gﬁcl —gic = =9 (g—tCQ - g||01>

! €1 (g* )2 €1
gL = gﬁ—+9u +_g\\_ :
“ 9i “

we find
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The last relation is the definition of g, in (2.97).

The remaining flow equation is an Abel differential equation of the first kind whose
general solution is unknown. Therefore only asymptotic results can be obtained. Note
that the nontrivial fixed point g (B) = gj — cg(g"i)Q/(g"‘*cl) in Eq. can only be
reached in the anisotropic Kondo model with initial values g, (B = 0) < [gy(B = 0)| and
|h| < V,T. The scaling in the anisotropic model is discussed in Sect.[2.2.6, The equilibrium
zero temperature result has already been discussed above. For zero magnetic field we find

*

9

9(B) = ) (2.101)
V1+4(g"2ei (VB — VBy)
where g = g = g.. Here the corresponding decoherence rate I' is given by
[ =4(g%)% . (2.102)

In general we find a competition between the cubic and the quadratic term in . For
very small energies the quadratic term dominates the flow (if existing) and the running
couplings decay like gj ~ B~Y/2 and g, ~ B/, If the cubic term dominates both running
couplings are proportional to B~'/4. Again one cannot give a perturbative expansion of
the flow equation transformation due to the slow decay of g, (~ B~/*), see Sect. for
more information.

For small magnetic fields V, T > |h| Egs. (2.94) are approximately solved by

9i/L

g J_(B) = )
! \/1 + T, (VB - VBy)

(2.103)

since g ~ g7 and ¢; = co. In the high voltage regime the decoherence rates are given by

) 1%
P”(h*,‘/') = \/%(gr\‘) (1+R)(1+1/R)
Vor

o IV B+ |V = B + [0*[(R+ 1/R)
V) = —5-(el) 1+ R)(1+1/R) |

(2.104)

Note that only the spin flip coupling sees both the magnetic field and the voltage bias in
its decoherence rate. We find similar behavior at nonzero temperature:

Ly(h*,T) = V2r(g))’T

L, (r*T) = ——@p%%mh<*). (2.105)
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2.2.5.3 Decoherence Effects and Higher Orders

The logarithmic divergence in the 1-loop scaling approach induced by coherent spin-flip
scattering is cut off by decoherence effects embedded in the 2-loop corrections, provided
max(|h|,V,T) > Tk. The corresponding decoherence rates (2.89)), (2.102)), (2.104) and
can be related to spin relaxation rates. As we show in Sect. the decoherence
rates give the energy scales on which the spin operators decay.

In perturbative RG approaches one usually assumes that (at least) the qualitative fea-
tures of the flow are given by the RG equation in lowest order, provided the running
coupling stays small during the flow. It is therefore surprising that for large B the flow is
dominated by the terms cubic in the running coupling (2-loop) and not by the quadratic
ones (1-loop). The reason for this unexpected behavior is given by the dimensionful pa-
rameters h, V, T and their combinations (see above). It is not sufficient to use only the
running coupling as control parameter, also expressions of the form hv/B (analogue for
voltage bias and temperature) have to be considered in the perturbative expansion since
they become uncontrolled for B > h~2 or h//B > 1 respectively.

This naturally raises questions on the effect of higher order terms. Answering these
questions turns out to be nontrivial. While we do not expect qualitative changes in the
solution of the isotropic Kondo model (g, (B = 0) = g;(B = 0)) we indeed find indica-
tions that higher order terms will become important in certain parameter regimes of the
anisotropic Kondo model (g, (B = 0) # gy(B = 0)) as depicted in the following section.

2.2.6 Scaling Analysis, Anisotropic Model

In this section we generalize the previous scaling analysis of the Kondo model with isotropic
initial values g|(B = 0) = g1 (B = 0) to anisotropic ones where g;(B = 0) and g, (B = 0)
might differ.

Note that one assumes g; > 0 since a sign change of g, corresponds to a rotation of 7
around the z-axis. The simple mathematical background is as follows (use your hands as
illustration!): assume we have a given right hand basis of a three dimensional space. If we
change the direction of two basis vectors - corresponding to a sign change - we are still in
a right hand system, we just have to rotate our hand by 7 around one axis (finger). If we
instead change the sign of one axis only (or three) we end up in a left hand system. Since
g1 is the coupling in x- and y-direction a sign change can be absorbed in a rotation of the
system. If one absorbs a change in the sign of g into the spin operator one ends up in a
left hand system with a different spin operator algebra than in the original system. In the
anisotropic Kondo Model this leads to a quantum phase transitionﬂ between the so-called
weak and strong coupling regimes, see Fig. [2.2]

2In contrast to classical phase transitions a quantum phase transition occurs at zero temperature.
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Figure 2.2: Phase portrait for the 1-loop scaling equations of the anisotropic Kondo model.
There exist two important regimes, the (white) strong coupling regime where the running
coupling flows to infinity and the weak coupling regime where g, flows to zero. In the
literature the parameter regime g > 0 is typically called antiferromagnetic (AFM) regime,
g < 0 is the ferromagnetic (FM) regime.

2.2.6.1 General 1-loop scaling

For small B the 1-loop scaling equations are given by

dg) 91

i 9L 2.1
dB 2B (2.106)
dgr 9191

dB 2B

see the derivation of Eq. (2.75)). In Fig. we show the corresponding phase portrait. The
solution is constructed as follows. First we use the symmetry

dg dg.
g”d_B” = ng_B (2.107)

to relate the flow of the running couplings by
gr = (9 =gt = (91)* - (2.108)

Here gh) /1 are the initial values of gj/1 at B = By = D72, In the following we use the
shorthand notation

c=(g))° = (49)*. (2.109)

The flow equation for parallel scattering

dg _gj+e

= (2.110)
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is easily integrated using the substitution z = g;/y/c. We find

- g] +/ctan <\/Eln <\/m>>
1- \g/—?'gtan (\/Eln (W)) '

The flow of the perpendicular coupling is given by g, (B) = gﬁ(B) — ¢. We distinguish

9(B (2.111)

three parameter regimes, namely ¢ =0, ¢ < 0 and ¢ > 0.
For ¢ = 0 or respectively |gﬁ| = ¢% Eq. (2.111)) simplifies to

0
9

91(B) = - ~ (2.112)
1—gln <\/B/BO>
For gh) > ( the running coupling diverges at the 1-loop Kondo temperature
Bicoao = Tig°% = De™ /1 (2.113)
and Eq. (2.112)) is easily reduced to
1
9(B) = 9(B) = g.(B) (2.114)

T (1 / <\/§T}gl°°f’)> '

For g < 0 the divergence is shifted to the energy scale D exp(+1/|g||), which is larger
than the band cutoff and is therefore not reached within a scaling approach. In the latter
case the running coupling decays to zero for B — oc.

At c<0or |g|[|)| < g) Eq. (2.111)) has to be rewritten to

- 9] - /| tanh < || In (W))

91(B) = : (2.115)

- %tanh (VI (VBTB))

Again we find a divergence for gh) > ( at a certain energy scale

B2 = T]l{-loop(Z) _ De—atanh<\/m/gﬁ)/\/\7\ . (2.116)

Kondo(2
For gﬁ) < 0 there is no divergence but the solution is not limited from above for B — oo.

In the case ¢ > 0 or | gﬁ] > ¢% the 1-loop Kondo temperature is given by

Bl o) = Ti"® = pemanlvelsf)/ve (2.117)

For gh) > 0 the solution diverges, for gﬁ) < 0 the solution ([2.111]) exists only for

B < Bye™Ve | (2.118)
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Figure 2.3: Comparison 2-loop scaling equations of the anisotropic Kondo model in a
magnetic field with the standard 1-loop scaling equations in zero magnetic field. Note that
the 2-loop phase portrait is not universal, the colored curves were calculated for h = 0.05
and By =D"?2=1.

The reason for this obscure behavior lies in the equation g, = ,/ gﬁ —c If gﬁ < ¢ the

perpendicular coupling becomes a complex number. Therefore the flow has to stop at
g1(B;) =0 or g|(B.) = —+/c, where

= ex ia an M
B.= B, p(\/zt <go_\/z>> : (2.119)

Note that the stop of the flow at g, (B.) = 0 follows immediately from Eqs. (2.107)).

2.2.6.2 2-loop Scaling, Magnetic Field Only

In Fig. 2.3 we plotted a typical phase portrait of the 2-loop scaling equations for nonzero
magnetic field. In contrast to the 1-loop result discussed in the previous section the run-
ning coupling always decays to zero, which actually follows from Egs. and .
Nevertheless the 2-loop scaling analysis in the anisotropic is more tricky than the previous
discussion leading to the flow equations , since we also have to consider the case
gy — 0, where the 2-loop term in the g| equation is zero and the 1-loop term dominates
the flow. However since even the solution of

dgy _ 91

dB 2B

dgr __ aV2r || (2.120)
dB 16 VB ‘

is well behaved

% (gj_>2 \/B/BO
gn@)—mﬁmln T (\/E—\/FO) : (2.121)
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0
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Figure 2.4: Comparison 2-loop scaling equations of the non-equilibrium anisotropic Kondo
model with the standard 1-loop scaling equations. The colored curves were calculated for
V =0.05, R=1and By=D?%=1.

we do not expect nontrivialities from this parameter regime. Another issue is the weak
coupling regime. As we learned in the previous section the 1-loop scaling equations have
a nontrivial fixpoint at a critical value B.. For |h| > B.? or equivalently |h| — 0 the
perpendicular coupling might have already fully decayed to zero before the 2-loop terms
become large, leading to a stop of the flow.

2.2.6.3 2-loop Scaling Voltage Bias Temperature and Combinations with Mag-
netic Field

Again the flow of the running coupling can be described using the scaling equations
derived in the section on the isotropic model. The scaling equations at large B are equiva-
lent for the isotropic and the anisotropic model. The running coupling g; has a nontrivial
fixpoint if

g91(B) = gi — c2(g7)?/ (gjer) - (2.122)

As shown in Figs. and this fixpoint is reached for scaling at zero magnetic field if
g% < | gﬁ]. Here the inclusion of higher order terms might lead to a decay of the running
coupling to zero. In the parameter regime g, > | g|(|)| the running couplings always decay
to zero.

Discussing the flow for general combinations of magnetic field and voltage bias or tem-
perature is a nontrivial task if ¢¢ < ]gﬁ\. While in the regime |h| > V,T the running
coupling decays to zero, the flow stops in the nontrivial fixpoint for || <V, T. For
gL > | gﬁ| the running coupling always decays to zero, also for combinations of magnetic
field with voltage bias or temperature. The power laws in the various regimes of the decay
have already been discussed in the previous section on the isotropic model.
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Figure 2.5: Comparison 2-loop scaling equations of the anisotropic Kondo model at 7" > 0
with the standard 1-loop scaling equations. The colored curves were calculated for 7' = 0.05

and By = D ? =1.

2.3 Summary

In lowest (quadratic) order the perturbative RG equation for the running coupling in the
isotropic Kondo model (Jj = J, = J) is in equilibrium at zero magnetic field and zero
temperature (V = h =T = 0) given by

dJ(B)  J*(B)
= (2.123)

yielding a logarithmic divergence at large flow parameter B > D=2, where 2D is the
bandwidth:

J(B = D2

J(B) = ( )

1 JB=D*h(DVB) B €[D,00). (2.124)

At nonzero magnetic field (or nonzero voltage bias) a scaling description with a momen-
tum independent coupling is no longer sufficient and one has to introduce a momentum
dependent running coupling [I1, B7]. In the flow equation approach the running cou-
pling becomes momentum dependent by construction (see Sect. . In the weak coupling
regime max(V, |h|,T) > Tk the logarithmic divergence is already cut off in lowest order,
except for certain resonant energy scales like the chemical potentials or the magnetic field
strength. The running coupling at these resonant scales is cut off by the decoherence rate
which is naturally introduced if the flow equations are derived in cubic order in the run-
ning coupling and max(V, |h|,T) > Tk. This natural inclusion of decoherence effects in
the flow equation method is the key enhancement to previous approaches where the deco-
herence rate had to be included by hand [I1), 37]. By further analysis we showed that the
cubic terms dominate the flow of the running coupling at large flow parameter leading to
the diagonalization of the Hamiltonian if max(V, |h|,T) > Tk. If max(V,|h|,T) < Tk the
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running coupling becomes of order one during the RG flow and our perturbative truncation
scheme becomes uncontrolled.

In the anisotropic Kondo model we found a nontrivial fixed point in the flow of the
running coupling for certain parameter combinations, namely J, < |Jj| and V,T 2 |h|. In
all other situations the Hamiltonian is diagonalized as in the isotropic model. If the flow of
the running coupling stops in the nontrivial fixed point the Hamiltonian becomes energy
diagonal but not diagonal. As consequence these energy diagonal terms have to be included
in the further calculation. For example, in time evolution the inclusion of the remaining
energy diagonal interaction terms leads to secular terms since in the Kondo problem also
large timescales t > 1/J give important contributions. We expect that the inclusion of
terms in higher than third order will lead to the diagonalization of the Hamiltonian in the
full parameter regime of the anisotropic Kondo model, provided max(V, ||, T) > Tk.



Chapter 3
Observables

3.1 Introduction

The T-Matrix T, describes the scattering of conduction band electrons at the impurity:
0 0 0
Gt (@) = Gipo o (@) + G (T ()G (@) (3.1)

where Gy i »(w) is the Greens function of the interacting system and Q,E?,l,ya(w) the Greens
function of the noninteracting one. For a dc-biased Kondo dot the T-Matrix and the Greens
function become lead dependent. However, if the system’s Hamiltonian is derived from an
Anderson impurity model only one eigenvalue of the T-Matrix is nonzero [45]. In linear
response the resistivity p is related to the imaginary part of the T-Matrix via

2ch/d A7l ( gj:) : (3.2)

where n is the conduction band electron concentration, e the electronic charge, m the mass
of the conduction band electrons, c¢ is the small concentration of Kondo impurities in the
host metal, and f is the Fermi function. The spectral function

A, (w) = —%Im [T, (w + i5)] (3.3)
can be measured directly by tunneling experiments [54]. In equilibrium the spectral func-
tion of the Kondo model is well studied [0, T1HI3, 7], so far only preliminary results
were published in non-equilibrium [45]. Within the flow equation approach a derivation of
the spectral function in both equilibrium and non-equilibrium is feasible. We extend the
previously known results to the full parameter regime max(V, |h|,T) > Tk.

The dynamics of the impurity (dot) spin is described by the spin-spin correlation func-
tion and the corresponding response function. The response function can be measured by
nuclear magnetic resonance [50], [57] and electron spin resonance [58-60] experiments. The



68 3. Observables

static properties of the spin are given by the magnetization and the static spin suscep-
tibility. Again in equilibrium the physical properties of the impurity (dot) spin are well
studied. The magnetization and the static spin susceptibility in equilibrium are accessible
by solving the exact Bethe Ansatz equations [7,[8]. In non-equilibrium only zeroth order re-
sults have been obtained [46], [53], the logarithmic corrections containing the Kondo physics
are considered as inaccessible in these approaches. Within the flow equation approach the
leading logarithmic corrections to the zeroth order result are accessible.

The spin-spin correlation function and the corresponding response function are well
studied objects [14] 15, 45, 55], also in the context of the spin boson model. They are
easily accessed within the flow equation framework. At zero magnetic field we use the
spin-spin correlation function to relate the decoherence rate I' with the spin relaxation
time. The static spin susceptibility is calculated from the imaginary part of the response
function using a Kramers-Kronig relation.

The outline of this chapter is as follows. In Sect. we derive a simple approach to
calculate expectation values and correlation functions within the flow equation framework.
Many of the concepts we use in this section are well understood, for convenience we use
the notation from Ref. [41]. The transformation of the impurity (dot) spin operator into
the diagonal basis is derived in Sect. [3.3] For convenience we restrict the numerical results
shown in this section to V' =T = 0. We rederive the asymptotic Bethe Ansatz result for
the zero temperature equilibrium magnetization in Sect. [3.3.2] the spin-spin correlation
function and the corresponding response function are derived in Sect. 3.3.3] The T-matrix
is constructed in Sect. again we restrict the numerical results to V- =T = 0. In
Sect. we study in detail the spin-spin correlation function and the imaginary part of
the T-Matrix as functions of voltage bias, temperature, and magnetic field and discuss the
dependence of the magnetization and the static spin susceptibility on the voltage bias and
the temperature.

3.2 The Flow Equation Way

Despite the sections name, the following discussion actually is independent of the diago-
nalization procedure. Any unitary transformation that diagonalizes the given Hamiltonian
does the job. For the readers convenience we use the notation from Ref. [41].

In quantum mechanics many measurable quantities are calculated by taken the expec-
tation value of an operator or an operator product. At zero temperature a equilibrium
system is described by its ground state, at nonzero temperature the system is described
by the density matrix.

3.2.1 Zero Temperature

The ground state expectation value of a given operator O is defined as

(0) = (0[]0]0) , (3.4)
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where we denoted the ground state by |[0). The ground state is easily identified in the
diagonal (B = oo) basis since eigenvalues (E) are basis independent

H|U) = E|V) & (UHU') (U|Y)) = E (U|¥)) (3.5)
H,_/Hf—/ &:_/
i %) %)

and the eigenstates in the diagonal basis are trivial. Unless stated otherwise U denotes a
general unitary transformation throughout this thesis. The flow equation transformation

is always denoted by U(B) or by U = U(B = c0). Eq. is then simplified to
(O0) = ({(0|JU'(B = 0)) (U(B = 00)OU!(B = 00)) (U(B = 00)|0)) . (3.6)

[ J/

O(BZM)

The remaining task is to transform the operator into the diagonal basis which turns out
to be challenging for nontrivial problems.

3.2.2 Nonzero Temperature

The thermal expectation value of a given operator O is defined as

(O)s =Tr (p(P)O) , (3.7)

where the trace is taken over all states in the Hilbert space. We use the textbook definition
of the density matrix p(3) via the partition function Z (/) and the inverse temperature (3

(k‘B = 1)

1 1
B)=——eP1  Z(B)=Tr(eP") |, g==". 3.8
o8 = 575 (8)=Te () 8= 7 (38)
The eigenstates are trivial and orthonormal in the diagonal (B = o) basis
H(B = o0)|n) = E,|n) , (n|m) = 6nm - (3.9)
We therefore take the trace in the diagonal basis. Eq. (3.7 then yields
1 o~ 1 ~ 1 -
O)g=—— nle PHOln) = —— e PE(n|On) = —— e PE(n|UOUT|n) ,
(O = 7757 Lol 0l = 225 3 lOln) = 753 5 e ufT00

(3.10)
where the tilde is a shorthand notation for operator at B = oo. The partition function is
simplified to

Z(B) =) e, (3.11)

A common source of error lies in the evaluation of the eigenenergies. Since the transfor-
mation of the Hamiltonian is typically truncated using some perturbative argument also
the calculated eigenenergies are only correct up to some order in the expansion parameter.
This might lead to an uncontrolled error in the evaluation of the Boltzmann weights since
the exponential function reacts strongly on small changes of its argument. For single im-
purity models like the Kondo model the renormalization of the eigenenergies can typically
be neglected.
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3.2.3 Non-Equilibrium

In non-equilibrium situations expectation values have to be evaluated with respect to the
steady state instead of the ground state. Since the steady state is usually unknown, we
evaluate expectation values with respect to the non-interacting preparation state of the
system. For dc-voltage bias the preparation state is given by the well defined ground state
of the non-interacting system. If the dot is coupled to two leads at different temperature,
we assume non-interacting leads described by the usual temperature dependent Fermi
functions.

3.2.4 Time Evolution

In the Heisenberg picture the time evolution of a time independent operator O is given by

O(t) = e'Oe 1 (3.12)

Using the identities
vAUt = (UAUN" |, n=0,1,2,... = A=UTV'T (3.13)
where A is an operator, Eq. is easily rewritten to
O(t) = UteiftOe 1 | (3.14)

where again the tilde denotes operator at B = oo. It is convenient to commute the left
exponential with the O operator and to combine it afterwards with the right exponential.
To do so we first have to take a closer look at the structure of a transformed operator. We
split it up in a linear combination of specific operations 7,:

OB =00) =Y t(0O)T,, (3.15)

where the coefficients ¢,(0) are numbers that depend on the operator O. The operations
T, are chosen such that
[H(B = OO)7Ta] = QaT'a , (316)

where (), is a number. (), is interpreted as the energy transfer by the operation T,. Since
H(B = o0) is a diagonal operator such a decomposition is always possible. Typical choices
for T, are single operators like ¢, or operator products like c;cj]cTcs.
If the relation
[A,B] = BD < AB = B(A+ D) (3.17)

is fulfilled for the operators A, B, D then immediately follows

A"B=DB(A+D)", n=0,1,2,... = ‘B =B . (3.18)
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Using the definitions (3.15)) and (3.16) we rewrite Eq. (3.14) to

O(t) = Zta(O)UTeigtTae—thU Zta(O)ﬁTTaei(ﬁ—l—Qa)tG—thU

= Ut (Z ta(O)em“tTa> U . (3.19)

Note that we combined the operator-valued exponentials since their arguments commute.

Both the ground state expectation value (3.6) and thermal averages (3.10]) of Eq. (3.19))
are easily evaluated within the flow equation framework.

Again a perturbative truncation of the flow equations might lead to an uncontrolled
error since the eigenenergies are only known up to some power of the expansion parameter.
For very long timescales (¢ — o0o0) any small error Af), might become important since
|AQ,t| is not limited from above.

In the following two sections we derive some simple and handy expressions for general
correlation functions both at zero and nonzero temperature.

3.2.5 Zero Temperature Correlation Functions

We start with the zero temperature correlation function of two Operators O, Os:
Cgs(tl,tg) == <O|Ol(t1)02(t2)’0> . (320)

Again we denoted the groundstate by |0). Since we study time independent Hamiltonians,
the correlation function depends on the time difference 7 = t; —t5 only (see also Eq. (3.22)).

Using Eq. (3.19)) we find

Cosltita) = > tay (01)ta, (O)e’ M e!2"2(0|UT,, T, U|0) . (3.21)

ay,a2

Note that U |0) is the groundstate in the diagonal basis. Since €2, measures by definition
(3.16)) the energy transfer for the operation T, terms with €2, # —€,, vanish:

Cos(ti ta) = D ta, (O1)ta, (0r)e 212000 T,, T, U10) . (3.22)

ai,a2

We are mainly interested in the spin-spin correlation function where O, = Oy = O, e.g.
O = S*. The symmetrized correlation function is given by

CEm(n) = L0, 00)})
= > ta,(0)ta,(0) cos (U, 7) (0|U'T,, T0,T10) | (3.23)

ai,a2
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where we used the time difference 7 = t; — t5 for convenience. Fourier transform yields

CEM(w) = / dr eimogym (7)

gs

= thm O)(0|U" T, T, U10) (6(w — Qay) + 0(w + Qay)) - (3.24)

The response function is defined by
Rgs(1) = —10(7)({O(7), 0(0)}) . (3.25)

For the Fourier transform of the imaginary part one finds

=73 0, (0)tay (0) (01T T, T, UJ0) (5w — Q) — 5w+ Q) - (3:26)

ai,a2

3.2.6 Nonzero Temperature Correlation Functions

The nonzero temperature correlation function is defined as

1
Cp(tr,t2) = ——=Tr (p(B)01(11)Oa(t2)) - (3.27)
Z(B)
From Egs. (3.10) and (3.19) immediately follows
Cp(t1,t2) = Z Ztal (O1)tay (Og)e™FEniartr giQasta i\ T T 1) | (3.28)
n ai,a2

where the partition function is given by (3.11)). The summation runs over all eigenstates
of the diagonal Hamiltonian (labeled by n). The Fourier transform of the symmetrized
correlation function in the special case O = Oy = O is easily derived:

Césym Z Z ta, (O e Phn (0|1, Ty In) (0(w — Qay) +0(w+0,)) - (3.29)

n ap,a2

For the imaginary part of the response function (Fourier transformed) one finds

S(R(ﬁsym Z Z tal o <n|Ta1T<l2 |n> (5((") - Qaz) - 5(UJ + Qaz)) :

n ai,a2

(3.30)
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3.3 Spin Operator

In this section we transform the spin operator into the diagonal basis of the Hamiltonian.
We use the expressions derived above to derive the spin-spin correlation function and the
corresponding response function. The outline of this section is as follows. In Sect. we
in detail derive and analyze the transformation of the S*-operator. The zero temperature
equilibrium magnetization is derived in Sect. the spin-spin correlation function is
derived in Sect. In Sect. we depict the results for the transformation of S*/¥
and the corresponding spin-spin correlation function and the response function.

3.3.1 Transformation of S~

We make the following ansatz for S*:

58) = wB)5 + LB S B i S fihy 87 (33D

e M (B
o (B)S* + —; ) {5t
where h*(B = 0) = 1, v,,(B = 0) = 0 and M(B = 0) = 0. For the transformation of the
spin operator it is sufficient to use only the 1-loop generator (2.10)), the commutators are
given in Appendix In this order the decay of the operator (h*(oco) = 0) is given by
dh?
B > (ng(p) +ng(q) = 2n5(p)ns(9)(ep — €q + 1) T L (D, Q) (B)1pg(B) . (3.32)

p.q

For the flow of the newly generated number we find

Ccil_]g - Z(nf(p> - nf(q>>(€p —€q+h)JL(p,q)(B)vpe(B) - (3.33)

p.q

For zero magnetic field the relations J, (p,q) = J1(¢,p) and ,, = —7, are fulfilled. Using
these relations one easily shows M (B) = 0. The number M becomes only nonzero during
the flow if a magnetic field is applied.

The flow of the newly generated operators is given by

% = g@p — ¢ +h)JL(p,q)(B) + 411 ;(1 —2n4(r)) x (3.34)

x (6 = &) (1) (B)1rg(B) + (€ — €g) ] (1, 4) (B) 7 (B)) -

In the following discussion we show h*(B = oo) = 0 corresponding to a full decay of
the spin operator. If the spin operator would not fully decay we would have to include
it in the calculation of the spin-spin correlation function yielding a zero frequency delta
peak. The physical interpretation of a zero frequency delta peak is as follows: assume
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we prepared the dot level in (e.g.) the spin-up configuration. At zero magnetic field
this spin configuration must fully decay (in the Kondo model). A zero frequency delta
peak in the spin-spin correlation indicates that the prepared spin configuration does not
fully decay even on infinite timescales yielding a wrong description of the physical model.
At nonzero magnetic field the prepared spin configuration does not fully decay since the
magnetization of the dot is nonzero. It is therefore far from obvious that hA* has to decay
to zero for B — oo at nonzero magnetic field. Note that it is impossible to show the full
decay of the spin operator by numerically solving the flow equations, since one would have
to integrate up to B = oo. In the following we assume V' = T = 0, the generalization to
V, T # 0 is trivial, see also Ref. [41]. For B < h™2 the flow of h* is given by

dh? . gi . 1 dg”

dB 4B 2dB’
This yields only a small change of h* proportional to (g, (B = 0) — g, (B)). Note that
h* = O(1) and ¢, (B) < 1. To derive Eq. we used

(3.35)

Ji(p.q) = gre Blrmeath’ (3.36)
1 g. ( —B(ep— +h)2>
= 7= (1 -= €p—€q .
Tra 2¢,—€;+ D €

The latter expression for 7,, follows directly from the first order term in Eq. (3.34]) assuming
h* ~ 1. For B > h™? we have to use an improved description for ~,,, since h* begins to
decay. In lowest order we find

B
1
= et ) [ dBE (B0, B (337)
0

Inserting this result in the flow equation for h* (3.32) yields

dh?

1B __Z ny(p) +ns(q) = 2ns(p)nys(q))(ep — € + h)*J1L(p, ¢, B) %

B

X /d31 h*(B1)J.(p,q, B1)

0

= (B / 4By 1 (B1)gu(Br) S (ng(r) + ny(s) — 2ns(r)ng(s)) x

8

X (€, — €5 + h)%e™ (B+B1)(er—es+h)?

00 (B) [ B (B0 (BB + B

0

< 2= VT (B) [ dB (B0 (B (3.33)
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Note the similarity with the 2-loop flow equation for g (2.86). With Eq. (2.88]) follows:
. 1
h*(B) ~ ik (3.39)
(1+1. (VB-VE))

where By is the flow parameter at the decoherence scale. The decay of the spin operator
S? sets in on the same energy scale as the decay of g, also for nonzero voltage bias or
nonzero temperature. Upon analyzing the flow equations for the S*- and the SY-operator
given in Sect. we find that their decay sets in on the same energy scale as the decay
of qgl.

It is this observation that relates the decoherence rates I'j and I'; to the spin relax-
ation rates. Though one typically defines the spin relaxations rates 1/7} and 1/T5 by the
broadening of the resonance poles in the longitudinal and the transverse dynamical spin
susceptibilities [45], there is no need to explicitly calculate these expressions. This is due
to the intrinsic energy scale separation of the flow equation method. For B ~ Pﬂ/i all
excitations with energy transfer much larger than the decoherence rate are integrated out.
Since the spin operator does not decay on this high energy scales, these scales cannot con-
tribute to the broadening of the resonance pole. They “see” unbroadend resonance poles.
Only energy scales on which the spin operator decays can contribute to a broadening of the
resonance poles. The width of the broadening of the resonance poles is therefore (up to an
uninteresting prefactor) automatically given by the decoherence rates defined in Chap. .

Note that Eq. (3.39) only holds for h* > 0. If B becomes sufficiently large h* does not
directly decay to zero but instead performs an oscillation around zero unless ¢, is zero.
From Eq. follows that the flow of h* stops if g, is zero, it does not stop if h* is zero
since the integral is nonzero.

To estimate errors due to the perturbative truncation of the flow equation transforma-
tion we study the sumrule

(S (B)Y) =5 (3.40)

From the ansatz for the spin operator (3.31) directly follows

(5*(B)) = < (hzsz T2 a Sl far s ST Sl 2 ST+ %) g

p.q

M
x (hZSZ + > WGl fo ST 5T+ 7) >

s

z\2 2
= —(h)4+M + MR (S%) —

=D (s ()1 = np(@)) = ns(a)(1 = np(p)))1pg (57) +

5 3001 = ng(a)) + mea) (1~ mg(p)), (3.41)
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In the limit h — 400 the spin expectation value is given by (S*) = +1/2 yielding
. (h* + M)?
(S*(B)?) = —F—+ > ns(@)(1 = np(p)r, - (3.42)
p,q
At B = 0 the sumrule is obviously fulfilled. To study deviations from the sumrule we look
at the derivative:

S e e €A ) RSO

= —Man 1—nf ))( €q+h)JL(paQ)7p,q+O(J3>‘

One easily shows that M(B) ~ 0 for B < h™?. As we show in the following section
the sum in the last equation is zero for B > h™2. In the limit of a high magnetic field
the error is therefore of O(J?) thereby providing a stable perturbative expansion of the
spin operators transformation. By an analogue argumentation one finds similar results for
nonzero voltage bias / temperature, see also Ref. [41].

3.3.2 Magnetization

The magnetization of the dot spin is given by M(B = oo) which follows directly from
the ansatz (3.31). However, as we already discussed above the S* operator decays only
slowly with B and therefore also the magnetization converges slowly, making an analytical
analysis difficult. Nevertheless, by using a mathematical trick (telescoping series) one
easily rederives the equilibrium zero temperature Bethe Ansatz result in leading logarithmic
order. The magnetization is given by

2(S%) = 2h*(B = oo )(0|UTS*U|0) + M(B = o)
h*(B = oo)sgn(h(B = o0)) + M (B = o0) , (3.44)
where U]0) is the ground state of Hy(B = oo). Note that h*(cc) = 0 as shown in the

previous section. For convenience we assume h > 0 in the following. We rewrite Eq. (3.44)
to the form

r M(B
257 = I +/dB + (B)) (3.45)
0
- 1-2 / 8 St = sy =+ D10 ) BV ()
Using the parametrization
Jilp.q) ~ gue Blameath? (3.46)

L

~ g1 ( —B(ep—e¢ +h)2>
— = (1= P~ €q
T = o —e )\ ©
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Figure 3.1: Comparison magnetization from Eq. (3.51)) with numerical results for D =
103Tk. The inset shows the bandwidth dependence of the magnetization at h = 1007-.

we find -
o 91(B)
2(S7) ~ 1 — /dB L 1(B) (3.47)

where the function f(B) is given by

f(B) = —2hy/aVB + h\V/27V B + 2hy/7V/ Berf(v/ Bh) +
+2¢~ B — hv/27v/ Berf(v2Bh) — ¢ 2B (3.48)
Expansion in the usual limits yields

1 , for B h™?
1(B) = { 0 ,for B>h? -~ (3.49)

Neglecting higher order corrections we find

2

2057 ~ 1- /dB gzg) (3.50)

and with dgy(B)/dB = ¢3 (B)/(2B) we find

1 1
T 2(h/Ty) | 2m(D/Tx)

which in the scaling limit D /T — oo is to leading logarithmic order the asymptotic Bethe
Ansatz result [75]. Fig. shows the excellent agreement between the analytical expression
and numerical results for high magnetic fields. For fields of O(10 Tk ) we see deviations
from the analytical result due to the perturbative nature of our approach. The inset shows
the bandwidth dependence of the magnetization in good agreement with Eq. . An
analytic calculation of the magnetization for T,V > 0 is difficult, since the exact flow of
the running couplings is unknown. We present numerical results in Sect.

2(5%) ~ 1 (3.51)
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3.3.3 Spin-Spin Correlation Function

The symmetrized correlation function is defined as C(t1,t2) = 1({O(t1),0(t2)}) and the
response function as x(t1,t2) = —iO(t; — t2)([O(t1), O(t2)]). In the following we derive the
spin-spin correlation function in the spirit of Sect. 3.2 We start with the energy transfer,
both the number M and the spin operator S* commute with H(B = c0):

Q, =0y =0. (3.52)

Note that we neglect higher order corrections from the energy diagonal K-terms that still
remain in the Hamiltonian at B = oco. From

[Hos Ypq (: f;qul D57+ qulfPT 1S = (ep—eg+h) g f;qul 15T —
—(€p — €+ 7)Yy : f;lfm ST (3.53)

directly follows the energy transfer for v,,:

e = (ep—€g+h)
Q,y;-q = —(Gp — € + h) . (354)

To calculate the correlation function we also need to consider expectation values of the
spin operator and of products of spin operators. One easily shows:

1
(575%) = —(5)+3
1
(STS™) = (S*) + 2" (3.55)
The expectation value of S* in the diagonal basis is given by
1 1 +1, h>0
(S*) = (0|]U(B = 0)S*(B = 0)U(B = 0)|0) = ~sgn(h) = = 0, h=0 , (3.56)
2 21 -1, h<o0

where U(B = 00)|0) is the ground state of the diagonal Hamiltonian. Since we use the
eigenstates of the non-interacting system as reference states the spin is always decoupled
from the lead(s) and there is no energy dissipation between the subsystems. In the non-
interacting system therefore only the conduction band electrons “see” the temperature,
the spin temperature is always zero. So there is no need to do thermal averaging for the
spin expectation value. Inserting the relations above in the general expression for the zero
temperature spin-spin correlation function yields:

C*(w) = w( D s (OIUT(B = 00) = £ fyy 52 f1 frr 2 S7STU(B = 00)|0) x

><(5(,on + (6, —€s+h))+0(w— (6 —es+h)))+
(U (B = 00) : £l for = flifsy : STSTUT(B = 00)]0) x
X(0(w— (6 —€s+h)) + 6w+ (6, —es + h)))) +

+%M2(5(w)) : (3.57)
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From the products of normal ordered fermionic operators only the number survives. Doing
a similar calculation at nonzero temperature the spin-spin correlation function is given by
a single expression for all cases:lﬂ

C*w) = w 3 (fmeﬁmnf(ep)u (e +wt A+ (3.58)

p

32 i (@)= (e —w+ 1)) +

+7r(1 + sgn(h) Z (~2

9 ep,ep+w+FLnf<€P twt ﬁ)(l —ns(ep))+

32 o wrins(6 =W+ B (1= ny(e)))
—l—gMZ(S(w) .

Here again the tilde denotes function at B = co. The corresponding imaginary part of the
Fourier transformed response function is given by

Vw) = LB (G () ngle bt ) (359)

p

_:szvfp*erﬁnf(Ep)(l - nf(Ep —w + B)))
(14 Sgn(iz) ) ]
+#Z (75p75p+w+l~z nf(€p+w+h)(1_nf(€p))_

p
32 it (& =+ D)L= ns(e,)))

the real part is accessible via a Kramers-Kronig transformation. The spin-spin correla-
tion function is a symmetric function of w, the imaginary part of the response function is
antisymmetric. Both functions do not depend on the sign of A. In equilibrium the fluc-
tuation dissipation theorem [70] relates the imaginary part of the response function and
the spin-spin correlation function by x”(w) = tanh(w/(27"))C*(w). In non-equilibrium the
fluctuation dissipation theorem is violated in general. For completeness we show the trans-
formation of S*/¥ and the corresponding expressions for the spin-spin correlation function
and the response function in the following section.

Typical curves for the equilibrium zero temperature spin-spin correlation functions are
shown in Fig. [3.2l We find a zero frequency d-peak weighted with M?(B = oo)7/2 in
the correlation function . It is not plotted for obvious reasons. For convenience we
assume h > 0 in the following discussion. We find a power law behavior for the maxima of
the sharp asymmetric features at |w| ~ h. For |w| < h* the correlation function vanishes,
for |w| > h we find C*(w) ~ |w|™!/(In(Jw|/Tk))?. See Appendix for additional

information on the numerical evaluation.

'We assume that the reference state in non-equilibrium is given by the non-interacting preparation
state of the system, see Sect. for more details.
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Figure 3.2: S* correlation function for various magnetic fields (V=T=0). The inset shows
the power law behavior of the peak height as function of the magnetic field.

3.3.4 Transformation of S*/¥

For the transformation of S* we make the ansatz

S*(B) = WVST4iy ul(p,q): flify S +z2u p.a): £l fa 0 SV +

DAL ) [N AN S e MY R (3.60)

def

0 pST 4 ST ST ST

As expected from the rotational symmetry (z-axis) of the problem, the couplings in the
ansatz for S* can be recycled for the transformation of SY¥. One easily shows

SU(B) = hvSY - Zu (.a) s Sl S % =i it (p,@) s [ S 0 57—

p.q

—zZu P @) flfa = fl for S7 (3.61)

in Appendix we give the relevant commutators for the transformation of S*. For the
decay of the spin operator we find:

d;;y ! Z ny(p) +ng(a) = 2np(p)ns(@) (e — €g) (T (P @)ty — M (P2 Q) ptg,) +

+5 Z ns(p) +ng(q) — 2ns(p)ns(a))(ep — €g + h)JL(P, @)ptpg - (3.62)
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The flow of the newly generated operators is given by

ity _ 7

iB 2 (ep — Eq)JT(p7 q) — L Z(l = 2n4(r))(€6p — & + h)JL(p, 7)1,

4

T

% SO0 = 2041 (€ — € + W)L (g, )i, (3.63)

for the spin up component and

gy B

iB 5 (ep — €q>Jl(pv q) — ;12(1 —2ng(r))(er — g+ h)JoL(r, Q) Hrp

41 300 = 20,0 e — e+ WL ()i (3.64)

r

for spin down. For the spin flip component we find

d z Ty
% - _h?(ep — e+ h)Ji(p,q) — i Z(l —2ng(r) (e — e+ 1) JL(r, @)y,
2 0= 20y () — e+ BV i (3.65)

r

The spin-spin correlation function for both z- and y-direction is given by the lengthy
formula

) = TEESODS G PGL P gl +w— B)
Rth 0 S 0y I ey )
RtiL ) A )
S P nse)1 - gl — e+ )

5 Y0 e () (L= gy ) g6y + ) (1 = g (ey)

5 2 ) ({6 (L = gl = @) 4 e = w) (1= ny(ey))) . (3.66)
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For the imaginary part of the response function we find

) — m(1+ Zgn(h)) ST A () (1= g+ w = )
B S e Pl = ey~ — )
it 20 S )L e )
_7lL = senid) 3 R ]

o Y 1) (1 (6) (L= g6+ w)) = 1y (6 + w)(1 = ()

D7 ey () (L = gl — @) = myley — )L = mg(6y)) . (367)

At zero magnetic field and isotropic initial values for the running coupling the flow equa-
tions and the correlation functions for S®/¥ are equivalent to their S*- counterparts (see
Sect. . One easily shows that the decay of h” is related to the decay of ¢g,, the
calculation is analogue to the one for h* in Sect.

3.4 T-Matrix

In this section we construct the T-Matrix. The basic parts of the construction are given
in Sect. [3.4.1. In Sect. we derive the flow equation transformation of the involved
operators, numerical results for V=T = 0 are presented in Sect.|3.4.3] Results for V,T > 0

are given in Sect.

3.4.1 Construction

The imaginary part of the T-Matrix is given by [5, 9]

o)

(T (w)) = - / dt O(1){{0, (1), 0L